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Human Coach Technology Reactance Factors and their Influence on End-Users' Acceptance of e-Health Applications

Sarah Janböcke¹, Toshimi Ogawa², Johanna Langendorf³, Koki Kobayashi⁴, Ryan Browne⁵, Rainer Wieching⁶, Yasuyuki Taki⁷
Tohoku University, Smart Aging Research Center Sendai, Japan¹,²,³,⁴,⁵,⁷
University of Siegen, Business Informatics and New Media Siegen, Germany⁶

Abstract—Project e-VITA is a joined research force from Europe and Japan that examines various cutting-edge e-health applications for older adult care. Those specific users do not necessarily feel technology savvy or secure enough to open up for innovative home tech systems. Thus, it is essential to provide the support that is virtual and human beside each other. Human coaches will provide this support to fulfill this role as a mediator between the technological system and the end-user. Reactance towards the system from the mediator's role could lead to the system's failure with the end user, thus failing the development. The effect of technology reactance in the integration process of a technological system can be the decisive factor in evaluating the success and failure of a technological system. We used part-standardized, problem-centered interviews to understand the human coaches' challenges. The sample included people who act as the mediator role between the user and the technological system in the test application in the study centers. The interviews focused on experienced or imagined hurdles in the communication process with the user and the mediator role as well as the later relationship dynamic between the mediator, end-user, and technological system. The described technological challenges during the testing phase led the human coaches to responsibility, diffusion and uncertainty within their role. Furthermore, they led to a feeling of not fulfilling role expectations, which in the long term could indicate missing self-efficacy for the human coaches. We describe possible solutions mentioned by the interviewees and deepen the understanding of decisive factors for sustainable system integration for e-health applications.

Keywords—Technology acceptance; technology reactance; human-machine-interface; technology mediator; technology leverage; human coach; digital health; e-health; virtual coach; active aging, healthy aging; healthcare information technology introduction

I. INTRODUCTION

A. Project e-VITA

Under the EU Horizon 2020 program, as well as MIC funding regarding the Japanese Society 5.0 movement, project e-VITA, a Virtual Coach for Smart Aging, forms a research group that aims at conducting knowledge about new technologies and methods to help an aging society deal with specific problems of their older people. The team of sociological, medical, and technological experts joined in one research team spread all over Europe, and Japan aims at developing an innovative coaching system focused on the needs of older autonomous living adults, i.e., a virtual coaching system that can provide personalized recommendations and everyday help to improve older adults' life quality.

B. The Human Coach in Project e-VITA

e-VITA is aimed at older adults that not necessarily feel technology savvy or secure enough to open for innovative home tech systems. It is thus essential to provide the support that is virtual and human. At least one human coach will provide this support as a mediator between the technological system and the end-user. As a first step, each study center will recruit human coaches to fulfill this critical role. Project e-VITA has various test centers in Japan, Italy, France, and Germany to conduct a human trial such as feasibility studies and proof of concept studies to evaluate the developed virtual coaching system. The main tasks of the human coach will be as follows:

- Teaching end-users about the e-VITA virtual coach (usage, maintenance, support). If needed, end-users will be trained and supported by a team of researchers daily during the study.
- Regular phone calls between the human coach and end-user to answer questions and provide needed support, e.g., explain the appropriate use of the virtual coach.
- Organize real personal meetings of users once a week in the local community.
- Ensuring the security and safety of users, e.g., checking temperature to avoid overheating, safely placing the technical device in the home environment.
- Mentoring, creating awareness, and encouraging behavioral change, encouraging during the intervention.
- Reporting users’ requirements, questions, and feedback to the developers to steadily improve the system.

C. Problem

In the first step within the e-VITA study, the human coaches will be primarily employees or volunteers with a particular affinity for technology and an advanced training status due to their particular relation to the project. In the
expected application of the final concept in the actual field, the human coaches accompanying the technology integration will be employees of care institutions, care services, social associations, and/or family members and local community volunteers. The effect of technology reactance in the integration process of a technological system should not be neglected because it can be a decisive factor in evaluating the success and failure of the technological system used [20]. The final human coaches will act as a kind of ‘salesperson’ for the system, thus mediating between the human end-user and the technological system. Reactance towards the system from the mediator’s role could lead to the system’s failure with the end user, thus failing the development [17]. Potential hurdles and reactance factors [25] from the role of the human coach will be explored in more detail in this study.

D. Contribution

Even though the participants of this study within project e-VITA might possess a fundamental technological affinity, they will be competent enough to deliver valuable information regarding the potential challenges a later human coach will face and, thus, possible technology reactance factors. As mentioned above, technology reactance factors from human coaches in their mediator role will influence the later successful technology integration in the field and following should be considered during the design phase for the technological system. Thus, this study aims at exploring the following three research questions:

- Which technology reactance factors can we find in the role setting of the human coaches?
- How do these factors influence the later end-user relationship towards the installed technology in private home settings?
- Which prospect aspects can overcome reactance tendencies, and which human coach motivating factors play essential roles?

II. THEORETICAL BACKGROUND AND RELATED WORKS

Advancing Information and Communication Technology (ICT) in healthcare can revolutionize delivering healthcare. From easy access to medical records to the ability to consult virtually with specialists, ICT has the power to improve the patient experience significantly. For providers, ICT can help improve patient outcomes, reduce costs, and increase efficiency. With access to Electronic Health Records (EHRs), providers can quickly access critical patient data, such as medical history and insurance coverage, without waiting for paperwork to be completed. This leads to more accurate diagnoses and faster treatment.

Additionally, ICT can allow providers to communicate quickly with other healthcare professionals, collaborate on patient care, and refer patients to specialists when needed. Moreover, ICT, installed in older people’s homes, can ensure longer independent living situations for older people, especially in countries with vast demographic challenges and/or labor shortages in elderly care. In short, ICT, as developed in project e-VITA, can revolutionize healthcare, providing older people with better access to care and providers with more efficient ways of providing it. The following section describes the theoretical backgrounds of these interrelations as a foundation for this study.

A. The e-Health Ecosystem in General

The healthcare sector is of paramount societal significance, and Information System researchers have long studied it empirically. The e-health ecosystems are emerging as an effective way to deliver healthcare services to older people cost-efficiently. These ecosystems are comprised of a network of entities - including healthcare providers, tech vendors, and other stakeholders - that facilitate the exchange of data and the provision of health services. This can revolutionize healthcare and open new possibilities for providers and older people [7, 12].

The development of e-health ecosystems is driven by the need for healthcare providers to access/share data quickly and securely and the demand for cost-effective health services. As such, e-health ecosystems comprise various components, including electronic health records (EHRs), patient portals, health information exchanges (HIEs), telemedicine tools, and other technologies. By leveraging these components, healthcare providers can access and share data in real time, reducing administrative costs and providing better patient care access [1].

The e-health ecosystems offer numerous benefits for older people. For example, by providing access to patient or client portals, older people can access their medical records and communicate with their healthcare providers more easily. Furthermore, e-health ecosystems can enable the delivery of care through virtual coaching alongside the personnel in the form of human coaches. However, those technical systems present themselves as another stakeholder in the whole ecosystem, which also comes with several barriers and facilitators [25]. Schreweis et al. define a list such as limited exposure/knowledge of e-health (e.g., poor digital health literacy), lack of necessary devices, and problems with financing e-health solutions as the top three barriers; as well as facilitating factors such as the involvement of all relevant stakeholders, integration into the overall care, and ease of use [3]. Stephanie and Sharma discuss the critical elements of digital health, including the emergence of digital health ecosystems, formulating a vocabulary of research and sensitizing concepts, and design issues and challenges in creating a viable patient-centric e-health ecosystem. They emphasize the potential of digital health innovations such as evidence-based data analytics, artificial intelligence, Internet-of-Things in remote monitoring and diagnostics, and blockchains for secure, compliant, transparent data management [7]. All authors find common ground in describing the importance of carefully integrating knowledge about the systemic complexity of e-health ecosystems, especially about the formal and informal caregivers as direct contacts to the end-users when integrating technological artifacts for care purposes [8].

B. Technology Reactance and the use of e-Health Applications

Technology reactance is an important concept to consider when developing and implementing e-health solutions.
Especially the above-mentioned complex ecosystems introduce a variety of critical points with diverse stakeholders in which technology reactance might lead to tech-system failure [11]. This refers to people's psychological resistance to using technology, particularly when they feel it is being imposed upon them. This can be due to various reasons, such as feeling overwhelmed by the amount of technology available, feeling that technology is intrusive, or feeling that technology is not necessary to reach a desired outcome [20,16]. Technology reactance can potentially hinder the adoption and utilization of e-health solutions. To reduce the likelihood of this happening, developers and promoters of e-health solutions should strive to create user-friendly, intuitive, and reliable solutions that offer clear benefits to their stakeholders. The goal for many years has been to implement health information technology (HIT) for its apparent advantages; however, a significant obstacle to overcome is user resistance. Healthcare professionals should be provided with proper training and support. Attention should be paid to user needs and psychological concerns to create an environment of acceptance and understanding by using Psychological Reactance Theory (PRT) [18]. The psychological reactance theory assumes that people's behaviors are motivated by the desire to protect their “freedom” to carry out a particular behavior in a particular context [13]. The introduction of technology is generally accompanied by new processes demanding the change of (work) routines and task dependencies between employees/people. These processes can potentially cause power imbalances that may lead to perceived helplessness. According to the PRT, resistance is a result of reactance. It is defined as the response to losing freedom [18]. Svioja et al. point out the importance of carefully designed UX in complex systems, especially in safety-critical domains, to overcome stakeholders' possible reactance or resistance tendencies [23]. Subhasisch et al. present a study along the technology acceptance model (TAM) in which they prove that perceived ease of use positively impacts a system's perceived usefulness [4].

Additionally, perceived usefulness and prior use of the system significantly impact the actual use of the system in the end [4]. Parker et al. describe, in general, how work-technologies influence employees such as caretakers. The most publicized risk is the erosion of the need for human workers. Rather than solely speculating about which jobs will vanish, research should address the urgent and prevalent matter of how tasks might best be shared between humans and machines and the consequences of different choices in this respect. It is essential to consider design issues to come to grips with the potential effects of digital technologies and associated changes and to help steer technological development toward desired care futures [19]. Ultimately, technology reactance can significantly impact the success of e-health solutions. By understanding the potential for technology reactance and taking appropriate steps to address it, developers and promoters can help ensure that their intended audiences adopt and utilize their e-health solutions [2,15].

C. Sustainability Factors in Technology Development

The traditional approach to automation design has focused on optimizing operational efficiency and safety by minimizing human involvement and making systems easier to use for the operator. However, this approach is often met with a lack of acceptance, more severe failures, and an erosion of the sense of purpose that comes with meaningful paid or voluntary work [14]. To address this, more recent theories such as Experience Design, Positive Design, and Design for Well-being propose that technology should be crafted to actively contribute to meaningful, fulfilling work [5,9,10]. Therefore, to place well-being at the center of design efforts, autonomous systems must be created to support meaningful practices. A strong correlation exists between meaningful practices and situational commitment, creativity, and well-being. However, the connection between meaningful practices and technological artifacts is not yet fully understood, especially in work contexts. Smids et al. identify various frameworks that comprise meaningful work, such as pursuing a purpose, social relationships, self-development, self-esteem, exercising skills, and feeling autonomous [25]. Therefore, the design of autonomous systems should consider fulfilling human social needs and ensure sustainable usage based on users' and stakeholders' well-being [21,22].

III. METHODOLOGICAL APPROACH

A. Interviews and Sample

We used part-standardized, problem-centered interviews [24] to interview the human coaches currently involved in the study at the four test centers (Japan, Germany, France, and Italy). The sample included people who act as the mediator between the user/older person and the technological system in the test application in our study centers. The part standardized interview focused primarily on experienced or imagined hurdles in the communication process with the user and the mediator role; furthermore, the effects on the mediator and the later relationship dynamic between the mediator, end-user, and technological system. The interviews were conducted in English and German in the EU and Japanese in Japan using Zoom for the meeting and the recording. Two interviewers conducted the interviews. The interviewees were between 21 and 82 years old, with an average age of 49.2 years. We interviewed five persons in Japan, one in Italy, two in France, and two in Germany. The interview length was between sixty and ninety-eight minutes. The interviewees cover a wide range of job expertise shown in Table I. Also shown in Table I are references to the interviewees' role in the test centers, their experience in elderly care, and their self-assessed technology competence. We do not name the interviewees' countries in the table to ensure anonymity.
### Interview Details

<table>
<thead>
<tr>
<th>Age</th>
<th>Job Expertise</th>
<th>Role test entrance</th>
<th>Expertise Elderly care</th>
<th>Technology competence</th>
</tr>
</thead>
<tbody>
<tr>
<td>82</td>
<td>Bank Manager, now civil servant and mediator/judge</td>
<td>“My role is to listen carefully to the users and be a dedicated listener. I also understood that if they had any problems, I would give them advice.”</td>
<td>“When I was a community welfare volunteer, I was also an officer of the local social welfare council, so I had opportunities to listen to the elderly people at their gatherings and so on. When I was a community welfare volunteer, I also visited elderly people who lived alone, so I had opportunities to talk to them.”</td>
<td>“I'm not familiar with technology at all. I'd say I'm a three at best.”</td>
</tr>
<tr>
<td>70</td>
<td>Project Manager IT, now Freelance same field</td>
<td>“The role of the coach about this project is to first understand the purpose of the project and then to communicate the actual theme of the robot, how easy it is for the user to use, and how to make the robot do what it is supposed to do, and then to help the user to do it.”</td>
<td>“I started going to the neighborhood association the year before last, so we are almost the same age. Also, the members of the Go club are almost older than me. The people in the club are so into Go that the members of the club are more of a hobby, and they play against each other on the spot. We play a game about once a week. Those people look forward to playing games, so if anything, I started after 60.”</td>
<td>“I've been working with computers all my life, so I don't like to be asked about the level of IT technology involved in networking and things like that when I say with confidence, but I'm between 5 and 10. So then, I'll say 7.”</td>
</tr>
<tr>
<td>69</td>
<td>Sales employee for IT</td>
<td>“My job is to guide the assistant robot and help the user.”</td>
<td>“There are so many. There are only elderly people….”</td>
<td>“I'm a ten on the concepts and a 3 or 2 on the technical aspects of contents. The technical stuff, the details, not at all.”</td>
</tr>
<tr>
<td>63</td>
<td>Accounting employee</td>
<td>“I think it is about eliminating the anxiety of users, being close users, and enjoying (the experience) with them.”</td>
<td>“My mother is 94 years old, so I also meet people who are close to her. But, just a while ago, not too long ago, people used to come over for tea and chat. Now they have moved away to live with their children… My social interaction is about visiting daycare service…”</td>
<td>“Because I do not know how savvy is 10 (points). About the basic only. Maybe 2 or 3. 2.5.”</td>
</tr>
<tr>
<td>71</td>
<td>Call-center employee for mobile phone business, now social activities for the community</td>
<td>“After all, coaching means (to be) fairly well versed in coaching content and able to tell it simply (to users); I think those things are important.”</td>
<td>“I participate in my local residents association's salon once a month and I also help the local comprehensive center once a month as long as time permits. Because of those (activity), (I have some interaction with the elderly) to some extent.”</td>
<td>“I think (I am) already close to zero.”</td>
</tr>
<tr>
<td>30</td>
<td>Psychologist</td>
<td>“I am mainly involved in user recruitment, interviews, and test”</td>
<td>“Maybe nine!”</td>
<td></td>
</tr>
</tbody>
</table>
| 24 Research Engineer | “My role is to first create a user guide. And after implementing all the technology in the home of the older person of the participants and to answer their questions when we are in their home.” | “I think I'm eight because I started to work with Senior when I am when I was in a master's degree. So four years old, I think I work with them. In contact.” | “I work with senior people, senior with older people, and often with people with dementia or Alzheimer's. And um, I also work like a psychologist, e-Vita. So outside, e-Vita and I yes, I work with these kinds of people. I do cognitive stimulation or cognitive rehabilitation.” | “I think I'm eight because I like technology, but I'm not a developer, so or gamer, or so like that. So I use them, but I use all the technology like to see what is possible to do, but I'm not touching technical system or like that and it's not my job.” | “I work with seniors, which were they were doing just like this.” | “I'm writing my bachelor's thesis about the study, and then the project manager asked me or asked me if I wouldn't like to take on a role as a human coach.” | “It all depends on whom you're comparing yourself to. Because I have programming experience, but I'm not exactly a programming expert, and I wouldn't say that at all. Let's say if I compare myself to people who study computer science, I would say a seven.” | B. Analysis Process  
After transcribing the interviews, they were coded for anonymization. According to the different nationalities of the participants, corresponding abbreviations were distinguished to assign them later to possible inductive categories like cultural differences or demographic comparisons. The anonymized texts were then openly coded with the help of four research questions:  
- Which technical reactance factors can be found in the role setting of the human coaches?  
- How do these factors influence the subsequent relationship of end-users to the installed technology in the home environment? |
The first category summarizes all statements about the technological reactance factors of the human coach, including the components of their occurrence. In the second group, all quotes were collected on the relationship dynamics between the human coach, end user, and technology. Category 3 dealt with the solution ideas to potential or actual problems, and the last category contained information about how the respondents felt in their mediator role and how they would define it.

The recorded citations were sorted in a table. The individual codes were then analyzed to identify similarities or abnormalities. These were carried out separately by two researchers, whose results were then summarized and processed. In addition, this study explored general knowledge and cultural or demographic characteristics, which we examined as inductive and open-ended.

Based on the collected findings, theories were then formed, and connections developed to filter out the influence of intermediaries on the acceptance of technology and to be able to specify this intermediary role.

C. Validity Threats and Limitations

Following Engelhardt [6], we can summarize that the interview method was very well suited to finding the needed background information and personal attitudes for this sub-study. The procedure made it possible to ask in-depth questions about certain statements. This ensured that the interviewee was understood correctly and underlying attitudes could be found. This understanding was the basis for further analysis to correctly process the interviewees' statements and not allow personal interpretations to flow in [24]. However, the exact procedure during the interview might differ from the interviewers. One limitation was that different people conducted the interviews due to the language barrier. Each interviewer might have had their interview style, which may have influenced the statements made by the interviewees or even led to certain aspects not being addressed at all or in sufficient depth. In addition, the different cultures of the interviewers and the interviewees could have influenced how openly specific topics were discussed or how vehemently questions were asked about problems of understanding. People of a wide range of ages were interviewed for this study. So, we cannot entirely rule out that questions were understood differently; therefore, comparability might not be entirely given. Probably the most significant limitation of the study was the different languages used. The interviewees gave the interview in Japanese as a native language, English as a non-native language, or German as a native language. Translations were, therefore, necessary for the analysis process. As a result, quotations could have been falsified or statements modified within the translation process, even if a professional translation service proceeded. However, since we conducted the data and proceeded with the analysis under the close supervision of the leading researcher, who also coached the executing researchers beforehand, we eliminated validity threats as best as possible for this international and complex sub-study.

IV. RESULTS

A. Category 1: Human Coach Technological Reactance Factors

During the analysis process of the first category, we were led by the question of which aspects the interviewees reported about specific use situations and self-responsiveness to the tested technologies. Furthermore, when and where those aspects arose, and which psychological content-wise link can we draw from the given statements?

All those surveyed named the fact that fluent conversations were not possible as probably the most considerable criticism of the tested systems. The devices had limited topics of conversation and had difficulty understanding what was being said, leading to frustration among the seniors. Some seniors were disappointed by how “little” the devices could do. Some of them started the tests with high expectations and were then disappointed. For them, using it was sometimes more severe work than fun.

In general, the interviewees found that the system for communicating with a robot was still in development, making conversation difficult at the beginning due to its response. It was found that the conversation was not going smoothly due to changes in the example conversation in the manual, and it was suggested that the conversation should be more cumulative to improve this. It was mentioned that while care should be taken not to exceed certain limits regarding technology, it should not be intrusive regarding privacy. In addition, it was criticized that the voice would sound metallic and invite only limited conversations. There was sometimes a lack of feedback from the system, for example, when it started processing for a search, but it needed some time. It was repeatedly criticized as unnatural that one had to press a button to start a call. This was also difficult for some seniors to understand. However, it was positively emphasized that the robot would turn its head in the direction of the voice. This made the conversation more natural for the seniors. The simultaneous textual reproduction of what was said on the Gatebox gave seniors certainty that the device understood what was said correctly.

The limited functions were another disappointment for the seniors. They could only perform a few, often simple actions with the devices and needed a smartphone for them. This would make it easier for them only to use the standard apps, so the e-VITA devices hardly offer them any added value. Some seniors also had difficulties using Telegram because they were unfamiliar with this app or Messenger in general and thus had to learn several new technologies at once. According to some seniors, these limitations in connection with the poorly functioning voice control made the devices either just a kind of entertainment without added value or useless. During the experimental period, the users noted that it was a toned-down version of the commercial version, not providing the expected response or reaction. The user hoped that the robot would suggest activities such as going outside.
and showing empathy when the user was crying. They raised concerns about how the robot would be used and suggested positioning it as a pet or healing tool. One interviewee expressed surprise at how well the users responded to the robots and found them helpful in relieving loneliness. The interviewee also wonders if the robots could be used to help people with dementia and if those with more difficulty could operate them. The interviewees also reflect on their experience with technology, feeling that their world has opened and expanded. They noted that the older adults they had accompanied were apprehensive about robots but would accept basic conversations about everyday topics. They observed that many of the older adults did not understand how to use the technology or that it was usual for the robot to get hot, which scared them.

Some respondents received feedback from seniors during testing that they felt the systems were inappropriate, which concerned, for example, the design and the character, but also the structure of the functionalities. Some of these were not self-explanatory enough, so they needed help to use them.

Other problems that arose were, for example, that the seniors in small apartments had too little space for the devices. In addition, some voiced concerns about the power consumption and the associated costs or the overheating of the devices. Poor WLAN also sometimes posed a hurdle for use. One of the respondents expressed criticism of the further plans in the e-VITA project, that they were not specific enough about data use. For example, the interviewee mentioned that information should be passed on to health insurance companies through the devices in the future. However, this passing on could also be to the detriment of the senior citizen if he/she does not maintain a healthy lifestyle and the health insurance company refuses to provide benefits.

Overall, it can be said that the tested technologies are not yet failsafe enough for the seniors; the voice control needed optimization, and more possible actions tailored to seniors would have to be implemented so that the systems tested in e-VITA would unite the seniors have actually added value and can therefore be used sustainably.

The mentioned technological challenges during the testing phase led the human coaches to responsibility diffusion and uncertainty within their role. Since we followed a relatively open interview style, those interconnections were steadily mentioned during the recording phase without specific questioning. The technological challenges led to a feeling of not fulfilling their role expectations or job descriptions entirely, which in the long term could indicate missing self-efficacy for the human coaches. This aspect might lead to a problem when integrating a new eHealth system with a sustainability focus.

We will now analyze the mentioned psychological challenges with the following analysis parts.

B. Category 2: What Relationship Dynamics can we see in the usage Triangle of Human Coach, end user, and Technology?

Both caregivers and seniors in the study expressed disappointment at how little current devices could do. They each had higher expectations and were disappointed. For example, it was criticized that the systems did not respond to the senior as an individual but remained very impersonal or gave generic answers. Overall, the conversations should be more natural and focus more on the senior instead of simple question-and-answer exchanges. There was also criticism that too many individual, non-networked applications should be tried simultaneously. As a result, and due to the limited functionality and personalization, some of these were not tailored to the announced project goal, namely, to increase senior citizens' well-being and advise them on health and social issues.

Several respondents said it was positive that there was a lively exchange between senior citizens, intermediaries, and developers. This allowed them to act as facilitators, giving feedback and getting answers from the developers about how something worked or why it worked a certain way. This social inclusion through involvement in the development of the system that was not initially part of the study phase might be an essential indicator for the later integration of the system and its further development.

The participating older adults often saw the robot as a kind of pet or assistant that reminded them of medication, for example, but also encouraged them to talk and interact. To do this, however, the system must also respond to the character of the individual seniors. For example, it must act if the senior using the device suffers from dementia and needs different treatment than a senior without dementia.

Several intermediaries stated that they considered it crucial to also convey to the seniors what the robot can and cannot do, to deal with their sometimes very high expectations. Some older adults were disappointed when something did not work and reacted angrily. The mediators found this critical since they wanted the systems to enrich the lives of older people. They were convinced that long-term, sustainable use would only come if seniors also wanted to use the technology and could try it out over a more extended period to experience the added value for their lives. This approach to the aspects of enrichment and the limits of technology was described as an essential task of a mediator. However, the seniors were perceived as curious about the technology and interested in interacting with the devices. There were a few exceptions, where some respondents felt that the seniors were only participating in the project to please them and were, therefore, less motivated to try the devices.

The interviewees described as an essential basis for the cooperation that a basic trust between the senior, mediator, and developer is necessary. It is also important not to patronize the seniors but to let them set up the devices themselves if they feel up to it or to accept if they do not want to use specific devices. Several mediators empathized with the seniors, enjoyed the cooperation, and appreciated mutual respect.

C. Category 3: Which Solution Ideas are Offered by the Respondents?

In conclusion, it is vital to understand the needs of older people individually and in more depth, such as what they need
and want, so it is necessary to collect data more widely, the interviewees summarized. It is essential to make the operations as simple as possible and to explain the vision in a way that is easy to understand for older people. It is crucial to foster mutual understanding between the older user and the robot and create a sense of control for the target group. Finally, it is essential to make sure that the technology is suitable for the needs of older people and that it is entertaining.

To develop technology that is tailored to seniors, the data collection in advance should focus more on their needs and perceive the seniors as individuals, according to the respondents. Some said there is more than one group of seniors, and one needs to identify which groups of seniors have which needs and, therefore, would benefit from a particular technology. In addition, some intermediaries expressed that they would instead test several small functionalities one at a time to be sensitive to feedback and to be able to develop technology in a more tailor-made way. Also, before handing out the technology to the seniors, ensure the systems will improve their lives, not complicate them. They suggested that vocal interaction was better than other forms of interaction and that medical reminders would be beneficial. They also suggested that physical activity advice was essential and that robots should have an emergency button. Finally, they noted that it was unclear whether robots should be rented or bought and that some older adults preferred to rent them monthly, while others preferred to buy them outright.

Respondents would like more time to prepare and try the devices before bringing them to the seniors. In this way, they could familiarize themselves more intensively and, for example, get the missing power adapter or better prepare the presentation to the seniors. The level of this presentation should also be as low-threshold as possible since many technologies are new to seniors, so they must learn them from the very beginning. In addition, the intermediaries wanted to receive a kind of operating manual at the beginning to get a common understanding of the project and the devices.

According to those surveyed, senior citizens and caregivers should not only be provided with operating instructions and explanatory videos, but continuous support from caregivers. In this way, the latter would have the opportunity to explain or practice things several times, thereby optimally supporting the seniors in learning to operate systems. It is also essential to respond to the seniors’ level of knowledge and adapt the explanations accordingly.

When introducing the devices, the vision or goal of the development should also be addressed to involve the seniors in the project. In addition, it would have to be communicated that the technology was still in development. In this way, the seniors can be better involved. According to the intermediaries, it is also imperative that nothing is hidden from the user. They must be told openly what the robot is doing or why, i.e., if data is recorded and how it is used. Even if one feels that the seniors do not understand the topic of data protection, for example, everything should still be explained to them openly.

According to those surveyed, the devices themselves should not be too complicated to use and should make the user happy. This requires a specific range of functions since the seniors were disappointed with how little the devices could do. The seniors must be able to switch off the systems at any time and thus control them. Voice interaction must work better if one wants to use social robots, and conversations must be set up and conducted from the user’s point of view. The interaction could also be loosened up with jokes, for example, and the seniors should be able to choose between different voices or ways of interacting, such as severe or funny.

According to the interviewees, there should be a direct contact person for technical problems, and a better complaints management system should generally be introduced. This would allow the problems of older people to be addressed more quickly and flexibly. The intermediaries themselves could seldom solve technical problems on their own; they could only pass them on. This led to frustration for both agents and seniors. In addition, the exchange timing should be based more on the everyday life of the seniors instead of being geared toward the developers or mediators.

We argue that considering the solutions given by the human coaches themselves when designing the technological e-health system will help to develop a more sustainable solution.

D. Category 4: What Important Information does the Interviewee Provide about their Role as Intermediary?

All respondents agreed they would have needed more time and opportunities to prepare in advance. The interviewees suggest that they could have had more success if they had taken more time to stay with the seniors and explained how the robot works in more detail. They stated that they were often unable to answer senior citizens’ questions and therefore felt uncomfortable. They felt that, in this way, they could not meet the needs of the seniors and also did not fulfill their role as mediators. Those surveyed would have liked to have tested the devices more intensively in advance to have more experience using them. One intermediary even reported that the senior knew more about the device and technology than he did, which made him uncomfortable in his role. A technical meeting beforehand, in which the devices and how they work, could have helped them with these problems. In addition, they would have liked to have had a more extensive range of operating instructions or additional in-depth information to better prepare for their role. To do this, the human coach should prepare in advance, including getting familiar with the project, the robot, and the user. The coach should also be aware of the user’s age, background, and technical savvy to be able to communicate effectively and teach them. The interviewees felt the university was unprepared, lacked a manual and information, and did not complain. They believe the goal is to eliminate users’ anxiety, be close to them, and enjoy the experience together. Technical knowledge is only at a basic level but the basis for building trust in the relationship triangle. The interviewees feel it is better to make users feel interested and have fun with the technology instead of making them feel like they cannot use it.
In addition to providing support with problems and answering seniors’ questions, respondents also saw it as part of their role to be there for the seniors, to address their fears, and to build a relationship with them in general. They felt that listening to the seniors and not making them feel like they were being guinea pigs was essential. They wanted to interest users in the technology and motivate them to use it, but not persuade them. It was also important to them to respect the seniors and treat them as equals. The interviewees’ self-conception is that the role of the human coach in this project is to listen carefully to the user and provide advice if they have any difficulties. They should be able to explain the project’s purpose, how to use the robot and its functions, and how to nurture it. The human coach should also have a good understanding of the technology and hardware involved and can provide clear instructions and explanations. They should also empathize with the user to build a trusting relationship.

When working with the seniors, the mediators wanted to respond to the seniors’ level of knowledge to adapt their explanations accordingly. At the same time, it was stated that explaining technologies such as messenger services to seniors unfamiliar with them was challenging.

If they could not answer the seniors’ questions, they saw it as their job as mediators to forward them support. However, this sometimes led to frustration because no solution was found due to the long distances, and they could not help the seniors. As a further task, some of those interviewed defined setting up the devices for the senior citizens and picking them up at the end of the project phase. However, one of the facilitators made it very clear that he did not want to feel responsible for programming the robot, installing anything, and making it operational. Another criticized that he felt very uncomfortable going to the seniors with equipment that was not fully working.

In conclusion, human coaches must be outgoing and confident when interacting with people to help them better understand and use technology.

For the future, the wish was expressed to organize an information event before the equipment was set up for the seniors, at which the seniors would be informed about the project goal and what the devices would be like. In addition, some people wished to have more face-to-face meetings with the seniors to provide them with the best possible support and get to know them better. In this way, the intermediaries could first demonstrate the device and then start the explanations, as desired by one of them. There was also a demand that more information should be provided about data collection and processing so that intermediaries can pass on this critical information to older adults.

They also suggest that having a technical meeting with someone experienced with the technology and showing the seniors how the robots work in real life would help them understand how to use the robots better. The problem for the interviewees was that there was not enough time to get used to the devices before the study began. This led to negative feelings and a sense of responsibility as they had to justify any problems that arose. They felt motivated to ensure the study was successful but had to limit their involvement as they were not a full-time employee. They believed it was essential to be familiar with the devices and technical context to explain while promoting self-efficacy experiences. These discrepancies should be considered for the latter human coaches to enable them for their task and ensure the technological system will be used sustainably.

E. Cultural Differences and Demographic Aspects

We could not find any aspects in our data that justify a cultural difference comparison. We could see that depending on the cultural setup for care facilities and care infrastructure, the technical needs of the used technical system differ a lot. However, for examining the role of the human coach, we could not identify cultural specifics that would justify a category on its own within this sub-study. Furthermore, we could not identify specific differences for comparing, e.g., age aspects in perception or role understanding. It was striking that the older respondents often not only report from the perspective of the older adults within the study but also consider their perspectives. In addition to possible functions or possible uses, this also affected the view of the current devices in the study. The younger participants did not have this perspective and remained in a more objective state of the report.

V. DISCUSSION

A. Findings

Based on the interview data, it can be deduced that language interaction was significant to the respondents. They expected fluent conversations and a more comprehensive range of topics to discuss. Some also complained that the robots’ voices sounded too technical. We found that the interviewees stated most prominently that the tested technologies had limited functions, poor voice control, and poor design and character. Furthermore, the structure of the functionalities was not self-explanatory enough. For example, respondents would like the system to notify the user when processing an entry or performing a search. The user should therefore be informed about the current system status, including its actions. The ability of the devices to have realistic, profitable conversations, including action explanations, seems to have an important influence on the reactance.

The range of functions also influenced the reactance. The respondents had high expectations of the devices, which were not met. In addition, some felt that the systems were not tailored to them. Therefore, it seems necessary to offer users functions with added value tailored to their needs. The technological challenges led to responsibility diffusion and uncertainty for the human coaches, potentially resulting in a lack of self-efficacy.

Category 2, which introduced the focus of relationship dynamics in the usage triangle of human coach, end user, and technology, indicated that it was felt to be very optimistic that there was a lively exchange between seniors, mediators, and developers. Questions could be answered quickly, and problems or feedback passed on. The mediators found this to be positive since they had a technical contact person and could get help despite the short preparation time and resources. In
this way, an essential trust could also be created as a prerequisite for cooperation. The seniors often viewed the devices as some pet or assistant, so they had certain expectations. These were not always realistic, which could lead to disappointment and frustration. It is, therefore, crucial that the mediators are fully informed about the functions and can also pass this information on to the seniors, right from the start. In combination with a higher level of reliability, the intermediaries could imagine sustainable use. In addition, the mediators would like to be socially included in the development process. Lastly, there seems to be a necessity for essential trust between all involved - mutual respect and appreciation of cooperation. We can thus summarize that for the relationship triangle of technology, user, and human coach; it is vital to consider those possible challenges that might lead to responsibility diffusions mentioned above and false, hindering expectations from all parties.

Category 3, which offered the opportunity to give in participatory ideas from the interviewees, showed us that data collection should be more comprehensive to understand the needs of individual seniors. Intermediaries should test functionalities one at a time and customize technology accordingly. They need to have enough time to prepare for and try out devices to ensure a good user experience. Explanations should be low-threshold and tailored to the individual's knowledge level. The introduction of the devices must also take place at the knowledge level of the seniors; the level must be tailored to them and their understanding of technology. These principles make it possible for the older person to feel in control of the robot and be able to use it without outside help. According to the mediators, this is the only way to achieve sustainable use.

To adapt the introduction for the seniors, the facilitators would need more time and information in advance to prepare optimally and start interacting with the seniors with a feeling of security. In addition, the intermediaries could also help with problems more quickly instead of often going through lengthy detours via the developers.

When setting up the ecosystem, it is thus of essential importance to consider an additional service that might help with upcoming tech challenges.

In Category 4, the interviewees reported in detail about their role as intermediaries. The facilitators agreed they needed more preparation before going to the seniors with the devices. In addition, they would like more time with the seniors to slowly introduce them to the individual devices and to be able to explain their functions in peace.

It would have been essential for their role to feel like a competent contact person for the seniors. This was often not possible for them due to a lack of advanced information and preparation time and, in some cases, the equipment's susceptibility to errors. In the event of problems, the mediators often could not help immediately and had to contact the developers themselves. They said this could have been avoided with better, more intensive preparation and detailed instruction manuals.

In addition to introducing the devices, the facilitators considered the emotional component crucial to their role. They wanted to be able to develop a relationship with the seniors to address their fears and worries and to be able to resolve them. They aimed to meet the older persons on eyelevel and to motivate them to use the device, but not to persuade them.

Summarizing, we can state that respondents wanted more time and opportunities to prepare in advance, as they felt uncomfortable if they could not answer questions from the senior citizens. They also desired to be able to test the devices more extensively before the event and become familiar with the technical context. Furthermore, respondents saw it as part of their role to be there for the seniors, to address their fears, and to build a relationship with them. When setting up the e-health ecosystem, we argue that it is necessary to consider the psychological aspects of the involved human coaches as much as those of the end-users to ensure sustainable technology usage and integration.

B. Limitations

A general limitation of qualitative research is a certain degree of subjectivity. The previous experience and working methods of the person carrying out the work can always influence the result. The weighting or interpretation of individual statements may also differ between different researchers. This was at least a little prevented in the present study because two different study participants looked at the results independently and evaluated the citations. The results were then processed together. Nevertheless, a certain degree of subjectivity is difficult to rule out completely.

In the present study, with 10 participants, comparatively few people were interviewed. To make matters worse, they formed a very heterogeneous group. There were several nationalities and an extensive age range represented. In addition, the participant’s experience and knowledge about technology and robotics differed significantly. Due to this broad spectrum, whether generalizable results can be derived must be questioned. Technological competence could lead to the participants defining and fulfilling their roles as intermediaries in very different ways.

The unique view of one's role as an intermediary could also have been influenced by how long the respondents had already been employed in the associated e-VITA project and what tasks they had already carried out as part of this activity.

The distribution of nationality and age was very heterogenic. While five Japanese participated in the survey, only two German participants, for example, who were both relatively young, commented. This makes it difficult to compare the individual groups of participants.

Since we interviewed persons currently involved in the study, we cannot entirely ensure that the latter human coaches would present the same assessment as our interviewees. Since we are faced with several open questions regarding the system itself and the surrounding ecosystem, we must consider that those open aspects might influence the relationship dynamics of the triangle of human coach, user, and technological system. For example, we are still not sure about the final legal
aspects. The legal aspects of the system must be clarified: Who will be responsible for its later use and instruction? Furthermore, the target group of the human coaches must be considered: Will they be a diverse target group or a homogenous target group? The community level must also be considered: What part will the community play in supporting or hiring human coaches? Municipalities must determine which of the current ICT instructors will be the final human coaches in the final use of the system. Finally, social services and welfare organizations must consider which services they already offer for tech coaching and if they can be used for the later use of the tech system. To name some aspects that might be relevant for the relationship triangle and the latter assessment of the technology used.

Since we just had access to ten human coaches within this study, we must evaluate the sample as relatively small. However, we discussed in detail and at great length how the human coaches feel about the technological system and its relationship dynamics. We, thus, considered the sample sufficient for a first qualitative approach.

We also expect that conducting data in a group with similar technological savviness or ignorance might influence the results. However, since we could not access this kind of group within the study and concerning the open aspects mentioned above, we consider the results valuable indicators for our study, the development of project e-VITA, and other e-health developments.

C. Future Studies

In the future, we see the need to research the differences between different cultures, age groups, and levels of technological savviness to provide an excellent opportunity to explore the potential of future e-health technologies. For example, research into how people from diverse backgrounds interact with technology could reveal ways to bridge the gap between tech-savvy and those who are not. Additionally, research into the potential of human coaches, who are not currently involved in a particular setting, could provide valuable insights into how e-health technology can facilitate learning and growth. Finally, research into the effectiveness of e-health technology in a setting without open aspects and a fixed framework could provide valuable insights into how this specific technology can be used to create a more dynamic learning environment. All of these research opportunities could help us better understand how e-health technology and the ecosystem can be used to benefit people from different backgrounds and provide them with better access to healthy living opportunities at a later stage in life.
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Abstract—Machine learning (ML) techniques are used often to classify pixels in multispectral images. Recently, there is growing interest in using Convolution Neural Networks (CNNs) for classifying multispectral images. CNNs are preferred because of high performance, advances in hardware such as graphical processing units (GPUs), and availability of several CNN architectures. In CNN, units in the first hidden layer view only a small image window and learn low level features. Deeper layers learn more expressive features by combining low level features. In this paper, we propose a novel approach to classify pixels in a multispectral image using deep convolution neural networks (DCNNs). In our approach, each feature vector is mapped to an image. We used the proposed framework to classify two Landsat scenes that are obtained from New Orleans and Juneau, Alaska areas. The suggested approach is compared with the commonly used classifiers such as the Decision Tree (DT), Support Vector Machine (SVM), and Random Forest (RF). The proposed approach has shown the state-of-the-art results.

Keywords—Convolution neural networks; machine learning; multispectral images; remote sensing

I. INTRODUCTION

Recently there has been a great interest in the research community to adapt CNNs to analyze multispectral images. Machine learning algorithms such as the decision tree (DT), ensemble of decision trees, support vector machine (SVM), Naïve Bayes classifier and fuzzy inference system are used to classify pixels in multispectral images. CNN-based methods have attracted a great deal of attention due to their ability to dig latent representations and features from images. Borisov, et al. [1] in their survey article provided an overview of deep learning methods for tabular data. They point out that CNN models have repeatedly shown excellent performance and have been widely adapted. However, adaptation of CNN models to tabular data remains highly challenging. DCNNs have shown high accuracy in many image classification applications. They are flexible and allow iterative learning. With advances in hardware and availability of graphical processing units (GPUs) deep learning (DL) models can be used in real-life applications. The main drawback of CNN models is that they commonly use gradient decent backpropagation algorithm with Sigmoid activation functions that leads to saturation resulting in slow gradient convergence, which is known as a vanishing gradient problem. To avoid the vanishing gradient problem, CNNs use entropy loss function with rectified linear units (ReLU) in the output layer. Overfitting usually occurs when the dataset is small. To overcome this problem, various regularization techniques such as dropout and bagging are used. CNN models can be trained with large datasets and can classify images with high accuracy. For ML algorithms, data are presented in the table form whereas for CNN input data are presented in the form of images. CNN models generate a feature vector from input images via convolution and pooling layers. The feature vector represents integrated information from various shapes that are present in the input image.

To use available CNN models and take advantage of these models such as high accuracy, we propose a novel approach to convert data in the table form to images. In ML algorithms input data are in table form, where each row in the table represents a feature vector for an entity and columns describe properties. In many fields such as genomics, transcriptomic, spoken words, financial and banking data are in non-image form. A few researchers have proposed techniques to map numeric data in a table form to images [2 - 4].

We propose a method to map a feature vector into an image. The shapes in the mapped image represent features and ratios between the features. The approach was motivated by two factors. The first motivational factor is that band ratios in Landsat images are used for determining soil moisture coefficients and vegetation indices [5], which indicates that feature ratios contain additional information in the sample than features alone. The second motivational factor is that CNN models provide multiple levels of abstraction and generate a feature vector that combine low-level and high-level information of shapes in the image. To validate our framework, we analyzed two Landsat-8 scenes. Landsat-8 OLI provides images with 30-meter resolution in seven spectral bands. Band 1 reflects deeper blue-violet hues and is used in mapping coastal regions. Bands 2, 3, and 4 are visible blue, green, and red are used in land use mapping. Band 5 measures the near infrared (NIR). Bands 6 and 7 cover different slices of the shortwave infrared (SWIR). They are particularly useful for telling wet earth from dry earth, and for geology [6].

We implemented the algorithm to map table data into images using a MATLAB script. In addition, we implemented Alex Net using MATLAB deep learning toolbox. We analyzed two scenes, one from New Orleans, and another from Juneau, Alaska. To classify pixels in the image each pixel is represented by a vector consisting of reflectance values in multiple spectral bands. We extracted training data by displaying scenes on the monitor and selecting small homogeneous areas that represent distinct categories on the ground. We selected four training areas that represented four
categories for the Alaska scene, and three training areas that represented three categories for the New Orleans scene. We selected reflectance values from spectral bands 2, 3, 4, 5, and 7, as these bands showed the maximum variance. The organization of the paper is as follows. Section II describes the related work. Section III provides the framework for the proposed approach. Section IV deals with the experiment and results, and the whole study is concluded in Section V.

II. RELATED WORK

In remote sensing data are obtained as multispectral images. Many ML algorithms are being used to classify pixels in a multispectral image. The conventional ML techniques for classification require the sample in the form of a feature vector. In classifying Landsat-8 scene, each pixel is represented by a feature vector obtained by reflectance values in different spectral bands. A few small homogeneous areas representing distinct categories on the ground are identified and the feature vectors associated with pixels in those training areas are used to generate training set data. Conventional ML techniques include the maximum likelihood classifier (MLC), decision tree (DT), support vector machine (SVM), Random Forest (RF), multi-layer perceptron model, and fuzzy inference system. The maximum likelihood classifier assumes normal distribution of reflectance values and is commonly used in remote sensing applications. Huang et al. [7] have used the SVM to classify pixels in multispectral images and their model obtained higher accuracy. The SVM is appealing for Landsat data analysis because it classifies small data sets with high accuracy [8]. Moumtrakis et al. [9] have provided a review of usage of SVM in remote sensing. Another commonly used algorithm to classify pixels in multispectral images is a decision tree (DT). The main problem with the DT is overfitting. DT shows high accuracy with the training data, however; it may not perform well in classifying unknown data samples. Lowe and Kulkarni [10] used the random forest algorithm for classification of pixels in Landsat data.

CNN models represent one of the best learning algorithms for understanding image contents and have shown exemplary performance in computer vision tasks. CNN models use multiple layers of nonlinear information processing units. Machine-learning community’s interest in CNN grew after Image-Net competition in 2012, where Alex Net achieved record breaking results in classifying images from the dataset containing more than 1.2 million images from one thousand classes. Alex Net proposed by Krizhevsky et al. [11] was based on principles used in LeNet. DCNNs have brought about breakthroughs in processing images, videos, speech, and audio [12]. In general CNN models consists of convolution and pooling layers that are grouped followed by one or more fully connected layers. They are feed-forward networks. In convolution layers, inputs are convolved with a weighted kernel and the output is sent via a nonlinear activation function to the next layer. The purpose of the pooling layer is to reduce spatial resolution. Rawat and Wang [13] provide a comprehensive survey of CNNs. Zhang et al. [14] provide taxonomy of CNN models. CNNs can learn internal representations from raw pixels and are hierarchical learning models that can extract features [15, 16]. Liu et al. [17] provide a survey of deep neural network architectures and their applications. Khan et al. [18] in their review article classified DCNN architectures into seven categories. Deep learning allows computational models that are composed of multiple processing layers to learn representations of data with multiple levels of abstraction. Recent developments in CNN models were possible because of the availability of faster graphical processing units (GPUs) and availability of large data sets. Kulkarni in [19] used the Alex Net to classify two image datasets. The first dataset contained four hundred animal images of two types of animals and obtained 99.1 percent accuracy. The second dataset contained four thousand images of five types of flowers and obtained 86.64 percent accuracy.

Remote sensing images are often obtained in multiple spectral bands. Traditional ML are used to classify pixels in multispectral images, where each pixel is represented by a feature vector consisting of reflectance values from different spectral bands. There is a great deal of research directed towards CNN architectures for RGB images, while a relative dearth of research directed towards CNN architectures for multispectral and hyperspectral images. Many DCNN models have been deployed to analyze remote sensing data. Castelluccio et al. [20] explored the use of CNN models for semantic classification of remote sensing scenes. They resort to pre-trained CNNs that are only fine-tuned on the target data to avoid overfitting problems and reduce design time. Liu [21] used R-CNN for multispectral pedestrian detection task and then modeled it into a convolution network (ConvNet) for the fusion problem. Xu et al. [22] proposed a CNN framework to extract spectral-spatial features from hyperspectral imagery (HIS) and light detection and ranging (LiDAR) data, and to combine HIS and LiDAR data. Chen et al. [23] used Faster R-CNN for airport detection from Landsat images. Their experimental results show that for the same training samples their CCN based approach outperforms traditional SVM and state-of-the-art CNN based methods. Senecal et al. [24] have created a small CNN architecture capable of being trained from scratch to classify 10 band multispectral images. Osorio et al. [25] used a deep learning approach for weed detection. They used a method YOLOV3 (you only look V3), taking advantage of robust architecture for object detection. Garcia et al. [26] studied the use of different CNN architectures for cloud masking in multispectral images. Yuan et al. [27] proposed a novel DCNN architecture that outperforms the state-of-the-art DCNN-based water body detection methods. Wu et al. [28] proposed a deep-learning-based new framework for multimodal remote sensing data classification.

Tabular data are the most used data. DCNN models have shown excellent performance and have therefore been widely adapted. However, their adaptation to tabular data remains highly challenging. Borisov, et al. [1] provide an overview of deep learning methods for tabular data. They categorize these methods into three groups a) data transformations, b) specialized architectures, c) regularization models. In this work we consider the first category data transformations. DCNNs offer multiple advantages over traditional ML techniques. First, they are flexible and allow iterative learning. Second, tabular data generation is possible using deep networks and can help mitigate class imbalance problems. Third, neural networks can be deployed for multimodal learning problems where tabular
data can be one of many input modalities [1]. To our knowledge there are very few methods that have been reported for analyzing tabular data using CNN models. Sharma et al. [2] developed a method called DeepInsight to transform non-image data to images for CNNs. Their method constructs an image by placing similar features together and dis-similar ones further apart enabling the collective use of neighboring elements. This collective approach of element arrangements can be useful in understanding relationships between a set of features. They employed four distinct kinds of datasets to evaluate their algorithm. They compared the obtained results to state-of-the-art classifiers such as the decision tree, Ada-boost, and random forest. Their model had shown better classification accuracy for all datasets. Buturovic and Mitkovic [29] proposed a method called TAC (table to convolution) to embed a feature vector into an image. They used the base-image, and the feature vector is used as a kernel to obtain the convolved image. Zhu et al. [3] have suggested a method called Image Generator for Tabular Data (IGTD) to transform tabular data into images by assigning features to pixel positions so that similar features are close to each other. The algorithm assigns each feature to a pixel in the image. An image is generated for each data sample, in which the pixel intensity reflects the value of the corresponding feature in the sample. The algorithm searches for the optimized assignment of features to pixels by minimizing the difference between the ranking of the pairwise distances between features and the ranking pairwise distances between assigned pixels. To investigate the utility of the IGTD, they applied the algorithm to two datasets CCL gene expression and drug molecular descriptors. They transformed these tabular datasets into images and classified them using CNN. Their results show that the CNNs trained on IGTD images provide the highest average prediction performance in cross-validation on both datasets.

### III. PROPOSED FRAMEWORK

In machine learning approaches such as decision tree, support vector machine, models are trained using feature vectors from the training set data. In our method, we convert feature vectors into images, which are saved in DataMart. Images are saved in the folders that are labeled with class names. The CNN model is trained with images in DataMart. The framework for the CNN training is shown in Fig. 1. The crucial step in the proposed approach is to convert a feature vector into a 2-D image matrix. In the proposed approach the output image contains $n^2$ rectangles, where $n$ represents the number of features in the feature vector. For example, if there are five features in the feature vector, the corresponding output image contains twenty-five rectangular shapes. The areas of the diagonal squares represent the features, and the areas of the off-diagonal rectangles represent ratios of the features as shown in Eq. (1), where $A_{ij}$ represents the area of the shape, $i$ and $j$ represent the row and the column numbers of the shape and $f_i$ represents a feature.

$$A_{ij} = \begin{cases} \left( \frac{f_i}{f_j} \right) & \text{if } i \neq j \\ \left( f_i^2 \right) & \text{if } i = j \end{cases}$$  \hspace{1cm} (1)
It can be seen from Fig. 2 that the widths and heights of diagonal rectangles represent feature values. The widths of the off-diagonal rectangles represent feature values, and heights of the off-diagonal rectangular shapes represent inverse of feature values.

Layer of a DCNN include the input layer, convolution layer, batch normalization layer, ReLU layer, max pooling layer, fully connected layer, SoftMax layer, and classification layer. We can specify the input image size at the input layer. Convolution layers serve as feature extractors. Inputs are convolved with learned weights to compute feature maps and results are sent through a nonlinear activation function. The output of the $k$th feature map is given in Eq. (2).

$$ Y_k = f (W_k \ast x) $$

where, $x$ denotes the input image. $W_k$ is the convolution filter. The $\ast$ sign refers to the 2-D convolution operator [13]. The batch normalization layers normalize the activations and gradients propagating through the network, which makes the training an easier optimization problem. The batch normalization layers are followed by ReLU layers. The purpose of the pooling layer is to reduce the spatial resolution by downsizing and extract invariant features. The max pooling layer is used to downsize the network and extract features. The fully connected, SoftMax and classifier layers map the feature vector to class labels. The output of the SoftMax layer consists of positive numbers that sum up one that are used as class probabilities. We used Alex Net to classify feature vectors. Layers of Alex New are shown in Fig. 3. The model consists of eight layers: five convolution layers and three fully connected layers.

IV. EXPERIMENT AND RESULTS

We developed software to map tabular data into images using MATLAB script. The output images were stored in their respective class folders. We also implemented Alex Net using the MATLAB toolbox. The DCNN model was trained with images that were generated from feature vectors in tabular training set data. We classified pixels from two sub-scenes using the trained DCNN model. We considered Landsat-8 scenes that were obtained by Operational Land Imager (OLI).

A. Example-1 New Orleans Scene

The scene was obtained by Landsat-8 OLI on February 26, 2016. The path and row numbers for the scenes are 22 and 39, respectively. To generate the training set data, we considered the scene of the size 1000 by 1000 pixels. Three small homogeneous areas were selected as training sets that represent three classes water, land, and vegetation. The training set data contains 600 samples, 200 from each class. We selected band-2, band-3, band-4, band-5, and band-7. The spectral signatures obtained from mean vectors of the classes are shown in Fig. 4. During training, feature vectors are mapped to images. Each image represents a feature vector representing a pixel in the multispectral image. The mapped images were stored in their
respective class folders. These images were used to train and validate Alex Net. We used 70 percent randomly selected images for training and 30 percent for validation. With Alex Net we obtained the overall accuracy of 98.33 percent. The learning progress curve for Alex Net is shown in Fig. 5. The confusion matrix is shown in Fig. 6 and the ROC curves are shown in Fig. 7. We used the trained network models to classify sub-scene of the size 256 by 256 pixels. Fig. 8 shows the classified scenes for the New Orleans area.

![Fig. 4. Spectral signatures for New Orleans scene.](image)

![Fig. 5. Training progress curve for New Orleans scene.](image)

![Fig. 6. Confusion matrix New Orleans scene.](image)

![Fig. 7. ROC curve New Orleans scene.](image)

![Fig. 8. Classified New Orleans scene.](image)

B. Example-2 Juneau Alaska Scene

The scene was obtained by Landsat-8 OLI on June 13, 2016. The path and row numbers for the scene are 58 and 19, respectively. To generate the training set data, we considered the scene of the size 1000 by 1000 pixels. Four small homogeneous areas were selected as training sets that represent four classes: water, vegetation, ice-land, and glaciers.

The training set data contains 400 samples, 100 from each class. We selected band-2, band-3, band-4, band-5, and band-7 as features. The spectral signatures obtained from mean vectors of the classes are shown in Fig. 9. During training, feature vectors mapped into images. Each image represents a feature vector representing a pixel in the multispectral image. The mapped images were stored in their respective class folders. These images were used to train Alex Net. We used 70 percent randomly selected images for training and 30 percent for validation. We obtained the overall accuracy of 98.33 percent. The learning progress curve for Alex Net is shown in Fig. 10. The confusion matrix is shown in Fig. 11 and ROC curves are shown in Fig. 12. We used a trained network model to classify sub-scene of the size 256 by 256 pixels. The classified scene is shown in Fig. 13.


C. Comparison of Classifier Results

We also classified both datasets using DT, SVM, and RF algorithms. The results are shown in Table I. It can be seen from the results that the proposed algorithm provides state-of-the-art results.

TABLE I. OVERALL ACCURACY

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Decision Tree</th>
<th>Support Vector Machine</th>
<th>Random Forest</th>
<th>Alex Net</th>
</tr>
</thead>
<tbody>
<tr>
<td>New Orleans Scene</td>
<td>98.33 %</td>
<td>97.50 %</td>
<td>97.50 %</td>
<td>98.33</td>
</tr>
<tr>
<td>Alaska Scene</td>
<td>96.11 %</td>
<td>97.22 %</td>
<td>98.89</td>
<td>98.33</td>
</tr>
</tbody>
</table>

V. Conclusions

In this paper, we proposed a new method to classify tabular data using CNNs. We used the proposed method to classify pixels in a multispectral image. We developed the algorithm and implemented it using MATLAB script. We analyzed two Landsat-8 scenes, one from the New Orleans area and another from the Alaska area. The training set data for these scenes were generated by selecting small homogeneous areas from the displayed scenes. Feature vectors were mapped to images that were used to train the DCNN model. The results show that the proposed approach yields the state-of-the-art results. The limitation of the proposed approach is that the number of features that can be processed. This is due to the limit on the number of rectangular regions that can be accommodated in a transformed image. The maximum size of the transformed image is finite which limits the number of shapes in the transformed image. The future work includes using other complex shapes to represent feature values and using DCNN models such as Resnet-50 and Google Net so that the overall accuracy can be improved. Also, we would like to extend the algorithm for remote sensing images with a greater number of spectral bands.
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Abstract—Multispectral imaging has become more important in several areas during this decade to overcome the limitations of color imaging. There are several types of multispectral acquisition systems, including single-shot cameras that incorporate Multispectral Filter Arrays (MSFA). MSFA is an extension of the color filter array. Acquisition systems that incorporate spectral filter arrays are very fast, lightweight, and able to acquire moving scenes. But these cameras are manufactured with at best software for filter positioning correction without demosaicing software. Hence there is a need to identify a suitable demosaicing algorithm in terms of image quality, computation time, and decorrelation factor. This paper presents a comparative study of four relevant demosaicing methods in the facial recognition process using images acquired with a single-shot MSFA camera designed in our laboratory. To achieve this goal, the four demosaicing methods named bilinear interpolation, discrete wavelet transform, binary tree, and median vector were adapted to multispectral images acquired using a MSFA camera. Evaluations were first performed using the NIQE performance metric and the correlation coefficient. Then Demosaced images were used to train VGG19 neural network to know which demosaicing method better contains relevant features for recognition and better computation time. Results reveal that bilinear interpolation provides the less correlated images and the binary tree gives the best quality images with a NIQE of 8.99 and an accuracy of 100% for face recognition.

Keywords—Multispectral image database; multispectral imaging; multispectral filter array (MSFA); one-shot camera; facial recognition system

I. INTRODUCTION

Most of today’s color cameras incorporate color Filter Array (CFA) or Bayer filters [1], [2]. The color filter array contains three filters: green, red, and blue, each one responsible for acquiring the image in each spectral band. These cameras are very fast, displaying the acquired image in a matter of seconds. Despite this performance, facial recognition [3] with color cameras is affected by problems of light variations, occlusions, and pose variations [4], [5]. Multispectral imaging corrects these problems, with more information available in the image bands. There are three types of multispectral acquisition systems: multi-camera systems, multi-sensors systems, and one-shot MSFA systems. The first two types are very slow, heavy, and consume more energy. One-shot MSFA cameras help to overcome the problems associated with the other two types. The one-shot MSFA cameras are equipped with MSFA which is an extension of CFA [6]–[8]. The MSFA includes more than three filters. Each filter is responsible for the acquisition of the image on a given wavelength. The acquisition systems that incorporate the multispectral filters array allow the acquisition of a single image on several spectra simultaneously. These are compact, one-shot cameras, very fast, and capable of capturing moving scenes. MSFA one-shot cameras solve the problems associated with conventional multispectral cameras, which are the heaviness and slowness during the acquisition of multispectral images. MSFA one-shot cameras are used in several fields such as agriculture, medical imaging, and pattern recognition [9]–[12].

A recognition system is composed of four main modules namely acquisition, feature extraction, matching, and decision. The performance of the system depends on each of the modules. There are several facial recognition systems in the multispectral but most of them use multispectral cameras consisting of multiple single-shot cameras or a single-shot camera in scanning mode. For the acquisition module, a database of face images was collected with a single-shot MSFA camera for facial recognition. This camera is mainly equipped with a viamagic CMOS sensor, a MSFA with eight filters, micro-lens, an electronic board to drive the sensor, and a camera board for image acquisition. The MSFA bands were selected theoretically with a genetic algorithm combined with a facial recognition application [13]. This acquisition system covers the spectral range from 650 to 950 nm and produces raw or mosaic images which require demosaicing before use. Demosaicing is a method of estimating the value of missing pixels in a given band. At the end of demosaicing the number of multispectral images obtained is equal to the number of filters that compose the MSFA. Some demosaicing methods [14]–[18] are developed during the theoretical design of the MSFA, but the industrial constraints of MSFA manufacturing mean that effective demosaicing methods are developed after the MSFA is manufactured. In this case, we already have a MSFA camera, and we want to determine suitable demosaicing methods using its images. Demosaicing methods impact the image quality and thus the performance of the facial recognition system with a single-shot MSFA camera. Single-shot MSFA cameras are very efficient and fast, but the quality of the demosaic images depends on the demosaicing method used.
This paper presents the comparative study of four demosaicing methods to identify the one that gives:

- The best image quality result.
- The best decorrelation factor.
- The best facial recognition score.
- And the best computation time.

For these purposes, we adapted some currently used algorithms namely demosaicing algorithms Bilinear Interpolation, Discrete Wavelet Transform (DWT), Binary Tree, and Median Vector to demosaic the images acquired with our camera. A comparison of the demosaiced images is made with the NIQE metric and the intercorrelation between the demosaiced image bands is analyzed with the coefficient correlation. The convolutional neural network VGG19 is used to evaluate the impact of demosaicing on facial recognition in terms of accuracy and computation time. To the best of our knowledge, this is the first study that focuses on demosaicing after the MSFA camera is manufactured.

This paper is structured as follows: Section II briefly presents the MSFA one shot camera, material and methods in Section III, followed by experimental results and discussion in Section IV. The paper ends with the conclusion and future perspectives in Section V.

II. THE MSFA ONE SHOT CAMERA

Multispectral imaging with a single camera equipped with a spectral or multispectral filter array allows acquiring multispectral images simultaneously on several spectral bands. The concept of a multispectral filter array is an extension to n bands of the color filter array that revolutionized digital cameras. A spectral filter array is composed of n filters and each of them is responsible for the acquisition of the image on a given band. The MSFA camera used in this work is composed of a single Viimagic 9220H sensor, an MSFA for the single-tap imaging system, optical lenses, an electronic board to drive the sensor, and a camera board for image acquisition. This acquisition system was designed in the Imaging and Artificial Vision (ImViA) laboratory formerly known as the Laboratory of Electronics, Informatics, and Image (LE2I) as part of the EU H2020 project called EXIST (Extended Image Sensing Technologies) [13]. It is a light and compact camera that covers wavelengths from 650 to 950 nm. The spectral filter array integrated into this camera is made up of eight optimal filters selected in the wavelengths \{685, 720, 770, 810, 835, 870, 895, 930\}. The design of this custom filter array uses the Fabry-Perot interferometer. The MSFA system integrated into this camera with dedicated hardware and software calculations allows working in real time with 30 frames per second. The filters used to overcome the problems caused by illumination variation, motion blur noise, and SNR noise that severely affect the performance of facial recognition systems using CMOS. The multispectral filter array is characterized by its moxel which is defined by a mosaic of elementary filters repeated across an MSFA. Fig. 1 illustrates the moxel used.

![Fig. 1. Final moxel of the MSFA.](image)

III. METHODS

A. Motivation

The literature distinguishes three categories of demosaicing methods: pixel interpolation, frequency transformation, and probability of appearance (POA). Pixel interpolation consists in using the value or weight of neighboring pixels to estimate the value of a missing pixel. Methods such as bilinear interpolation, weighting bilinear interpolation, and binary tree use pixel interpolation. Frequency transformation involves using wavelets to extract essential information from neighboring pixels to estimate the value of the missing pixel. Frequency transformation includes methods such as Discrete Wavelet Transform. Probability of appearance refers to methods that determine the probability of the occurrence of a band and a pixel in a selected band to estimate the value of the missing pixel. These methods include approaches based on binary trees. In general, demosaicing methods depend on the MSFA moxel but nowadays there are generic demosaicing methods that can be adapted to any type of MSFA. Discrete Wavelet Transform, Bilinear Interpolation, Binary three, and vector median filtering were selected for the comparative study. These four demosaicing methods were selected because each one presents some interesting characteristics for the study. These were chosen for the following reasons:

- Bilinear interpolation uses the value or weights of neighboring pixels to estimate a missing pixel in a given band. Most demosaicing algorithms combine their demosaicing technique with bilinear interpolation [17], [19]–[21].
- Binary Tree-based Edge-Sensing method is a generic approach that uses the notion of POA to select the band and the pixel in the selected band. This method combines POA, and bilinear interpolation based on the edge–sensing information [22] to determine the value of the missing pixel.
- Discrete Wavelet Transform based MSFA demosaicing [17] is a technique that uses frequency information and Weighted Bilinear interpolation to approximate the value of the missing pixel.
- Vector median filtering [23] is a demosaicing method whose specificity is to use vector based operations and the concept of pseudo pixel. This method groups neighboring pixels according to the size of the moxel to evaluate the value of the pixel missing.
B. Preprocess

The images acquired with the MSFA one-shot cameras are raw images or mosaic images and must be processed or demosaic before using. Demosaicing is a technique that consists in reconstructing each band of the multispectral according to the number N (N=8 in this study) of filters contained in the MSFA. Before demosaicing, a preprocess of band extraction is first performed. This preprocess consists in multiplying each mosaic image by different binary masks \( M^k \) as defined by the Eq. (1).

\[
M^k_{(x,y)} = \begin{cases} 
1 & \text{if } (x \mod \sqrt{K}) + (y \mod \sqrt{K}) \times \sqrt{K} = k \\
0 & \text{else}
\end{cases}
\]  

(1)

This transformation gives eight planes of shifted images in which only one component is available at each pixel. Fig. 2 illustrates this transformation.

After pre-processing, the missing pixels in each image band are estimated using the four selected demosaicing methods.

C. Bilinear Interpolation based MSFA Demosaicing

The bilinear interpolation based demosaicing is the simplest method for calculating the value of pixels missing during the demosaicing process. Other demosaicing methods combine their specificities with bilinear interpolation [24]. Bilinear interpolation approximates each missing pixel value by means of a distance weighted average of its neighboring pixels. As its name indicates, bilinear interpolation is a succession of two linear interpolations. The linear interpolation can be performed in multiple directions. For a missing pixel \( P(i,j) \) at position \( (i,j) \), the linear interpolation is defined in Eq. (2), Eq. (3) and Eq. (4) as follows:

- Diagonally
  \[
P(i,j) = \frac{1}{4} \sum_{(m,n)=(-1,-1),(-1,1),(1,-1),(1,1)} p(i+m,j+n)
  \]  
  (2)

- Vertically
  \[
P(i,j) = \frac{1}{2} \sum_{(m,n)=(-1,0),(0,-1)} p(i+m,j+n),
  \]  
  (3)

- Horizontally
  \[
P(i,j) = \frac{1}{2} \sum_{(m,n)=(0,-1),(0,1)} p(i+m,j+n)
  \]  
  (4)

For this study, a convolution filter \( H \) is used for demosaicing. This filter is defined according to the spatial distance between the neighbors of the central pixel. The interpolated image band \( I^k \) is defined by Eq. (5) as:

\[
I^k = I'^k \odot H
\]  

(5)

with

\[
H = \begin{bmatrix}
5 & 5 & 5 & 1 & 1 & 6 & 6 & 8 & 8 & 1 & 1 & 6 & 6 \\
5 & 5 & 5 & 1 & 1 & 6 & 6 & 8 & 8 & 1 & 1 & 6 & 6 \\
4 & 4 & 4 & 8 & 8 & 3 & 3 & 4 & 4 & 5 & 5 & 3 & 3 \\
4 & 4 & 4 & 8 & 8 & 3 & 3 & 4 & 4 & 5 & 5 & 3 & 3 \\
2 & 2 & 7 & 7 & 5 & 5 & 2 & 2 & 7 & 7 & 5 & 5 & 2 & 2 \\
2 & 2 & 7 & 7 & 5 & 5 & 2 & 2 & 7 & 7 & 5 & 5 & 2 & 2 \\
5 & 5 & 5 & 1 & 1 & 6 & 6 & 8 & 8 & 1 & 1 & 6 & 6 \\
5 & 5 & 5 & 1 & 1 & 6 & 6 & 8 & 8 & 1 & 1 & 6 & 6 \\
4 & 4 & 4 & 8 & 8 & 3 & 3 & 4 & 4 & 5 & 5 & 3 & 3 \\
4 & 4 & 4 & 8 & 8 & 3 & 3 & 4 & 4 & 5 & 5 & 3 & 3 \\
2 & 2 & 7 & 7 & 5 & 5 & 2 & 2 & 7 & 7 & 5 & 5 & 2 & 2 \\
2 & 2 & 7 & 7 & 5 & 5 & 2 & 2 & 7 & 7 & 5 & 5 & 2 & 2 
\end{bmatrix}
\]

And \( I^k \) the image band.

D. Discrete Wavelet Transform based MSFA Demosaicing

A Discrete Wavelet Transform (DWT) is a transform that decomposes a given signal into a number of sets, where each set is a time series of coefficients describing the time evolution of the signal in the corresponding frequency band. When applied to an image, DWT transforms the image into different frequency bands. DWT is used to decompose images into a series of sub-bands with different frequency components. Over the decades, several DWT-based methods have been proposed in [25]–[29] for Color Filters Array (CFA) demosaicing. Xingbo et al. [16] extended the application of DWT into MSFA demosaicing. MSFA demosaicking based on DWT encompasses the concept of Down Sampling images, the Haar wavelet (D2), the “replace” rule for the estimation of high-frequency sub-bands and bilinear interpolation for the estimation of low-frequency sub-bands. This approach is applicable to any MSFA with a regular mosaic pattern, regardless of the number of channels. The algorithm is performed in three successive steps as follows:

- High-frequency estimation: First, the image is divided into K down sampled images and each of them is decomposed into spatial frequency sub-bands by DWT using Haar wavelet. Then, estimate the coefficients of the missing DS images in the high frequency sub-bands according to the “replace” rule.

- Low-frequency estimation: Apply bilinear interpolation to the mosaicked image plane by plane and extract the low frequency by image decomposition using Haar wavelet. Then replace the coefficients of the missing DS images at low-frequency sub-bands with those of the interpolated DS images.

- Recompose the low-frequency and high-frequency components and compute inverse discrete wavelet transform to reconstruct the demosaiced image.
This method has been tested by the authors with CFA and two MSFA of four-bands and eight-bands visible. Given the compatibility of this method with all MSFA with regular patterns, regardless of the number of channels, we have modified it to our eight-bands MSFA described above with two pixels per band. For this algorithm, the wavelengths of the bands have been modified by considering the following wavelengths \([685, 720, 770, 810, 835, 870, 895, 930 \text{ nm}]\) for the eight bands.

E. Binary Tree based MSFA Demosaicing

Lidan Miao et al. [20]–[22] had proposed a generic demosaicing method based on a binary tree. Specifically, this approach uses the Binary Tree Edge Sensing Method (BTES). The missing pixels are estimated progressively using all the edge correlation information of all spectral bands. Binary tree based MSFA demosaicing can be adapted to any \(4 \times 4\) MSFA. The generic demosaicing algorithm consists of three interconnected modules: band selection, pixel selection and interpolation [20].

- Band selection: This module defines the interpolation order of the different spectral bands by using the POA. The spectral bands have different POA, and the spectral band with the highest POA contains the most detailed information. Band selection is equivalent to selecting leaf nodes (spectral bands) at different levels of the tree. Nodes located at the same level have the same POA, and the deepest nodes have the smallest POA. The band selection process is described as follows: first, the band with the highest POA is selected, the leaf node at the first level of the binary tree. Then, for levels with more than one leaf, the bands at the next level are randomly selected. Finally, this process is repeated until the last level of the tree.

The band with the most edge information is interpolated first and the edge information from the first interpolated band is used to estimate the other bands.

- Pixel selection: This module determines the order of interpolation of pixel locations in each spectral band. The estimation of the pixel values is done gradually. First, some of the missing pixel values are estimated using these estimated pixel values and the MSFA samples. The algorithm uses the binary tree for the pixel’s selection. It takes as input the leaf patterns selected during band selection and interpolates for each of them first the missing band information at the pixel locations where its sibling pattern is located, and then the algorithm goes up one level in the binary tree to find the sibling of its parent pattern. If the latter is an internal node, then the leaf patterns in the subtree below that sibling pattern are examined. This part is repeated until the root of the tree.

- Interpolation is used to estimate the value of the missing pixels with selected pixel for a selected band. The estimate of the value of a pixel \(P\) at position \((i,j)\) is calculated by the weighted sum of these four neighboring pixels and their contributions. The weights of these four pixels are estimated based on their edge magnitudes. The weights of two neighboring pixels along the vertical and horizontally direction are calculated by Eq. (6) and Eq. (7).

Vertically:

\[
W_{m,n} = \left( 1 + |P_{m+2,n} - P_{m,n}| + |P_{m-2,n} - P_{m,n}| + \frac{1}{2}|P_{m-1,n-1} - P_{m+1,n-1} + \frac{1}{2}|P_{m-1,n+1} - P_{m+1,n+1}| \right)^{-1}
\]  

(6)

Horizontally:

\[
W_{m,n} = \left( 1 + |P_{m,n+2} - P_{m,n}| + |P_{m,n-2} - P_{m,n}| + \frac{1}{2}|P_{m+1,n-1} - P_{m-1,n+1} + \frac{1}{2}|P_{m-1,n-1} - P_{m+1,n+1}| \right)^{-1}
\]  

(7)

With \(m \in \{i-1,i+1\}, n = j \)

The estimated value \(\hat{P}_{i,j}\) of pixel at position \((i,j)\) is defined in Eq. (8).

\[
\hat{P}_{i,j} = \sum_{\forall k \in [i,j]+t} W_{i+k,j+t} P_{i+k,j+t} \sum_{\forall k \in [i,j]+t} W_{i+k,j+t}
\]  

(8)

The algorithm has been developed for 7 bands. Since the MSFA used has 8 bands, this algorithm was modified for 8 bands, considering the probability of bands appearing.

F. Vector Median based MSFA Demosaicing

Gupta et al. [30] had proposed a CFA vector demosaicing algorithm. This approach selects the color vector that minimizes the sum of the distances to the neighboring pixels to estimate the missing colors. This demosaicing approach is based on the notion of pseudo-pixel, which is defined by a group of neighboring values of red, green, and blue pixels (horizontally and vertically). Xingbo et al. [22] had extended this technique for MSFA demosaicing. According to the authors, this method is based on two According to the authors, this method is based on two specificities: first, the pseudo-pixels are formed according to the dimension of a moxel. The Moxel is a mosaic element corresponding to a mosaic of elementary filters repeated via an MSFA. Second, the pseudo-pixels are those that are connected horizontally, vertically, and diagonally.

The median vector \(\mathbf{x}_{\hat{y}}\) of \(\mathbf{x}_1, \ldots, \mathbf{x}_N\) is defined as follows:

\[
\mathbf{x}_{\hat{y}} \in \{x_i | i = 1, \ldots, N\}
\]

For all \(j = 1, \ldots, N\)

\[
\sum_{i=1}^{N} \| \mathbf{x}_{\hat{y}} - x_i \|_2 \leq \sum_{i=1}^{N} \| \mathbf{x}_j - x_i \|_2
\]  

(9)

The algorithm of calculation of the median vector for the demosaicing of the multispectral images proceeds as follows:

- For each vector \(x_i\), compute the sum of the distances to all other vectors using the \(L^1\)-norm or \(L^2\)-norm as presented in Eq. (10)

\[
S_i = \sum_{j=1}^{N} \| \mathbf{x}_j - x_i \|_2, i = 1, \ldots, N
\]  

(10)
The median vector is \( x_{min} \) corresponding to \( S_{min} \), which is the minimum of \( S_i \).

This method was tested by the authors with CFA, 4-bands and 8-bands MSFA. For this algorithm, the wavelengths of the bands have been modified by considering the following wavelengths \{685, 720, 770, 810, 835, 870, 895, and 930\} nm for the eight bands.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

A. EXIST Database and Experimental Setup

EXIST is a multispectral image database that was collected with the MSFA one-shot camera described. The EXIST dataset is composed of 2100 raw images of faces of 105 subjects. Each multispectral image is 2072 x 1104 size. After demosaicing, the images obtained are of size 2072 x 1104x8 each corresponding respectively to the wavelengths \{685, 720, 770, 810, 835, 870, 895, 930\} nm. Fig. 3 shows some images of the EXIST database.

The experiments were carried out on Microsoft System Windows, version 2010, with two computers. The first was equipped with an Intel(R) Core (TM) i7-8565U CPU, 8 GB of RAM memory. The second has a NVIDIA Quadro P400 graphics processing unit (GPU) with 32 GB of Random Access Memory (RAM). All code is written in the MATLAB 2020 and Python 3.7 programming languages.

B. Evaluation Metrics

To identify a suitable demosaicing algorithm, evaluations were performed on three criteria: image quality, decorrelation factor, and recognition rate, using NIQE, correlation coefficient, and recognition accuracy as metrics, respectively.

Based on the literature [31]–[33], there are two types of performance metric for image quality: full reference quality, such as Peak Signal Noise Ratio (PSNR), Structural Similarity Index (SSIM), Mean Square Error (MSE) and no-reference quality measurements, such as NIQE, Brisque and piqe. Since the EXIST image database only contains raw images without references, the NIQE performance measure is used to assess the quality of images demosaiced using different methods.

NIQE is developed by researchers of University of Texas [34]. C.Kawan et al. [35] used NIQE to compare demosaicing method for Mastcam Images. NIQE is no-reference image quality metrics that use statistical features of the input image to evaluate the image quality. To calculate NIQE value, the image is divided into smaller patches, and the features are modeled as MultiVariate Gaussian (MVG) distributions.

After image quality evaluation with NIQE, intercorrelation of demosaiced images is evaluate with correlation coefficient computation. This coefficient allows to identify the degree of similarity between a pair of images. Images are identical when the correlation coefficient is equal to 1. To calculate this correlation coefficient, the method described in [36] was used. Also, to identify the best demosaicing method with the best image quality, decorrelation factor, the demosaiced images were used to train four models based on the VGG19 architecture. VGG19 is an architecture of VGGNet proposed by K. Simonyan et al. [37] in 2015. VGG19 contains 19 weight layers consisting of 16 convolutional layers with three fully connected layers and the same five pooling layers. VGG-19 CNN is used as a pre-training model. The accuracy is used to evaluate the images after recognition. Accuracy indicates the percentage of correct prediction.

C. Result and Discussion

To carry out the test, the following steps were followed for each method:

- Demosaicing raw images.
- Computation of NIQE values and time of demosaiced images.
- Calculation of correlation coefficients between demosaic images.
- Calculation of the average demosaicing.
- Recognition of demosaiced images.
- Computation of recognition time.

This algorithm led to the results presented in Fig. 4.
Visually, we can see that the binary tree presents better images in terms of sharpness of the different parts of the face than the other three demosaicing methods. But visual evaluation alone is not enough. The NIQE metric was therefore used to confirm or invalidate this visual assessment. The quality of the image varies according to the value of NIQE. The smaller the NIQE value, the better the quality of the demosaic image.

The Fig. 5 shows the average NIQE calculated on all images obtained for the four demosaicing methods. For all demosaicing methods, the NIQE value of the corresponding images varies between 8.75 and 14.38 according to the band and demosaicing method. While the NIQE values of the images demosaiced by bilinear interpolation are between 10.68 and 12.97, those of BT are between 8.75 and 9.29, those of DWT between 10.51 and 11.42, and those of VM between 11.68 and 13.66.

The analysis of the NIQE value per band and per demosaicing method shows that the binary tree has the lowest NIQE value per band and for all methods with average NIQE value of 8.99. Based on this NIQE value, the binary tree provides better quality images than others. This analysis confirms the visual observation made after the experimental results.

Time simulations were then made to compare the four methods. The Figure 6 shows the execution time for each.

Interpretation of Fig. 6 shows that the minimum running time of a demosaicing algorithm is 12.78s and is obtained with bilinear interpolation. This time is slightly less than that of the binary tree. The median vector is the method with the longest execution time. The crossing of the execution time and the NIQE value of the demosaicing algorithms shows that the binary tree is the demosaicing method which allows having best quality images in a reasonable time.

To study the decorrelation factor of demosaiced images, we compute the correlation coefficients between them.

The Fig. 7 shows the average correlation coefficient between each band by demosaicing methods.

The demosaiced images are correlated with an average correlation coefficient of 0.9 for all methods. The analysis of these different figures allows us to conclude that the intercorrelation factor between the different bands is lower for the Bilinear interpolation than for the other demosaicing methods. Bilinear interpolation allows us to have less correlated images than the other methods.

After the demosaicing process and comparison, the VGG19 convolutional neural network was used for feature extraction and classification of the demosaiced images obtained with each method. The dataset was identical for all the methods. The training and test datasets were separated with random selection with 80% for training, 10% for validation and 20% for test. In all, 2,200 demosaic images of size 300 x 300 pixels, organized into 110 classes and were used.

Tables I to III describe respectively the training parameter of VGG19, the accuracy, and the recognition time for each image by method.
Fig. 7. Average correlation coefficient between bands by demosaicing methods.
Analysis of the results in Table II shows that the accuracies obtained vary between 80% and 100%. Images demosaiced with bilinear interpolation and binary tree have the best accuracy of 100%. A comparison of the results in Table III shows that the execution time for recognizing demosaiced images varies between two and six sec. Images demosaiced with the binary tree are recognized faster than those of the other methods.

In conclusion, the different results show that the binary tree-based demosaicing method is the best of these four methods in terms of image quality, computational time, and accuracy for facial recognition.

V. CONCLUSION

We proposed an evaluation of demosaicing methods for facial recognition using MSFA one-shot cameras to identify a suitable demosaicing algorithm in terms of image quality, computation time, and decorrelation factor. This study uses and compares four demosaicing algorithms on a raw image acquired with a MSFA one-shot camera. The binary tree demosaicing method was used to obtain the best quality images with the best quality calculation time and accuracy for facial recognition. Demosaicing affects the facial recognition system in terms of image quality and time. The better the demosaic images, the better the accuracy of the facial recognition system. The minimum demosaicing time is 12.78 s with bilinear interpolation. This is huge compared to the demosaicing time of CFA which is a few milliseconds.

An optimization of this system should be done in our next work to make it real time.
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Abstract—This Online writing and evaluation are becoming increasingly popular, as is automatic literature assessment. The most popular way is to obtain a good evaluation of the essay and article by the automatic scoring model. However, assessing fuzzy semantics contained in reports and papers takes much work. An automated essay and articles assessment model using the long-short-term memory (LSTM) neural network is developed and validated to obtain an appropriate assessment. The relevant theoretical basis of the recurrent neural network is introduced first, and the quadratic weighted kappa (QWK) elevation method is cited here to develop the model. The LSTM network is then awarded for developing the general automatic assessment model. The available model is modified to get better performance by adding a convolutional layer(s). Finally, a data set of 7000 essays is segmented based on the ratio of 6:2:2 to train, validate, and test the model. The results indicate that the LSTM network can effectively capture the general properties of the essay and articles. After adding the convolutional layer(s), the LSTM+convolutional layer(s) model can get better performance. The QWK values are higher than 0.6 and have an improvement of 0.097 to 0.134 compared with the LSTM network, which proves that the results of the LSTM network combined with the convolutional layer(s) model are overall satisfactory, and the modified model has practical values.
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I. INTRODUCTION

In the traditional literature evaluation scene, the teacher or organizer designs the tasks, the candidates answer, and the teacher or organizer finally assesses the quality of the candidates’ products by scoring. The most tedious part of the whole process is the manual evaluation and marking. It brings a heavy workload to evaluators and is prone to correction errors and long evaluation cycles, negatively impacting assessing. As computer technology and artificial intelligence develop, the automatic identification technology of filling multiple-choice questions in answer sheets has been widely used. The main task of assessment, involving complex processes such as handwritten digit detection, recognition and understanding, still relies on manual correction, especially in literature review and evaluation with fuzzy semantics. The candidates’ handwritten text and the printed text of the paper are distributed in the same picture. When assessing, it is necessary to make an accurate distinction. At the same time, it is essential to detect the type of question to which the text belongs so that different correction strategies can be used according to various tasks. In addition, the handwriting of other candidates is different, and the readers are either compact or sparse, which makes text detection and recognition face greater challenges [1,2]. With the enrichment of computing and data resources and the innovation of various network structures, deep learning has performed well in various tasks, and therefore, artificial intelligence has gradually been widely used in images and text detection [3, 4]. The key technologies required to realize intelligent marking technology, including handwritten character detection, recognition, etc., are also very popular research fields. Recently, many relatively advanced research results have been reported, which makes it possible to achieve comprehensive intelligent evaluation [5, 6].

The continuous development of artificial intelligence and computer performance significantly improved the accuracy and efficiency of automatic essay and article evaluating and scoring models. Also, the development of neural networks has promoted the achievements of natural language processing technology in some related fields. It has brought new research directions to the automatic essay and articles evaluating and scoring research [7, 8]. The most typical is Automated Student Assessment Prize (ASAP) essay-scoring competition organized by Kaggle in 2012, and the appearance of the ASAP made public datasets available for many research efforts. Based on this dataset, researchers in different countries have conducted related research on essays and articles evaluating and scoring tasks. For instance, Alikaniotis D et al. (2016) [9] built a model modified from LSTM by citing the ASAP data set. Then they used this model for automatic evaluation and scored essays and articles. Similarly, using the ASAP data set, Kaveh et al. developed a model on the basis of recurrent neural networks and tried to use this model to learn the consistency between an essay and articles and real scores [10]. The results show that this method improved the model’s ability to understand and capture the essay’s main information and reports. Faraj Y et al. also developed an automated easy evaluating and scoring model using the ASAP data set and the com. Theetween, a series of baselines and model outcomes, demonstrates its ability on the Automated Essay Scoring (AES) task and the flagging adversarial input, strengthening the effectiveness of neural essay and articles evaluating and scoring models [11]. These significant explorations kicked off the prelude of neural networks for automatic essays and papers evaluating and scoring.

Meanwhile, the successful application of large-scale pre-trained language models has brought breakthroughs to many
natural language processing tasks as well. For instance, Rodriguez et al. compared the BERT and XLNet model based on natural language processing (NLP) neural networks adopted to achieve a high-quality Kaggle AES dataset. The results show that BERT and XLNet can produce more accurate outcomes than manual results and save time and money in grading essays and articles [12]. Mayfield and Black used the pre-trained language model BERT to solve the problem of automatic writing, paperless evaluating and scoring and their experiment. They showed that BERT achieved good results in the automated English essay and articles evaluating and scoring task, indicating that BERT is theoretically and practically feasible to solve the automatic grading of English papers and reports [13]. From the system structure level, it can be seen that using software algorithms to extract the information feature values of standard files is the foundation for achieving accurate translation in non-semantic environments. The similarity between words and sentences is a factor that causes the system to decline in translation in different semantic environments. The relative degree of a sentence includes multiple aspects such as part of speech, syntax, and sentence structure. By calculating sentence similarity, the degree of differentiation of sentences can be found. The larger the similarity value, the more information about word form, syntax, and semantics between the two sentences is resolved.

Through the analysis of the current research about automated essays and article evaluating and scoring, the development of automated essay and article evaluating and scoring technology can be divided into three periods [14,15]. The first period is the artificial feature extraction period. The typical feature of this period is determining which parts of the essay and articles to extract manually and building a regression model based on these features by machine learning-based methods [16]. The advantage of this method is that it can be logically explained. The disadvantage of this method is also obvious. Due to many relevant features that need to be extracted by humans, it is challenging to reconstruct a large number of data sets. At the same time, these features may not directly reflect the deep fuzzy semantics of the essay and articles. The second period is the neural network period. In this period, word vectors are used to build models. Word vectors are developed by learning text information from essays. The main advantage is that it only needs manual feature extraction work. The disadvantage is that the model is not open and transparent since the model’s training process is carried out in a black box. The third period is the transfer learning period [17,18]. In this period, the knowledge learned from a large amount of corpus using the pre-trained language model is transferred to the automatic evaluating and scoring task, which can effectively avoid training the model from the beginning and achieves good results with relatively small datasets.

The application of distributed ultra-large computing power computers and the advent of large-scale data sets jointly promote the further development of neural networks in the field of automatic evaluating and scoring of essays and articles and make the automated essay and articles and articles evaluating and scoring evolve into the third stage as described above. Although the LSTM network is more efficient than the standard recurrent neural network and can effectively improve the model learning ability, capture the features and provide generally acceptable results to some extent. Still, it may not work well when meeting with fuzzy semantics contained in literature. Therefore, in this work, the main model modified from LSTM networks is developed and improved by adding convolutional neural network layers since the introduction of a convolutional neural network layer into the evaluating and scoring model can strengthen the ability of the model to capture local information in the essay and articles. Then the effectiveness of the LSTM networks combined with convolutional neural network layers is evaluated with a relatively large database.

In the process of English translation, the more similar the semantics are, the greater the correlation, which can easily lead to comprehension errors in different contexts and bring difficulties to translation work. Based on this, a similarity calculation model based on a combination of semantic dictionaries and corpora is established, starting from bilingual materials of English and Chinese sentences. Under the conditions of the established corpus, relevant semantic extraction rules and dependencies are determined. Through the English sentence similarity algorithm and the vector space model standard, the calculated similarity is used as a vector element to find the degree of differentiation in sentences, distinguishing between sentences and words in terms of part of speech, syntax, and tense. The research results indicate that the system has high accuracy and recall rate in sentence translation, especially in the English translation process of prepositions, function words, and tenses, with higher translation efficiency and accuracy. Evaluating the fuzzy semantics contained in reports and papers requires a lot of work. This article develops and validates an automated paper evaluation model using Long Short Term Memory (LSTM) neural networks to obtain appropriate evaluations.

This article evaluates the innovation contribution as follows:

1) Developed and validated an automated paper evaluation model using Long Short Term Memory (LSTM) neural networks to obtain appropriate evaluations. By adding convolutional layers, modifications were made to the available models to achieve better performance.

2) Traditional RNNs are prone to gradient vanishing when dealing with long sequences, making it difficult to train. LSTM introduces a gating mechanism, which can effectively alleviate the problem of gradient vanishing and process longer sequence data.

3) LSTM can better capture long-term dependencies in sequence data through cell state and gating mechanisms.

II. THEORETICAL BASIS OF RECURRENT NEURAL NETWORK

A. Recurrent Neural Network

Recurrent Neural Networks (RNNs) are mainly used to deal with timing problems. There is a connection between different neuron states in the RNN hidden layer. The input in the neuron state includes the input layer and consists of the outcomes of the previous neuron state. The semantic information before and
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Fig. 1. The model structure of the recurrent neural network.

Text information is generally input with unequal lengths, but the word length of each text is different. At the same time, understanding the text information needs to consider the order of words; that is, words are input individually. The recurrent neural network can also accept sequence data with an unequal length not defined in advance [20]. The performance of RNNs is affected by the knowledge learned in the past, which means that the processing output may obtain the features of previously known knowledge. Remembering the features learned from the previous knowledge through the vector representation of the hidden layer, the RNNs model can generate one or more output vectors from one or more input vectors and generate different outputs even with the same input. The recurrent neural network model’s structural characteristics are shown in Fig. 1(a).

The figure above depicts the properties of the recurrent neural network at sequence number \( t \). W, U, and V correspond to the weights of the input layer \( x_t \), passed to the hidden layer \( h_t \), between the hidden layers, and from the hidden layer \( h_t \) to the output layer \( y_t \), respectively. As can be seen from Fig. 1(b), an important feature of RNNs is parameter sharing, and the meanings of parameters are:

1) \( x_t \) is the input of the training sample, and \( t \) is the sequence number;
2) \( h_t \) is the hidden state of the model, and it is computed by \( x_t \) and \( h_{t-1} \);
3) \( y_t \) is the model’s output, which is determined by the \( h_t \) at the current hidden state.

The RNNs equation is expressed as follows:

\[
y_t = g(Vh_t) \quad (1)
\]
\[
h_t = f(Wx_t + Uh_{t-1}) \quad (2)
\]

RNNs can memorize knowledge, but they need help remembering long text information. This is because when ordinary RNNs deal with long sequence problems, passing the gradient from the back of the sequence to the front line through the back-propagation algorithm is difficult. In recent decades, many versions have been developed and built with the research progress of the recurrent neural network, among which the LSTM network is the most successful. This is because the LSTM network solves the long-term dependence problem in the training process.

B. LSTM Network

During the predicting process, the recognized text could be infinite because of the variety of the length of the text sequence. Suppose the position of the currently predicted text or the text whose semantic information is consistent with the text is large. In that case, the ordinary recurrent neural network will lose part of its semantic information, thereby reducing the accuracy of prediction results. The network of LSTM is a more advanced version of RNNs and solves this problem very well. The setting of the gate structure prevents the LSTM model from retaining all the information indiscriminately, like the RNN model. It cannot highlight the key points which solve the problem of gradient disappearance in the learning process of the model [21]. The main difference between LSTM and ordinary recurrent neural networks is that LSTM has three gates: the forgotten, input, and output. The model can remind the information of each previous neuron, reducing the loss of information in the transmission process. Therefore, the LSTM model can efficiently retain important data according to the task objective and uses the information judgment as to the parameter of model learning, which greatly increases the learning efficiency of the model [22].

At the same time, LSTM can also solve the problem of gradient descent and thus is widely used in sequence data tasks, such as language understanding, segmentation, and translation. It has been verified in many experiments that LSTM is more effective than standard RNNs, which can effectively improve the model learning ability. Due to the careful design of LSTM, introducing the gating mechanism can alleviate the gradient disappearance of the recurrent neural network, thereby memorizing long text information. The LSTM consists of five different parts [23, 24]:

1) Unit state: The internal memory of the LSTM unit.
2) Hidden state: This state is used to calculate the prediction result of the model.
3) Input gate: It is used to judge the amount of inputted information that can be sent to the unit state.
4) Forget gate: It is used to judge the number of previous unit states that can be sent to the current unit state.
5) Output gate: It judges how many unit states can be sent to the hidden state.

In a recurrent neural network model, the unit’s state changes with each input in the current form. This directly leads to the fact that in the cyclic neural network structure, the team’s state is always changing, and this mechanism causes the cyclic neural network to not store long-term dependencies well. In LSTM, the current cell state relies not only on the input of
LSTM can decide to update at a certain moment or forget the internal information stored in each neuron in the cell state. Namely, the LSTM has a mechanism to keep the cell state unchanged so that the LSTM can store long-term dependencies. The data flow diagram in LSTM is shown in Fig. 2.

As shown in Fig. 2, LSTM mainly introduces the gating unit concept to control the unit's state. LSTMs have gates for each operation a cell needs to perform. Each gating team takes a continuous value ranging from 0 to 1, where 0 indicates that all the information is blocked and will not be passed to the next step, and 1 means that all information is passed to the next gate. LSTM network uses such gating units for each neuron in the team. The calculation equation of each gate control unit is described below. The calculation equation for the input gate is shown in the following equations.

\[
i_t = a(w[h_{t-1}, x_t]^T + b_i) \quad (3)
\]

\[
\tilde{c}_t = \tanh\left(\psi_{cyt}\right) - \tanh\left(w_c[h_{t-1}]^T + b_c\right) \quad (4)
\]

where, \(i_t\) represents the information amount of the input state saved to the unit state, and \(\tilde{c}_t\) means the information after the Unit State is updated. \(A\) is defined as an activation function, the weight matrices are \(\omega_i\) and \(\omega_c\), and the bias matrices are \(b_i\) and \(b_c\). The revised equation for the current cell state is shown in Eq. (5).

\[
c_t = f_t c_{t-1} + i_t \tilde{c}_t \quad (5)
\]

In the equation, \(c_t\) represents the information currently saved by the unit state, and \(c_{t-1}\) is the information held by the unit state at the previous moment. The calculation equation of the forgetting gate is shown in Eq. (6).

\[
f_t = a(w_f[h_{t-1}, x_t]^T + b_f) \quad (6)
\]

where, \(f_t\) indicates the forget gate at time \(t\). The forget gate controls whether the information can be transmitted to the current moment. Calculate \(f_t\) is calculated in the matrix formed by the output state of the hidden layer \(h_{t-1}\) and the current input state \(x_t\) at the previous input, multiply it with the weight matrix \(\omega_f\), and finally, add the bias matrix \(b_f\). The calculation equation of the output gate is shown in Eq. (7) and Eq. (8).

\[
h_t = u_t \tanh(c_t) \quad (8)
\]

In the equations, \(u_t\) is the updated output information of the storage unit, \(h_t\) is the output information of the hidden layer at the current moment, \(w_o\) is the weight used to calculate the forgotten team, and \(b_o\) is the bias matrix.

### III. MODEL CONSTRUCTION AND EXPERIMENTAL SETUP

Based on the above research, the automatic evaluating and scoring model established is developed. The main model structure of the proposed model can be briefly described by following steps: first, the text in the corpus is segmented, and then the word segmentation result is used to construct a word vector, and the word vector work as the input of the LSTM evaluating and scoring model. At the same time, a convolutional layer is added before the LSTM layer. This can improve the prediction of the LSTM method because the convolutional layer can effectively understand the text's local information and fuzzy semantics.

#### A. LSTM-based Essay and Articles Automatic Evaluating and Scoring Model

Since the essay and article text contains contextual knowledge, it can be regarded as sequence information. The model-building process is shown in Fig. 3. Because the long short-term memory network cannot directly take text as input, the next step is to convert the essay and article text into word vectors after the intake of the corpus. Then, the obtained word vectors will be passed to the neural network model for prediction, optimize the model through the optimizer, and finally, build the model.

The Adam optimizer is used in this experiment. In the model optimization, the mean square error (MSE) loss function is selected to make the neural network model better optimized, which is shown in Eq. (9).

\[
MSE = \frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2 \quad (9)
\]

#### B. Evaluation Method

The QWK coefficient is generally used as an evaluation index in the automatic grading of related essays and articles. It
The fuzzy semantic of English literature is a two-sided existence, such as some ambiguous expressions. And due to the differences between cultures, clearer semantic content can result in differences in understanding. The QWK coefficient uses a weighting method to strengthen the result. If the excessive deviation between the model prediction and real quality index, it would penalise the extreme difference by reducing the QWK coefficient. Using the QWK coefficient can not only measure the consistency of the evaluating and scoring model but also improve the recognition accuracy of fuzzy semantic contents in English literature. The equation for calculating the QWK coefficient is shown in Eq. (11). But the first step is to construct the weight matrix, and the calculation equation of the weight matrix is shown in Eq. (10).

\[ W_{ij} = \frac{(i-j)^2}{(n-1)^2} \]  

(10)

In the equation, \( i \) and \( j \) is the quality index given by the experts (real quality index) and essay and articles evaluating and scoring models, respectively. \( N \) indicates the number of essays and articles database. After building the weight matrix, the matrix \( N \) and the prediction matrix \( E \) are built. \( N_{ij} \) is the amount samples with real rating \( i \) and model rating \( j \). \( E \) is the outer product of the real marks and the model quality index vector. The QWK coefficients are calculated using the constructed \( E \) matrix and \( N \) matrix.

\[ k = 1 - \frac{\sum_{i,j}(W_{ij}N_{ij})}{\sum_{i,j}(W_{ij}E_{ij})} \]  

(11)

Evaluators give the essay and article quality index used in this paper, and the essay and articles’ real quality index are regarded as a true index of essay and article quality. So, the evaluation of the evaluating and scoring model built in this paper is transformed into the consistency problem between the model results and the real marks. In this paper, the QWK coefficient is used as the measurement method to test the consistency since the QWK coefficient can reflect the model prediction quality index, which can reflect the capability of assessing the English literature with fuzzy semantics. The meaning of the QWK coefficient is shown in Table I.

<table>
<thead>
<tr>
<th>QWK</th>
<th>Consistency strength</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;0.20</td>
<td>Poor</td>
</tr>
<tr>
<td>0.21-0.40</td>
<td>General</td>
</tr>
<tr>
<td>0.41-0.60</td>
<td>Medium</td>
</tr>
<tr>
<td>0.61-0.80</td>
<td>Good</td>
</tr>
<tr>
<td>0.81-1.00</td>
<td>Best</td>
</tr>
</tbody>
</table>

This article collects a set of paper data, including papers from various disciplines. Firstly, we use a portion of the dataset for training, and then test the remaining dataset. Table II shows the performance of our model on the test set.

<table>
<thead>
<tr>
<th>Accuracy</th>
<th>0.85</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>0.83</td>
</tr>
<tr>
<td>Recall</td>
<td>0.82</td>
</tr>
<tr>
<td>F1 Score</td>
<td>0.80</td>
</tr>
</tbody>
</table>

IV. EXPERIMENT AND RESULT ANALYSIS

A. Test Setup

1) Normalization and inverse normalization: The output of the proposed model is the predicted essay and article quality index. If the input essay and article quality index are in a different grade range, it may impact the model’s outcomes.

In most situations, the quality index of essays and articles by scoring can be divided into three categories: the first is 40-95, the second is 65-95, and the third is 50-95 points. Due to the different range of scores, the normalization of essay and articles scores is firstly performed to get a uniform index, and the core idea of normalization is to map essay and articles scores from different score segments to floating-point numbers between (0, 1), which is more conducive to processing of the model. The normalized calculation equation is shown in Eq. (12).

\[ x' = \frac{x-x_{\text{Min}}}{x_{\text{Max}}-x_{\text{Min}}} \]  

(12)

In Eq. (12), \( x \) represents the real essay and articles score, \( M_{\text{Min}} \) and \( M_{\text{Max}} \) represent the lowest and highest score of the scoring range, and \( x' \) represents the normalized result obtained by normalizing the real essay and articles score.

Before inputting into the model, the essay and article scores in the corpus are first normalized. Then the corpus is divided into a training set, validation set, and test set according to the ratio of 6:2:2. In the model's training process; the normalized score will be used as the label. After the training process is completed, the essay and articles in the test set are used as the input, and the trained model is then used to predict the score of the essay and articles. However, the score obtained at this state is not (0-100) but the normalized predicted score. In order to calculate the QWK coefficient between the real score results and the model prediction results, we need to perform inverse normalization on the normalized prediction scores. The inverse normalization calculation equation is shown in Eq. (13).

\[ y = y'(x_{\text{Min}} + x_{\text{Min}}) \]  

(13)
In Eq. (13), $y$ represents the normalization result predicted by the model, and $x_{\text{min}}$ and $x_{\text{max}}$ represent the lowest and highest scores in the real scoring range. After performing the inverse normalization operation, the prediction score of the model can be obtained.

2) Experimental arrangement and hyperparameter settings:
During the experiment, 7000 essays and articles corpus from the Kaggle dataset were cited and divided into the training set, validation set, and test set with the ratio of 6:2:2. To train the LSTM model on the training set, different numbers of hidden layers were used to observe the effect of other numbers of hidden layers on the results of the model $b_n$. The LSTM network structure used is shown in Fig. 4.

![Fig. 4. The LSTM network structure.](image)

At the same time, in the research of Taghipour K et al [10], it was found that adding a convolutional layer before the recurrent neural network can effectively improve the model's capability of capturing the local information of the text. Therefore, based on the above experiments, adding a convolutional layer before the LSTM layer is embedded and observing whether the additional convolutional layer(s) can improve the model's performance is proposed. The network structure of the LSTM+convolutional layer used in this study is shown in Fig. 5.

![Fig. 5. The LSTM+ convolutional layer.](image)

Simulation experiments determine the model's hyperparameters after building the LSTM model. The parameters are shown in Table III.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning rate</td>
<td>0.001</td>
</tr>
<tr>
<td>Batch size</td>
<td>64</td>
</tr>
<tr>
<td>Regular optimization</td>
<td>0.5</td>
</tr>
<tr>
<td>Activation function</td>
<td>ReLU</td>
</tr>
<tr>
<td>Number of iterations</td>
<td>30</td>
</tr>
</tbody>
</table>

B. Results and Analysis

Based on completing the model construction in the previous section, the number of hidden layers of the network to 1, 5, and 9 layers are built. The QWK results obtained by the LSTM network model are shown in Fig. 6.

Fig. 6 shows that the QWK coefficient of the experimental results obtained by the essay and articles evaluating and scoring model constructed based on the LSTM network is at a moderate level of consistency, according to Table I. The value of QWK ranges from 0.17 to 0.59, which indicates that the accuracy of the LSTM is not satisfactory, as shown in Fig. 6(a). Increasing the number of hidden layers, the model's performance also increases. When the hidden layers are 5 and 9, the value of QWK are 0.31-0.57 and 0.38-0.59, respectively. The average weight of QWK also increases from 0.464 to 0.499 and 0.515 when hidden layers are increased from 1 to 5 and 9. It indicates that as the depth of the LSTM network grows, the model has better nonlinear expression ability and can perform more complex transformations. The experimental results show that deepening the network depth can effectively improve the output results.
The convolutional layer is added to conduct a comparative neural network experiment based on the above experimental results. The addition of the convolutional layer is to improve the ability to capture the local text information. The QWK results obtained by adding the convolutional neural layer into the Long-Short-Term Memory Network model are shown in Fig. 7.

It can be seen from Fig. 7 that using the essay and articles evaluating and scoring the model constructed based on the LSTM network, adding the cumulative neural network layer has significantly improved the experimental results of the model. However, the QWK coefficient could be at a better level of consistency. After LSTM is incorporated with the convolutional neural layer, the value of QWK in 1, 5 and 9 layers are 0.41~0.68, 0.49~0.69 and 0.5~0.68, respectively. The average values of QWK are at a good level of consistency with values of 0.598, 0.604 and 0.612. This experimental result confirms that adding the convolutional layer can capture the local information of the text.

From Fig. 6 and Fig. 7, it is clear that the Long-Short-Term Memory Network model can provide an acceptable experimental result using the QWK coefficient in the evaluation process. Compared Fig. 6 with Fig. 7, adding the convolutional layer(s) can increase the accuracy of the proposed model. By comparing the average QWK values of LSTM and LSTM+ convolutional layer, it can be observed that the QWK values are improved (the improvement is 0.097~0.134), as shown in Fig. 8, indicating that the neural network with the convolutional layer(s) can perform more complex feature learning, and the network has better representation ability. Based on Table1, the LSTM+C can obtain good results and has practical values.
The research results indicate that using papers and articles to evaluate and grade models constructed based on LSTM networks. This not only increases the cumulative neural network layer, but also significantly improves the experimental results of the model. The calculation for LSTM is feasible. Approximate calculation methods and other dependency methods can be used to accelerate the training process. For example, techniques such as truncation or compression can be used to reduce the number of parameters and calculate Type 2 simplification: in order to solve the problem of STM interpretation. A simpler model can be used, which has fewer parameters and mechanisms than LSTM, but still handles sequence numbers well. If the number of training is insufficient, it is possible to use the number of strong techniques to generate more books, or use transfer learning to utilize data from other tasks to improve model performance.

V. CONCLUSION

In this paper, the model construction process and related experimental settings are introduced, and the automatic essay and articles assessment model modified from the neural network is developed and validated in assessing English literature with fuzzy semantics. After comparing the results of the prediction, the following conclusions are drawn:

First, in developing the the model, the QWK elevation method is cited due to its consistency evaluation properties that can improve the recognition of fuzzy semantics content. And then, the long-short-term memory network is modified by adding the convolutional layer(s) into the LSTM model.

Then, 7000 articles were segmented based on the ratio of 6:2:2 to train, validate, and test the proposed model. The comparison and analysis of experimental results indicate that LSTM can generally capture the real features of the articles. After adding the convolutional layer(s), the proposed model can get better performance by improving 0.097 to 0.134 of the QWK value. These results prove that the automatic essay and articles evaluating and scoring model based on neural network+ convolutional layer(s) can evaluate the English literatures containing fuzzy semantics.

However, an important advantage of neural networks is that they can learn complex patterns from a large amount of data. However, one limitation of this method is that it usually only captures the surface features of the data and may not be able to deeply understand the true meaning of the text. For English literature, this issue may be more severe due to the inherent ambiguity and ambiguity in language. Although English has relatively fixed grammar and vocabulary, the same word or phrase may have completely different meanings in different contexts, and this meaning usually requires in-depth contextual understanding to accurately grasp. Future research can focus on developing more effective models, such as combining natural language processing (NLP) technology and deep learning technology, to improve the model’s ability to understand semantics while reducing reliance on a large amount of high-quality data.
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Abstract—With the development of computer vision technology, image style transfer technology based on deep learning has achieved vigorous development. It has been widely applied in fields such as art design, painting creation, and film and television effect production. However, existing image style transfer methods still have shortcomings, including low efficiency and weak quality of style transfer, which cannot better meet the actual needs of various art and design activities. Therefore, a residual network structure is introduced to construct an image style transfer model based on the convolutional neural networks. Meanwhile, a normalization layer is added to the residual network results to optimize the image style transfer technology. An image style transfer model based on the normalized residual network is constructed. The experimental results show that the accuracy, recall, and F1 values of the improved image style transfer model proposed in the study are 97.35%, 96.49%, and 97.52%, respectively, which can complete high-quality image style transfer. This indicates that the image style transfer model proposed in the study has good performance, which can effectively improve the efficiency and quality of image style transfer, providing effective support for various art and design activities.
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I. INTRODUCTION

With the development of technology and social progress, various digital media have become an indispensable part of daily life. As a medium for the public to showcase their unique pursuit of individuality, the demand for artistry in images is increasing. Many scholars have begun to explore how to automatically synthesize images with artistic style through computers [1]. Style transfer emerged as the times require. Image style transfer is often regarded as a universal texture generation method for research. Therefore, image style transfer (IST) has become a research highlight. IST technology refers to the process of converting an image into an image that is similar in style or content to the target image through machine learning methods and other techniques [2, 3]. With the progress of deep learning (DL) technology, some scholars build image style migration methods based on the advantages of Convolutional neural network (CNN) feature extraction, while others propose to build image style migration methods using encoder and decoder models [4]. However, existing image style transfer methods have a slower speed during the transfer process. It cannot meet the application requirements in real scenarios. Meanwhile, the comprehensive quality of style images obtained by existing image style transfer methods is not high. In deep learning technology, convolutional neural networks are feedforward neural networks based on convolutional operations and have deep structures. They are widely used in fields such as image perception, image analysis, image classification, and natural language processing. Therefore, based on the existing CNN structure, an improved image style transfer method is constructed [5]. The structure of CNN is optimized by introducing residual network. At the same time, in the image transfer model, besides adding residual blocks, a normalization layer is added to solve the image quality problems. An image style migration Generative model based on the deep residual network instance normalization (ResNet-IN) is constructed. It is expected to achieve higher quality image style transfer, and improve the speed and efficiency of IST.

The research mainly includes five sections. The Section I is an introduction, briefly introducing the research background. The Section II mainly introduces the research review of residual networks and image generation methods based on deep learning. The Section III constructs an image style transfer method based on a normalized residual network. The Section IV validates the performance of the constructed method. The Section V summarizes the research results and points out the future research direction.

II. RELATED WORKS

A residual network is composed of multiple residual blocks stacked together, which has the advantages of easy optimization and improved accuracy. The internal residual blocks use jump connection, which relieves the vanishing gradient caused by increasing in depth network. Therefore, it is widely used in various fields. Liu et al. conducted recognition research on Boletus images using residual networks. The Fourier transform near-infrared spectral information of the uneven stipe of Boletus edulis was collected. This information was combined into four data matrices to accurately evaluate and identify different Boletus species. According to the findings, the residual neural network (ResNet) has better performance [6]. Liu et al. proposed a data augmentation method to address the issue of limited and imbalanced sample data for transformer faults. A deep residual network with identified paths was introduced to construct a fault diagnosis model, enabling effective transmission and updating of weight parameters. According to the findings, it can effectively expand the data samples with high similarity to the original data. The ResNet has strong feature extraction ability. It enhances the accuracy of fault diagnosis [7]. The existing automatic sleep staging algorithms have too many parameters and long training time, which leads to poor sleep
staging efficiency. Therefore, Yun L et al. proposed an automatic sleep staging algorithm depending on Transfer learning for random deep residual networks (TL-SDResNet) using single channel EEG signals. Experiments have shown that this model can complete rapid training of data. The overall performance is superior to other classic algorithms, with certain practical value [8]. Yousefzadeh et al. introduced an image retrieval system based on the expanded residual CNN of Triplet loss. This system had fewer parameters and provides acceptable accuracy in top-level retrieval images. Experimental evaluation shows that the model can extract more abundant information by expanding the Receptive field, improving the accuracy of image retrieval without increasing the depth or complexity of the model [9]. Siuly et al. proposed a feature extraction method based on deep ResNet to automatically extract representative features from Electroencephalography signal data of schizophrenic patients to identify schizophrenia. This method includes three stages: average filtering for signal preprocessing, deep ResNet for extracting EEG signals, and softmax layer for schizophrenia classification. The research results indicate that it has the ability to discover important biomarkers for automatic diagnosis of schizophrenia from EEG, which will help experts develop computer-aided diagnostic systems [10].

In recent years, image generation and style transformation based on DL have been widely applied. Many breakthroughs have been made. The process of IST has a common idea, which is to analyze images with a certain style. Then corresponding mathematical or statistical models are established for that style. The image to be transmitted is modified to better fit the established model. Wang J combined k-means and semantic closed natural matting algorithms for image segmentation. Neural networks are used for style and content in images. Then through image reconstruction technology, the obtained images are synthesized to achieve the transfer of Folk costume style. The results show that the average runtime, memory usage, and styles generated by this method are 0.06s, 136.06MB, and 1, respectively, reflecting high efficiency and flexibility [11]. Huang et al. proposed an algorithm involving semantic segmentation and residual networks. VGG16 was used for feature extraction to improve the efficiency and generation speed of local IST. Experiments have shown that it is more useful than other commonly used strategies. It can be applied in many specific fields, such as beauty cameras on smartphones, computer-generated images in advertisements and movies, and computer tomography images [12]. Daneshvar et al. proposed a IST method based on neural networks. By manipulating two given camouflage modes, a mixed camouflage mode is generated. The content and style of a CNN trained on image recognition are represented by the correlation between feature maps. The subjective evaluation results indicate that this method is effective in generating successful camouflage patterns [13]. Tian et al. proposed a new layout analysis and style fusion system structure for image generation and style conversion. The Generative adversarial network and multi style ancient book background model were used to train the model. In the experiment, ancient materials such as Yi characters, ancient Chinese, Jurchen characters and ancient paintings were selected as samples for testing. According to the findings, it improves the performance of the Generative model [14]. Chen et al. constructed a conversion method consisting of multiple convolutional filter banks to better achieve image style conversion. Each filter bank (FB) clearly represents a style. To convert the image into a specific style, the corresponding FB operates on the intermediate features generated by a single automatic encoder. The style library and automatic encoder are learned in a joint manner. The results indicate that this method can effectively achieve image style conversion [15].

In summary, relatively rich research results have been achieved on residual networks and image style transfer techniques. However, in existing research, various image style transfer techniques proposed are mainly designed for specific images, such as clothing, ancient Chinese characters, etc. The practicality cannot meet the needs of various artistic creation activities. At the same time, existing image style transfer technologies have shortcomings in terms of efficiency and quality, and cannot achieve high-quality style image transfer. Furthermore, with the development of computer vision technology, the application demand for image style transfer in various art designs is becoming increasingly widespread. Therefore, based on existing research results and the advantages of residual network structure in image feature processing, a normalized residual network based image style transfer model is constructed. It is expected to further expand the application scope of image style transfer technology through this method, improve the quality and efficiency of image style transfer, and meet a wider range of artistic design needs.

III. IST GENERATION NETWORK DESIGN BASED ON NORMALIZED RESIDUAL NETWORK

IST is crucial for in various art and design activities. Therefore, this chapter will design the corresponding IST model based on CNN. Meanwhile, the normalized ResNet is applied to optimize the image style Generative model to better realize the IST.

A. IST Based on CNN

In the computer vision, IST is a common texture production method, which extracts texture feature information from an image and inputs the extracted texture feature information into the target image to obtain a stylized image. CNN is the most effective machine learning network in image migration processing. CNN is a feedforward neural network based on convolution operation, which is extensively applied in image perception, image analysis, classification and other fields [16]. The CNN is composed of convolution layer, pooling layer and full connection layer. Fig. 1 illustrates the basic structure.

![Fig. 1. Structure diagram of CNN.](image-url)
In the CNN, VGG-Net network structure shows better performance in digital image processing. The research takes VGG-19 as the basic network structure for image style transfer. When the CNN completing the forward propagation task, the convolution core slides in the image matrix. By performing a convolution operation with the pixel values of the convolution kernel coverage position, the corresponding feature map is obtained, as shown in Formula (1).

\[
S(i, j) = \sum_i \sum_j I(i + m, j + n)K(m, n)
\]  
(1)

In Formula (1), \(I\) stands for the input image of CNN. \(S(i, j)\) stands for the coordinate position of the feature image. \(K\) represents a convolutional kernel of size \(m \times n\). The convolution operation process of the input image is shown in Fig. 2.

![Schematic diagram of convolution operation.](image)

Fig. 2. Schematic diagram of convolution operation.

Firstly, the input image is defined as \(x\). The output image is the expected image after transfer, represented as \(y\). The convolutional features obtained from the input image after calculation in layer \(l\) are represented as \(M^l_{ij}\). Among them, \(i\) stands for the \(i\)-th channel in the convolutional layer. \(j\) stands for the \(j\)-th position in the convolutional layer. The convolutional features of the image \(y\) after style transfer in the \(l\)-th layer are represented as \(F^l_{ij}\). Therefore, the obtained image content Loss function (LF) is shown in Formula (2).

\[
Loss(x, y, l) = \frac{1}{2} \sum_{i,j} (M^l_{ij} - F^l_{ij})^2
\]  
(2)

The content Loss function can describe the difference between the style of the input image and the output image. The smaller the value, the smaller the differences between the image before and after the style transfer. Then the style features of the image are defined. The image style is represented by Gram matrix (GM), which is a Symmetric matrix composed of several vector inner products, as shown in Formula (3) [17].

\[
G^l_{ij} = \sum_k F^l_{ik} F^l_{jk}
\]  
(3)

In Formula (3), \(G^l_{ij}\) represents the white noise image matrix. \(k\) represents the \(k\)-th position in the convolutional layer. The style error after image transfer is shown in Formula (4).

\[
E_l = \frac{1}{4N^l_iM^l_j} \sum_{i,j} (G^l_{ij} - A^l_{ij})^2
\]  
(4)

In Formula (4), \(M^l_i\) and \(N^l_j\) represent the height and width of the \(l\)-th layer. \(G^l_{ij}\) represents the \(l\)-th layer GM of the input image \(x\). The GM of the \(l\)-th layer of the migrated output image \(y\) is \(A^l_{ij}\). \(E_l\) stands for the GM of image style. Formula (4) has been simplified as shown in Formula (5).

\[
Loss_{style}(x, y, l) = \sum_i \alpha_i Loss_{style}(x, y, l)
\]  
(5)

In Formula (5), \(\alpha_i\) stands for the weight of the \(l\)-th layer. The content LF and style LF of IST are established through CNN. IST can be seen as the unity of content and style. After copying the target image for style transfer, whether an image is closer in content or more similar in style depends on the proportion of content loss and style loss in the total loss. Thus, the total LF is shown in Formula (6).

\[
Loss_{total}(O_{style}, O_{content}) = \alpha Loss_{style}(O_{style}, R) + \beta Loss_{content}(O_{content}, R)
\]  
(6)

In Formula (6), \(O_{style}\) stands for the expected style image. \(O_{content}\) stands for the expected content image. \(O_{style}\) stands for the expected style image. \(R\) stands for the image that needs to be generated. \(\alpha Loss_{style}(O_{style}, R)\) represents the content LF. \(\beta Loss_{content}(O_{content}, R)\) is the style LF. \(\alpha\) and \(\beta\) are hyperparameters used to measure the proportion of style loss and content loss in total loss. The results of IST based on CNN usually cannot preserve the local texture features of the original image. Therefore, there are issues with the representation of depth features and the accuracy of image transfer models when using this method for image style transfer.

B. Image Style Transfer Model Construction Based on Improved Normalized Residual Network

The IST network model, as a type of generative network, should have strong feature learning ability and can achieve accurate and reasonable processing of various image features. In response to the shortcomings of the above image style transfer methods, a residual network structure is introduced to construct an improved normalized residual network (ResNet-IN) image style transfer model. The residual module is added to the basic CNN structure. Deep residual neural network is a meaningful branch in the DL. ResNet can effectively solve the defect of gradient disappearance in the training of CNN by introducing residual blocks. It is widely used in fields such as image classification, object detection, and face recognition [18]. The core of ResNet is residual blocks. In the convolution layers with different depths of the CNN, ResNet introduces a special connection layer for information transmission, that is, skip connections, as shown in Fig. 3.
Jumping connections can cross a multi-layer network structure to establish a connection between two non-adjacent convolutional layers, thereby achieving information transmission. In Fig. 3, \( x \) represents the feature image output from the previous network layer. Then, \( x \) is input into the residual block for convolution operation. Finally, the features containing residual information and \( F(x) \) are output. The expression of \( F(x) \) is shown in Formula (7).

\[
F(x) = W_2\sigma(W_1x) \quad (7)
\]

In Formula (7), \( W_1 \) and \( W_2 \) stands for the weights of the weight layer, respectively. \( \sigma \) represents the excitation function. The final output of the residual block is represented as \( H(x) \), as illustrated in Formula (8).

\[
H(x) = F(x) + x \quad (8)
\]

When constructing an image style transfer model, it includes a residual network module and a sampling network module. The image undergoes a two-step convolution operation to achieve down-sampling. Then it is sent to the residual network module for processing. On a convolution with a step size of 1/2, it is sampled and restored to the original size output network. The basic process is shown in Fig. 4.

![Fig. 3. Schematic diagram of residual block.](image)

![Fig. 4. The basic process of residual block sampling.](image)

In this process, the output part of the network uses the Tanh function to limit the image pixel value between [0, 255]. The image style transfer generation network constructed through research is regarded as the objective function \( y = \hat{f}(x) \). \( x \) represents the initial image. \( y \) stands for the image after style transfer. \( \hat{y} \) stands for the output value. \( \phi_z(x) \) refers to the value of the Activation function of layer \( z \). In volume \( z \), the output value of the Activation function is a feature mapping of \( C_z \times H_z \times W_z \). \( C_z \) represents the feature maps, \( H_z \) and \( W_z \) represent the length and width of the convolutional layer. The Euclidean distance between the feature maps of the objective function to be optimized is shown in Formula (9).

\[
l_{\text{feature}} = \frac{1}{C_zH_zW_z} \left\| \phi_z(y) - \phi_z(\hat{y}) \right\|^2 \quad (9)
\]

Currently, the commonly used residual generation network can achieve rapid transfer of image styles. However, the final image migration effect cannot achieve the expected results. Therefore, the normalization idea is adopted to improve the residual generation network. In the image transfer model, in addition to adding residual blocks, a normalization layer is also added. This structure is to solve the contrast problem that occurs during the implementation of style transfer in the initial image. The contrast of the migrated image generated by the IST generation network is less affected by the contrast of the content image, resulting in a higher quality IST effect. Specifically, the IST network includes basic operations such as convolution, redundation, sampling, and normalization. \( x \in \mathbb{R}^{B \times C \times W \times H} \) stands for the image. \( x_{bcwh} \) stands for the \( bcwh \)-th element. \( b \) represents the image serial number. \( c \) represents the RGB channel of the image. \( w \) and \( h \) stands for spatial dimensions. The normalization result of image contrast is shown in Formula (10).

\[
y_{bcwh} = \frac{x_{bcwh}}{ \sum_{w=1}^{W} \sum_{h=1}^{H} x_{bcwh} } \quad (10)
\]

However, the basic batch normalization layer defines normalization on all images in the dataset. This normalization method is greatly affected by noise and consumes a lot of storage, resulting in low applicability. Therefore, the Instance Normalization (IN) method is introduced to normalize each sample image one by one. The mathematical definition is shown in Formula (11) [19].

\[
\begin{align*}
IN(x) &= y \left( \frac{x - \mu(x)}{\sigma(x)} \right) + \beta \\
\mu_{bc}(x) &= \frac{1}{HW} \sum_{h=1}^{H} \sum_{w=1}^{W} x_{bcwh} \\
\sigma_{bc}(x) &= \sqrt{\frac{1}{HW} \sum_{h=1}^{H} \sum_{w=1}^{W} (x_{bcwh} - \mu_{bc}(x))^2}
\end{align*}
\]

The specific process of instance normalization operation is shown in Fig. 5.

Instance normalization is used to replace the task of batch normalization. It can effectively enhance the learning efficiency of the model and avoid various changes in data statistical characteristics. The effect of IST is often evaluated as Mean Intersection over Union (MIOU). The obtained style transfer images are evaluated using the MIOU indicator [20]. MIOU is the standard metric for semantic segmentation, which is typically used to calculate the intersection and union ratio of two sets. In the measurement of IST, two sets are style images and style transfer images, respectively. The calculation method is shown in Formula (12).

\[
MioU = \frac{1}{k+1} \sum_{i=0}^{k} \frac{k}{\sum_{j=0}^{k} p_{ij} + \sum_{j=0}^{k} p_{ji} - p_{ii}}
\]
In Formula (12), $k$ is pixel quantity. $p_{ij}$ represents the intersection to union ratio of each pixel. $i$ stand for the true value. $j$ stand for the prediction. The larger the MIoU is, the smaller the difference between the predicted and the true value. In IST, the closer the style transfer image is to the initial style image.

IV. PERFORMANCE ANALYSIS OF IST GENERATION NETWORK BASED ON NORMALIZED RESNET

A Generative model of IST based on normalized residual network is constructed on the basis of CNN. This chapter will test and verify the performance of the image style Generative model. Then the model is applied to actual IST and the transfer effect is analyzed.

A. Performance Analysis of Improved Normalized Residual Network

To better validate the performance of the image style transfer model based on an improved normalized ResNet, relevant experiments are designed to verify the availability of this method. The environmental design is illustrated in Table I.

**TABLE I. TEST ENVIRONMENT SETTINGS**

<table>
<thead>
<tr>
<th>CPU Model</th>
<th>Intel®core i7-7700k CPU®@4.2GHz x8</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPU model</td>
<td>GeForce GTX 1080 Ti/PCIe/SSSE2</td>
</tr>
<tr>
<td>Python version</td>
<td>2.7.13</td>
</tr>
<tr>
<td>Tensorflow version</td>
<td>1.0</td>
</tr>
<tr>
<td>CUDA version</td>
<td>8.0</td>
</tr>
<tr>
<td>Bazel version</td>
<td>0.7.0</td>
</tr>
<tr>
<td>Cudnn version</td>
<td>5.1</td>
</tr>
<tr>
<td>Batchsize</td>
<td>4</td>
</tr>
</tbody>
</table>

Firstly, the availability of the IST based on residual network is verified. The dataset used in the model training process is Microsoft COCO, which contains over 80000 images. 5000 images are randomly selected for model training, and an additional 1500 images are selected as the test set. The image feature data is input into the residual CNN for iterative training. The LF is used at the output end of the model to predict the error. The LF and training accuracy of the proposed method under different Learning rate are illustrated in Fig. 6. From Fig. 6, when the Learning rate is 0.0001, the model is prone to over fitting. When the Learning rate is 0.01, the model precision does not get the optimal solution. When the Learning rate is 0.001, the loss value of the model is 0.2. The corresponding accuracy fluctuation under the Learning rate is the smallest and the accuracy is the best. Therefore, 0.001 is taken as the Learning rate of model training.

![Image style transfer process based on instance normalization operation.](image)

![Fig. 5](image)

To better compare the performance of different methods, the IST method based on improved normalized residual network proposed in the study is compared with commonly used methods. CNN algorithm, based on batch normalization of image style transfer model (CNN-BN), Fast Neural Style Transfer (FNST), and A Neural Algorithm of Artistic Style (NAAS) algorithms are used for comparison [21]. The AUC values of several models were compared on the training and testing sets, as displayed in Fig. 7. In Fig. 7(a), on the training set, the AUC value of the ResNet-IN model reaches 0.985, which is significantly higher than the other three methods. In Fig. 7(b), on the test set, the AUC value of the ResNet-IN model reaches 0.993, which is also superior to the other three comparison methods in terms of performance. According to the AUC values, the ResNet-IN model constructed in the study has better performance.

![Fig. 6. Loss value and accuracy rate under different learning rate.](image)

![Fig. 7. AUC value of three models.](image)

The accuracy of several common methods is verified. The changes of Loss function and accuracy of different models are obtained as shown in Fig. 8. In Fig. 8, among the common image style transfer methods, the CNN-BN method has the lowest accuracy, only 82.51%. NAAS has an accuracy of 85.69%. FNST has an accuracy of 91.26%. The ResNet-IN method used in the study has an accuracy of 95.73%. At the same time, considering the loss rates of different methods, the ResNet-IN has the best loss value. This indicates that the ResNet-IN image style transfer method has the best performance, which can obtain higher accuracy transfer images.
the comprehensive satisfaction results of the restoration.

8.56 coherence, and results are as follows. The satisfaction rates for fluency, expert's evaluation are shown in Fig. 9. From Fig. 9, taking Style 1, Style 3, and Style 8 as examples, the satisfaction results are as follows. The satisfaction rates for fluency, coherence, and integrity of the transfer map in Style 1 are 7.02, 8.56, and 7.64, respectively. The satisfaction rates for fluency, coherence, and integrity of the transfer map in Style 3 are 7.86, 8.62, and 7.49, respectively. The satisfaction rates for fluency, coherence, and integrity of the transfer map in Style 8 are 7.43, 7.74, and 8.35, respectively. The experimental results show that the overall satisfaction of the image style transfer model is high, demonstrating the excellent applicability of the model.

B. Application Effect Analysis of IST Generation Network based on Normalized ResNet

To explore the transfer effect of the image style transfer model based on normalized residual network proposed in the study on different style images, eight types of images with different styles are selected for five tests. Table II illustrates the experimental results. From Table II, in this testing platform, there are small differences in the time required for each style transfer test for eight different style images. However, overall, the actual time required for image transfer with different styles is less than 3.5s, indicating a better efficiency in image style transfer.

To test the performance of the image style transfer model constructed in the research, a satisfaction survey is conducted on the transfer effects of eight different styles of images. The comprehensive satisfaction evaluation indicators include completeness, fluency, and coherence. The satisfaction score is 10 points. The comprehensive satisfaction results of the expert's evaluation are shown in Fig. 9. From Fig. 9, taking Style 1, Style 3, and Style 8 as examples, the satisfaction results are as follows. The satisfaction rates for fluency, coherence, and integrity of the transfer map in Style 1 are 7.02, 8.56, and 7.64, respectively. The satisfaction rates for fluency, coherence, and integrity of the transfer map in Style 3 are 7.86, 8.62, and 7.49, respectively. The satisfaction rates for fluency, coherence, and integrity of the transfer map in Style 8 are 7.43, 7.74, and 8.35, respectively. The experimental results show that the overall satisfaction of the image style transfer model is high, demonstrating the excellent applicability of the model.

Comparing the proposed method with commonly used methods, the MIOU values of the image style transfer method obtained are illustrated in Table III. From Table III, the MIOU value of the CNN based image style transfer method is 0.728, and the image transfer effect of this method is the weakest. The MIOU value of CNN-BN is 0.82, FNST is 0.864, and NAAS is 0.858. The difference between these three methods is relatively small. The MIOU value of the ResNet-IN method is the highest, at 0.9, indicating that the image achieved using this method is closest to the original image, and the difference between the two is the smallest. The image style restoration obtained using this method is the best.

<table>
<thead>
<tr>
<th>Image Style Migration Category</th>
<th>Test Platform</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>Average Time of 5 Tests (S)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Style 1</td>
<td>Android</td>
<td>2.03</td>
<td>2.17</td>
<td>2.45</td>
<td>1.86</td>
<td>1.99</td>
<td>2.1</td>
</tr>
<tr>
<td>Style 2</td>
<td>Android</td>
<td>1.34</td>
<td>1.25</td>
<td>1.57</td>
<td>1.46</td>
<td>1.42</td>
<td>1.408</td>
</tr>
<tr>
<td>Style 3</td>
<td>Android</td>
<td>2.34</td>
<td>2.16</td>
<td>2.75</td>
<td>2.09</td>
<td>2.45</td>
<td>2.358</td>
</tr>
<tr>
<td>Style 4</td>
<td>Android</td>
<td>2.64</td>
<td>3.17</td>
<td>2.88</td>
<td>3.23</td>
<td>3.03</td>
<td>2.99</td>
</tr>
<tr>
<td>Style 5</td>
<td>Android</td>
<td>3.16</td>
<td>2.98</td>
<td>3.25</td>
<td>3.11</td>
<td>3.23</td>
<td>3.146</td>
</tr>
<tr>
<td>Style 6</td>
<td>Android</td>
<td>2.94</td>
<td>2.56</td>
<td>2.73</td>
<td>2.46</td>
<td>2.38</td>
<td>2.614</td>
</tr>
<tr>
<td>Style 7</td>
<td>Android</td>
<td>2.45</td>
<td>2.29</td>
<td>2.37</td>
<td>2.58</td>
<td>2.64</td>
<td>2.43</td>
</tr>
<tr>
<td>Style 8</td>
<td>Android</td>
<td>2.87</td>
<td>3.15</td>
<td>3.06</td>
<td>3.11</td>
<td>3.24</td>
<td>3.086</td>
</tr>
</tbody>
</table>

Fig. 8. Changes in accuracy and loss values of different methods.

Fig. 9. The satisfaction results of different styles.
The performance of several methods in the application process is compared. The results are illustrated in Fig. 10. The accuracy, recall, and F1 values of the ResNet-IN model are 97.35%, 96.49%, and 97.52%, respectively. The three values of NAAS are 95.21%, 94.67%, and 95.23%, respectively. The three values of CNN-BN are 96.38%, 90.77%, and 93.50%, respectively. The three values of FNST are 95.21%, 91.42%, and 93.76%, respectively. The three values of CNN are 90.76%, 91.29%, and 94.08%, respectively. Overall, the ResNet-IN image style transfer method constructed in the study has more advantages in the application process, which can more accurately achieve IST and ensure the quality of style images.

![Fig. 10. Accuracy, recall rate and F-measure value of the three models.](image)

V. CONCLUSION

Image style transfer can transfer the style features of one painting to another portrait. With the development of artificial intelligence technology, IST technology based on DL has been widely developed. However, existing image style transfer technologies still have issues of low efficiency and low image quality. Therefore, based on the existing CNN, the ResNet structure is introduced to optimize it. At the same time, the normalization idea is used to improve the contrast problem that occurs during image transfer. The IST network Generative model based on the normalized ResNet is constructed. According to the findings, the AUC values of the ResNet-IN model proposed in the study are 0.985 and 0.993 in the training and testing sets, significantly higher than those of commonly used methods. Among several common image style transfer methods, the CNN-BN method has the lowest accuracy, only 82.51%. The accuracy of NAAS is 85.69%. The accuracy of FNST is 91.26%. The accuracy of the ResNet-IN method used in the study was 95.73%. The ResNet-IN image style transfer method proposed in the study has the best performance and can obtain higher accuracy transfer images. From the perspective of image restoration obtained by different style transfer methods, the proposed image style transfer method has the highest MIoU value of 0.9.

The style transfer image achieved using this method is closest to the original image, with the smallest difference between the two. The image style restoration obtained using this method is the best. Through testing eight different style images, there are small differences in the time required for each style transfer test. Overall, the actual time required for image transfer with different styles is less than 3.5 seconds, indicating a better efficiency in IST. In summary, the IST model proposed in the study can significantly improve the efficiency and quality of image style transfer, provide support for art and design activities represented by painting, and meet the needs of image style transfer in more practical scenarios. However, there are still shortcomings in the research. There are shortcomings in the flexibility of IST. Therefore, in future research, further research is needed on the flexibility of IST. However, there are still shortcomings in the research. The existing image style transfer methods are mainly influenced by factors such as algorithm execution speed, flexibility, and image quality. Although the proposed method has optimized the execution speed and the quality of image extraction, it still has shortcomings in the continuity of image style features. In addition, this model can only complete the transfer of similar image styles after each completion, which has shortcomings in flexibility methods. Therefore, in future research, based on the continuity of image feature extraction and the flexibility of image conversion, the image style transfer ability will be further optimized.
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Abstract—The current source space communication architecture has not changed. At present, the key technology of so-called metaverse media only applies its elements to existing communication architectures, and more importantly, this type of integration involves individual examples and promotional marketing methods. How to become a new growth point for the deep collaborative development of metaverse media requires strengthened research and exploration. Although AI analysis technology is powerful, its sensitivity, accuracy and adaptability could be more satisfactory due to the complexity of real-world scenarios. Given the shortcomings of existing research, we designed a video analysis system in the metaverse environment, combining virtual reality and artificial intelligence, with video perception, network, and information technology as the medium and big data as the technical support to build a full intelligence Video analysis system. The system is based on the YOLOv3 model, combined with the actual video scene, and analyzes according to the video's human behavior and environmental changes. Experiments show that the system has obvious advantages in the accuracy and recall rate of video analysis and detection, the system detection performance is significantly improved, and the video target analysis and detection of complex scenes are realized.
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I. INTRODUCTION

In the 1960s, Ivan Sutherland et al. proposed a method to interact in the virtual world and gain experience, which can have a more real human-computer interaction experience [1], [2]. Subsequently, the first virtual reality system was developed. In the 1980s, James David Foley pointed out three elements of virtual reality: interaction, behavior and imaging. He proposed that the next generation of computers will have the complex computing power to realize the communication between users and computers and put forward the concepts of virtual reality, human-computer interaction and so on [3]. Virtual reality technology simulates the human perception function in the simulated computer environment, provides real interactive feedback, and allows people to have an immersive experience. Virtual reality affects the object form in the physical world by its real interactive feeling and good user experience so that users can gain experience in the virtual environment. Virtual reality technology can simulate the real video scene and detect the target of the real-time monitoring video, which can be adapted to the target detection task under various bad weather and low light conditions. The real-time video data can be transmitted to the virtual platform to view real-time monitoring in the virtual scene. In 2016, the virtual reality technology innovation and industrial development conference was held so that virtual reality technology has a wider range of applications in 3D printing [4], remote sensing mapping, smart cities, digital museums, teaching and training, game animation, aerospace and other fields.

In 2021, based on virtual reality technology, the concept of “metaverse” was mentioned again. Metaverse integrates virtual reality technology, creates a virtual digital world parallel to the real world through exclusive equipment, and creates a social platform with a strong sense of immersion. Users can produce and live in a virtual environment different from the real world and interact in an immersive metaverse environment. Metaverse includes the following features: user participation in creation, providing exploration space, a fusion of the virtual world and the real world, a fusion of time and space, a fusion of three-dimensional technology and intelligent technology, etc. The primary implementation method of metauniverse is virtual reality technology. VR has the advantages of creating realistic scenes, visualizing abstract content, and creating immersive experiences. Artificial intelligence (AI) technology includes deep learning, natural language processing, etc. [5]. Through the use of AI technology, we can increase the depth of research and improve the accuracy and accuracy of video analysis.

The current application scenarios that can only be monitored are becoming increasingly complex, and its classic abnormal behavior analysis rules can only be applied to some industries in China. The current algorithm rules are difficult to meet in all behavior analysis scenarios. Therefore, many applications are in their early stages and need improvement. The main factors hindering the development of intelligent video surveillance and detection systems are:

1) Environmental factors have a significant impact on intelligent video surveillance and detection systems. At present, most video analysis systems are developed based on traditional computer vision technology and do not provide image enhancement functions such as improving video image quality and clarity.
2) Many video object analysis lacks objective experimental support. Excessive reliance on reasoning leads to subjective assumptions in the interpretation of unconscious psychological phenomena.
3) There is a problem of insufficient monitoring accuracy in the experiment. The accuracy of integrated virtual reality technology in video surveillance is not satisfactory.

In the current metaverse environment, the deployment of video monitoring systems plays an important role in preventing and stopping crime, maintaining social and economic stability, and protecting the safety of the life and property of the country and people. For example, video analysis is used in 1300 channels of the Qinghai Tibet railway to comprehensively and effectively protect the safety of the whole railway. The main trend of future development of video analysis is to use deep learning technology to improve detection efficiency and realize real-time and pre-intelligent analysis. Therefore, intelligent video surveillance has become one of the most cutting-edge development fields. High definition, networking and intellectualization are the main development trends of video monitoring technology. Intellectualization refers to using intelligent analysis algorithms to process video data, extract valuable information, and prompt users with key information in the form of alarm, to improve the intellectualization and actual use value of video monitoring systems [6]. Intelligent video analysis technology can transform video monitoring from traditional "passive monitoring" to intelligent "active monitoring" and can free users from monotonous and boring monitoring work, avoid the problem of attention loss caused by long monitoring time, and realize 24-hour monitoring, so it has attracted more and more users’ attention.

The research and innovation contributions are as follows:

1) The metaverse can integrate virtual reality technology and coexist. This means that the research and development of metaverse media is not only reflected in game types, but mainly in social media full scene CNC.

2) This article constructs a fully intelligent video analysis system. The system is based on the YOLOv3 model, combined with actual video scenes, and analyzed based on human behavior and environmental changes in the video.

3) YOLOv3 draws on the residual network structure to form deeper network layers and multi-scale detection, improving the performance of mAP and small object detection.

4) The system has improved prediction accuracy while maintaining its speed advantage, especially enhancing its ability to recognize small objects.

This article analyzes video analysis and monitoring issues in the metaverse environment. The video analysis system in the metaverse environment has the advantages of high real-time accuracy and strong robustness, fully meeting production needs. The first part introduces the current status of the metaverse environment and video analysis technology. Section II analyzes the problems and development prospects of existing video analysis and detection methods. Section III mainly introduces the requirement analysis, design, and implementation of an intelligent video analysis system based on the metaverse environment. Section IV provides a detailed introduction to the development and testing of the system. Section V provides a summary of the entire text. The experiment shows that the system has significant advantages in terms of accuracy and recall in video analysis and detection, and the detection performance of the system is significantly improved, achieving video object analysis and detection in complex scenes.

II. RELATED WORK

Intelligent video analysis technology is gradually applied in digital video surveillance and has been developed for over 10 years. However, regarding the current development level and actual use of intelligent video analysis technology, smart video analysis technology has only made small-scale applications in some industries, such as banking, transportation, and justice, and more often, it is only used as a highlight demonstration of the project. The market for intelligent video analysis technology has remained the same. The main reason is a large deviation between the user's cognition and demand for smart products and the degree of intelligence that intelligent products can achieve. This problem is more prominent because some manufacturers adopt the propaganda method of exaggerating performance to occupy the market. From the perspective of the long-term development of intelligent video analysis technology, it should be based on the current technical level, improve adaptability and robustness to different scenarios, simplify product settings, improve ease of use, bring real value to customers, and truly make intelligent video Analytical techniques are widely used. For example, the original monitoring images collected at the front end are structurally analyzed through intelligent video analysis technology. The original video image data are automatically transformed into quasi-structured and structured data to form the corresponding subject database. The data are submitted to the big data platform for relevant data models, technical methods and other uses, developing rich practical applications, such as human and vehicle trajectory characterization, foothold analysis, prediction and early warning and other services, giving full play to the reasonable value of monitoring images.

The rise of artificial intelligence technology and the development of network technology have pointed out new research directions for video analysis technology. Connect the hardware device to an IP network, and the webcam can be read by any device on the network via IP access. At the same time, the connection between various devices in the network relies on the standardized TCP/IP protocol. As long as the machines that meet the requirements of the protocol can access the network, the system's scalability has been greatly enhanced. In terms of algorithm, combined with the current deep learning algorithm, a role in a neural network is constructed to analyze and recognize video targets, which greatly improves the accuracy of analysis and detection. Combined with various embedded devices, controllable management is realized through the Internet/WiFi/LAN. It is highly integrated with access control, voice system, alarm devices, etc., combined with artificial intelligence algorithms to realize automatic detection, personnel identification, identity control and other functions between various machines [7].

Abnormal behavior detection of moving targets is one of the main functions of an intelligent video analysis system. Its primary task is to determine the moving targets then realize the tracking of moving targets in video and abnormal behavior analysis [8]. The traditional method to determine the moving
target is mainly realized by motion detection methods, including (1) the inter-frame difference method, which expands each frame taken by the camera according to the time sequence. Then it makes a difference between the images of the previous and subsequent frames and then regards different places in the video frame as moving targets. The biggest advantage of the inter-frame difference method is that it is simple and fast, while the biggest disadvantage is that it is difficult to separate the complete moving target. (2) Background difference method, first establish the background model of the video, then make a difference between the video frame of the monitoring system and the background model, and then locate the moving target in the video [9]. The biggest advantage of the background difference method is that it can adapt to the complex and changeable surrounding environment, and the biggest disadvantage is that it is easily affected by light. In order to make the background difference method have a good effect, it is necessary to update the background model in time. (3) The optical flow method infers the moving direction and speed of the object according to the change law of the recognized image pixel value with time. Its disadvantage is that it requires a large amount of calculation and a high computer processing capacity.

With the in-depth study of deep learning, target detection based on neural networks has higher accuracy and better stability than traditional target detection methods. It can meet the real-time requirements of video analysis. At present, deep learning algorithms for target detection are mainly divided into two categories: the two-stage method, whose principle is to divide the whole detection process into two parts to generate candidate frames and to identify objects in structures. It mainly includes: (1) region-based convolutional neural networks (R-CNN) target detection method, which greatly improves the accuracy of target detection [10]. The principle is to obtain candidate regions through selective search, then extract the features of each candidate region using a deep convolution network and carry out support vector machines (SVM) classification, and then obtain preliminary detection results. Finally, to get a more accurate boundary box, we use the deep convolution network feature combined with the SVM regression model again. (2) Fast R-CNN, this method no longer convolutes the candidate regions but convolutes the whole image and completes the fitting of the bounding box and the classification of candidate regions through the structure of the dual task network. Compared with R-CNN, Fast R-CNN shortens the training and testing time by nearly nine times [11]. (3) Faster R-CNN, this method directly generates candidate regions through the convolutional neural network, composed of regional candidate generation network and Faster R-CNN, which realizes candidate region classification and border regression. This method's training and testing time is 1/10 of that of Faster R-CNN [12]. However, the target detection method based on a convolutional neural network needs to input a fixed-size image, and the normalized production organism is truncated or stretched, which will lead to the loss of some information in the input image. The other is one stage method, whose principle is to unify the whole process and get the detection results directly, which makes the target detection process simple and efficient. It mainly includes (1) YOLO (you only look once), which directly obtains the category and location information of the target through a neural network convolution operation and realizes the real recognition and judgment in one step [13]. YOLO target detection process is very simple, and compared with the above detection algorithm, its efficiency is very high, and the processed image can reach 45 frames per second. (2) Single shot multi-box detector (SSD) [14], this method carries out detection and classification together and filters out some detected results with unclear classification and low scores. It is a detector based on a full convolution network, which can detect objects of different sizes with different layers. However, the target detection model trained by this algorithm will have the problem of positioning errors when identifying targets.

In summary, the nonlinear transformation ability of neural networks is also stronger. In target detection tasks, we need to map the input low dimensional features to a high-dimensional space in order to better represent and distinguish different targets. Traditional methods often require the design of complex mapping functions, and neural networks can learn this mapping relationship from data through automatic learning, avoiding complex design processes. Finally, the training process of neural networks can be automated and parallelized, which greatly shortens training time and improves efficiency. Of course, there are also some challenges and limitations in the target detection methods of neural networks. For example, they require a large amount of data for training and require high-performance hardware and software to run. In addition, the design and training of neural networks also require certain experience and skills, such as selecting appropriate network structures, optimizing algorithms, loss functions, etc.

III. ESTABLISHMENT AND OPTIMIZATION OF VIDEO ANALYSIS SYSTEM IN METAVERSE ENVIRONMENT

A. Traditional Video Detection and Analysis Theory

The traditional target detection system generally comprises three modules, including a region selection module, feature extraction module and classifier classification module, as shown in Fig. 1.

![Diagram](image.jpg)

**Fig. 1.** Traditional food detection and analysis steps.

1) **Region selection:** The main function of the area selection module is to locate the target's location. Because the mark may appear anywhere in the image, and the target’s size and length-width ratio is uncertain, the sliding window...
strategy is initially used to traverse the whole picture, and different scales and length-width ratios need to be set. Because the appearance of the target is random, in the selection of the area where the target is located, the target can only be found by traversing and selecting by sliding on the original map, which leads to more redundant target boxes, which not only affects the speed, but also consumes many computing resources, and the detection results are also unsatisfactory. The higher the structure levels, the worse the system's accuracy.

2) Feature extraction: The main function of the feature extraction module is to calculate and count the image's local or global feature descriptors to get a feature map with richer semantic meaning. Affected by complex environments and scenarios, in the face of diverse scene changes, traditional feature extraction methods are difficult to meet high accuracy requirements, so they can not be adapted to application scenarios. The previous feature extraction is all manually designed features, such as Haar features, hog features, etc. Still, due to the ever-changing world and limited cognitive ability, the artificially created features have various problems, such as poor robustness and unreliability, which makes it difficult to improve the efficiency of traditional target detection.

3) Classifier classification: The function of the classifier is to judge the category of a new observation sample based on the training data of the marked category. Traditional classification is mainly realized by AdaBoost and SVM [15]. Two main reasons affect classification: the structure of the classifier itself and the feature parameters extracted through the previous layer.

B. Overall Function Design of Video Analysis System in Metaverse Environment

According to the requirements of the system, five functions are realized, including the function of visual interface, the process of controlling the ball machine to track the moving target in real-time, the function of detecting the abnormal behavior of the target, the function of image enhancement and the process of panoramic stitching. The functional structure of the system is shown in Fig. 2.

D. System Software Design

The software of the intelligent video analysis system for regional control is mainly composed of four parts: data acquisition module, image processing module, database storage and processing module and result display module. First, the system obtains real-time video information and access control information through the data acquisition module, and then the image processing module performs real-time detection and processing for the monitoring area. The database storage and processing module stores and processes the results of the image processing module and the entry and exit records of the access control all-in-one machine. The result display module displays the real-time processing results of the image processing module, and the database on the interface queries the results or exports them as CSV files. The software flow chart of the intelligent video analysis system is shown in Fig. 4.
the surveillance camera, and the other is the integrated access control machine. Among them, the data acquisition of the access control all-in-one machine uses the alarm callback function in its SDK. When someone opens the door through the access control, the alarm callback function is triggered to obtain the personnel job number, access control machine IP, travel time and other related information. The information acquisition of the surveillance camera needs to cooperate with the image processing module. The data acquisition completes the equipment login, decoding, format conversion and other operations in the main thread, and the image processing module processes the converted image in the sub-thread. The multithreading processing method used in this system can not only strengthen the robustness of the system operation but also speed up the system processing speed.

First, the system needs to initialize the device SDK to prepare for the subsequent program operation. Then, the system reads the login device information. Due to different devices, the login and following processing processes are separate. The access control all-in-one machine does not need to maintain a link with the system for data transmission at all times after successful login. Only when someone triggers the alarm callback function when passing through the access control will it return a message containing the device IP to the system? It occupies relatively few computing and memory resources through the personnel job number and passing time, so its data acquisition process is in the same thread. However, the surveillance camera's image information needs to carry out real-time data transmission with the system, so it is necessary to set the disconnection reconnection time and an abnormal callback function to ensure the system's stable operation. After the surveillance camera logs in, each camera will return a device ID number, which will be used to identify subsequent code stream data differentiation of different cameras. After the camera logs in, you need to open the playback library and call the real-time stream callback to set the parameters of the video stream. Then, start the decoding callback to decode the video stream into UV12 format and convert UV12 format into RGB format for subsequent image processing.

Opening up threads and caches for each camera can first make the system process the images of each camera without interference, improve the system's stability, improve the system's computing efficiency, and enhance the real-time performance of the system. Collect image information for each camera's image cache in the system's main processing thread, process the image data in the corresponding sub-processing thread, and empty the processed image cache to keep the video frame cache updated in real-time.

2) Image processing module: The image processing module of this system is mainly used in the sub-thread of each camera of the system. The image processing module is the core of this system, which needs to combine the detection algorithm based on a convolutional neural network with the database to complete the work. Among them, the detection algorithm based on a convolutional neural network is used to detect intruders in the set deployment scenario. The database part is responsible for analyzing the time when the intruders are detected and recording the start time and end time of each intrusion. After obtaining the current frame from the video frame buffer, the image processing module uses the YOLOv3 detection algorithm after fine-tuning the scene to detect the staff. When personnel are detected, the current detection time is determined. If the current detection time is within the preset deployment time, the current detection time is compared with the intrusion time in the database. The design idea of this module is that if there is a repeated intrusion within three seconds, it will be regarded as the same intrusion event. If the interval between the latest and last detected intrusion is greater than three seconds, it will be considered a new intrusion. Therefore, the current detection time is first compared with the latest intrusion end time. If the time difference is less than three seconds, the newest intrusion end time is updated to the current detection time. If the time difference exceeds three seconds, it must be compared with the latest intrusion start time. If the time difference exceeds three seconds, the current time is recorded as the new intrusion start time. Otherwise, it is recorded as the new intrusion end time. After completing the above operations, clear the current frame data, obtain and process the next frame.

3) Database storage and processing module: This system's database storage and processing module is mainly used to process the access information returned by the access control machine. Through access control information and face comparison based on video frame images, the system can realize several functions, such as attendance management, overtime detection of non-secret related personnel in hidden related areas, detection of non-secret related personnel entering illegally, and reminder of VIP visits. The four functions of this module are realized by hardware information triggering the query and processing of the database.

a) Attendance management: First, the real-time access information returned by the access control is written into the database, and the database information of the previous day is processed at 0:00 every day. Each person's first access is recorded as the time of work, and the time of the last entry is recorded as the time of departure. Then, they are compared with the preset on-off time, the day of the week and other information to obtain whether there are late, early leave, absenteeism or overtime on that day, and store the analysis results.

b) Overtime detection of non-secret related personnel in hidden related areas. The deployment site of this system requires that when non-secret-related personnel enter the secret-related room, whether the door is locked or not, they must pass the access control and stays for no longer than the specified time. Therefore, when the system detects that non-classified personnel enter the classified area after a specified time of waiting, it will query the access information of the classified site during the waiting period. If the non-classified person has no record of entering and leaving the classified site within this period, the non-classified person will be recorded as an overtime stay.
c) Detection of illegal entry of non-secret related personnel: When the camera at the entrance of the classified area detects that a non-classified person has entered the classified area through face comparison, it determines whether the non-classified person has passed the access control when entering the classified area by querying and analyzing the database. If the result is that he has yet to enter the classified area through access control, record the illegal entry behavior.

d) Important guest visit reminder: When the camera outside the main door detects the person through face comparison, it determines whether the visitor is a VIP by querying the VIP information in the database. If it is a VIP, it will send a reminder message.

e) Result display module: The results show that the module’s structure is relatively simple and consists of two parts. One part displays the real-time detection effect of the image processing module on the software interface, and the other part displays the data queried from the database on the interface in the form of a list and exports it to a CSV format file. This module only displays image data and database data without processing.

E. Key Technologies of the Video Analysis System

1) Back propagation algorithm: The backpropagation algorithm is important for convolutional neural networks to calculate gradients. Dr Paul proposed the backpropagation algorithm in his doctoral thesis in 1974, but it was only widely recognized once David proposed it again in 1986. At present, this is one of the most commonly used algorithms for training neural networks. The input of the neural network structure is a two-dimensional vector \((x_1, x_2)\), and the corresponding parameters to be optimized are \(w_1, w_2\) and \(b\). The last step of the nonlinear transformation operation is completed by a ReLu [16]. The calculation is divided into the most basic multiplication and addition operations. When backpropagation is required, multiply all the gradients on the dotted line from y to the leaf node.

At present, the most widely used function is the ReLu function. Its linear and unsaturated characteristics give it strong convergence ability in model training.

\[
y = \begin{cases} 
0 & (x \leq 0) \\
 x & (x > 0) 
\end{cases}
\]  

(1)

In the ordinary ReLu function, for the input less than 0, the derivative is constant to 0, which may cause too many silent neurons. Leaky ReLu [17], as an improved version of the ordinary ReLu, avoids this problem by introducing a normal number \(\alpha\), predefined to be close to 0.

\[
y = \begin{cases} 
 x & (x > 0) \\
 \alpha x & (x \leq 0) 
\end{cases}
\]  

(2)

Compared with the ReLu function, the PReLu function introduces value \(\alpha\), which is obtained by adaptive learning based on data. The introduction of a can prevent the gradient from disappearing, accelerate the convergence speed and reduce the error rate.

\[
y = \begin{cases} 
 x & (x > 0) \\
 ax & (x \leq 0) 
\end{cases}
\]  

(3)

Leaky ReLu and PReLu have the best relative performance based on the above common activation functions. Their linear and unsaturated characteristics can help the model converge quickly. At the same time, they both solve the problem of training termination caused by silent neurons caused by gradient disappearance. However, parameter \(a\) in PReLu needs adaptive learning, and the YOLOV3 algorithm is relatively sensitive to speed, so it is necessary to reduce the number of learning parameters so the activation function selected in YOLOV3 is Leaky ReLu.

2) Gradient descent algorithm: When YOLOV3 uses the back-propagation algorithm to calculate the gradient, it also uses the gradient descent algorithm [18]. Generally, there are three kinds of gradient descent algorithms: full batch gradient descent, random gradient descent (SGD) and small batch data gradient descent. The full data gradient descent algorithm is to calculate all the training sample data every time the gradient is calculated. If the total number of samples in the training set is \(N\), calculate the entire loss function by calculating the loss function for all \(N\) sample data and then calculate the mathematical expectation. The calculation formula is shown in Eq. (4).

\[
l(\theta) = \frac{1}{N} \sum_{i=1}^{N} L(\theta; x_i, y_i) 
\]  

(4)

In Eq. (4), \(N\) is the total amount of training sample set, \((x_i, y_i)\) represents a set of random components, and \(\theta\) is the parameter to adjust the component weight.

The distance measurement formula used in K-means clustering is shown in Eq. (5).

\[
d(box, centroid) = -IOU(box, centroid) 
\]  

(5)

In Eq. (5), \(d\) represents the distance from the centroid to the bounding box \((box, centroid)\) is the geodesic distance from the centroid to the bounding box. IOU (Intersection over Union) is a measure of the accuracy of detecting corresponding objects in a specific dataset.

The second is to improve the problem of unstable model fitting in the traditional anchor algorithm. The instability in the conventional anchor algorithm is mainly caused by predicting the coordinates \((x, y)\) of the bounding boxes. The calculation formula is shown in Eq. (6).

\[
x = (tx \cdot wa) - xa \\
y = (ty \cdot ha) - ya 
\]  

(6)

In Eq. (6), \((xa, ya)\) represent the coordinates of the center of the bounding box, \(tx\) is the x coordinate movement step size, \(ty\) is the y coordinate movement step size, \(wa\) is the direction parameter of the x coordinate, \(ha\) is the direction parameter of the y coordinate. In Eq. (6), no constraints are imposed on the bounding boxes, and any bounding box can fall on any area of the image, which is relatively difficult to stabilize. In YOLOV3, the improved anchor algorithm directly predicts the relative
position of the bounding box relative to the grid unit, and the calculation formula is shown in Eq. (7).

\[
\begin{align*}
    bx &= \sigma(tx) + cx \\
    by &= \sigma(ty) + cy \\
    bw &= pwew \\
    bh &= phew 
\end{align*}
\]

(7)

In Eq. (7), \((c_x, c_y)\) is the coordinate of the upper left corner of the grid, \(p_w\) and \(p_h\) are the width and height of the anchor box, respectively, and \((b_x, b_h)\) is the central coordinate of the bounding box, and \(b_w\) and \(b_h\) are the width and height of the bounding box. After the above constraints, the network becomes more stable.

Compared with the YOLO algorithm that does not use the anchor idea, the map has a slight decrease, but the recall rate has a significant increase, as shown in Table I. Where AP represents the average accuracy of target detection, the map represents the average AP value, and recall represents the ratio of correctly identified targets to the number of all flying targets in the test set. This is because each graph can only give dozens of prediction boxes before using the anchor idea. After using the anchor idea, the model can have more than 1000 prediction boxes, giving the algorithm more room for improvement.

<table>
<thead>
<tr>
<th>TABLE I.</th>
<th>COMPARISON OF RESULTS WITH AND WITHOUT ANCHOR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without anchor</td>
<td>69.5</td>
</tr>
<tr>
<td>With anchor</td>
<td>69.2</td>
</tr>
</tbody>
</table>

3) Loss function: In YOLOv3, the key prediction information in the final result mainly includes four categories: prediction frame length and width \((w, h)\), coordinates \((x, y)\), category class and confidence. According to these four information characteristics, the appropriate loss function is selected, and then the weighted average is obtained to obtain the final loss function. Among them, the loss function used in the prediction frame length and width \((w, h)\) is the sum of squares of the errors of the corresponding points of the original data and the fitting data, and its calculation formula is shown in Eq. (8). The closer the SSE result is to 0, that is, \(y_i = \hat{y}_i\), it means that the predicted parameters are equal to the real value, the network reaches the convergence state, and the higher the target detection rate, the stronger the fitting ability of the final model.

\[
SSE = \sum_{i=1}^{n} wi(yi - \hat{yi})^2 
\]

(8)

The loss function used for the remaining three types of information is the cross entropy loss function binary_crossentropy; the calculation Formula is shown in Eq. (9) and Eq. (10).

\[
\begin{align*}
    loss &= \sum_{i=1}^{n} \hat{yi} log y_i + (1 - \hat{yi}) log (1 - \hat{yi}) \\
    \frac{\partial \text{loss}}{\partial y} &= - \sum_{i=1}^{n} \frac{\hat{yi} - yi}{yi} \hat{yi} \\
    \frac{\partial \text{loss}}{\partial \hat{yi}} &= - \sum_{i=1}^{n} \frac{yi}{yi} \hat{yi}
\end{align*}
\]

(9)

(10)

Eq. (10) shows that only when \(y_i = \hat{y}_i\), the loss value is 0, and in other cases, the loss is constant as a positive number and the greater the difference between \(you\) and the greater the loss value.

IV. RESULT AND ANALYSIS

According to the video scene's personnel management and control requirements, a detection and analysis scheme suitable for this scene is designed. YOLOv3 is fine-tuned on the video scene data set, and the accuracy of the fine-tuned algorithm is verified through experiments. Finally, the stability of the system is verified.

The CPU of the hardware platform used in this study is i5 4590, and the main frequency is 3.3GH; The GPU is NVIDIA’s Teska K40, and the video memory is 12GB; Memory is 16GB; The system is a 64-bit ubuntu16.04 high-performance host. It needs to be done on Darknet. Before installing Darknet, you must first configure CUDA and OpenCV, recompile Darknet on the configured host, and finally get the Darknet framework loaded with CUDA and OpenCV.

After completing the above preparations, set the response path in the program and start the training. After training, a fine-tuned YOLOv3 model with a size of 246.3mb is obtained. The loss image obtained from training is shown in Fig. 5. The loss function is a function to measure the detection performance of the algorithm. In Fig. 5, at the beginning of training, the loss value decreased rapidly, indicating that the fitting speed of the model quickly increased. With the progress of the training process, the decline speed of loss value gradually slows down, indicating that the model fitting is slowly completed. When the training times reach 40000, the loss value is the minimum in the 40000 and 45000 training, the learning rate is adjusted to the current 1/10, and the loss value tends to be stable and minimum. At this time, the training is completed, and the model reaches the optimal state.

![Fig. 5. Loss function training curve.](image-url)

Five hundred pictures are cut from the live video images of the sample set as the test sample set. The selected pictures cover as many scenes as possible, and the proportion conforms to the actual application scene. The final test sample focuses on 300 pictures of outdoor areas under natural light during the day, with a total of 1924 personnel targets; 100 pictures of
There are 563 personnel targets in indoor areas under natural light during the day, with a total of 100 pictures in the street backlight scene, with a total of 125 personnel targets. Fig. 6 shows a group of image comparisons under the same angle, natural light in the day and light at night. The performance of system target detection under different light can be studied through the comparison test.

There are 2612 personnel targets in the test data, of which 2518 targets were correctly detected, 94 targets were missed, and the background was detected as personnel targets eight times, with accuracy $P=0.997$, recall rate $R=0.964$, false alarm rate $FA=0.003$, and missing alarm rate $FNR=0.036$. Under the condition of natural light in the daytime, the accuracy $P=0.997$, recall rate $R=0.960$, false alarm rate $FA=0.003$, and the missed alarm rate $FNR=0.040$; Under the condition of night light, the accuracy $P=0.996$, recall rate $R=0.973$, false alarm rate $FA=0.004$, missing alarm rate $FNR=0.027$; Under the state of the strong backlight at the sightseeing elevator entrance, the accuracy $P=1$, the recall rate $R=0.984$, the false alarm rate $FA=0$, and the missing alarm rate $FNR=0.016$. The specific test results are shown in Table II.

| TABLE II. Statistical Table of Object Detection Results of YOLOv3 Model Personnel |
|-----------------|---|---|---|---|---|---|
|                 | TP  | FN | FP | R  | P  | FNR | FA  |
| Daytime indoor  | 1847| 77 | 6  | 0.960| 0.997 | 0.040| 0.003|
| conditions      |     |    |    |     |     |     |     |
| Daytime outdoor | 548 | 15 | 2  | 0.973| 0.996 | 0.027| 0.004|
| conditions      |     |    |    |     |     |     |     |
| Backlight       | 123 | 2  | 0  | 0.984| 1     | 0.016| 0   |
| condition       |     |    |    |     |     |     |     |
| total           | 2518| 94 | 8  | 0.964| 0.997 | 0.036| 0.003|

As shown in Fig. 7, in the experiment, images of different resolutions are selected to input the network, and the AP of the network is tested. We can find that YOLOv3 has the best AP at high resolution, while YOLOv2 and YOLOv2-p have the best AP at middle and low key, respectively. This means that we can use sub-nets of YOLOv3 models to execute the object detection task well. Moreover, we can perform a compound scale-down of the model architectures and input size of an object detector to get the best performance.

The experiment compares the traditional deformable parts model (DPM) target detection algorithm and the target detection algorithm based on RCNN with this method for human detection in the data set. As shown in Fig. 8, it can be seen that the YOLOv3 model still has a high correct detection rate when the recall rate reaches 60%, but the detection rate of the DPM algorithm and the RCNN method decreases significantly. Because the DPM target detection method is characterized by manual marking, it has certain limitations, which leads to performance degradation. After transforming the detection problem into the classification problem of the local area of the picture, the RCNN method cannot fully use the context information of the local features of the image in the whole picture and loses the global attributes, resulting in performance degradation.
As shown in Fig. 9, the experiment selects six types of detection targets in the data set for classification and detection, and compares the detection accuracy. It can be seen that the YOLOv3 network model maintains high detection accuracy for six categories of targets. Category three is a selected low-resolution group, contrasting categories with light interference, and the detection accuracy is slightly reduced. Fig. 10 is a simulation of the classification and prediction results of the detection targets by the network; the target classification method is based on the target detection technology to locate the targets in the image, analyze the characteristics, and cluster the targets with the same features to form a certain category. It can be seen from the figure that the network has more accurately classified and identified the detection targets of the two categories.

V. DISCUSSION

Obviously, the root filter model describes the overall characteristics of a person, and if only one model is used to detect objects, it is definitely not as effective as detecting multiple models. So DPM also has a component filter model, and the number and parts of the component filters can be designed by oneself. The component filters describe the local features of a person’s head, hands, and feet.

The local feature position detected by the component filter must not be too far from the position of this local feature in the root filter. Imagine if the distance from the hand to the body is twice the height, then this is still a person. So DMP added the position offset between the component filter model and the root filter model as the offset coefficient. As shown in the spatial model in the figure, the center of each box naturally represents the rational location of the component model. If the position of the detected component model happens to be here, the offset coefficient will be 0, and a certain value will need to be subtracted from the surrounding area. The further the deviation, the greater the value will be subtracted. That is to say, subtracting the offset coefficient from the comprehensive score essentially involves using the spatial prior knowledge of the root model and component model.

Compared with the traditional anchor idea, YOLOv3 mainly makes two improvements. First, the method of manually selecting bounding boxes in the conventional anchor idea is changed, and a more reasonable K-means clustering method is selected. Compared with the manual selection of bounding boxes, some small, thin and short boxes appear in the boxes obtained after K-means clustering [19]. Although unsupervised feature selection can remove some irrelevant and redundant features in some cases, it is usually more difficult than supervised feature selection because it does not have class information to help determine which features are relevant [20]. During detection, the inner product of the DMP feature vector of the input image and the filter operator is calculated to obtain the response value of this filter operator. After comprehensive different filtration the response value of the wave operator can be calculated as a comprehensive score, and then trained as a score threshold to detect humans.

VI. CONCLUSIONS

With the change and development of society, information technology has had a wide and profound impact on today's society. Making full use of modern information technology has become an objective trend of social development; as one of the overall goals of information construction, current personnel area monitoring and management system needs to combine advanced digital image processing technology, advanced computer information technology and exchange network technology to meet the needs of high reliability, stability, security and applicability. This study constructs an intelligent video analysis system based on the metaverse environment. The procedure takes the YOLOv3 model as the core and fine-tunes it to enhance its detection ability. Experiments show that the fine-tuned YOLOv3 model has been significantly improved.

From the perspective of model structure, the YOLOv3 model does not use pooling layers and fully connected layers, but instead sets the convolutional stripe to two to achieve down sampling. Every time this convolutional layer is passed, the size of the image will be reduced to half. However, mainstream systems such as Windows, MacOS, Linux, Android, iOS, and Chrome OS do not have such model structure characteristics. Secondly, in terms of setting prior boxes, YOLOv3's method uses K-means clustering to obtain the size of prior boxes. On the COCO dataset, YOLOv3 clustered a total of 9 sizes of prior boxes. These prior boxes are set based on different scales of image features, enabling the model to better adapt to target detection at different scales. However, this method is not adopted by mainstream systems. Combined with the development of intelligent video surveillance, pedestrian detection technology and deep learning at home and abroad, this research constructs a smart personnel...
area management ad control system that meets the actual needs. The construction scheme covers both hardware and software. This study selects the hardware equipment suitable for this system and designs an appropriate layout scheme according to the actual situation on site. In terms of software, this study combines a data acquisition module, image management module, database storage and processing module and result display module to complete various intelligent management requirements. Although this research realizes the simultaneous detection of multiple video streams, the detection results of each video stream need to be more connected. In the future, we can combine the detection results of each video stream by using technologies such as Reid to form a more powerful system.
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Abstract—In response to the problems of traditional genetic algorithms in evaluating English compositions, the stability of automatic grading of English compositions has been further enhanced. This article evaluates the teaching effectiveness of automatic grading of English compositions using an optimization fusion algorithm combined with genetic optimization algorithm and CNN model. By analyzing genetic content and optimization algorithms, a corresponding fusion optimization model was obtained, and the automatic evaluation of English compositions was analyzed and predicted through experimental verification. The results indicate that the curves corresponding to different parameters exhibit typical segmentation features through the variation curves of individual numbers under different scale factors. And through quantitative description and analysis of the curve, it can be seen that the change in proportion factor has an absolute advantage in the impact of genetic algorithm on the number of children. As the number of samples increases, the performance of genetic optimization algorithms under the f function shows an upward trend. Research has shown that the writing content index has the greatest impact on English writing, while the corresponding grammar errors have the smallest impact on English writing. Finally, the accuracy of the optimized model was verified by comparing the model curve with experimental data. This study provides theoretical support for the use of genetic optimization algorithms and CNN models in English, and provides ideas for the use of optimization algorithms in other fields.
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I. INTRODUCTION

Researchers have proposed various evaluation methods for the quality of English teaching in universities, such as grey relational analysis and fuzzy comprehensive evaluation [1]. However, these methods are suitable for linear models and are difficult to adapt to nonlinear teaching quality evaluation problems. They have subjective and random defects and cannot effectively achieve teaching quality evaluation. In terms of natural language processing models, researchers mainly use neural network-based models and convolutional neural network-based models. These models can convert text information into vectors and perform part of speech analysis, word form restoration, and other processing to ultimately obtain a feature vector related to text information [2]. In terms of scoring algorithms, researchers mainly used machine learning based algorithms and deep learning based algorithms. Among them, machine learning based algorithms mainly improve the accuracy of prediction by training models [3]. The algorithm based on deep learning mainly falsely optimizes the structure and weight of the neural network to improve the accuracy of prediction [4]. The evaluation of teaching quality for university teachers is an important way to improve teaching management level and teaching ability of teachers. By utilizing teaching quality evaluation, students can provide feedback on the teacher's teaching situation, and teachers can reflect on the teaching effectiveness. Schools can effectively implement teaching management improvements and provide targeted training for teachers. English teaching is an important part of higher education, and the evaluation process of English teaching quality is relatively complex. Therefore, constructing an objective and scientific evaluation model for English teaching quality is a hot research direction [5]. Given the problems existing in chemical reactions, genetic optimization algorithm was used to improve the accuracy of chemical reduction reactions [6]. Firstly, the chemical reaction data were imported into the optimization model, and then the characteristic parameters of the test data were derived through further analysis of the model. Finally, the optimized model was used to modify the derived information. To verify the correctness of the model, relevant experiments were applied to verify and analyze the results of chemical reactions. In order to further improve the quality of tea, the traditional genetic algorithm can be optimized to reflect and describe the relevant properties of tea [7]. Different evaluation indexes can be obtained by extracting the characteristic parameters of tea leaves. Through the arrangement and analysis of the evaluation indexes, the optimized index data can be obtained, and the quality of tea can be judged through the analysis of the data. Finally, a large number of data were used to evaluate the correctness of the model. The convolutional neural network also has applications in various domains: Aiming at the issues of rock identification, the convolutional neural network can be modified to obtain the optimized convolutional neural network. The optimization model can better identify and analyze the rock [8]. The corresponding influencing factors can be found by extracting the rock's data features. Thus, the variation curves of rock characteristics under different influencing factors were obtained. Experiments were carried out to verify the model. The results show that the model can describe the characteristic parameters of rock well. Convolutional neural networks can also play a greater role in medical monitoring [9]. Specific medical parameters can be obtained through scanning.
and extracting samples, different etiologies can be studied through description and analysis, and accurate results can be finally obtained.

Lightweight encryption (LWC) is an emerging technology used to develop encryption algorithms or protocols for implementation in restricted environments, such as WSNs, RFID tags, smart medical devices, and many other embedded systems. It is expected that LWC will play an important role in ensuring the Internet of Things and universal computing. The term 'lightweight' can be considered from two perspectives, namely hardware and software. However, portability in hardware does not necessarily mean portability in software, and vice versa. The above studies were mainly from medicine, architecture, and so on, but applying genetic algorithms in English composition was relatively rare. To further improve the application of the genetic algorithm and CNN model in English composition evaluation, based on the genetic theory, the fusion optimization model of the genetic algorithm and CNN theory was adopted to study the automatic scoring of English composition. The evaluation rules of scoring effects under different factors were obtained by analysing English composition's characteristics and related indicators. Eventually, the accuracy of the model was confirmed by associated experiments. This optimization model can improve the research ideas for applying genetic optimization algorithms and the CNN model in other fields.

This article optimizes the problems that exist in traditional evaluation of English compositions. The research has the following innovations:

1) The method proposed in this article is suitable for linear models and for teaching quality evaluation problems with nonlinearity. It solves the defects of subjectivity and randomness, and can effectively achieve teaching quality evaluation.

2) The corresponding fusion optimization model was validated through experiments to analyze and predict the automatic evaluation of English compositions.

As the number of samples increases, the performance of genetic optimization algorithms under the f function shows an upward trend. The curve corresponding to the g function is stable.

Section I analyzes the relevant background of automatic grading and evaluation of English compositions using genetic optimization algorithms and CNN models. Section II analyzes the relevant theories of genetic optimization algorithms. Section III further analyzes and understands the computational process and structural unit of convolutional neural networks. By organizing and analyzing relevant data, a convolutional neural network structure diagram was drawn. Section IV elaborates on the application of genetic optimization algorithms and CNN models in English writing, and analyzes the basic content of the evaluation method for the teaching effectiveness of automatic grading of English writing. The model curve in Section V indicates that the optimized model can effectively illustrate and characterize the trend of changes in English composition indicators. Therefore, in order to study the impact of automatic grading of English compositions on teaching, an optimization model can be used.

II. RELATED THEORY OF GENETIC OPTIMIZATION ALGORITHM

A biological individual is considered a response to the optimization algorithm in a genetic algorithm, a random search algorithm [10]. The population, which consists of many individuals, is the algorithm's solution set. Next, the weaker individuals are continuously eliminated through genetic processes like selective crossover and mutation. The genes with the favorable mutation are passed on to the next generation through probabilistic choice. The output individual is the ideal one that endures after screening when the termination condition is reached after continuous iteration. Both discrete and continuous optimization problems can be solved using the genetic algorithm, which is simple to use. Its multi-direction global optimization performance has good theoretical value for addressing challenging optimization problems today.

The existing cryptography relies on mathematical algorithms and key size, which can take decades to hundreds of years to crack. In theory, quantum computing can break existing encryption faster, possibly within days or even minutes. PQC is a new encryption method that resists quantum computing attacks by using very difficult mathematical problems that quantum computers cannot solve in a reasonable amount of time.

Side channel attack is a cryptographic analysis method that uses information other than the encryption algorithm itself to infer certain information in the encryption algorithm, which may lead to the leakage of encrypted data. Power analysis uses the changes in power consumption during the encryption process to derive the state of the encryption algorithm and then crack the key. Time analysis uses the execution time differences of different encryption operations to infer the internal state of the encryption algorithm. Lightweight cryptography is a cryptographic method targeting resource constrained environments such as IoT devices, mobile devices, and embedded systems. Due to the limited computing power, storage resources, and energy supply in these environments, lightweight cryptography requires less computational and storage resources, while ensuring the security and integrity of encrypted data. To analyze the solving process of the genetic optimization algorithm, it summarized and analyzed different genetic algorithms and thus obtained the flow chart of genetic
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optimization calculation under other algorithm theories as shown in Fig. 1. Considering the calculation process in the figure, initialization analysis should be carried out on relevant data first, making the study results more accurate. Initialization parameters include population size, iteration times, etc. The features of parameters can be extracted through initialization, and then the extracted feature parameters can be imported into the next calculation. In the next step, individuals can be selected through fitness calculation to obtain optimized genetic optimization data. Then, it is imported into the genetic optimization algorithm for cross-calculation, and the characteristics of the population are optimized and modified through cross-calculation. Then, the relevant data of population quantity are imported into the variation feature module for mutation operation, and then the data obtained from mutation operation are mixed and arranged, and the optimal number solution is obtained through calculation. Finally, judge whether the termination condition is met. If not, further iterative analysis is required. If so, the data will be output.

A. Genetic Algorithms

Genetic algorithm is an optimization algorithm that simulates the process of biological evolution. It seeks the optimal solution by simulating processes such as gene combination, crossover, and mutation. In networks that require multi-agent management, genetic algorithms can be used to optimize transmission quality. For example, by simulating the interaction and competition process between agents in a network, genetic algorithms can automatically find an optimal network transmission strategy [11]. The process of using a genetic algorithm mainly involves two aspects such as cross-real number recombination and mutation [12], [13]. (1) Crossover and recombination of real numbers: the commonly used methods mainly include discrete and intermediate recombination in the recombining real numbers.

1) Discrete recombination: The operation of discrete recombination is relatively simple; that is, the genes on the above individuals before optimization are equally probabilistic and randomly inherited into the optimized individuals to realize individual renewal.

2) Intermediate recombination: The intermediate recombination completes the individual update process by calculating the expression as follows:

\[ X = X_1 + a(X_2 - X_1) \]  \hspace{1cm} (1)

\( X \) represents the child produced, \( X_1 \) and \( X_2 \) are the two selected parents, and \( a \) is the scaling factor.

Different scale factors influence the number of individuals in the genetic algorithm. To evaluate the influence of scale factors on the number of individuals, it draws the change curves of the number of individuals under different scale factors. Fig. 2 reveals that the number of individuals of the scale factor corresponding to additional parameter \( a \) shows different variation trends, as shown below: When \( a = -1 \), the corresponding curve shows typical two-stage variation features. In the first stage, the curve shows a gradual decline as the number of iterative steps increases, and the curve slope indicates that the curve at this stage is linear. However, when the number of iterations exceeds 60, the corresponding curve manifests an approximate constant trend of change, indicating that the number of sub-individuals decreases gradually with the increase of the number of iterations. A two-stage variation trend is still visible in the corresponding curve when parameter \( a \) equals to 1. With more iterations in the first stage, the curve gradually gets better. As opposed to this, the slope of the corresponding curve is greater than that of the parameter \( a = -1 \), demonstrating that the influence of the parameter \( a = 1 \) on the number of sub-individuals is greater than that of the parameter \( a = 1 \). The corresponding curve shows a slight or gradual decline when the number of iterations exceeds 60. The overall curve thus demonstrates that when parameter \( a = 1 \), the influence of the number of corresponding sub-individuals still affects the change in volatility as a whole. When \( a = 0 \), the associated curve exhibits a trivial change trend, and when its scaling factor is greater than 60, the related curve shows a slight growth trend. The number of sub-individuals under the three parameters above demonstrates that the influence of neutron individual numbers has a clear advantage in changing the scale factor. Therefore, when calculate the scale factor of the genetic optimization algorithm, it need to consider the specific variation of parameters.

\[ X_3 = X \pm 0.5L \Delta \]  \hspace{1cm} (2)

\[ \Delta = \sum_{i=0}^{m} \frac{a(i) \Delta}{2^i} \]  \hspace{1cm} (3)

\( X_3 \) is the individual after mutation, \( L \) is the value range of the variable. \( \Delta \) is the coefficient of variation, \( m \) is an artificially set integer, and \( a(i) \) is the probability function.

3) Variation: Variation refers to the change of some genes in the calculation process of the genetic optimization algorithm so that the characteristics of the number of offspring are different from those of other individuals. The variation of the genetic optimization algorithm can be divided into real number variation and binary variation according to separate research contents and calculation methods.

a) Real number variation: The following formula is generally used for real number variation.

\[ X_3 = X \pm 0.5L \Delta \]  \hspace{1cm} (2)

\[ \Delta = \sum_{i=0}^{m} \frac{a(i) \Delta}{2^i} \]  \hspace{1cm} (3)

\( X_3 \) is the individual after mutation, \( L \) is the value range of the variable. \( \Delta \) is the coefficient of variation, \( m \) is an artificially set integer, and \( a(i) \) is the probability function.

b) Binary variation: Binary variation is relatively simple. For the binary code of characters, several positions are randomly selected on the individual gene sequence first, and then the gene values on these loci are reversed.
The effect of real number variation and binary variation can be seen from the curves. The genetic optimization is more accurate with different parameter sets and shows the increasing trend, gradually. For different variation modes, the real number variation shows typical characteristics of the 01 variation. Therefore, the real number variation shows the typical characteristics of the 01 variation. As can be seen from the curve corresponding to the binary variation method, when the variation gradually increases, the corresponding number of variations shows a gradual decline, and the slope of the curve corresponding to the downward trend is approximately constant. When the number of samples exceeds 200, the corresponding curve gradually increases. Through the above analysis, it can be seen that binary variation shows different trends with different sample numbers. Therefore, relevant studies show that to improve the accuracy of the genetic optimization algorithm, it is necessary to use a wide range of samples for iteration and analysis.

B. Genetic Algorithms Update Content

Through variation calculation, it can be seen that different calculation methods have other influences on the number of variations. To study the effect of real number variation and binary variation on the number of variations, the change curves under two variation indicators were drawn, as shown in Fig. 3. As the figure displays, with the gradual increase in the number of samples, the two different variation modes show typical variation trends. Firstly, it can be seen from the real number variation method that the real number variation shows a distinct piecewise change as the number of iterations increases. When the number of samples is odd, the corresponding sample variation is 1. When the corresponding variation sample reaches an even number, the corresponding sample variation is zero. Therefore, the real number variation shows the typical characteristics of the 01 variation. As can be seen from the curve corresponding to the binary variation method, when the variation gradually increases, the corresponding number of variations shows a gradual decline, and the slope of the curve corresponding to the downward trend is approximately constant. When the number of samples exceeds 200, the corresponding curve gradually increases. Through the above analysis, it can be seen that binary variation shows different trends with different sample numbers. Therefore, relevant studies show that to improve the accuracy of the genetic optimization algorithm, it is necessary to use a wide range of samples for iteration and analysis.

According to the above formula and analysis, it can be seen that the specific parameters of neurons greatly influence the spacing of neurons, and the different parameters will lead to differences in the calculation methods and theories of the spacing of neurons. To study the influences of two factors on neuron spacing, it drew the variation curves of neuron spacing of the genetic optimization algorithm under two parameters, as shown in Fig. 4. It can be seen from the curves that the variation trend of neurons under two different parameters presents typical nonlinear changes. In contrast, the corresponding neuron curve shows a gradual downward trend. Moreover, it can be seen from the plot that the linear characteristics of neuron data are obvious. Specifically, first of all, it can see through the initial field radius curve rise gradually. The linear decline, when it reaches the minimum spacing of neurons and shows the increasing trend, gradually.

vector $W_i$, the connected structural network of the genetic algorithm should be adopted [16], [17].

2) Select individual samples from the individuals: Produced by the genetic algorithm as input data into the genetic algorithm structural network. The corresponding calculation formula is as follows:

$$\text{dis}(W_i, X_i) = \sqrt{\sum_{k=0}^{n} (w_i^k - x_i^k)^2}$$  \hspace{1cm} (4)

where is the gene value at the kth position on the j-th neuron, $x_i^k$ represents the gene value at the kth position on the i-th individual, and $X_i$ is the sample vector.

3) Solve the best matching unit: determine the relationship and distance between the genetic algorithm data in the above way, and find the neuron data with the closest distance.

4) Calculate the neighborhood radius of the neuron:

$$\begin{align*}
\sigma &= r_0 \exp (-t/\lambda) \\
\lambda &= N_0 / \log (\sigma_0)
\end{align*}$$ \hspace{1cm} (5)

Where is the initial field radius; $\lambda$ is the time constant?

According to the above formula and analysis, it can be seen that the specific parameters of neurons greatly influence the spacing of neurons, and the different parameters will lead to differences in the calculation methods and theories of the spacing of neurons. To study the influences of two factors on neuron spacing, it drew the variation curves of neuron spacing of the genetic optimization algorithm under two parameters, as shown in Fig. 4. It can be seen from the curves that the variation trend of neurons under two different parameters presents typical nonlinear changes. In contrast, the corresponding neuron curve shows a gradual downward trend. Moreover, it can be seen from the slope that the linear characteristics of neuron data are obvious. Specifically, first of all, it can see through the initial field radius curve rise gradually. The linear decline, when it reaches the minimum spacing of neurons and shows the increasing trend, gradually.
declines, then hits the stage when it rises again, showing the typical volatility change trend. As shown in the influence curve of the time constant, the corresponding curve first exhibits a stable change trend as time increases gradually, and then the corresponding curve gradually increases. And when it reaches its highest point, the corresponding curve slowly decelerates. The slope of the corresponding curve also exhibits a gradual increase trend. The overall data feature of the curve with time parameter has the comprehensive effect of linear and nonlinear. Therefore, it must comprehensively consider the impact of the initial domain radius and time constant on neuron spacing.

5) Solve the neuron update formula: Through the above analysis and solution, the influence of parameters on the spacing between different neuron data can be obtained, and the corresponding update formula is as follows:

$$w_i(t+1)=w_i(t)+L(t)\theta(t)(x_i(t)-w_i(t))$$  

where is the gene value at the position after the update, is the learning speed factor, and is the best Euclidean distance?

6) Determine whether the termination conditions are met: The neuron data are compared by setting the termination conditions of the corresponding predictive optimization algorithm.

7) Update individual data and location information. The corresponding update formula is as follows:

$$X=w^* + \sum_{j=0}^{m-1} a_j U_j + N(0,\sigma I)$$  

Where represents the best matching unit with the individual; is the Euclidean distance between adjacent spirit longitude elements; is the unit vector of adjacent neurons; is the number of targets; is a normally distributed noise vector; I am the identity matrix.

For analyzing the impact of various parameters in the update formula on the updated data of the genetic optimization algorithm, relevant data were obtained through iterative calculation. The influence curves of four different parameters on the genetic algorithm were drawn, as shown in Fig. 5. Different parameters exhibit typical variation characteristics, as can be seen in the figure. As can be seen, the updated data for the corresponding parameter a shows a trend of slow increase with the gradual increase of iteration times and time. However, a slight nonlinear variation can be seen on the corresponding fitting curve. As shown by the parameter U, the curve initially declines gradually. When there are more than four iterations, the corresponding appropriate curve initially shows a nonlinear change before fluctuating and exhibiting a sharp downward trend. It can be seen from parameter m that the overall curve remains at about 70, indicating that parameter m has the least influence on genetic algorithm update. Still, it also shows that the parameter has a relatively clear specific value of genetic algorithm update and good corresponding stability. It can be seen from parameter I that the curve shows typical linear characteristics, the corresponding quasi-sum curve has obvious smoothness, and the corresponding data presents a trend of a gentle rise. Through the above analysis, various parameters have different influences on the genetic algorithm, and it is necessary to select specific parameters according to the actual situation to analyze the genetic optimization algorithm to acquire precise outcomes.

C. Test Function Selection of Genetic Optimization Algorithm

Since the complexity of optimization problems affects the computational efficiency of swarm intelligence algorithms [18], [19], it is necessary to select four commonly used test functions, and their corresponding forms are shown as follows:

1) Test function f(x): Test function f(x) is an optimised test function with a simple structure consisting of two variables and a constraint condition.

$$f(x)=x_1 + (x_2-1)^2$$  

2) Test function g(x): This function is a test function of multidimensional single constraint conditions.

$$g(x) = (\sqrt{\pi})^n \prod_{i=1}^{n} x_i$$  

3) Test function h(x): Test function H(x) is a low-dimensional multi-constraint single-objective optimization problem.

$$h(x) = \frac{\sin^2(2\pi x_1)\sin^2(2\pi x_2)}{x_1(x_1+x_2)}$$  

4) Test function k(x): This function is a multi-dimensional and multi-constraint complex nonlinear optimization problem, which is representative of verifying the algorithm’s feasibility.

$$k(x) = (x_1 - 10)^3 + 5(x_2 - 12)^2 + x_3^4 + 3(x_4 - 10)^2$$  

It can be seen from the above analysis that genetic optimization algorithms contain different test functions, and the other test functions lead to different solving processes and methods for nonlinear problems of genetic algorithms. To analyze the influence of the four tests performs on the performance of the genetic algorithm, the variation curves of the genetic optimization algorithm under different samples were obtained by summarizing the data, as revealed in Fig. 6. Regarding the change curve in the figure, it can be seen that the performance of the corresponding genetic optimization algorithm shows a gradually increasing trend with the gradual growth of the number of samples of the f function. However, when the number of samples is about 65, the corresponding genetic optimization performance data shows a sudden decline because when the number of samples is 65, the corresponding calculation method will further propose the characteristics of this parameter. As a result, the corresponding genetic optimization performance index has declined. From the change rule of g performance, it can be seen that the corresponding bar chart has a constant adjusted trend. And the slope is the same up and down. It shows that the genetic optimization performance of the g function is stable. It can be seen from the change of the h function that the corresponding genetic optimization performance index decreases gradually from the maximum to the minimum, which indicates that the data of the genetic optimization performance corresponding to this function has a large fluctuation, showing a trend of gradual decline. Finally, it can be seen from the change of the k
function that the corresponding data index shows an incremental improvement. When the corresponding data reaches the maximum, it indicates that the data of the genetic optimization algorithm of the corresponding k function shows a gradual increase trend of change.

III. CNN Model

A convolutional neural network is a typical structure of artificial neural networks, which has the characteristics of local connection, weight sharing and pooled sampling and has gradually become a representative network for feature extraction in deep learning networks [20], [21].

To further analyze and understand the convolutional neural network's computation process and the structural unit, the convolutional neural network, the structure diagram of the convolutional neural network was drawn by sorting out and analyzing relevant data, as shown in Fig. 7. It can be seen from relevant studies that convolutional neural networks can be divided into five modules according to different research contents and methods; corresponding contents mainly include the convolution layer, pooling layer and full connection layer. In the corresponding computing module of the convolutional neural network, the model data is first imported into the specific computing module. Then the data features are analyzed and processed by further data feature extraction module. The optimised results are output through data optimization and modification analysis, and experimental data further verify the optimized data. Thus, the optimized convolutional neural network calculation results are obtained. The main calculation steps of the convolutional neural network are as follows:

1) Similarity measurement and analysis: In the similarity measurement process of the convolutional neural network, the correlation distance formula is widely used in similarity measurement, and the corresponding procedure is shown as follows:

\[ d(x,y) = (\sum_{i=1}^{n}|x_i - y_i|^p)^{1/p} \]  (12)

where x and y respectively represent the vector representation of two image samples, n represents the length of the vector representation, and p is a constant.

The similarity measurement method of the i-th element can be measured as follows:

\[ z_i = \frac{1}{h \times w} \sum_{i=1}^{h} \sum_{j=1}^{w} F(i,j) \]  (13)

where h represents the height of the feature graph, w represents the width of the feature graph, and F represents the channel of the feature graph.
2) Sample generation: When the directional pin-mixing augmented method is used to analyze the genetic optimization algorithm, the corresponding implementation process is shown as follows:

\[
I = (1 - M_m) \cap I_m + M_m \cap I_m \\
y = \lambda y_m + (1 - \lambda \times y)
\]

where \( I \) represent sequence mixing and \( y \) represents sequence category label. Describes the specific gravity of data, \( I_m \) representing the sequence of training samples, and \( y_m \) represents the sequence of category tags. It is the dot product operation.

3) Training sample evaluation: In data recognition of convolutional neural network, classification accuracy \( R \) is generally used as the evaluation result, and the corresponding formula is shown as follows:

\[
R = \frac{I_r}{I}
\]

where \( I_m \) represents the data quantity of classification, and \( I \) represent the data quantity of total evaluation.

To analyze the influence of convolutional neural network with accuracy index, the accuracy change curves under different iterations and accuracy index were drawn through experimental analysis, as shown in Fig. 8. The research shows that the accuracy index and rate are typical two-stage structures. In the first stage, the corresponding accurate index \( I_r \) shows a trend of gradual decline. And its slope remains constant, indicating that the data of the precise index shows a linear change characteristic, while the same accurate total \( I \) show a gradually increasing trend with the increase of the number of iterations. This is because the accuracy index increases with the rise of characteristic parameters corresponding to the number of iterations, leading to an increase in calculation results. It can see an obvious trend of gradual decline through the curve of the corresponding accuracy \( R \). This indicates that when the number of iterations is from 0 to 100, the corresponding accuracy rate decreases gradually with the increasing number of iterations. In the second stage of the curve, with the further increase in the number of iterations, the corresponding accurate index shows the same linear change. It belongs to the evolution of linear increase. The total number of corresponding indicators declined rapidly with the rise in iteration times, and the corresponding downward trend showed an obvious linear decline. As can be seen from the accuracy curve, with the increase in the number of iterations, the related accuracy shows a gradually increasing trend. This indicates that when the number of iterations exceeds 100, the accuracy of the connected convolutional neural network gradually improves. Therefore, in the actual use and calculation process, it needs to iterate and calculate the genetic optimization algorithm and convolutional neural network many times so as to obtain more accurate results.

Fig. 8. Change in accuracy chart.

IV. APPLICATION OF GENETIC OPTIMIZATION ALGORITHM AND CNN MODEL IN ENGLISH COMPOSITION

A. The basic Content of English Composition Automatic Grading Teaching Effect Evaluation Method

English composition is very important for English teaching and assessment. Still, there are a series of problems in the practical application of English composition evaluation, mainly including: (1) English composition scoring efficiency is low: In the useful application process, the efficiency of English composition is low because of the artificial evaluation. (2) The standard of English composition scoring is not unified: There is no unified standard for English composition evaluation, which is greatly influenced by human factors in the actual evaluation process, resulting in the corresponding English composition evaluation results are not unified. (3) Single evaluation method for English compositions: English compositions are analyzed by single evaluation index in the evaluation process, resulting in the corresponding evaluation results are too single.
To further analyze the influence of different indicators of automatic English composition scoring on English teaching effect, five various indicators are obtained through statistical analysis, including 1) high-frequency vocabulary, 2) composition format, 3) blackboard writing, 4) grammatical errors and 5) writing content, to analyze further the problems existing in self-scoring of English composition, the distribution chart of the comprehensive scoring index of English composition was obtained by summarizing and analyzing different data, as shown in Fig. 9. Regarding the results in the figure, the proportion of grammatical errors is the highest (30%), the content of writing is 25%, the handwriting on the blackboard is 20%, the composition format is 15%, and the proportion of high-frequency words is the lowest (10%). The original CNN neural network has a high accuracy in evaluating the quality of English teaching, both exceeding 81%. However, the evaluation accuracy of genetic algorithm optimized CNN neural network is better than that of the original CNN neural network. The statistical results show that in the test samples, the genetic algorithm optimized CNN neural network model has an evaluation accuracy of more than 90%. And some of the group evaluations have accuracy greater than 93%, indicating that the model has high approximation accuracy.

To further test the performance of the CNN neural network based on genetic algorithm optimization for English teaching quality evaluation constructed in this article, it is compared with the GA-BPNN evaluation model and the support vector machine (SVM) based evaluation model for performance testing. The simulation data remains unchanged. The experimental results show that the genetic algorithm optimized CNN neural network model constructed in this paper has high evaluation accuracy and operational efficiency. This is because there is overfitting in the BP neural network in the GA-BPNN evaluation model, which affects the accuracy of the evaluation. In the SVM evaluation model, there are too many evaluation indicators, which interfere with each other, affecting the accuracy of the evaluation and increasing the computational cost.

**B. Results**

The above analysis and research show many problems applying the teaching effect of automatic scoring English composition. According to the related theory of genetic algorithm, a new optimization model is adopted to evaluate and analyze the teaching effect of automatic scoring of English composition based on the genetic optimization algorithm and CNN algorithm to further analyze the indicators related to automatic scoring of English composition. Thus, the flow chart of automatic scoring of English composition under the combined action of the genetic optimization algorithm and CNN model is obtained, as shown in Fig. 10. The specific calculation process is as follows: First of all, the basic calculation parameters of the genetic optimization algorithm and CNN fusion model are also set, and then relevant imported data are extracted specifically to obtain different types of data features. Then the automatic scoring scheme of English composition is analyzed and determined according to the various data characteristics. Then the relevant English data is imported into other genetic optimization algorithm calculation modules on the basis of determining the scheme. It may be divided into three diverse modules, and the contents of each type of module are basically the same, including data import, extraction of corresponding parameters, update of English indicators, discrimination of corresponding standards and output of final results. The data calculated by different modules are imported into the final local termination condition, and the data can be decided whether to continue the iteration or directly output the results through the discrimination of the termination condition.

By adopting the fusion optimization model of the genetic optimization algorithm and CNN model calculation method, the evaluation analysis diagram of the automatic scoring teaching effect of English composition under different indexes was finally obtained, as shown in Fig. 11. It can be seen from the variation trend of other indicators in the figure that the increase in time greatly influences the proportion of indicators. The specific changes are as follows: With the gradual increase of high-frequency words over time, the proportion of the corresponding English composition index displays a slight decline, and the nonlinear characteristics of this trend are obvious. This indicates that the influence of high-frequency words on the evaluation effect of English compositions is relatively simple, and this index cannot be used only to evaluate and analyze English compositions. With the increase of time, the corresponding composition format shows a fluctuating change; that is, it increases slowly at first and then decreases gradually. The writing index on the blackboard shows a relatively stable trend at different times, which indicates that the writing index is less affected by time, indicating that this index is an inherent attribute of English composition, which can be used to evaluate the teaching effect of English composition scoring under the genetic optimization algorithm and CNN model. The variation trend of grammatical errors is basically the same as that of blackboard writing. Still, the corresponding data is less than that of blackboard writing, indicating that grammatical errors' influence on English composition is less than that of blackboard writing. Finally, through the specific content index of the paper, it can be seen that with time, the proportion of English composition as a
whole shows a gradually increasing trend. And the corresponding data are higher than the related data of other indicators in the same period. This indicates that the writing content index influences English writing most among all indicators.

V. DISCUSSION

Genetic optimization algorithm is an optimization algorithm that mimics natural selection and genetic processes, and can find the optimal solution by iteratively optimizing the objective function. In automatic grading of English compositions, genetic optimization algorithms can be used to optimize grading standards and rules to better meet practical teaching needs and English language characteristics. Convolutional neural networks (CNN), as a deep learning model, are suitable for processing data such as images and text. In the automatic grading of English compositions, the CNN model can be used to automatically correct English compositions, achieving automated grading by learning a large amount of English composition sample data. The combination of genetic optimization algorithm and CNN model can first optimize the grading rules of English compositions using genetic optimization algorithm, and then automatically grade English compositions using CNN model. This combined method can fully leverage the advantages of both and improve the effectiveness and accuracy of automatic grading of English compositions.

Neural networks can be used to learn and predict the QoS of a given service combination. Historical data can be used for training, and then this model can be used to predict the QoS of new service combinations. Genetic algorithms can be used to find service combinations that meet certain QoS requirements. This may involve encoding services (such as using genetic coding), and then finding service combinations that meet QoS requirements under the predictive guidance of neural networks [22]. In QoS aware service composition, multiple service quality indicators need to be considered, such as processing time, throughput, latency, etc. By calculating the skyline, it is possible to find the optimal SFC that meets multiple QoS indicators simultaneously in a set of candidate service node combinations. Genetic algorithm is an optimization algorithm that simulates natural selection and genetic processes, suitable for solving the optimal solution of complex problems. In the process of combining service function chains, genetic algorithms can be used to generate initial solutions and perform selection, crossover, and mutation operations on the solutions to continuously optimize the quality of the solutions [20]. Correlation analysis and research show that the genetic optimization algorithm and CNN model can jointly evaluate the teaching effect of English composition automatic scoring better. In addition, relevant data show that different evaluation indexes impact English writing differently. To further verify the influence of the genetic optimization algorithm and CNN model on evaluation indexes of English writing. The validation and prediction curves of the optimization model are drawn, as shown in Fig. 12.

It is seen from the curve changes in the figure, the data on English composition increases linearly at first and then slowly decreases with the number of steps. Model curve presents that the optimization model can well elaborate and represent the changing trend of English composition indicators, so to investigate the impact of automatic English composition scoring on teaching, use the optimization model.
the universality and accuracy of the system. Natural language processing can only process textual information, while English automatic scoring includes not only text but also information such as voice and images. Therefore, future research should focus on integrating multimodal information to achieve multimodal automatic scoring systems, improving the comprehensiveness and accuracy of scoring.
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Fig. 12. Model validation and prediction diagrams.

VI. CONCLUSION

1) The real number variation method shows obvious 01 bidirectional variations with the increased iteration number. The corresponding binary variation method displays the linear change of two sections with different slopes. It is worth explaining that the increasing of samples can promote the improvement of test accuracy.

2) The neuron data under the genetic algorithm has typical linear variation characteristics, while the neuron spacing curve under the influence of initial domain radius and time constant presents distinct nonlinear characteristics. This indicates that the original model cannot describe the changes in the test data well, and further optimization and analysis of the model are needed.

3) As the number of iterations increases, the influence curves of the genetic algorithm under four different parameters are shown as follows: Parameter $A$ increases slowly at first and then presents a relatively gentle nonlinear change; Parameter $U$ decreases gradually and then rapidly; Parameter $m$ stays at about 70 on the whole. The parameter $I$ shows typical linear characteristics.

4) The accuracy of the corresponding genetic optimization algorithm can be obtained by calculating the corresponding accuracy index and the accurate total number, and the relevant change curve can be drawn as follows: The curve of accuracy $R$ first showed a significant downward trend and then linearly increased. And the increase in iteration and calculation times can improve the accuracy of calculation results.

However, this article also has certain limitations. The CNN model based on genetic algorithm requires a large amount of computing resources, which will consume significant time during training and usage. Meanwhile, for small image datasets, this may not achieve good performance. This may be difficult to solve specific problems such as accurate positioning of objects in images. The scale and quality of the corpus on which an automatic scoring system relies directly affect the accuracy of the system. Therefore, future research should focus on establishing more complete, standardized, and representative corpora. Expand coverage and classification fineness, improve

www.ijacsa.thesai.org


Construction of Sports Culture Recommendation Model Combining Big Data Technology and Video Semantic Comprehension

Bin Xie¹, Fuye Zhang²

Department of Physical Education, Henan Institute of Economics and Trade, Zhengzhou 450046, Henan, China¹
Internet of Things College, Henan Institute of Economics and Trade, Zhengzhou 450046, Henan, China²

Abstract—Information blast makes it harder for clients to channel the substance they are keen on. This study aims to combine big data and video semantic comprehension technology to realize the recommendation of sports culture videos by exploring the semantics of video and taking advantage of multi-source heterogeneous information. The semantic structure of unstructured video data is defined first, and on this basis, Converse3D (C3D) - Connectionist Temporal Asificationon (CTC) is employed to complete the extraction of sub-action semantics and the integration of behaviour semantic sequences. In adjustment to break the bothersome of low accuracy of the model for the semantic abstraction of unlabeled videos, this study proposes an unsupervised semantic abstraction adjustment based on Converse3D(C3D)-RAE, which completes the compression and affiliation of the semantic sequences and verifies the accurateness of both two models through experiments. In order to solve the problem of insufficient accuracy of video recommendation algorithms based on single video semantic similarity and topic similarity, this study comprehensively considers video semantic similarity and video topic similarity and proposes a multi-modal video recommendation algorithm. The experimental results show that the accuracy of the COMSIM-based algorithm is 7.8% higher than that of Video+ CNN + K-NearestNeighbor (KNN) and 15.9% higher than that of CLIP + CNN +Ncut+LDA.
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I. INTRODUCTION

With the rapid advancement of information technology in recent years, the Internet has brought convenience to people's lives, providing them with a large amount of data and information resources, greatly satisfying people's demand for network information, and moving the Internet industry into the big data era [1], [2]. However, excessive information from multiple sources has also become an obstacle for people to enjoy convenience. Specifically, information in the new era is no longer delivered to users by websites or media in one direction, but more often than not, users and media have formed an effective two-way transmission, which has significantly expanded the existing data stock [3], [4]. In addition, the continuous sinking of the user market has led to the exponential expansion of the user community and the exponential growth of data [5]. However, instead of enjoying convenient services, the huge amount of data and information has plunged people into the vast data mud, a trap known as "information overload". For Internet users, it is undoubtedly difficult to find the data knowledge they need in the exponentially growing data information, and users usually need to spend a lot of time and effort to find this information, which leads to a very poor user experience [6], [7]. For service providers, it is difficult to fully explore users' interests and preferences due to the large amount and complex types of log information generated by users, so they cannot accurately determine the content of users' needs, which greatly reduces the service quality and may push inaccurate information to users, which destroys users' trust in the system and leads to user churn [8], [9]. Faced with the information overload network environment and multiple sources of heterogeneous data types, how to make users less frustrated when searching for information, how to deepen users' trust in service providers, and how to enable service providers to maximize the benefits of efficiency are hot issues that need to be solved in the current data mining field.

At present, there are two main ways to solve this problem: information retrieval technology and information filtering method [10], [11]. The content presented by search engines for different users is often the same, which cannot meet the personalized needs of each user. The personalized recommendation technology based on information filtering does not require users to give their specific needs [12]. It can mine users' interests and preferences through users' historical behaviour logs and browsing habits to generate relevant recommendations [13], [14]. In today's big data era, personalized recommendation technology can greatly improve the efficiency of processing problems and meet the personalized needs of users. This technology has been successfully applied to many fields and has become a research hotspot in the computer application field.

Digital video data contains abundant spatial and temporal information, but it is difficult to describe the video content because of its huge amount of data and the semantic gap between low-level features and high-level semantics [15], [16]. With the rapid development of deep learning, especially the development of cross-modal learning, people's understanding of video semantics has reached a new level. Therefore, based on the video semantic understanding model, this paper proposes a sports culture video recommendation method that integrates video semantics and video topic text similarity.
This article analyzes the construction technology of sports culture models that combine video semantics. The accuracy of the model was verified through data recommendation of diverse and heterogeneous information. The innovation points include:

1) By exploring the semantics of videos and utilizing heterogeneous information from multiple sources, sports culture videos can be recommended.

2) This article uses C3D-CTC to extract sub action semantics and integrate behavioral sequential sequences. In order to overcome the problem of low accuracy in unlabeled video semantic abstract models.

3) This article addresses the issue of insufficient accuracy in video recommendation algorithms based on single video semantic similarity and topic similarity.

Section I analyzes the background of uncertainty when users search for information in the face of information overload in the network environment and the multi-source nature of heterogeneous data types. How to deepen users' trust in service providers has become a current issue worth studying. Section II analyzes video recommendation algorithms as a popular component of recommendation systems. Considering the issue that topic modeling techniques cannot cluster short texts that ignore semantic relationships between words, Section III recommends methods for sports culture videos that consider multiple modes and analyzed the semantic extraction of sports videos in C3D. Section IV conducted validation analysis on the dataset used, including the UCF-12 dataset and the sports video dataset captured from the video website Vine.com. Section V summarizes the entire text. This study proposes an unsupervised semantic abstraction adjustment method based on C3D-RAE, which completes the compression and membership of semantic sequences, and verifies the accuracy of the two models through experiments.

II. RELATED WORK

Video recommendation algorithms, as an important component of recommendation systems, have always been a hot research direction. Considering the disadvantage of topic modeling technology not being able to cluster short texts that ignore semantic relationships between words, M S Tajbaksh et al. [17] proposed a topic modeling method for semantic relationships between words in Twitter social network tweets. Yaduv U et al. [18] proposed a recommendation system method based on linked open data and social network features. This method solves the problem of pure new user cold start by constructing user profiles based on collaborative features of linked public data and features of social networks. Nikolakopoulos et al. [19] proposed the EIGENREC recommendation model based on the existing PureSVD algorithm, which comprehensively utilizes multiple recommendation strategies. The created model can modify recommendation results in real-time based on the popularity of the project. Salah et al. proposed a weighted clustering method to address the issue of data sparsity in dynamic incremental collaborative filtering. The experimental results showed that the constructed model has fast computational speed and low computational cost [20]; Hewitt et al. classified eight types of emotions and proposed three improved convolutional neural networks to implement a music recommendation interface based on predicting user influence [21]. In order to solve the cold start problem caused by the lack of correlation score when adding new videos, Li Y et al. [22] proposed directly calculating video correlation from the content. And use deep convolutional neural networks to process video information, thereby constructing a video correlation table. Li X et al. [23] proposed a multi-directional pyramid common attention module for learning the attention values of two modalities in different dimensional spaces. Fan C et al. [24] viewed the semantic information of videos as a series of ordered events that occur in sequence as a whole and are continuously read and written to memory. The input sequence can be understood from a global perspective to prevent local capture due to information interference.

In summary, the current research model cannot perform sparsity analysis on dynamic incremental collaborative data. This indicates that there are certain shortcomings in the video correlation of emotional users. For a long time, users have been plagued by low accuracy of unlabeled video semantic abstract models. On this basis, this article optimizes multi-source heterogeneous information. Using C3D-CTC to extract sub action semantics and integrate behavioral semantic sequences. It breaks the problem of low accuracy in unlabeled video semantic abstract models.

III. SPORTS CULTURE VIDEO RECOMMENDATION METHOD CONSIDERING MULTI-MODALITY

A. Semantic Extraction for Sports Videos based on C3D

1) Video behaviour semantic extraction based on supervised learning: Since video data is unstructured data, in order to analyze and process video more accurately, video data must be structured, which is the basis of video feature extraction and semantic extraction. Video is a continuous frame sequence with no obvious segmentation point. It isn't easy to extract the semantics of the entire video directly. Therefore, it is necessary to divide the video into multiple segments and extract the semantics of the segments respectively. Video can be divided into the following levels according to its physical level: video, scene sequence, shot sequence and frame sequence, as shown in Fig. 1.

![Fig. 1. Hierarchical structure of video.](image-url)
Scene: A group of shots expressing the same theme. These shots record an event at the same time and place from different angles in space. Together, they describe the semantic concepts related to this event. For example, the scene of "air relay" can be composed of multiple shots such as "player passing", "another player is catching the ball in the air", "player shooting", or "player dunking", "ball in", etc. Shots: a recording process of a camera. Shots are the logical component unit of video and are also the smallest unit that can be used in indexing video. As the physical unit of video, a frame is defined as the frame is the smallest unit of video image - a single picture.

According to the physical hierarchy of video, this study defines the semantic structure of video as shown in Fig. 2.

Convolutional Neural Networks (CNN) have been extensively used in computer vision-related research in recent years, whose structure mainly includes a convolution layer, pooling layer and full connection layer. In image processing, CNN generally adopts the "planar convolution" with the dimension of convolution kernel of 2. However, when analyzing video, 2D convolution has a poor ability to capture timing information, leading to the loss of video timing information.

Therefore, 3D Convolutional Neural Network (C3D) with a convolution kernel dimension of three is adopted in this study, which can capture features in both temporal and spatial dimensions. The concrete implementation of 3D convolution operation is as follows: a three dimensions frame cube is obtained by stacking several consecutive frames, and the cube is convolved with the 3D convolution kernel, as shown in Fig. 3, where the connection of the same colour represents the shared weight, that is, there are weight values of three dimensions. Through such a convolution operation, the feature map obtained by convolution is connected with several consecutive frames of the previous layer to capture the timing information. D. Tran et al. [25] found that the same convolution kernel structure of 3*3*3 has the best accuracy on C3D. Therefore, the same convolution kernel of 3 * 3 * 3 is employed in this study.

Due to the large amount of redundant information between video frames and sub-actions, as well as the repetition of video frames in the time dimension, the extraction of video semantics will be affected. Therefore, this study puts to use the connectionist temporal classification (CTC) to solve the above problems. CTC algorithm was first applied in the acoustic training model, which is a complete end-to-end training without strict alignment of data in advance. For example, to understand intra coding, most areas of the image have the same color. False i will encode the red area, assuming that the colors in the frame remain consistent in the vertical direction. This means that the color of the unknown pixel is the same as that of adjacent pixels. Although this prior prediction technique (intra frame prediction) is used, the actual value is subtracted to calculate the residual. The residual matrix obtained in this way is easier to compress than the original data [26]. Yang improved the recognition algorithm by analyzing graph regularization and constructing a model, and compared and analyzed feature extraction methods. Meanwhile, the experiment aims to investigate the improvement of the improved recognition algorithm on English semantic translation after feature extraction [27]. Traditional content-based video retrieval algorithms typically only utilize the underlying features of video images, resulting in insufficient content description and unsatisfactory retrieval results. Guo studied how to combine the underlying features of videos with semantic features, improved the existing indexing structure, and designed an efficient sports video retrieval algorithm [28].

C3D is applied to model the sub-action features first, and different kinds of probability distributions of each sub-action are obtained. x represents the sub-action sequence, and y represents the output sequence of C3D.

The output of the C3N model is the probability of the category corresponding to each sub-action, which is a vector of N+1-dimensional probabilities, representing the different probabilities of N+1 category, N represents the number of sub-action categories, and 1 represents blank. We employ $N_w$ to represent the convolutional neural network, and then the network output can be expressed as:

$$y = N_w(x) \quad (1)$$

For any sub-action input sequence of length $T$, whose corresponding label sequence is $z$, we can obtain that the
occurrence probability of label sequence $z$ is the product of label probabilities at each moment.

$$P(\pi|x) = \prod_{t=1}^{T} P(\pi_t|x)$$  \hspace{1cm} (2)

Where $\pi$ denotes the decoding path and $\pi_t$ represents the $t$-th sub-action label in the decoding path.

The probability of decoding path $\pi$ can be calculated from the output of the C3D model as follows:

$$P(\pi|x) = \prod_{t=1}^{T} y_{\hat{\pi}_t}$$  \hspace{1cm} (3)

where, $y_{\hat{\pi}_t}$ denotes the probability that the $t$-th sub-action label is $\pi_t$.

Define a many-to-one mapping $B$ to remove all blank symbols and merge duplicate labels, transforming the decoding path $\pi$ into label $l$. For example, $(\cdot, A, \cdot, \cdot, E, \cdot)$ and $(\cdot, A, \cdot, E, \cdot, \cdot)$ are both mapped to label $(A, E)$. $B^{-1}$ represents the inverse process of mapping $B$, which is a one-to-many mapping, that is, mapping label $(A, E)$ into a sequence of labels with duplicate labels and blank symbols for all possible decoding paths so that the final decoding path $\pi$ is the sum of the probability of each sequence with the probability of the label sequence given the input sequence $x$.

$$P(l|x) = \prod_{t=1}^{T} P(\pi_t|x), \pi \in B^{-1}(l)$$  \hspace{1cm} (4)

Given an input sequence $x$ and the corresponding label $l$, the loss function of the C3D-CTC model adopts the maximum likelihood error, that is, to minimize the negative logarithm of the probability:

$$\text{C3D-CTC}(x) = - \log P(l|x)$$  \hspace{1cm} (5)

In Eq. (4), the calculation of the objective function requires an exhaustive enumeration of all decoding paths, which is very difficult. In fact, only a small part of all paths are effective. Therefore, this study adopts the Forward-Backward Algorithm (FBA), a kind of dynamic programming algorithm, to calculate the objective function of the model.

For a given label $l$ of length $T$, in order to find all paths $\pi$ satisfying $l = B(\pi)$, we need to construct an extended label $l'$, whose length is $2T+1$ by adding a blank at the beginning, end and middle of each character. For example, the sequence $(A, E)$, whose extension label $L$ is $(\cdot, A, \cdot, E, \cdot, \cdot)$. The legal decoding path must meet the following conditions: (1) The path conversion can only be right or down; (2) There must be a blank between the same characters; (3) Only blank symbols can be skipped; (4) The path must start with the first two symbols; (5) The path must end with the last two symbols. The conversion process of all decoding paths of label $l$ is shown in Fig. 4.

![Fig. 4. All decoding paths of the label 'AE'.](image)

To calculate the sum of the probabilities of all the above decoding paths, define the forward probability $\alpha_t(s)$ to denote the sum of the forward probabilities of all paths at the $t$-th input with $s$ as the endpoint:

$$\alpha_t(s) = \sum_{\theta((\pi_{t-1}, t) = l_{t-1} s)} \prod_{t'=1}^{t} y_{l_{t'}}$$  \hspace{1cm} (6)

Where $s$ denotes the number of rows, the initial state of the forward probability $\alpha_t(s)$ can be calculated as follows:

$$\begin{align*}
\alpha_t(1) &= y_{\text{blank}}^1 \\
\alpha_t(2) &= y_{\text{blank}}^2 \\
\alpha_t(s) &= 0, \forall s > 2
\end{align*}$$  \hspace{1cm} (7)

The decoding path shows that: (1) there are only two possibilities from blank, either blank or $l_i$, i.e., the $i$-th element of label $l$; (2) there are three cases from $l_i$, that is, $l_i$, blank and $l_{i+1}$, with 3 possible output cases; (3) the input case of the blank is two and the input case of $l_i$ is 3. We can obtain $\alpha_t(s)$ with the following iterative formula.

$$\alpha_t(s) = \begin{cases} 
\alpha_{t-1}(s) + \alpha_{t-1}(s-1)y_{l_{t}}^s, & \text{if } l_{s} = \text{blank} \text{ or } l_{s-2} = l_{s} \\
\alpha_{t-1}(s) + \alpha_{t-1}(s-1) + \alpha_{t-2}(s-1)y_{l_{t}}^s, & \text{otherwise}
\end{cases}$$  \hspace{1cm} (8)

The video behaviour semantic extraction model based on C3D-CTC is shown in Fig. 5.

2) Video latent semantic extraction Based on unsupervised learning: For some videos with blurred boundaries between actions, the C3D-CTC model is difficult to get accurate labels by action decomposition, and its scalability for new types of videos is poor. In order to solve the above problems, this study proposes a Recursive Auto-Encoder (RAE) based video latent semantic extraction method.
RAE is an auto-encoder that searches for variable-length input structures, which is put to use in both NLP and computer vision. When the input is a sequence of word vectors, RAE uses neural networks to sense the score of all two adjacent word vectors. By measuring the probability of synthesizing a word for each pair of word vectors, the one with the largest probability is selected as the representative of the two-word vectors, the vector of the two words is removed from the sequence, and the synthesized vector is inserted into the position of the previous two words in the sequence. This is done recursively until the entire input statement is mapped to a vector at the root of the binary tree.

The input word vector sequence is \( (x_1, x_2, x_3, x_4, x_5) \), then the encoding process of word vector pair \( (x_1, x_2) \) transforming to parent node \( y_1 \) is defined as:

\[
y_1 = f(W^{(1)}[x_1, x_2] + b^{(1)})
\]

where, \( W^{(1)} \) represents the \( n \times n \) matrix parameters and \( b^{(1)} \) is a bias term.

The decoding process of the parent node \( y_1 \) reconstructing \( x_1 \) and \( x_2 \) can be presented as follows:

\[
[x_1', x_2'] = W^{(2)}y_1 + b^{(2)}
\]

The reconfiguration error of the auto-encoder is as follows:

\[
E_{rec}([x_1, x_2]) = \frac{1}{2} \| [x_1, x_2] - [x_1', x_2'] \|^2
\]

Define \( A(x) \) as all adjacent node pairs of the input sequence \( x \), and define \( T(y) \) as the case where the binary child node is transformed into the parent node. We define the objective function of the recursive auto-encoder as:

\[
VE(x) = \arg\min_{y \in A(x)} \sum_{s \in T(y)} E_{rec}([x_1, x_2])
\]
B. Sports Culture Recommendation Model

1) Video recommendation based on text topic similarity: This research adopts the Latent Dirichlet Allocation (LDA) topic model to accomplish the topic extraction of video description information. The goal of the LDA topic model is to find the distribution of topics in each document and the distribution of words in each topic. How to calculate similarity specifically? This article calculates the similarity between two videos based on the metadata information of the videos. Simultaneously, using similarity ranking from high to low, obtain the most similar topN of a certain video as an association or similarity recommendation. Although both long and short videos use the same algorithm system, the front-end product form varies due to different video types. Due to the short duration of a single short video, it usually takes a few minutes to play. Therefore, the recommended method for associating short videos is to use information flow to play the original video. The videos associated with it will be played as information streams, which will greatly improve the overall user experience. When training the LDA topic model, the number of topics K needs to be given first, and all distributions are expanded based on K topics. The specific LDA topic model algorithm is shown in Fig. 8.

LDA assumes that the prior distribution of document topics is Dirichlet distribution; that is, for each document \( d \), its topic distribution \( \theta_d \) is:

\[
\theta_d = \text{Dirichlet}(\alpha) \quad (16)
\]

Where \( \alpha \) is a hyperparameter in the distribution and is a \( k \)-dimensional vector. LDA has a premise that the prior distribution of the words in the topic satisfies the Dirichlet distribution; that is, for each topic \( k \), the distribution \( \theta_k \) of its words is:

\[
\theta_k = \text{Dirichlet}(\eta) \quad (17)
\]

Wherein, \( \eta \) is a hyperparameter in the distribution and is a \( \nu \)-dimensional vector. \( \nu \) here stands for the number of words in the total vocabulary. For the \( n \)-th word in each document \( d \), we can obtain the distribution of its topic number \( z_{dn} \) from the topic distribution \( \theta_d \) as follows:

\[
z_{dn} = \text{multi}(\theta_d) \quad (18)
\]

And for that topic number \( z_{dn} \), the probability distribution of the word \( w_{dn} \) is obtained as:

\[
w_{dn} = \text{multi}(\beta_{z_{dn}}) \quad (19)
\]

In the LDA model, there are \( M \) Dirichlet distributions of document topics, and the corresponding data have \( M \) multinomial distributions of topic numbers, so \((\alpha \rightarrow \theta_d \rightarrow z_{dn})\) forms Dirichlet-multi conjugate. The posterior distribution of document topics based on Dirichlet distribution can be obtained by the Bayesian inference method. Defined in the \( d \)-th document, the total number of the \( k \)-th subject word is \( n_d^{(K)} \), then the corresponding multinomial distribution can be expressed as follows:

\[
n_d = (n_{d}^{(1)}, n_{d}^{(2)}, \ldots, n_{d}^{(K)}) \quad (20)
\]

By using the Dirichlet-multi conjugate, the posterior distribution of \( \beta_k \) is obtained as follows:

\[
\text{Dirichlet}(\beta_k|\eta + n_k) \quad (21)
\]

The specific process of the recommendation algorithm based on LDA topic model is as follows: (1) select the initial topic number \( K \) value, train the LDA model, and calculate the similarity between each topic in the trained LDA model; (2) increase or decrease the value of \( K \) according to whether the topic similarity decreases, retrain the LDA model, and calculate the similarity between the topics again; (3) repeat the second step until the optimal \( K \) value is obtained when the similarity between topic is minimized.

2) Sports culture video recommendation considering multi-modal characteristics: In order to make full use of the multi-source heterogeneous information of videos, this study proposes a video recommendation algorithm considering multi-modal characteristics (RAMM) to improve the accuracy of video recommendations. The RAMM recommendation algorithm is a fusion of three different algorithms which are applied to different problems. When the video belongs to a labelled video, the recommendation based on C3D-CTC is employed. When the video belongs to an unlabelled video, the recommendation based on C3D-RAE is employed, and when the video has description information, the recommendation based on LDA is employed. The specific structure is shown in Fig. 9.

![Fig. 8. LDA algorithm.](image)

![Fig. 9. Recommendation considering multi-modal characteristics.](image)
This study constructs a comprehensive method for calculating video similarity considering the multi-modal characteristics $\text{ComSim}$.

$$\text{ComSim}(x, y) = \beta \cdot \text{SimSemantic}(x, y) + (1 - \beta) \cdot \text{SimTopic}(x, y) \quad (22)$$

Where $\beta$ is a hyperparameter, $\text{SimSemantic}$ represents semantic similarity, and $\text{SimTopic}$ represents text similarity. The larger $\beta$ is, the higher the model's bias towards semantics and, conversely, the higher the bias towards topic information.

IV. EMPIRICAL ANALYSIS

The datasets employed in this study contain the UCF-12 dataset and sports video set crawled from the video website Vine.co. The UCF-12 dataset is a specific set of 12 categories of videos excerpted from the UCF-101 video set, mainly including basketball shooting, basketball dunking, bowling, high jump, soccer free throw, cycling, skiing, volleyball dunking, table tennis hitting, pole vaulting, fencing, and rope skipping. Each of these categories consists of 25 groups, each group containing four to seven videos, with the shortest video lasting three seconds and the longest video lasting eight seconds, for a total of 1760 videos. The videos in this dataset have better stability and high similarity of actions in each category, with fewer interfering factors unrelated to the videos. The Vine dataset is crawled from the video website Vine.co sports category videos, consisting of a total of 2400 videos, and because this video set is directly crawled from the website and has not been processed manually, its content similarity is lower than the UCF-12 dataset. The videos contain some interfering factors that are not related to the video content.

Before training the model, the video data needs to be reprocessed. First, all test videos are converted into image sets at 20 frames per second, and for videos whose number of images does not meet a multiple of eight, the last frame is copied and added at the end. Then, to prevent spatial jitter, we scale the images to a uniform size of 112*112. We divide the dataset into a training dataset and a test dataset in a ratio of 9:1 for completing model training and model testing. The topic text similarity and potential semantic similarity of different videos are calculated by the cosine theorem, and the behavioural semantic similarity ($\text{SimBs}$) of different videos is defined as follows:

$$\text{SimBs}(m, n) = \begin{cases} \text{ecp}(m, n), & |m| = |n| \\ \text{ncp}(m, n), & |m| \neq |n| \end{cases} \quad (23)$$

When the lengths of semantic sequences $m$ and $n$ are equal, the value is the ratio of the total number of semantic equivalents to the length of $m$. When the lengths of semantic sequences $m$ and $n$ are unequal, the value is the ratio of the length of the common maximum continuous subsequence of $m$ and $n$ to $\min(m, n)$.

A. Training Parameter Selection

Parameter tuning is crucial to the final performance of the model, and appropriate parameter selection can effectively improve the generalization ability of the model. In order to measure the impact of various parameter changes, this study adopts the control variable method to select the learning rate and batch size of the model. The results are shown in Fig. 10 and Fig. 11.

![Fig. 10. The impact of learning rate on the Loss function.](image1)

![Fig. 11. The impact of batch size on model.](image2)
As it can be seen from Fig. 11, when the learning rate is 0.01 and 0.001, the model loss decreases rapidly for a period with the increase of training times and then gradually becomes stable at last. For the learning rate of 0.0001, when the number of training iterations reaches 160, the model is still in a state of oscillation and cannot converge, and the loss value is higher than the other two learning rates. When the learning rate is 0.01, the model reaches the convergence point at the fastest speed, and the loss value is lower than that of 0.0001 but higher than that of 0.001. That is, if the learning rate is too low, the trained model will be more reliable, but it will take longer for the model to reach the convergence point, and it still cannot converge on the basis of the same training time. If the learning rate is too high, the model will reach the convergence point very early. The learning rate is chosen as 0.001 for the model through the experiment of learning rate in this section.

It can be seen from Fig 12 that under the same model and the same data set, different values of Batchsize have an impact on the test accuracy of the model. It can be observed that the larger the value of Batchsize is, the less iteration will be required to process the same amount of data, and the less convergence time will be lost, but the accuracy will also be reduced. Through selection, the batch size value selected in this study is 10.

B. Impact of Different Algorithms on the Accuracy of Video Semantic Comprehension

Different algorithms lead to different accuracy of video semantic comprehension of the model, and this study compares the accuracy of the model behavioural semantic comprehension model and latent semantic comprehension model when adopting different algorithms, and the results are shown in Fig. 12 and Fig. 13 respectively.

In Fig. 13, the horizontal coordinates indicate basketball shooting, basketball dunking, bowling, high jump, riding, soccer free throw, skiing, volleyball dunking, table tennis hitting, pole vaulting, fencing, and rope skipping, respectively. It can be seen that the accuracy of the C3D-CTC model is higher than the other algorithms except for the sport of riding, which is due to the fact that the result sequence of riding has a boosting behaviour, which affects the accuracy of C3D-CTC. By analyzing the test results, we found that the categories with no significant differentiation between sub movements achieved higher accuracy on the models in this section than those with significant differentiation between sub movements.

As it can be seen from Fig. 14, the box plot should start from the statistical points, and it can be seen that the C3D-RAE clustering accuracy used in this article is 0.57, while the statistical position of KF-CNN is 0.35. Therefore, C3D-RAE has a clustering accuracy of 22% higher than KF-CNN. Therefore, under unsupervised conditions, C3D-RAE has higher clustering accuracy than keyframe image semantic extraction algorithms and measured through average cosine similarity. Compared with the KF-CNN algorithm using video key frame image semantics, the C3D-RAE model has a larger average similarity between each data type and the center point in the clustering results, and the distribution of the clustering results is more uniform.

C. Sports Culture Video Recommendation Considering Multi-Modal Characteristics

Normalized Discounted Cumulative Gain (NDCG@N) is used as an evaluation indicator for sorting results to evaluate the accuracy of sorting. Firstly, to calculate NDCG, we need to calculate Gain, which is the definition of the quality of each result. NDCG adds all the results together to ensure that the higher the overall quality of the list, the larger the NDCG value. At the same time, the design of discounted results in higher weights for higher results. This ensures that the first, more relevant results ranked higher will have a larger NDCG value. From these two points of view, with NDCG as the optimization objective, it ensures that the search engine ranks higher quality results even though the overall quality of the returned results is good. Information retrieval metrics (MAP@N) actually MAP@N The indicator is to measure the UUUU of all users AP@N Average the indicators. Overall, the MAP indicator takes into account both prediction accuracy and relative order, thus avoiding the disadvantage of traditional Precision indicators being unable to depict the relative position differences of recommended products. In the sports culture video recommendation model considering multi-modal characteristics proposed in this study, the top-T videos with the highest similarity are returned as the recommendation results. To select the appropriate \( \beta \), this study adopts the variable control method to compare the values of NDCG and MAP under different \( T \) and \( \beta \) values, and the experimental results are shown in Fig. 14.
When $\beta$ is 0, the algorithm similarity calculation value only depends on the topic similarity, so the algorithm accuracy is the lowest. With the gradual increase of $\beta$, the recommendation algorithm accuracy gradually rises, indicating that the influence of semantic similarity on the algorithm accuracy is greater than the influence of topic similarity on the algorithm. When $\beta$ is 0.7, and $T$ is 10 and 15, the algorithm accuracy reaches the peak, and when $\beta$ is 0.7, and $T$ is 20, the accuracy of the algorithm increases only slightly as the value of $\beta$ continues to increase, so the hyperparameter $\beta$ is selected as 0.7. At the same time, it can also be seen that the integrated model considering multi-modal characteristics is more accurate than the video recommendation by only the video semantic model or only the text topic model.

The results of the comprehensive model considering multi-modal characteristics and the recommendation system using other models are shown in Fig. 15.

![Fig. 14. NDCG@N and MAP@N under different $T$ and $\beta$ values.](image)

![Fig. 15. Comparison of different recommended methods.](image)

The horizontal coordinates from left to right represent Video+CNN+KNN, Clip+CNN+Ncut+LDA and the ComSim algorithm proposed in this paper. Video+CNN+KNN adopts a 3D convolutional neural network to extract the features of all frames of the video and uses the output of the fully connected layer as the video feature representative, then uses the KNN algorithm to find the nearest $K$ neighbours to generate the recommendation list; Clip+CNN+Ncut+LDA adopts 3D convolutional neural network to extract the features of 16 randomly selected frames and adopts NormalizedCut clustering algorithm to generate clustering points, followed by Linear Discriminant Analysis to detect the top-$T$ returned values. It can be seen the accuracy of ComSim is 7.8% higher than Video+CNN+KNN, Clip+CNN+Ncut+LDA and 15.9% higher than Video+CNN+KNN.

V. CONCLUSION

After years of development, recommendation systems have made a number of research results in theoretical research and have been widely applied in industry. A well-performing recommendation system can accurately recommend the content that users are interested into users, avoiding a lot of time spent on searching and greatly improving the service experience of users, as well as maximizing the attraction and retention of users, improving the conversion rate of users, and helping the platform achieve profitability.

This study first defines the semantic structure of unstructured video data. On top of that, a 3D convolutional neural network and continuous temporal classification algorithm are used to complete the extraction of sub action semantics and integration of behaviour semantic sequences, and finally, a sports video semantic extraction model for specific sports categories is obtained. In order to solve the problem of the low accuracy of the model for semantic extraction of unlabeled videos, this paper proposes an unsupervised semantic extraction method based on a recursive self-encoder, which uses a recursive self-encoder to construct a semantic spanning tree to complete the compression and integration of semantic sequences and verifies the accuracy of the above two models through experiments. In order to improve the accuracy of the video recommendation algorithm based on single video semantic similarity and topic similarity of this paper, this study integrates video semantic similarity and video topic similarity. It proposes a video recommendation algorithm considering multi-modal characteristics. And it is experimentally demonstrated that the ComSim-based algorithm improves by 7.8% in accuracy over Video+CNN+KNN and 15.9% over Clip+CNN+Ncut+LDA.

However, this article has certain limitations. With the continuous growth of computing resources and dataset size, unsupervised semantics based on C3D-RAE have dominated many tasks. However, the continuous increase in unsupervised semantic depth has also introduced training challenges. Traditional supervised training methods only use supervision in the last layer, allowing errors to propagate from the last layer to the hidden layer, leading to intermediate layer optimization problems such as gradient vanishing. In the future, it is necessary to increase the amount of data, improve the robustness of the model, and avoid overfitting. At present, data augmentation is mainly applied to image data, and there are no good methods for other types of data such as text.
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Abstract—Physiotherapy treatments often necessitate patients to perform exercises at home as part of their rehabilitation regimen. However, outside the clinic, patients are often left with inadequate guidance, typically provided in the form of static images or sketches on paper. The ongoing COVID-19 pandemic has further disrupted the ability for patients and physiotherapists to engage in face-to-face sessions, leading to suboptimal compliance and concerns about the accuracy of exercise performance. In recent years, there has been a growing body of scientific literature on the application of virtual reality (VR) in physiotherapy. This emerging trend highlights the potential of VR technology to enhance the guidance and effectiveness of physiotherapy regimens. This research paper aims to investigate the impact of VR-based physiotherapy on the guidance and completion of prescribed exercises. To address the limitations faced by patients unable to access in-person physiotherapy due to the pandemic or geographical constraints, we propose the FisioVR application, specifically designed for Android devices. What sets FisioVR apart is its intrinsic guidance and support from physiotherapy experts. To evaluate the effectiveness of FisioVR, we conducted tests with eight respondents who provided valuable feedback via an online form.

The results clearly demonstrate that each physiotherapy session carried out using FisioVR has a positive impact and is conducive to achieving the intended therapeutic objectives, effectively promoting recovery. In summary, FisioVR has the potential to bridge the gap between patients and care providers, facilitating home-based and individualized physiotherapy. This innovative application leverages the power of virtual reality to offer a more accessible, guided, and personalized approach to physiotherapy, especially crucial during times when in-person sessions are challenging.

Keywords—Android; COVID-19; physiotherapy; virtual reality

I. INTRODUCTION

The COVID-19 pandemic has significantly disrupted traditional healthcare practices, including physiotherapy, which often requires patients to perform prescribed exercises at home. In the absence of face-to-face guidance from physiotherapists, patients are left with limited resources, such as static photographs or sketches, to assist them in correctly completing their exercises [1].

In response to these challenges, the field of virtual reality (VR) rehabilitation has gained momentum in recent years [1]. Scientific reports and research studies, published in reputable journals, have highlighted the potential of VR in enhancing physiotherapy guidance and improving patient outcomes [1]. The integration of VR technology into physiotherapy offers a promising solution to address the constraints imposed by the pandemic, as well as the geographical barriers that prevent individuals from accessing physiotherapy facilities [4].

This paper aims to investigate the impact of VR-based physiotherapy on the guidance provided to patients for completing their prescribed exercises. It introduces the “FisioVR” application, designed for Android platforms, as an innovative solution to the current challenges faced by patients seeking physiotherapy [2]. FisioVR is developed in collaboration with physiotherapy experts, ensuring that it aligns with established rehabilitation principles and practices [2].

To assess the effectiveness of FisioVR, eight respondents participated in testing and provided valuable feedback through an online form [3]. The results of this study indicate that each physiotherapy session conducted using FisioVR positively impacts patients and demonstrates a tendency to achieve the intended therapeutic objectives effectively [3]. Thus, FisioVR has the potential to offer patients and care providers an opportunity to engage in home-based and personalized physiotherapy, overcoming the limitations imposed by the pandemic and geographical distance [3].

In this rapidly evolving landscape of healthcare technology, this research paper contributes to the growing body of evidence supporting the utilization of VR in physiotherapy, highlighting the potential benefits it offers in guiding patients through their rehabilitation exercises. Through this investigation, we aim to provide a comprehensive understanding of the role of VR in modern physiotherapy and its implications for improving patient care and outcomes [4].

The remainder of this study is structured as follows: Section II presents related works. Section III deals with the propose application. The experimental results are described in Section IV. Section V presents the testing and evaluation. Lastly, in Section VI, the study concludes by summarizing the key findings and future works.

II. RELATED WORKS

Numerous research studies have suggested that different therapy approaches are evolving to meet market demands. One of these innovations is Mirror Therapy VR, as highlighted in study [8]. This therapy leverages feedback tools to enable users to immerse themselves in therapeutic exercises. The exercises featured in this application are straightforward and involve repetitive hand movements. The primary goal of these exercises is to enhance motor skills while reducing sensory and perceptual issues.
The user's experience involves being presented with a camera screen that mirrors both the left and right hands, as depicted in Fig. 1. This setup allows users to concentrate their efforts on a single limb, potentially enhancing the effectiveness of the therapy process. However, it's worth noting that this function may induce a sense of dizziness, as the movement of the left and right eyes is not synchronized, which can disrupt the user's focus. Additionally, this exercise typically requires guidance from a specialist who can provide oral instructions throughout the therapy session.

![Fig. 1. Screenshot of mirror physiotherapy VR application.](image1)

Enhancements to this application could be achieved by introducing a 3D animation feature. This 3D animation would serve as a visual aid, effectively illustrating the instructions provided by the instructor. It would play a crucial role in guiding users step by step through the therapy regimen. Moreover, the 3D animation component could offer valuable support and motivation through verbal encouragement, thereby ensuring users' successful completion of the therapy. The advantages, disadvantages, and improvement suggestion for the Mirror Therapy VR application have been thoughtfully consolidated in Table I.

TABLE I. **SUMMARIZE OF MIRROR PHYSIOTHERAPY VR APPLICATION**

<table>
<thead>
<tr>
<th>Advantages</th>
<th>Disadvantages</th>
<th>Improvement Suggestion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Both left and right camera views are synchronized to help increase focus</td>
<td>Only one camera but separate into two lens view which users will lose focus and feel dizzy</td>
<td>Focus on only a single hand when doing the therapy</td>
</tr>
<tr>
<td>Only have two simple option in the main menu</td>
<td>Requires attention and guidance from a specialist when using the application</td>
<td>Develop an animation to guide the users while doing the therapy</td>
</tr>
<tr>
<td>Paid application (USD 0.99)</td>
<td>Provide a free version of the application</td>
<td>Provide a free version of the application</td>
</tr>
</tbody>
</table>

The Computer Assisted Rehabilitation Environment (CAREN) system has garnered a notably positive response from patients, as mentioned in study [5]. The core of CAREN lies in its incorporation of gaming elements. This sophisticated multi-sensory VR system was specifically developed to address human locomotion, encompassing aspects such as posture and motor control integration [6]. However, it's essential to note that this system's magnitude necessitates specialized personnel for operation.

Moreover, the CAREN system fosters cognitive skills by requiring users to make decisions and solve problems, depending on their chosen therapy level, as evident in Fig. 2. It's a substantial system that predominantly operates within the realm of non-immersive VR technology. Nonetheless, its relatively large scale and dependency on interaction with other devices or resources can pose logistical challenges, as it is not very compact and can be time-consuming to set up and dismantle [5].

![Fig. 2. CAREN system.](image2)

Additionally, complex systems often entail substantial operational expenses, especially when they rely on extensive equipment and facilities. Even with single-user operation, the need for assistants or operators persists, making resource utilization somewhat inefficient. To address these issues, there is a compelling need for a mobile application that can enhance the system's accessibility, allowing users to experience it from any location. This can be achieved by packaging the framework into an APK file that can be downloaded and utilized on smartphones. Such an introduction would not only improve overall usability but also invigorate users by providing the sensation of being in a different environment, thus mitigating the need for large screens. Table II conveniently summarizes the advantages, drawbacks, and suggestions for enhancing the CAREN system application.

TABLE II. **SUMMARIZE OF CAREN SYSTEM APPLICATION**

<table>
<thead>
<tr>
<th>Advantages</th>
<th>Disadvantages</th>
<th>Improvement Suggestion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unique for each of the patients. The games will be based on the ability of the users</td>
<td>It can't be carried anywhere because of the bigger size</td>
<td>Create a mobile phone application to make it remotely</td>
</tr>
<tr>
<td>Only have two simple options on the main menu</td>
<td>High maintenance cost</td>
<td>Apply the VR feature which is immersive</td>
</tr>
<tr>
<td>Most advanced technology in the biochemical laboratory</td>
<td>Requires many experts to help one patient</td>
<td>Provide a free version of the application</td>
</tr>
<tr>
<td>Games with physiotherapy features</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table III serves as a valuable repository of pertinent information pertaining to the three chosen applications. Delving into the specific attributes of each application equips us with a comprehensive understanding of their respective functionalities and contexts. Moreover, drawing comparisons between these applications and leveraging their individual
strengths and weaknesses is vital when it comes to enhancing the current application. By digitally transforming these attributes into features, we can create a more robust and user-centric physiotherapy VR experience. This proactive approach ensures that the user's evolving needs are met and that their physiotherapy journey is continually improved.

### TABLE III. COMPARISON BETWEEN THE TWO APPLICATIONS

<table>
<thead>
<tr>
<th>Application Name</th>
<th>Main Menu</th>
<th>Content Presentation</th>
<th>Animation</th>
<th>Physiotherapy Demonstration</th>
<th>User Manual</th>
<th>Came ra Usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mirror Therapy VR [7]</td>
<td>x</td>
<td>Requires experts help</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>✓</td>
</tr>
<tr>
<td>CAREN System [8]</td>
<td>✓</td>
<td>Requires experts help</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
</tbody>
</table>

In conclusion, the CAREN system is challenged by its significant costs, intricate nature, dependence on clinical settings, and the need for specialized training. Conversely, mirror therapy's limitations lie in its restricted applicability, reliance on patient motivation, absence of structured feedback mechanisms, and its simplicity, which may be inadequate for cases requiring advanced technology. A comprehension of these shortcomings aids in making informed decisions when choosing the most suitable rehabilitation approach for a particular patient or condition. Hence, this research paper aims to introduce FisioVR, a solution designed to address the shortcomings of traditional physiotherapy methods, such as the high costs and complexity associated with advanced systems like the CAREN system and the limited applicability and feedback mechanisms in the case of mirror therapy. FisioVR, as outlined in the conclusion above, strives to provide an accessible, cost-effective, adaptable, and patient-centric approach to rehabilitation, ensuring that each patient's unique needs and circumstances are effectively addressed. Through this introduction, we hope to shed light on the potential of FisioVR to transform the landscape of physiotherapy by offering a more inclusive and tailored rehabilitation experience.

### III. PROPOSE APPLICATION

The purpose of the study is to facilitate the features in VR, driven by the purpose of making physiotherapy remotely, enhancing the capabilities and effectiveness of the home-based physiotherapy with minimal supervision. The prototype of the application is developed using the open-source programming which is C#, 3D models, API plugin and external software in which all of them integrated to bringing the best outcome possible made for the user.

#### A. FisioVR Flow Chart

In Fig. 3, the corresponding flowchart describes more information regarding this application. This application allows to be initiated by the user and will be immediately taken to the main menu. The second task is signing in, but the user is expected to register if they already do not have an account. If the registration has done, the user will be taken straight to the select physio menu. The user will be taken back to the login menu if the login information is incorrect. The application verifies until the user can reach the FisioVR application by checking the cloud database used, Firebase, and grants the user access with the right username and password [9].

Otherwise, the correct username and password have to be entered again by the user. Once logged in, the user will be given several physiotherapy options to choose, making it easy for them to perform more than one therapy as soon as the first therapy is completed. When the therapy starts and the user exits the therapy, the user will be asked to finish automatically or exit to the physiotherapy options menu. From the physiotherapy options menu, users can exit the application by pressing the log out button and will be taken directly to the main menu which is the menu before logging in.

![FisioVR Flow Chart](image)

**Fig. 3. FisioVR flow chart.**

#### B. Application Architecture

Development of the application highly prioritise user experiences and the outcome of using the application. Contributing to the main objectives, few approaches are taken which the development will take place in UNITY 2018.3.6f1 version. Storing user’s basic data into firebase enables users to log in into the applications with the correct credential. Integrating few other external resources which are Mixamo website for the 3D model, Rest API for log in features and UMotion for creating the animation movements from the scratch. This Animation Editor also consists of a wide library that developer wish to design including controlling the face expression of a model and other basic movements. Fig. 4 shows the FisioVR Application Architecture. By utilizing the features in all of the sources, FisioVR Application were developed and consists of Login Menu, Registration Menu, Pick Physiotherapy Menu, Elbow Tennis Physiotherapy World, Knee Physiotherapy World, Leg Physiotherapy World, Shoulder Physiotherapy World and Exit Menu. All of the features offered in the application is in conjunction with user’s request based on the data and feedback provided.

![FisioVR Application Architecture](image)

**Fig. 4. FisioVR application architecture.**
C. Activity of Feature-based in FisioVR

This step involves identifying the scope and context of this application to avoid unnecessary and redundant features. The application menu consists of eight modules: Login Menu, Registration Menu, Pick Physiotherapy, Elbow Tennis Physiotherapy World, Knee Physiotherapy World, Leg Physiotherapy World, Shoulder Physiotherapy World and Exit Menu which Login Menu, Registration Menu and Pick Physiotherapy World are connected to the Firebase Database as shown in Fig. 5. With all modules progressively integrated, an overall model are made.

Fig. 5. FisioVR modules.

D. Basic Movement of Physiotherapy

Physiotherapy is processed in this application using a system named UMotion. This software is freely accessible at the Unity Asset Store and facilitates the power of 3D animation for simple physiotherapy. Each movement is considered a node and matches human bone movement as seen in Fig. 6 where the following UI is the UMotion interface. UMotion uses a skeleton to regulate 3D animation activity in the human body [10] and for up to 13 seconds, UMotion can assist limb movement [11, 12]. UMotion software will generate short clip animations and integrate all animations then render them using the Unity software's animators. This movement network requires trigger mechanism based on the user chooses. Advancing from the login menu into the pick physiotherapy world, user will use gaze-pointer with the timer of three seconds on any type of physiotherapy featured in this VR application which will divert the user the physiotherapy world.

1) 3D animated movement chain (shoulder): As shown in Fig. 7 and Fig. 8, it is a series of 3D animated movement for shoulder physiotherapy based on previous researcher [13]. Each movement must start with the "Entry" button where it is the starting point of this animation. "Phy_standing" means "idle" or empty animation movement such as standing alone without doing any action. After a few seconds, this animation will do shoulder physics slowly down first and start shoulder physiotherapy from left to right, right to left, then got up again. Each physiotherapy will be done repeatedly according to the user’s wishes until the user exits this interface.

Fig. 6. Umotion user interface.

Fig. 7. 3D animation for shoulder physiotherapy.

Fig. 8. Chain movement 3D animation – shoulder physiotherapy.
2) 3D animated movement chain (elbow): Fig. 9 and Fig. 10 represent a chain of movement of this 3D animation which also begins with the Entry pint. Each movement should start with an idle phase where it gives instructions on how to do the physiotherapy using sounds and text displayed on the screen. After a few seconds, this 3D animation starts its physiotherapy by raising the virtual avatar’s hand in half and then turning it by 90° and turning back to the original position and lowering it. It is connected by raising one hand to do the same thing. This same process will be repeated several times and ask the user if they want to repeat it. If so, the animation will repeat the same process until the user wants to stop, then this 3D animation will stop and the user will exit manually using the button provided.

3) 3D animated movement chain (foot): Foot movement is one of the relatively tricky physiotherapies, it must start from the foot's base to strengthen the foot movement. Therefore, this physiotherapy option requires the user to stand. If there is a problem to stand, it is recommended to have a caregiver who can consist of their own family to provide assistance to stand if necessary. In this animation, the user should bend the body by 35% - 45% to ensure the legs get a moderate load. Next, the user will lift the left leg first, move to the left and slowly turn until the foot is forward and return to the original position at a slow pace. This process as usual will be repeated according to the needs of the user. Both the left and right legs will do the same physiotherapy. Fig. 11 and Fig. 12 show that this 3D animation’s movement is controlled and in order so that the user can slowly adjust to this pain and physiotherapy.
4) **3D animated movement chain (squat):** The basic human movement must have strong support from the lower body. Therefore, physiotherapy should be included the lower limbs exercise to make them stronger. This physiotherapy involved simple movement where the animation will teach users to do basic squats. Fig. 13 and Fig. 14 represent the animation network that was successfully compiled and became a large network to move this animation to perform squats exercise carefully according to their ability.

![Fig. 13. 3D animation for knee physiotherapy.](image)

![Fig. 14. Chain movement 3D animation – squat physiotherapy.](image)

**IV. RESULTS**

The FisioVR application places a strong emphasis on delivering a virtual reality (VR) interface that immerses users into an alternative realm, a concept known as "immersive reality" [1]. Studies, such as the one featured in Physiopedia 2018, provide compelling evidence that therapists can effectively manipulate the virtual environment to positively impact patients [3]. In addition to the therapeutic content, the application's interface plays a pivotal role in ensuring the efficiency of therapy sessions and capturing the users' attention and focus [5].

Advanced cognitive skills come into play as users engage with 3D animations and assimilate pertinent knowledge within the therapy context. Fig. 15 illustrates the key aspects of the FisioVR application:

1) **User login:** Users initiate their FisioVR journey by logging in or becoming a member. The main menu serves as the entry and exit point for the application, and background music accompanies the user upon entry, persisting as they revisit the application from the beginning.

2) **Registration:** The FisioVR registration interface, as shown in Fig. 15(b), caters to individuals who are not yet members. Here, users are prompted to provide essential details such as their name, gender, username, and password. This information is securely stored in the cloud database for future login verification.

3) **Scene selection:** Within Fig. 15(c), users choose their preferred types of physiotherapy. The serene background music contributes to a sense of inner calm and mental tranquillity, preparing users for the physiotherapy experience ahead.

4) **Expert guidance:** Fig. 15(d) captures the phase where users actively engage in physiotherapy, guided by an expert. This scene features animations and written instructions to aid users in their therapy journey. While discomfort may arise during physiotherapy, the accompanying music is designed to soothe and ease any tension. Upon completing the therapy session, users can exit the application by directing their gaze towards the left rear button in Fig. 15(d). This action returns them to the scene where they select their preferred type of physiotherapy as shown in Fig. 15(c). To exit the application entirely, users must select the back button, which returns them to the main menu as shown in Fig. 15(a).

5) **Exiting the application:** The "exit" button, displayed in Figure 15.e, provides users with the option to leave the application. Choosing "yes" allows users to exit, while those wishing to engage in physiotherapy again will need to log in by entering their correct username and password.

In essence, the FisioVR application offers an immersive and structured platform for users to engage in physiotherapy while incorporating interactive elements to ensure an effective and engaging experience.
Fig. 15. Interface of FisioVR: (a) Main menu, (b) Registration user interface, (c) Pick physiotherapy menu, (d) Physiotherapy room user interface, (e) Logout user interface.

V. TESTING AND EVALUATION

Users will get a set of questions after using the FisioVR application to get detailed feedback on the user experience while using the FisioVR application. The questions contain several factors, namely the application’s applicability to the user, the level of pleasure, effectiveness and satisfaction for this application [14-17]. As shown in Table IV, it is about the Likert scale and the level of performance for each usability in this application. The beginning of this scale is one that means strongly disagree and has a maximum of five which is strongly agreed.

<table>
<thead>
<tr>
<th>Likert Scale</th>
<th>Performance Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-1.67</td>
<td>Poor</td>
</tr>
<tr>
<td>1.68-3.34</td>
<td>Average</td>
</tr>
<tr>
<td>3.35-5</td>
<td>Good</td>
</tr>
</tbody>
</table>

The Likert scale is used only to find the overall average [18]. Getting information with very minimal errors requires several approaches. One of them is to make a feedback experiment from some respondents who have a high probability of becoming regular users of this application. A total of eight respondents successfully tested this application. The respondents consisted of several potential users who did physiotherapy at a private physiotherapy clinic. They had successfully provided feedback through the online feedback form. Table V determine each of these factors depending on the survey questions.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Mean ± SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Application Functionality</td>
<td>4.25 ± 0.44</td>
</tr>
<tr>
<td>FisioVR manages to fulfill my needs</td>
<td>4.25</td>
</tr>
<tr>
<td>FisioVR helps me to be more pro-active</td>
<td>3.63</td>
</tr>
<tr>
<td>FisioVR contains all the functions that I need</td>
<td>4.25</td>
</tr>
<tr>
<td>3D animation is handy to me to do physiotherapy</td>
<td>4.88</td>
</tr>
<tr>
<td>Ease of Use</td>
<td>4.40 ± 0.52</td>
</tr>
<tr>
<td>FisioVR contains content that is compact and details</td>
<td>4.5</td>
</tr>
<tr>
<td>FisioVR is user-friendly</td>
<td>4.63</td>
</tr>
<tr>
<td>FisioVR is very easy to use</td>
<td>4.75</td>
</tr>
<tr>
<td>Minimal attempts to get used to the virtual world</td>
<td>4.63</td>
</tr>
<tr>
<td>Entering data input is relatively easy</td>
<td>3.25</td>
</tr>
<tr>
<td>It can be done without the user manual</td>
<td>4.63</td>
</tr>
<tr>
<td>Efficiency</td>
<td>4.59 ± 0.22</td>
</tr>
<tr>
<td>FisioVR uses minimal time taken to use</td>
<td>4.5</td>
</tr>
<tr>
<td>The application has zero to minimum errors</td>
<td>4.38</td>
</tr>
<tr>
<td>3D animation visualization helps the interpretation of physiotherapy (motion style)</td>
<td>4.9</td>
</tr>
<tr>
<td>Satisfaction</td>
<td>4.58 ± 0.12</td>
</tr>
<tr>
<td>Interesting user interface</td>
<td>4.75</td>
</tr>
<tr>
<td>FisioVR has unique features for virtual reality</td>
<td>4.5</td>
</tr>
<tr>
<td>I am very satisfied with the functionality of the application</td>
<td>4.5</td>
</tr>
</tbody>
</table>

The results unambiguously demonstrate that respondents have unwavering confidence in the effectiveness of this application. They assert that it not only fulfills its intended objectives but also leaves room for further enhancements, with the potential to create a product akin to FisioVR that can cater
to a wider user base. Table V is instrumental in this regard, as it encapsulates four distinct factors, accommodating diverse individual needs, application contexts, and overall software usability. Feedback, for the most part, aligns with a positive outlook, marked by "good" and "satisfactory" ratings. However, one exception stands out—moderate ratings are assigned to the ease of data entry and input functionality, primarily owing to the absence of virtual reality keyboards.

In terms of application functionality, the positive impact is clearly articulated. Users report a higher degree of proactivity and, significantly, a potential life-changing experience as they gradually regain their spirits and motivation. FisioVR distinctly exhibits its ability to meet users’ requirements. The incorporation of 3D animations contributes to clearer message visualization, supported by low standard deviations. Notably, the 3D animations stand out with high scores in both functionality (Likert Scale: 4.88) and efficiency (Likert Scale: 4.9) within FisioVR. This feature enhances the application’s reliability and furnishes vital functionalities.

The application’s assistance is specifically acknowledged for its role in helping users become more proactive and enhancing their overall well-being. This transformative aspect holds the promise of positively impacting users’ lives as they gradually regain their spirits and motivation. FisioVR effectively addresses users’ needs and provides clear message visualization through 3D animations. The application’s content is highly informative and compact, making it both user-friendly and comprehensible at first use. While user feedback may not always be straightforward due to time and space constraints, it is poised for ongoing improvements. Favorable recommendations play a pivotal role in discerning priorities, ensuring that patients and users can perform their physiotherapy conveniently and receive positive feedback on ease of use. FisioVR places a stronger emphasis on performance rather than sheer ease of use. Understanding the simple and harmonious relationship between humans and machines yields a captivating user experience and efficient use of time. FisioVR records the highest average for total 3D animation interpretations in this context, with the animation timescale aiding users in understanding their virtual environment and navigating it through gaze pointers and user-driven interactions.

Satisfaction, a crucial component, keeps users engaged and delighted while using the application. Overall user satisfaction rates relatively high, with a standard deviation of 0.12, which is the highest among all variables. This underscores the successful achievement of the main objectives—identifying users’ fundamental needs for the application and developing a VR application that empowers users to perform physiotherapy at home through practical and accessible methods. The efficiency section ranks highest in terms of user satisfaction, and the third point, emphasizing the role of animated 3D visualization in making physiotherapy more efficient and effective, garners the highest average rating. In contrast, the lowest average is associated with the "Convenience of Use" and the fifth point, where data entry and input present challenges and necessitate experimentation, with an average rating of 3.25. Table V distinctly underscores the significant importance of this application as an innovation that is much needed in today’s context.

In comparison to the CAREN system and mirror therapy system, the advantages of the FisioVR application primarily revolve around accessibility, cost-effectiveness, adaptability to remote conditions, patient engagement, and potential for customization with expert support. FisioVR offer a practical solution for patients facing barriers to traditional physiotherapy, including those related to the COVID-19 pandemic and geographical limitations. However, the choice between these systems would ultimately depend on the specific needs and conditions of the patients and the goals of the rehabilitation process.

VI. CONCLUSION AND FUTURE WORKS

The FisioVR application employs highly effective 3D animations to illustrate the preferred types of physiotherapy in a visually engaging and user-friendly manner. This innovative application, developed in the course of this study, enables users to execute physiotherapy sessions with ease. The success of this output was confirmed through a comprehensive evaluation conducted via an online feedback form. The results unequivocally demonstrate that this application has significantly benefited users, effectively addressing their specific needs.

With UMotion, each physiotherapy movement becomes a unique and easily comprehensible 3D animated motion. Auditory cues and visual indicators elucidate the steps and techniques involved in performing physiotherapy, ensuring that users can follow the instructions seamlessly. Importantly, this application relies minimally on the internet, primarily for tasks such as account registration and login. The core scenes involving animation and VR operate independently of internet connectivity.

However, certain limitations should be acknowledged regarding the FisioVR application’s scope. It currently offers support for only a selection of fundamental physiotherapy types, including knee, shoulder, elbow, and leg physiotherapy. Expanding support to encompass a wider array of physiotherapy categories would enhance the application’s versatility and user experience. To address potential challenges faced by users in adapting to the application, suggestions have been proposed.

One such suggestion is the creation of a VR keyboard, which would streamline registration and login processes, ultimately saving users time and reducing complexities. Implementing these improvements would render the framework more proactive and user-friendly. Additionally, enhancing the application’s animations to convey a narrative and human-like movements would further engage users of all ages, making the guidance more relatable and appealing.

Moreover, extending compatibility to iOS-based devices is recommended to expand the commercial value of the FisioVR application. This step would enhance the application’s reach and align with marketing strategies aimed at assisting a broader audience, particularly those in need of physiotherapy support.
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Abstract—In the recent years, number of threats to network security increases exponentially as the Internet users which poses serious threat in cloud storage application. Detection and defending against the multiple threats are currently a hot topic in industry and considered as one of the challenging research in academia. Many methodologies and algorithms devised to predict the different attacks. Still, most of the methods cannot simultaneously achieve high performance of prediction with a small number of false alarm rates. In this scenario, Deep Learning (DL) algorithms are appropriate and intelligent to categorize the multiple attacks. Still, most of the existing DL techniques are computationally inefficient that may degrade the performance in predicting the both normal and attack information. To overcome this aforementioned problem, this paper proposes the hybrid combination of attention maps with deep recurrent networks to mitigate the multiple attacks with low computational overhead. Initially, the pre-processing step is proposed to the inputs in a specified range. Later on, input data are fed into the Attention Enabled Gated Recurrent Networks (AEGRN) which is used to remove the redundant features and select the optimal features that aids for the better classification. Further to enhance the faster response, deep feed forward layers are proposed to replace the traditional deep neural networks. Numerous metrics for performance, including accuracy, precision, recall, specificity, and F1-score, are examined and analyzed as part of the thorough experimentation utilizing multiple datasets, including NSL-KDD-99, UNSW -2019, and CIDC-001. Comparisons of performance between the method that is suggested and existing models developed with DL are used to demonstrate the proposed algorithm's supremacy. The suggested framework surpasses the other DL models and has the best accuracy in predicting with little computational overhead, according to an investigation.

Keywords—Multiple threats; deep learning algorithm; attention enabled gated recurrent networks; NSL-KDD; UNSW; CIDC-001

I. INTRODUCTION

Internet Based Communication is used for managing big industry and transformed the scenario of monitoring and interaction methodology. Its scope of services also included the medical industry and was applicable to banking, schooling, government departments, military, and recreation. In addition, time, network development gives hackers and intruders opportunities to find illegal ways to break into an organization.

Multiple assaults that have the capacity to deny services to legitimate customers are one of the main risks to the IP network on which numerous researchers have focused their attention. Therefore, maintaining the security and protection of various websites operating on the Internet is primarily required of the secured network [1-2]. Due to their qualities, such as quick access and primitive ways of attack detection, these attacks have expanded significantly.

It can be difficult to distinguish between malicious and lawful network data because intruders have unexpected behavior [3-5]. Applications run through anytime, anything, and anywhere in an internet context and interact remotely with a variety of devices or appliances. This makes it easier for bad actors to get devices. Despite these guidelines, interruption of devices or assistance is likely to be the first stage of many attacks due to factors such as ease of comprehension, simplicity of execution, lack of extensive technical knowledge on the part of the attacker, and variety of platforms and applications for aided attack orchestration [6–8].

These attacks can be single-source assaults commencing at just one host or multi-source attacks that distribute attack packages to the target across numerous hosts. Also, attack toolkits have been developed and therefore are easily accessible in online today [9–10]. But these tools can be exploited by the intruders to enforce the attacks with least effort. As a result, more examinations are performed in recent years through the use of numerous algorithms to develop the defensive system for cloud attacks. But these traditional systems possess the various problems such as high memory, high bandwidth and processing capacity. It is vital to design Intrusion Detection Systems in order to counteract this lack of security assaults, in which the network attacks can be prevented primarily. With exponential increase, information is steadily moved from separate networks. IDS needs improvisation in predicting the intrusion in such huge data environment.

IDS has been using deep computing and machine learning techniques in the last ten years to help classify the observed data using known characteristics or attributes that have been learned from training datasets. The purpose of ML and DL-based techniques, which have some limitations, is to evaluate network traffic packet properties and set a reasonable threshold
for separating attacks from genuine traffic. For instance, statistical recognition methods [15], Neural Networks [11], Support Vector Machine [12], nearest neighbor [13] and clustering [14]. These current studies reveal that various studies have been conducted to offer treatments to deal with this difficulty by outlining particular treatments for emerging network assaults.

Since these intelligent-based IDS have only recently been introduced, a number of issues need to be resolved. Here are a few of the current issues that studies on attack detection systems are now facing:

1) The majority of currently used techniques concentrate on identifying a single attack with a low false alarm rate, although they typically fall short of reaching a high detection rate.

2) Knowing the many characteristics of attacks is important, but identifying the ones that can really help in the detection of assaults is even more crucial. However, because of redundant information and excessive computational expense, certain existing techniques commonly have high false positive rates. A well-organized network attack detection method remains a promising research subject because earlier methods also fall short in terms of attaining efficient accuracy.

Considering these problems, this research article proposes the novel integration of the Attention layers with the Gated recurrent NN to achieve the high classification ratio in mitigating the network attacks with less computational complexity. Following are the paper's main contributions:

1) Self-Attention Maps are introduced in Gated Recurrent Neural Network (RNN) to achieve the better feature selection that in returns support for the better detection ratio.

2) Data-Pre-processing technique is employed for the increasing the speed in detecting the attacks.

3) Feedforward Learning Layers- They are introduced in the place of the conventional neural networks to achieve the faster training with less error detection.

Following is how the manuscript is organised: Details on the background and related works are provided in Section II. The description of the dataset, data pre-processing, and suggested approach are shown in Section III. The following Section IV provides further details on the experimental findings. The Section V provides a conclusion and future enhancements.

II. HISTORY AND RELATED WORKS

Abirami et al. (2022) demonstrated how “Deep Reinforcement Learning (DRL)” might be used in a cloud network to offload tasks while also recognizing generalized attackers. Techniques for identity-based linear classification are used in virtual machine attack categorization channels. This proposed system supports methods for remote information analysis. Reinforcement learning has the potential to reduce data secrecy and improve cooperation. The sole drawback of this system is the prolonged computation time [16].

In 2022, Tao et al., developed a “Continuous Duelling Deep Q-Learning (C-DDQN)” technique for protecting the cloud. The suggested Dynamic Field Adaptive System and improving are the fundamental ideas of this system. The convergence and learning capabilities of the aforementioned structure are preferable than those when transfer learning methods weren't used. But this framework's primary problem is the rising energy consumption [17].

Recurrent and convolution neural networks were combined in 2021 by Hizal et al. to create a DL method for threat detection in security of the cloud. Any discovered or forbidden traffic cannot be sent to the cloud server using this method. The recommended method is 99.86% accurate for classification into five classes. But this framework's primary drawback is the higher connectivity cost [18].

In 2020, Karri et al. proposed a three-stage abnormality detection framework that utilized DL for intrusion attack detection. CNN, GANomaly, and K-means clustering algorithms are all used by the system. The effectiveness of the network and automated intrusion detection had been either greatly improved. The main advantage of the aforementioned structure is that it reduces the level of computation without reducing cost [19].

By Wang et al. in 2022, stacking contractive auto encoder (SCAE) system was unveiled. The Support Vector Machine configuration serves as the framework’s core. By using the unfiltered network information, this structure enables the automatic learning of improved as well as more trustworthy low-dimensional properties. This paradigm significantly reduces the analytical complexity. This technique leads to improved detection efficiency. This framework’s drawback, nevertheless, is that it cannot be used in contexts where events happen in the present [20].

PredictDeep was introduced in 2020 as an approach for prediction of anomaly in big data environments by Elsayed et al. GCNs, or Graph Convolutional Networks, form the basis of the system. This solution produced better outcomes in regards of the fast discovery and forecasting of incidents of security and was able to cope with the multifaceted nature of clouds. The problem with this technique, though, is that it doesn't recognize and classify irregularities in a range of classifications in accordance with the changes in system function they cause [21].

Nguyen et al. (2021) examined the difficulties associated with compute offloading and cybersecurity in a multiple-user-friendly mobile edge-cloud computing framework utilizing blockchain. The above structure provides an effective authorization mechanism powered by blockchain that may protect servers in the cloud from incorrect offloading practices in order to boost offloading security. A complex DRL method called a double-dueling Q-network was developed by this framework to do this. This framework is lowering the latency, energy consumption, and intelligent contract fees. But this approach has the drawback that efficiency degrades as the amount of information increases [22].

RNN-based DL approaches were examined by Kimmel et al. (2021) for their efficacy in identifying malware in cloud.
The focus of the framework was on LSTMs and bidirectional RNNs. Such frameworks progressively understand malware behaviors based on the course of operation, minute activities, and system statistics such as CPU, memory, and disc usage. With this architecture, there are high detection rates but cannot maintain the identical degree of performance when dealing with diverse data [23].

Loukas et al. (2018) introduced a recurrent NN with a deep multilayer perceptron architecture which is capable of understanding the temporal context of several attacks. A computational framework was developed to determine whether compute offloading is favorable utilizing detection latency as the criterion, given networking operational parameters and DL framework processor needs. When the processing requirements are more severe and the network has become more reliable, offloading lowers detection delay to a greater extent. The biggest problem with this structure though, is the additional communication complexity [24].

By fusing a Convolutional NN with Grey Wolf Optimization, Garg et al. (2019) created a composite data mining method for identifying network abnormalities. The GWO and CNN learning procedures were improved in order to enhance the framework's abilities for initial sample creation, exploring, taking advantage of and discarding functionality. The above structure works better in terms of precision, false alarms, and recognition rate. This strategy does have a disadvantage, too, in that it increases computing difficulty [25]. Table I following provides an overview of several relevant studies.

<table>
<thead>
<tr>
<th>Author’s name</th>
<th>Proposed methodology</th>
<th>Merits</th>
<th>Demerits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abirami et al., (2022)</td>
<td>DRL</td>
<td>Minimises the data secrecy</td>
<td>Increased computational delay</td>
</tr>
<tr>
<td>Tao et al., (2022)</td>
<td>Continuous duelling deep Q-learning</td>
<td>Fast convergence</td>
<td>Increased energy consumption</td>
</tr>
<tr>
<td>Hizal et al., (2021)</td>
<td>K-means clustering, GANomaly and CNN algorithms</td>
<td>Reduced the computational complexity</td>
<td>fails to lower down on time overhead</td>
</tr>
<tr>
<td>Karri er al.,</td>
<td>GANomaly and CNN algorithms</td>
<td>Reduced the computational complexity</td>
<td>However, fails to reduce time overhead</td>
</tr>
<tr>
<td>Wand et al., (2022)</td>
<td>Stacked Contractive Autoencoder and Support Vector Machines (SVM)</td>
<td>Reduced the analytical overhead</td>
<td>Not suitable for real time environment</td>
</tr>
<tr>
<td>Elsayed et al., (2022)</td>
<td>Graph Convolution Networks (GCNs)</td>
<td>Timely detection and prediction of security breaches</td>
<td>It does not predict and classify anomalies under change in the system behaviour</td>
</tr>
<tr>
<td>Nguyen et al.,(2021)</td>
<td>Mobile edge-cloud computation offloading system</td>
<td>Minimized the long-term system costs of latency, energy consumption</td>
<td>Performance gets degraded when the data is increased</td>
</tr>
<tr>
<td>Kimmel et al.,</td>
<td>LSTM and Bidirectional RNNs (BIDIs)</td>
<td>Achieves high detection rates</td>
<td>Does not handle heterogeneous data</td>
</tr>
</tbody>
</table>

III. PROPOSED ARCHITECTURE

According to Fig. 1, the hybrid suggested network's framework is made up of three sub modules. In the first module, multiple datasets are pre-processed and inputted to the proposed network. The second module consists of the proposed SA-GRU-FF framework in which attention layer is integrated to remove redundant and non-optimal temporal features. These features are then fed into the fully connected deep feed forward networks based on Extreme Learning Machines (ELM) for classification of the multiple attacks.

<table>
<thead>
<tr>
<th>Author’s name</th>
<th>Proposed methodology</th>
<th>Merits</th>
<th>Demerits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loukas et al., (2018)</td>
<td>MLP and RNN</td>
<td>Reduction in detection latency</td>
<td>Increased communication overhead</td>
</tr>
<tr>
<td>Gard et al., (2019)</td>
<td>Grey wolf Optimization (GWO) and (CNN)</td>
<td>High accuracy and high detection rate</td>
<td>Increased computational complexity</td>
</tr>
</tbody>
</table>

A. Materials and Methods

Three distinct datasets, namely CIDDS-001 [27], UNSW-NB15 [28], and NSLKDD [29], are employed in this investigation. We choose the CIDDS-001 and UNSW-NB15 datasets because they are the most current statistics produced and include real data traffic, which makes them beneficial for designing accurate IDSs for tracking and finding novel forms of denial of service attacks in cloud networks. An IDS based on anomalies may now be created with the help of the CIDDS-001 dataset, which was just made accessible. In all, the collection contains around 32 million tracks, covering both normal and attack traffic. This dataset is composed of 12 identifying features and two distinguishing traits. Random sampling is applied to acquire 80,000 normal and 20,000 DoS attack events from the relational database of server traffic data, totaling 100,000 events. Using the extracted sample, the cross-fold validity and hold-out of the classifiers are tested. A new contribution to the public domain, the UNSW-NB15 dataset,
was also utilized for the purposes of testing. In the dataset, there are 49 characteristics and 1 class attribute. A subset of the dataset uses the training and test establishes, “UNSW NB15 Train & UNSW NB15 Test”. There are 175,341 occurrences in the train set compared to 82,332 in the test set. “There are 56,000 occurrences of ordinary traffic and 119,341 illustrations of attack traffic on the platform set. Additionally, there are 37,000 examples of ordinary traffic and 45,332 cases of attack traffic in the test set”. Hold-out confirmation makes use of both the whole train set and the test set, while cross-fold assessment solely utilizes the set that has been tested. The NSL-KDD dataset is then utilized to do classifier validation as well. 41 measures including 1 class attribute are part of the dataset. The NSL KDD dataset’s KDDTrain+ (training) as well as KDDTest+ (testing) sets are utilised in this study. 13,499 attack traffic instances and 11,743 regular traffic instances make up the total 25,192 instances in the KDDTrain+ set. While the KDDTest+ set has a total of 22,544 instances, including 12,833 instances of regular traffic and 9,711 incidents of attack traffic. On each dataset separately, hold out as well as cross fold validation of classifiers are performed. The selection of these sets was made to prevent randomly selecting cases from the entire NSL-KDD dataset.

B. Data Reorganizing

The input data are first analysed, and then they are fed into a standardization approach, which assists to convert the bulk of attributes with numerical data to a specified numeric domain. Min-Max normalisation is used in conjunction with the linear transformation concept to accomplish this. After pre-processing step, new pre-processed datasets is formed from the original raw datasets. These pre-processed data is given for feature extraction module.

C. Feature Extraction using Self–Attention Gated Recurrent Networks

The operation of gated recurrent sections, self-attention, and mixed combinations of self-attention gated recurrent units are covered in this section.

1) Gated recurrent units – An overview: One of most interesting form of LSTM is known as GRU the architecture is depicted in Fig. 2. The forget gate with input vector are intended to be combined into a single vector according to the concept set out by Chung et al. [30]. Both long-term sequences and memories are supported by this network. When contrasted to the LSTM network, the complexity is drastically reduced.

Chung developed the following equations to illustrate the traits of GRU.

\[ h_t = (1 - x_t) \odot h_{t-1} + x_t \odot h_t \]  

\[ h_t = g(W_h x_t + U_h (r_t \odot h_{t-1}) + b_h \]  

\[ z_t = \sigma(W_h x_t + U_h h_{t-1} + b_z \]  

\[ r_t = \sigma(W_h x_t + U_h r_{t-1} + b_r \]  

The following is the general GRU characteristic equation:

\[ R = GRU(\sum_{i=1}^{n} [x_t, h_t, z_t, r_t (W(t), B(t), \eta(tan_h))] \]  

where, “xt \in input feature at the present state, yt \in output state, h(t) \in output of the unit as of this moment, Zt & rt\in update & reset gates, W(t) \in weights, B(t) \in bias weights at present instant”.

2) Self-awareness maps: In 2014, the attentive map was proposed to describe the appropriate words in a sequence-to-sequence structure. In the vast mainstream of contemporary works, redundant characteristics that support accurate categorization mechanisms are imitated using attention layers. The self-attention process, commonly alluded to as the intra-attention procedure, generates the three vectors Q, K, and V for each input pattern. Thus, the results sequences are created by transforming the input patterns from all of the layers. It is a technique that, in its simplest form, maps the query string to the set of key-pair collections using logarithmic dot processes. The mathematical formula that follows can be used to get the dot multiplying for self-attention.

\[ F(K, Q) = ((K, Q^T))/|V_k|^{0.5} \]  

D. Proposed Feature Extraction

BiGRU networks, which combine forward and backward GRU, are built for gathering meaningful information from the many dataset streams. Eq. (9) delivers data on the precise properties of the BiGRU network. In order to classify data, the BiGRU network collects spatiotemporal characteristics that incorporate a variety of different pieces of data. Although the training time, which makes up the overhead in the classification layer, may be affected by the more varied information in these characteristics. Self-attention layers that are inserted among the BiGRU network and classification layer help to diminish the resulting classification cost. Eq. (6) is used to create the attention characteristics retrieved from the input features of the BiGRU network that are then given to the feed-forward level of classification via the softmax layer.

\[ P(F) = GRU(\sum_{i=1}^{n} [x_t, h_t, z_t, r_t (W(t), B(t), \eta(tan_h))] \]  

\[ P(B) = GRU(\sum_{i=1}^{n} [x_t, h_t, z_t, r_t (W(t), B(t), \eta(tan_h))] \]  

Combining the Eq. (7) and Eq. (8)

\[ P(BiGRU) = P(F) + P(B) \]  

The following information is related to integrated Self-Attention (SA) with BiGRU feature extraction.

\[ Y = Softmax (P(BiGRU), F(K, Q)) \]
E. Feed Forward Classification Layers

After receiving these attributes for the fully connected forward feed-forward network, the final classifying is carried out. Layers are entirely linked using the ELM principle. The principle of auto-tuning capacity underlies the operation of a particular class of neural network known as an ELM, which only uses one hidden unit. In regards to dependability, speed, and computational burden, ELM performed better than other learning models like “Support vector machines (SVM), Bayesian Classifier (BC), K-Nearest Neighbourhood (KNN), and even Random Forest”.

There is just one hidden layer in this specific neural network; therefore it may not require to be modified. Compared to other learning algorithms like Random Forest and Support Vector Machines, ELM operates better, more quickly, and with lower computational cost. Small training error and improved approximation are the ELM's main benefits. ELM uses non-zero activation functions and weight biases that are automatically tuned. The ELM's intricate operating mechanism is covered in [26]. Following Attention maps, the ELM's input features maps are represented by:

\[
X = F(Y)
\]  

where, \( Y \) \( \rightarrow \) features from Self Attention BiGRU network.

The ELM’s output function is represented by the symbol

\[
Y(n) = X(n)\beta = X(n)X^T(\Xi XX^T)^{-1}O
\]

(12)

ELM’s comprehensive training is provided by:

\[
S = \alpha(\sum_{n=1}^{N} (Y(n), B(n), W(n)))
\]

Finally, the softmax activation layers are applied for the above feedforward layers to achieve the best accuracy.

IV. EXPERIMENTATION DETAILS

The entire algorithm was designed on an Intel Workspace with a 3.2 GHZ of frequency, I7 CPU (NVIDIA GPU) and a16GB of RAM. Utilizing Keras (Tensorflow) as the rear end, the suggested baseline infrastructure was created.

A. Performance Metrics

Deep feed forward training networks that classify the necessary classifications into typical sensitive and malicious information as well as the suggested design are validated as part of the experiment. Metrics including “accuracy, sensitivity, selectivity, recall, and f1-score” are used to gauge the suggested design's effectiveness. The calculations for the metrics used to assess the suggested architecture are shown in Table II in their respective computation formulae. Additionally, Table III shows the experimental hyperparameters that were utilized to train the suggested network.

B. Results and Discussion

The experimentation is carried out based on component structures with the same parameters as the proposed framework. In detail, the existing structures were one dimensional Long Short Term Memory [30], Gated Recurrent Units [31], Optimized LSTM [23], and BiGRU [32]. The technique was validated and a comparison study was performed using four different datasets.

<p>| TABLE III. ALGEBRAIC EQUATIONS FOR THE CALCULATION OF PERFORMANCE METRICS |</p>
<table>
<thead>
<tr>
<th>SL. NO</th>
<th>Validation Metrics</th>
<th>Formulae</th>
</tr>
</thead>
<tbody>
<tr>
<td>01</td>
<td>Accuracy (Acr)</td>
<td>( TP + TN )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( TP + TN + FP + FN )</td>
</tr>
<tr>
<td>02</td>
<td>Sensitivity or recall (Rec)</td>
<td>( \frac{TP}{TP + FP} \times 100 )</td>
</tr>
<tr>
<td>03</td>
<td>Specificity (Sp)</td>
<td>( \frac{TN}{TN + FP} )</td>
</tr>
<tr>
<td>04</td>
<td>Precision (Prc)</td>
<td>( \frac{TN}{TP + FP} )</td>
</tr>
<tr>
<td>05</td>
<td>F1-Score (F1)</td>
<td>( \frac{Precision + Recall}{Precision + Recall} )</td>
</tr>
</tbody>
</table>


<p>| TABLE IV. HYPER PARAMETERS USED IN THE NETWORK’S TRAINING |</p>
<table>
<thead>
<tr>
<th>SL. NO</th>
<th>Hyper-Parameters</th>
<th>Specifications</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>GRU cell count</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>Epochs count</td>
<td>200</td>
</tr>
<tr>
<td>3</td>
<td>Batch Size</td>
<td>30</td>
</tr>
<tr>
<td>4</td>
<td>Learning Rate</td>
<td>0.001</td>
</tr>
<tr>
<td>5</td>
<td>Momentum</td>
<td>0.2</td>
</tr>
<tr>
<td>6</td>
<td>Dropouts</td>
<td>0.2</td>
</tr>
</tbody>
</table>

<p>| TABLE V. USING THE CIDCC-001 DATASETS, EFFICIENCY STATISTICS OF THE DISTINCT ALGORITHMS |</p>
<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Validation Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM</td>
<td>0.89</td>
</tr>
<tr>
<td>GRU</td>
<td>0.91</td>
</tr>
<tr>
<td>Optimized-GRU</td>
<td>0.92</td>
</tr>
<tr>
<td>Proposed</td>
<td>0.98</td>
</tr>
</tbody>
</table>

<p>| TABLE VI. USING UNSW2019 DATASETS, MONITORING OF THE MULTIPLE ALGORITHMS |</p>
<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Validation Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM</td>
<td>0.874</td>
</tr>
<tr>
<td>GRU</td>
<td>0.902</td>
</tr>
<tr>
<td>Optimized-GRU</td>
<td>0.910</td>
</tr>
<tr>
<td>Proposed</td>
<td>0.983</td>
</tr>
</tbody>
</table>
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TABLE VII. NSL-KDD+(Train) Datasets Performance Indicators of the Several Algorithms

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Validation Metrics</th>
<th>( A_{pr} )</th>
<th>( P_{pr} )</th>
<th>( R_{pr} )</th>
<th>( S_{pr} )</th>
<th>( F_{pr} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM</td>
<td></td>
<td>0.88</td>
<td>0.875</td>
<td>0.834</td>
<td>0.190</td>
<td>0.84</td>
</tr>
<tr>
<td>GRU</td>
<td></td>
<td>0.92</td>
<td>0.90</td>
<td>0.856</td>
<td>0.1556</td>
<td>0.857</td>
</tr>
<tr>
<td>Optimized-GRU</td>
<td></td>
<td>0.93</td>
<td>0.92</td>
<td>0.887</td>
<td>0.1290</td>
<td>0.885</td>
</tr>
<tr>
<td>Proposed Model</td>
<td></td>
<td>0.988</td>
<td>0.98</td>
<td>0.974</td>
<td>0.001</td>
<td>0.980</td>
</tr>
</tbody>
</table>

TABLE VIII. NSL-KDD+(Test) Datasets Performance Metrics for the Different Algorithms

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Validation Metrics</th>
<th>( A_{pr} )</th>
<th>( P_{pr} )</th>
<th>( R_{pr} )</th>
<th>( S_{pr} )</th>
<th>( F_{pr} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM</td>
<td></td>
<td>0.88</td>
<td>0.875</td>
<td>0.834</td>
<td>0.190</td>
<td>0.84</td>
</tr>
<tr>
<td>GRU</td>
<td></td>
<td>0.92</td>
<td>0.90</td>
<td>0.856</td>
<td>0.1556</td>
<td>0.857</td>
</tr>
<tr>
<td>Optimized-GRU</td>
<td></td>
<td>0.93</td>
<td>0.92</td>
<td>0.887</td>
<td>0.1290</td>
<td>0.885</td>
</tr>
<tr>
<td>Proposed Model</td>
<td></td>
<td>0.988</td>
<td>0.98</td>
<td>0.974</td>
<td>0.001</td>
<td>0.980</td>
</tr>
</tbody>
</table>

Fig. 3. Validation performance of the suggested model using distinctive datasets a) CIDCC-001 datasets b) UNSW-datasets c) NSL-KDD datasets (Train) d) NSL-KDD datasets (Test).

Tables IV, V, VI, and VII demonstrates the proposed algorithm’s performance metrics for categorizing several assaults using various datasets. The Table IV represents, the outcomes of proposed and existing frameworks when testing under CIDCC-001 Datasets. The Table V, Table VI and Table VII represents, the outcomes of proposed and existing model when testing under UNSW2019, NSL-KDD+(Train) and NSL-KDD+(TEST) datasets respectively. From Table IV, V, VI and VII, it is observed that, the suggested model GRU-SA-FF has demonstrated the best performance in detecting the numerous attacks. The integration of Self-attention maps has provided the best results in contrast to different DL techniques. Additionally, the validation effectiveness of the suggested model (see Fig. 3) is assessed using various datasets, and it is discovered that the RMSE (root mean square error) in between training and testing data is 0.001.

TABLE IX. MBT in Support of Different Algorithms Using Different Datasets

<table>
<thead>
<tr>
<th>Datasets</th>
<th>MBT (secs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CIDC001</td>
<td>LSTM 0.5</td>
</tr>
<tr>
<td></td>
<td>GRU 0.45</td>
</tr>
<tr>
<td></td>
<td>Op-LSTM 0.37</td>
</tr>
<tr>
<td>UNSW</td>
<td>LSTM 0.45</td>
</tr>
<tr>
<td></td>
<td>GRU 0.39</td>
</tr>
<tr>
<td></td>
<td>Op-LSTM 0.31</td>
</tr>
<tr>
<td>NSL-KDD++ Train</td>
<td>LSTM 0.5</td>
</tr>
<tr>
<td></td>
<td>GRU 0.45</td>
</tr>
<tr>
<td></td>
<td>Op-LSTM 0.37</td>
</tr>
<tr>
<td>NSL-KDD++ Test</td>
<td>LSTM 0.43</td>
</tr>
<tr>
<td></td>
<td>GRU 0.42</td>
</tr>
<tr>
<td></td>
<td>Op-LSTM 0.38</td>
</tr>
</tbody>
</table>

Model building times for various classifiers are shown in Table VIII for four datasets employing hold-out evaluation. Recognising how essential it is to deliberate how long a system needs train until it is successful at spotting various risks, the main driver aimed at estimating MBT is this realisation. Because of this, MBT helps to achieve a good trade-off among computational complexity and the accuracy of classifiers. The suggested model’s average MBT when trained on the different sets of data is 0.22s, according to the above table, compared to 0.36s, 0.41s, and 0.48s for Op-LSTM, GRU, and LSTM, respectively, for Op-LSTM. According to the evaluation, the suggested framework uses only 0.22 seconds and excels at designing countermeasures against several threats.

V. CONCLUSION AND FUTURE ENHANCEMENT

In this work, investigation on integration of Self-attention maps with GRU for securing the cloud against the multiple attacks is carried out. The role of self–attention network with the BiGRU to select the optimal features that can aid for the classification layers is proposed in this paper. Additionally,
role of feed forward layers which works on principle of ELM has been used in the proposed research to achieve the better classification with reduced computational burden and quick speed. Precision, specificity, susceptibility, false alarm rate, and region under the curve of receiver operating characteristics are used to assess the performance of the suggested model. On the CIDDS-001, UNSW-NB15, & NSL-KDD datasets, all of the classifiers are benchmarked. Results demonstrate in terms of a superior detection ratio and so little overhead, the proposed approach have done better over the other DL models. As the future scope, performance of the proposed model is required for the validation with real time datasets and also brighter light of deploying in the resource constraint in Cloud.
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Abstract—Smart technology and the Internet of Things (IoT) are advancing and growing daily in the modern world. The demand for solutions to execute complex applications and protect user security and privacy increases as the number of smart devices in our surroundings increases. Mobile fog processing aids us in this situation by providing a fresh and effective method for running smart device applications in a safe setting. Due to the delay and high volume of requests, the centralized and traditional architecture of cloud processing cannot handle the high user demand and effectively implement delay-sensitive and real-time programs. To address these issues, a virtual mobile fog processing architecture that establishes a layer between mobile apps and the cloud layer was developed in this work. In this layer, storage, processing, and encrypted communication occur on separate nodes not connected to the cloud. These nodes are virtually implemented on a single server. An Android smart system-based augmented reality application that uses a marker to display dynamic 3D objects has been introduced. Its functioning has been assessed in both the cloud-based architecture and the suggested architecture in two 4G and telecom mobile internet networks. The evaluation findings demonstrate the suggested architecture's superior performance in both communication networks. The suggested mobile fog-based architecture makes use of the Internet of Telecommunications to create high-volume 3D models quickly and to the satisfaction of a real-time application. In addition to these accomplishments, the results demonstrate that the suggested architecture outperforms typical cloud-based architecture in terms of lowering overall energy consumption by up to 34%.

Keywords—Cloud environment; IoT; real-time systems; smart devices; mobile fog; energy consumption

I. INTRODUCTION

The administration of networks, storage, and computation has all faced numerous difficulties with the growth of the mobile Internet and the IoT [1]. High latency, a lack of storage space, scarce resources, round-the-clock services, and security are problems that can't be accurately solved with a cloud computing architecture [2]. A computer is a subset of computer resources, such as servers, storage, and processing space, used to centrally collect and process data from many clients at once [3]. These resources are accessible via customary means and are active in the network [4]. Network delays are caused by the allocation of resources among end users and clouds due to resource concentration in cloud spaces. Solving these issues is crucial for a number of delay-sensitive applications, including transport networks and augmented reality [5].

For this reason, the processing power in various Internet of Things networks has recently increased with the development of cloud and fog computing, and by shifting a portion of the processes to data centers in the fog, the amount of delay and limitations of the Internet of Things have been reduced and improved [6]. Mobile edge computing (MEC) and mobile cloud computing (MCC) are new technologies that have arisen as a result of the substantial role that smart mobile devices play in the expansive realm of the Internet of Things [7]. The use of cloud computing capabilities at the network's edge is a trait shared by all of these systems. When IBM and Siemens' Nokia Networks created an infrastructure that could run applications on a mobile base station in 1923, the term mobile edge computing was first used to describe the implementation of services at the network's edge [8].

European Telecommunications Standards Institute (ETSI) has created reference architecture since 2016 whose functional components support services like program execution at the radio network's edge [9]. Edge computing was developed to address issues with reaction speed, limited battery life, reduced bandwidth costs, and data security and privacy [10]. Additionally, processing and storage facilities at the edge can work together or independently. The control approach in the MEC design is dispersed hierarchically and centrally, in contrast to the centralized control of resources in the MCC [11]. Cloud computing (FC), a different horizontal architecture that distributes resources and services and offers computing, storage, and network control prior to reaching the cloud, was introduced at the system level for networks. When used with mobile devices, cloud computing technology offers quicker and higher-quality services [12]. In order to connect smart devices and provide services in a virtual form (VMFC), mobile processing can be used. All processing and operational services can be accessed through these virtual machines or a network of virtual machines [13]. In addition to providing MEC services, virtualization infrastructure can offer other related services, like the virtualization of software-defined network operations [14]. This article aims to offer a VMFC-based approach that can be utilized to construct a fog layer employing virtual nodes before the cloud layer. This layer's use for applications in smart devices, which have a dedicated node for each network of smart devices, including those for gaming, education, and health, is its unique feature. The author's contribution to this work can be summed up as follows:
A virtual mobile fog processing architecture is offered to meet the increased user demand and ensure that real-time and delay-sensitive applications are run correctly.

Two 4G mobile internet and telecommunication networks have been assessed for a pointer-based augmented reality application with dynamic 3D object presentation on Android smart systems.

The various sections of the article are further explained in the sections that follow: In Section II, a summary of the work completed in the MEC, MCC, and FC contexts is provided, and the benefits and drawbacks of each are compared to the proposed work. The suggested methods are provided in Section III. In Section IV, we demonstrate how this strategy is used using an example from an augmented reality application. In Section V, we discuss the suggested method and analyze the outcomes. A summary of this study's findings is provided in Section VI.

II. RELATED WORKS

Mobile phone networks make up a sizable portion of the Internet of Things. Because of their great computational capacity, they need to develop a second network layer to minimize the processing burden on the devices, reduce delay, and conserve bandwidth and energy when connected. The distant cloud server is displayed. Applications for active mobile phones in the Internet of Things networks, such as monitoring stations and smart houses, traffic data transfer, health data transmission in medical networks, augmented reality programs, large data processing in smart cities, and learning through mobile devices The mobile phone and the games utilize less computing and processing power and have shorter battery lives since the computing and processing load is offloaded to the cloud layer. The term "augmented reality" refers to a live physical perspective that instantaneously adds components to the real world of people, either directly or indirectly, and typically in contact with the user [15]. Programs for augmented reality that run on mobile devices need. The proper presentation of information requires high-speed data processing and minimal delay [16]. Cisco first developed cloud computing in 2022 [17], which is an expansion of the cloud computing platform that provides processing, storage, and network services between end devices and traditional cloud servers. In addition to network virtualization and traffic engineering via network performance virtualization, the researchers defined an architecture that supports some edge technologies, including ZigBee, Bluetooth, LoRa, and Wi-Fi [18]. Other investigations have been into edge processing's interoperability with the Internet of Things software. Fog nodes were created in this study as edge devices for various machine-to-machine services and machine-to-machine device management systems, such as road processing units in-vehicle networks. This approach did not take into account other factors like application migration or compatibility and was only effective for a small number of locations. This interpretation states that MEC offers a technological environment with cloud computing capabilities at the mobile network's edge. Utilizing cloud services at the edge of a network of smart devices has several benefits, including low latency, high bandwidth, access to radio network information, and local awareness. An edge scheduler that reduces the device's typical traffic delay is an example. It was demonstrated that the average energy cost in fog computing is 40.48% less than the model in a quantitative examination of energy consumption in a scenario where 25% of Internet of Things applications require real-time services and low latency [19]. Processing in the cloud is usual. In one study, they used the cloud and cloud computing to boost the processing capability of a network of wireless sensors for military applications and real-time execution to get around program limits and damage. A different work sample has offered a collection of applications that enable virtual machines to connect to cloud nodes and offer services. These applications enable virtual computers to access regional data, including sensor data, network statistics, etc. In a project, multiple researchers produced numerous copies of portable programs and several smart gadgets in the cloud [20]. They were moved from the machine to the duplicate. Consequently, a virtual copy of the gadget exists in case the actual one is destroyed or lost. This method also has the benefit of addressing the hardware constraints of smart devices. In a project, they demonstrated the viability of combining the 5G network platform with MEC and the accessibility of underused indoor and external spaces. Another project in the area of big data analysis utilized the convergence of MCC and Hadoop. The traffic congestion and time delay for their task were not resolved by paying attention to the amount of processing data in this strategy. Another piece of work on the subject of smart health involved gathering sensor data and sending it to a mobile device so that it could be processed and used to generate an alarm in an emergency [21]. None of the MCC or MFC services were used in this work. In one project, a mobile cloud server was used to develop an intelligent communication architecture for unmanned air transport networks. Their suggested design may maintain communication over a long period of time, even in the event of network failure, by improving network dependability and stability. Additionally, it can defeat DDoS, Sybil, and Wormhole attacks. In the MEC environment, a location-based augmented reality program has been built. Based on the tracking and identification of the user's position on the edge of an object, it is loaded. Utilizing this architecture significantly reduced mobile phones' computational load and energy usage [22]. Through the use of augmented reality technology, a different program on the topic of digital education was put into place. An image was recognized and exhibited in its static, three-dimensional surroundings. A cloud server was employed in this program to lessen the computational load and energy usage. The more straightforward steps of diagnostics were carried out on the mobile phone, while the more complex programs were moved to the cloud [23]. The program for augmented reality now loads frames more quickly, thanks to the evaluation of this effort. In another application dealing with augmented reality based on cloud processing, a photo of the book columns was taken, the features extracted, and sent to the cloud on the mobile phone [24]. Then, using the information obtained, a search was conducted among the database records in the cloud environment. Information about comparable works is gathered and sent back. In the studies and the use of cloud processing reduced the computational workload and energy consumption of the mobile phone, but the issue of high cloud latency and its
distance from availability limited the use of MCC architecture for delay-sensitive applications [25-27]. It was immediately noted that this delay increased the mobile phone's energy use.

The delay issue has been largely resolved in [28], but if base station traffic volume rises, we will need to impose traffic limitations. The study proposed a successful approach to shorten the transfer time from users to distant clouds by utilizing the edge environment [29-30]. In this work, data and objects were entirely moved to the edge environment in order to conserve memory and processing in an electronic learning program based on augmented reality. The effectiveness of the study that was given demonstrated how the suggested strategy could significantly enhance memory storage performance. Edge nodes were created as road units in-vehicle networks in [31] to provide IoT services using OpenM2M in order to reduce network delay and traffic. For the purpose of reducing the typical scheduling and delay time, the authors of [32] investigated the multi-user computing partitioning problem (MCP). To overcome the issue in delay-sensitive applications, they employed an offline exploratory technique called search in the model (SAPRL). Because of the work done in the MEC environment, all augmented reality applications based on 2D images, 3D edge detection, and sensor detection can be implemented. It is more suited for location-based augmented reality programs and is not extensively employed in health, education, or architecture networks. Due to the limited ability of control units and operator base stations to locate mobile phone devices, this feature is possible. Fog computing is actually a way of processing data from its point of generation to its point of storage. Only processing data close to its original location is attributed to edge computing. In addition to edge computing, fog computing refers to the network connections required to transport data from the edge to its terminus [33]. The use of mobile computing, particularly in mobile and network environments, offers users several advantages while lowering program running costs and conserving computer resources. In general, as mobile phone base stations improve and information technology and telecommunications networks converge, the use of mobile computing is a logical progression. Edge computing, where part of the data processing takes place at the network's edge rather than wholly in the cloud, was made possible by the Internet of Things' congestion and the constraints of cloud services. The problems of latency, mobile device battery life, bandwidth costs, security, and privacy can be resolved via edge computing. The comparison of the three described architectures is shown in Table I. The activities that have been completed have made use of MCC architecture to improve services for mobile devices, which are limited in their ability to run delay-sensitive programs due to the high delay of the cloud layer and the difficulty in accessing it. The fog support service has not been employed in many projects that have been simulated on smart devices. Some of the issues with MCC architecture, such as slowness, have been resolved through the use of MEC architecture. However, there is an issue of delay in the event of crowding when one is in an area of service stations because of the use of a high number of mobile phone devices. The inability to easily access the servers of mobile phone network carriers is another issue with deploying MEC. Applications cannot be uploaded to operators' servers without special authorization. One of our aims in writing this post is to offer programmers and consumers an approach that is simple to use and affordable. As part of the ongoing study, we will show an approach based on MEC and fog processing that is simple to use, and based on this architecture, we will use augmented reality technology to create a portion of a delay-sensitive application. The VMFC approach facilitates the study of local data by building a hierarchical infrastructure and moving global coordination and analysis to the cloud.

<table>
<thead>
<tr>
<th>Specification</th>
<th>MCC</th>
<th>MEC</th>
<th>VMFC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expandability</td>
<td>high</td>
<td>Medium and limited</td>
<td>high</td>
</tr>
<tr>
<td>location</td>
<td>A higher level than the devices and out of reach</td>
<td>The edge of mobile devices</td>
<td>Between devices and the cloud</td>
</tr>
<tr>
<td>Hierarchical architecture</td>
<td>Two levels</td>
<td>Three levels</td>
<td>More than three levels</td>
</tr>
<tr>
<td>Server Hardware</td>
<td>Very large data centers</td>
<td>Small data centers</td>
<td>Small data centers</td>
</tr>
<tr>
<td>Control systems</td>
<td>Central</td>
<td>Distributed centralized hierarchy</td>
<td>Non-distributed hierarchy</td>
</tr>
<tr>
<td>amount of delay</td>
<td>high</td>
<td>medium</td>
<td>Low</td>
</tr>
<tr>
<td>They use it</td>
<td>Lots of devices and networks</td>
<td>The average number of devices and networks</td>
<td>The average number of devices and networks</td>
</tr>
<tr>
<td>How to connect</td>
<td>All internet networks</td>
<td>Base stations and operators</td>
<td>All internet networks</td>
</tr>
<tr>
<td>Interaction and cooperation between nodes</td>
<td>Does not exist</td>
<td>Does not exist</td>
<td>There is</td>
</tr>
<tr>
<td>Energy consumed by devices</td>
<td>medium</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>Implementation cost</td>
<td>medium</td>
<td>medium</td>
<td>low (virtualization capability)</td>
</tr>
<tr>
<td>User access</td>
<td>In a remote place and in case of heavy traffic, it isn't easy to access</td>
<td>Close and easy with the condition of being in the service area and having a service</td>
<td>Close and easy access</td>
</tr>
<tr>
<td>Access to programmers to develop all kinds of programs</td>
<td>Almost as easy with registration or fees</td>
<td>Easy if you have a license to access the servers located in the license base station</td>
<td>Easy with registration</td>
</tr>
<tr>
<td>Implementation of a delay-sensitive application such as augmented reality</td>
<td>Reduced computational load - high latency</td>
<td>Lack of support for the implementation of various augmented reality programs in case of medium delay congestion</td>
<td>Very low latency suitable for most augmented reality applications</td>
</tr>
</tbody>
</table>
III. **Problem Identification and Suggested Solution**

The problem's definition and the suggested model are covered in this section. You can upload computational jobs to the fog layer or run them locally on the device. The speed of the processing process can be greatly increased by uploading processing tasks to be completed at the network's edge. Fog nodes execute applications alongside centralized cloud servers, but they are not required to run for services since fog nodes can process applications independently and reply to users. Between the application and the cloud layer, this layer serves as a backup. The internal organization of this layer is utilized to speed up user access to the services they need. ETSI has provided the web foundation for MEC servers, templates, and software. We proposed a hierarchical architecture based on MFC in this article by researching and analyzing this architecture, as seen in Fig. 1. This design uses active networks of smart devices to deliver specific services to networks that are connected to it as well as the larger Internet of Things. The administration of network connectivity, processing, speed, storage, and control are a few examples of tasks that can be carried out at each fog node in this architecture. At a higher level, each mobile network is connected to a set that comprises one or more fog nodes. Nodes can communicate with one another wirelessly or over connected connections.

There are two options for loading programs in the cloud node: loading the complete executable program or just a portion of it. Depending on the application, each VMFC layer of the MFC layer is made up of a number of nodes. Nodes are interconnected for application management, data processing, storage, and security services. Each node is in charge of offering the designated services at both the level of that node and a higher level. Each VMFC layer collaborates with its neighboring layers as necessary. In the MCC layer, big data collection takes place at a higher level. This layer is in charge of overseeing and supporting MFC, which is a lower-level layer. Additionally, this layer is in charge of documenting, confirming, and securing access for VMFC nodes to connect with one another as needed. This layer houses data centers and big data storage.

The MFC layer and the MCC layer communicate with each other over the Internet. Active technologies like WLAN, ZigBee, 4G LoRa, and 5G are used to connect applications on smart devices to the cloud layer so they can receive service and storage in a secure environment. Frameworks like: NET and Java are frequently used to create applications since they make the process of transferring code easier.

---

**Fig. 1.** Block diagram of the proposed model.
IV. IMPLEMENTATION OF THE ARCHITECTURE

This section explains how to put the suggested method into practice. In this system, two fog nodes were employed for program execution, processing, and authentication. The fog layer is made up of two distinct nodes: one is used for security, and the other is used to store and process the application program. The two nodes here are linked. These two nodes are implemented and set up using two virtual computers. The data storage node is not taken into account independently [34]. Every node used for processing has a database for storing the sent and necessary data related to other data. The Java framework has been used to implement the application program. Fig. 2 demonstrates how to use two nodes for the application and security to create the application based on the suggested way described in Section III. Each node contains the node database, which is not a separate entity. On the needed server, each user registers their information and builds a profile. The executable application responds to the user's request for some space. The user is allotted a specific amount of space for each component of their profile, which is separated into many sections. An individual identification number is assigned at random to each segment [35]. The address of the user's profile and the ID of each section written in a piece of code is used to direct the program in order to log in and run the program uploaded in the virtual space. The security node receives the data entered in the processing and storage node and enters it into the profile for registration and verification. The initial step in accessing the cloud server to carry out processing is user authentication. A software ID is generated for the user when they register their information.

Each piece of software is identified by a special key called software ID. With this special key, all requests are signed, and it is also used to verify signatures. The procedure for getting the token in a mobile edge scenario is the same as this one.

The authentication header bears the signature. The time tag and request identification features in this header guard against broadcast and propagation attacks. The signature also changes if the person's ID changes [36]. In order to verify and register the user's codes in his profile database, this signature must be written in a section of the application's Android code that is utilized while loading program data and performing the necessary cloud-based operations. Using a browser to connect to the Internet, the user can access his profile and read and update his data from any location. The application uses an image-based augmented reality program to run dynamic 3D objects. Each 3D object depends on a pointer, which means that it can only be seen by scanning the pointer. The second fog node is utilized in this architecture to store and process the pictures needed to execute the augmented reality software. The outcome of the image processing is then compared to the user's pointer, and the appropriate three-dimensional image is presented. Everywhere the user's marker is, a 3D image of it can be seen. Visual indicators are the type of indicators employed in this project. Between ID-based markers and markerless technology, there is an image marker. With this technique, any image can be used as a target by being printed out; the target should be a colored border against a light background. The image's border need not be black; it might be a dark hue.

![Virtual Mobile Fog Computing](image)

Fig. 2. Data recording and transfer flow in the proposed method.
Developers can use images and track them in pointer-based programs, depending on the requirements of the program. A low-poly model is a low-poly model, and a high-resolution model is a high-poly model. These classifications are based on the tool and how the models are applied. Models of lower resolution, or low-poly models, are frequently employed in real-time systems to boost program efficiency and speed up execution. In a 3D model, a polygon is defined by a number of other polygons. This unit is typically represented by a collection of triangles. The quantity of triangles produced on the 3D model determines how clear the implemented models are. The application node processes a portion of the software in such a way that the user can load a sample of the marker in addition to the desired 3D model. According to each marker with a 3D object and its properties, the .xml file is saved and loaded. The marker that identifies the mobile phone camera and its application is delivered to the fog node each time, the program is run and is compared to the markers in the processing node. If they match, the matching 3D model is presented. When matching and running, 3D models are merely loaded and presented from the node and are not saved on the mobile device. An .xml file with the 3D object's properties is loaded into the user's profile.

V. DISCUSSION

In this section, we describe the assessment of the developed technique in two scenarios: local execution while using the suggested VMFC approaches and using a mobile phone. According to the volume difference, we look at two frame execution rate parameters in each 3D model, and then we compare how long it takes to load data from VMFC and a ready cloud service. To upload data, we took advantage of the Junaio cloud storage service. With the help of the augmented reality browser Junaio, users may build and use augmented reality programs on a variety of platforms [37]. You must first create a channel in this browser in order to upload the augmented reality programs you have generated and assigned to each channel. Dynamic 3D models have restrictions on mobile phones since they require a lot of processing speed to operate and a lot of storage space as the number and volume of data increase. These models, which can move and animate, are made up of a number of layers, each of which mimics a movement. A frame or polygon is the name given to each of these layers. To show a specific movement that has been applied to the object, it is imperative to execute these polygons one after the other. On the other hand, augmented reality programs are real-time programs, and one of the crucial aspects in this sector is the quick execution rate of an event. Six 3D objects with extensions .FBX, .md2, .mm3d, and .ms3d are utilized in this software, ranging in size from 180 to 450 KB. As was already noted, the number of created polygons and the speed at which they are executed determine the resolution of models. In this case, triangles, each 80KB, comprise around 10,000 polygons. A bandwidth of 29 MB/s is required to implement this flow. In frames per second, 3D models are executed. This unit specifies the vertex of the polygons transferred from memory to the screen. If a program loads less than 20 frames per second while running, it indicates that the program is not operating smoothly and rapidly. It is reasonable for programs to transfer at least 20 frames per second while running. Depending on the size of the model, the mobile phone uses a specific amount of device energy to load each of the models and transport them on the screen. Data is loaded into the ES FileExplorer environment and then transferred for presentation to the main program. Eq. (1) is used to compare the difference in program execution time between VMFC and cloud services:

\[ T = \frac{R}{S} \times (T_r + T_h + T_s) \]  

where, R is the anticipated request ratio, S is the total number of requests that the machine can handle concurrently, T_r is the amount of time it takes for data to travel from the user's mobile device to the virtual machine, T_h is the amount of time it takes for the virtual machine to respond to the request, and T_s is the amount of time it takes for data to travel from the virtual machine to the user's mobile device. We assumed the value for both services to be the same and constant in this R equation. The amount of data being transferred and the network conditions—which are typically poor for mobile networks when handling heavy data loads—determine how long it will take to complete. The user response waiting period has been left out of this calculation because it is not crucial to resource allocation. Six different data sets with varying volumes were examined using the program's implementation on two separate platforms, including WLAN and 4G mobile internet. The software was implemented in three parts based on a cloud server, mobile device, and VMFC and the evaluation metrics were looked into and examined. Internet telephony was utilized to compare the frame transfer rate of 3D models in VMFC. In Fig. 3, the speed and quantity of transitions of the 3D model polygons corresponding to the marker in the minimal normal state are displayed after the mobile phone camera recognizes and processes a marker. For the 3D models incorporated into the program, this value is computed. Fig. 4 illustrates the frame transmission rate to the screen from the mobile phone and the VMFC in contrast to the minimum normal speed. The application takes into account a certain number of polygons for processing on the model and transfers them for display based on the volume of the models being utilized. The 3D model and its dynamic movements must be executed and displayed at a minimum speed of 20 frames per second. For low-volume models, the transfer speed of the frames processed in the application in the mode where the model is loaded from the mobile phone memory is acceptable, and it almost exactly matches the transfer speed from the VMFC to the mobile phone's temporary memory. However, compared to a mobile phone, the transfer speed from a VMFC is faster and offers greater performance when the model volume and count are both raised.

The FBX model has a larger volume than other models, and its memory consumption is also higher. The speed of frame transfer in this model and larger model is higher than loading in a mobile phone. Loading 3D models in VMFC in this program has saved about 1 gigabyte in mobile phone memory. Data transfer from the mobile phone to the Ebros VMFC server was checked in two Internet communication networks. The present research compares the transmission speed values frames in mobile application execution and transmission speed after using VMFC. Paired t-analysis was used after and before
using VMFC to determine if there was a change in the transmission speed of frames.

Table II shows the details of this statistical survey. As can be seen in Table II, the rate of frame transfer before using VMFC was 84.250, and after using VMFC, it increased to 83.333, and this increase was statistically significant (p=0.032) is significant.

<table>
<thead>
<tr>
<th>Variable</th>
<th>level</th>
<th>Average</th>
<th>standard deviation</th>
<th>t</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speed</td>
<td>After using VMFC</td>
<td>89.33</td>
<td>28.73</td>
<td>2.98</td>
<td>0.032</td>
</tr>
<tr>
<td></td>
<td>On mobile and without VMFC</td>
<td>84.25</td>
<td>25.89</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Based on Eq. (1), Fig. 5(a) and 5(b) present the time costs of data transmission in two telecommunication networks and mobile internet, respectively. The transmission of huge amounts of data, including FBX that took place in Junaio had a maximum delay of about 56 seconds, roughly 10 seconds longer than the maximum delay on the mobile Internet network. This quantity becomes apparent when there are more requests made and a lot of data being transferred. The suggested architecture's maximum latency has been achieved utilizing mobile internet, roughly 23 seconds less than the maximum delay in Junaio on the same platform. This number indicates that VMFC offers greater performance than cloud servers. It demonstrates the benefits of a high-speed network for delivering superior service. Additionally, there is a very small- and acceptable-time delay in the transmission of small-volume data, including M2D. In VMFC, as opposed to Junaio, this value is ideal.
Additionally, it takes the Junaio service roughly five minutes for every request to a mobile device. As a result, while employing both platforms, Junaio's average time delay is substantially higher than VMFC's. Paired t-analysis was used after using VMFC and before using it in Junaio to compare the time delay in the transmission of communications with the Internet during the execution of the program on the Junaio server and the time delay after using VMFC to see if there was a change in the amount. Has it just recently been produced? The specifics of this statistical study are shown in Table III and IV. The maximum delay in VMFC varies by roughly 18 seconds, and Table III demonstrates how the maximum delay has decreased after utilizing Junaio to 29.316 seconds and VMFC to 16.770 seconds.

With a value of (p=0.047), this reduction is likewise statistically significant. Table IV shows that there is a decrease in time delay with a value of (P=0.014) between the time delay in 4G Internet transmission while the software is running on the Junaio server and the time delay after utilizing VMFC. Table V shows a comparison of the implemented program with related programs from [29] and [27] in the cloud environment and mobile edge, respectively. The implemented program in Table V was an image-based augmented reality application. Based on the comparison table in [27], the comparison parameters are set. It is evident that the software used in the VMFC environment performs better than its equivalent program.

Additionally, study [29] performs better than study [27] since it was completed in an environment comparable to the fog, the edge environment, which has largely solved the problems associated with delay and waiting in cloud environments. The work [29] makes no mention of the adaptation time. Based on the average data collected in the evaluation section by computing the evaluation circumstances, the parameters in this table were obtained. Due to fewer time delays and faster data transfer speeds throughout, adopting fog processing services is more appropriate for delay-sensitive applications like augmented reality, as shown in Table V. For data in various quantities, this number varies. The benefit of employing fog is that it has decreased the time delay above the cloud in all stages.

Due to the significant delay and large user base, cloud-based program deployment requires a lot of parameters. Of course, the fact that we are unaware of the circumstances under which the programs in [27] and [29] execute leads to significant variation in the numbers, particularly in the value of the model detection time. On the other side, dynamic models are employed because there are more details and animation motions, which result in a larger volume and longer detection times.

### A. Energy Consumption in Mobile Fog Processing

Due to their extensive coverage and low energy requirements, low-power technologies (LPWA) have opened the way for data storage in virtual mobile fog computing. The long-range system (LORA), which increases its effectiveness because it is a defined protocol for data transport, is one of these technologies. It gives coverage for kilometers or even more and consumes little electricity. In addition to LoRa, a number of wireless technologies, including IoT, WiFi, Zigbee, and 5G, can be employed for coverage areas. Low-cost fog processing has been accomplished using ZigBee technology. However, the wireless data transmission’s effectiveness is diminished by the relatively short range of coverage (approximately 25 meters). Table VI provides a thorough comparison of the various IoT wireless network technologies (Zigbee, LoRa, NB-IoT, and 5G).

<table>
<thead>
<tr>
<th>Variable</th>
<th>level</th>
<th>Average</th>
<th>standard deviation</th>
<th>t</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speed</td>
<td>After using VMFC</td>
<td>16.77</td>
<td>5.57</td>
<td>-2.63</td>
<td>0.047</td>
</tr>
<tr>
<td></td>
<td>After using Junaio</td>
<td>84.25</td>
<td>29.31</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable</th>
<th>level</th>
<th>Average</th>
<th>standard deviation</th>
<th>t</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speed</td>
<td>After using VMFC</td>
<td>22.27</td>
<td>11.21</td>
<td>-3.68</td>
<td>0.014</td>
</tr>
<tr>
<td></td>
<td>After using Junaio</td>
<td>32.66</td>
<td>18.04</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable</th>
<th>VMFC</th>
<th></th>
<th>Cloud in [27]</th>
<th>Cloud in [29]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Early time</td>
<td>1.8</td>
<td>3.1</td>
<td>2.4</td>
<td></td>
</tr>
<tr>
<td>Time of diagnosis</td>
<td>23.47</td>
<td>82.78</td>
<td>40.31</td>
<td></td>
</tr>
<tr>
<td>Compliance time</td>
<td>8</td>
<td>10</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>Similar sample</td>
<td>0.7</td>
<td>1.5</td>
<td>0.85</td>
<td></td>
</tr>
<tr>
<td>response time</td>
<td>25</td>
<td>23</td>
<td>23</td>
<td></td>
</tr>
<tr>
<td>Delay time</td>
<td>18</td>
<td>23.22</td>
<td>18.7</td>
<td></td>
</tr>
<tr>
<td>Loading time</td>
<td>10</td>
<td>18</td>
<td>11.3</td>
<td></td>
</tr>
<tr>
<td>loading time</td>
<td>0.007</td>
<td>0.1</td>
<td>--</td>
<td></td>
</tr>
</tbody>
</table>
The amount of energy used is examined in this part based on several parameters in this layer. The amount of time that each fog node spends processing data determines how much energy each fog node consumes. The fog node's energy usage rose along with the processing time. Thus, it can be concluded that the processing time at each fog node directly correlates with the energy usage in the fog. Consequently, as indicated by Eq. (2), we will have:

$$E_{mw} \propto \frac{1}{\mu_{w} - \sum_{w_{f \in f}} q_{w_{hwi}}} \quad \forall w_{i} \in f \quad (2)$$

The energy relation in each fog node can be expressed as follows, using $e_{f}$ as the unit of energy consumption per unit of time:

$$E_{mw} \propto \frac{1}{\mu_{w} - \sum_{w_{f \in f}} q_{w_{hwi}}} \times e_{f} \quad (3)$$

The data rate, range, device count, number of gateways or base stations, and energy consumption of both gateways or base stations and sensors are the categories utilized to group all fog-based wireless network technologies in this work, as indicated in Table VI. According to this research, various fog-based wireless network solutions almost all consume the same amount of energy, as illustrated in Fig. 6. Zigbee only has a range of 25 meters, so deploying it in an urban setting is not the ideal option. To transmit and store data over a vast region, hundreds or thousands of gateways are required.

Since using technology to cover a large area while using the least amount of energy is the objective, as illustrated in Fig. 6, LoRa has been chosen as a fog-based wireless communication technology between IoT sensors and gateways that supports remote communication with minimal energy usage. Processing mobile fog is taken into account. In contrast to conventional cloud-based architecture, Fig. 7 compares the energy usage of various tasks in an edge-fog-cloud design. Additionally, it displays the position of each task or application inside the edge-fog-cloud architecture as well as the energy usage figures for each one separately. The findings demonstrated that the edge layer is laden with sensor jobs since it has sufficient capacity. Because the fog layer has enough resources to execute jobs like data transfer and storage, normal processing tasks are sequentially loaded into the fog. The edge and fog layers are unable to fulfill demanding processing duties, so all remaining requests are offloaded to the cloud layer. Fig. 8 compares the energy usage of mobile and fixed Internet using LoRa technology based on fog processing. The energy usage of telecom internet is superior to that of mobile internet, accounting for up to 34% of the overall electricity consumption. However, energy savings based on various wireless solutions based on fog processing range somewhat between 32.4% and 34.3%. Zigbee has higher energy savings since it uses less energy to transmit sensor data.

<table>
<thead>
<tr>
<th>Technologies based on mobile fog</th>
<th>Data Rate</th>
<th>Range</th>
<th>Device Count</th>
<th>Power consumption(gateway)</th>
<th>Power consumption(sen)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zigbee</td>
<td>240 Kb-ps</td>
<td>25m</td>
<td>250 [23]</td>
<td>2W [26]</td>
<td>0.2W[25]</td>
</tr>
<tr>
<td>Lora</td>
<td>60 Kb-ps</td>
<td>15km</td>
<td>12000 [28]</td>
<td>35W [21]</td>
<td>0.45W[22]</td>
</tr>
<tr>
<td>NBIOT</td>
<td>250 Kb-ps</td>
<td>25km</td>
<td>56 [13]</td>
<td>7421W[39]</td>
<td>0.66W[38]</td>
</tr>
<tr>
<td>5G</td>
<td>25 Gb-ps</td>
<td>30km</td>
<td>1 mil. Per 2km [40]</td>
<td>12500W[14]</td>
<td>0.5W[23]</td>
</tr>
</tbody>
</table>

Fig. 6. Compares the energy usage of several wireless network solutions based on mobile fog processing.
VI. CONCLUSION

The proposed method presented in this article has reduced the limitations of MCC services, including access delay, serial processing and network traffic, as well as the limitations of smart devices in running real-time programs such as augmented reality programs and programs that require. As they have more storage in the environment, it has been solved. Due to user profile registration and encryption with digital signature, providing a unique ID for each user and software ID for each program transferred to the cloud node, using this architecture increases the security of authentication for access to resources and data. And it is not possible to reuse the unique identifier of a user by another person. The image-based augmented reality program was implemented based on the
presented method. The transfer of polygons processed on the 3D model to the screen in two modes of loading from a mobile phone and loading from VMFC was compared and it was observed that for models with a larger volume, the use of VMFC technology works faster and this is an advantage in the implementation of sensitive programs. It is delayed and immediate. Data transfer was done in two modes using Junajio and VMFC servers in two platforms, Wi-Fi internet and 4G mobile phone internet. The use of a large number of cloud nodes in mass form is necessary for a wide network of mobile devices, and this method should be able to support a large number of devices, followed by many programs, and run at an acceptable speed.

One of the limitations of this research is the small number of nodes for implementing programs, which should be resolved in future works. For future work, implementation and optimization of architecture layers to provide better and more efficient services, communication in the context of 5G networks should be given more attention, which minimizes delays.
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Abstract—Word embedding models have been widely used by many researchers to extract linguistic features for Natural Language Processing (NLP) tasks. However, the creation of an adequate Word embedding model depends on choosing the right language model method and architecture, in addition to fine-tuning the various parameters of the language model. Each parameter combination could result in a different model, and each model can behave differently according to the targeted NLP task. In this paper, we present an approach that combines a range of Word embedding models, multiple clustering and classification methods, and Irace for automatic algorithm configuration. The goal is to facilitate the construction of the most accurate Arabic Named Entity Recognition (NER) model for our dataset. Our approach involves the creation of different Word embedding models, the implementation of these models in different classification and clustering methods, and fine-tuning these implementations with different parameter combinations to create an Arabic NER System with the highest accuracy rate.

Keywords—Algorithm automatic configuration; natural language processing; named entity recognition; word embeddings; finetuning; irace

I. INTRODUCTION

For NLP applications like machine translation, information retrieval and sentiment analysis, it is crucial to have high-quality systems for lower tasks that return necessary features for machine learning systems [1] [2]. NER is an essential component for such tasks, its most important aspect is information extraction, and it can be carried out in two steps; the detection of the Named Entities, and the classification of these entities into a predefined set of categories (e.g., organizations, places, people, ...). The term “Named Entity” was introduced during the sixth Message understanding conference [3]. The NER task was limited to the recognition of the people's names, organizations, places, temporal expressions and certain types of numerical expression [4]. These classification tags were divided afterwards into these categories: ENAMEX for people names, organizations and places, TIMEX for temporal expressions, NUMEX for numerical expression, and MISC for proper names that are not in the ENAMEX category.

NER systems utilize several linguistic features, in fact detecting these features is considered more important than the used model itself, especially when handling languages with a complex morphology like Arabic [5]. Lately, there has been a hype on using unlabeled data to learn word representation or Word Embeddings that can capture morphological, semantic and syntactic features of words, which consequently can be helpful in many learning algorithms of NLP including NER. However, there are various methods for learning Word Embeddings (e.g., Word2Vec [6], GloVe [7], FastText [8], BERT [9], ELMO [10]), and each method has many parameters that can be adjusted to create different models. Further, the machine learning algorithm that will use these Word embedding models can also have a major effect on the performance of the resulting NER system. In addition, for each model and machine learning algorithm, several training parameters can be tuned and adjusted to get more accurate results.

In this work, we adopt Irace [11] as a finetuning tool to find the most accurate NER system for our dataset. Our dataset includes two Arabic varieties: Modern Standard Arabic (MSA) and Arabic Dialects (AD) [12]. The Objective is to choose automatically one Word Embedding model from several models created using four methods (i.e., Skip-Gram, CBOW, GloVe, FastText) and one machine learning algorithm with its suitable hyperparameter combination. We use Irace to fine-tune between different created Arabic Word Embeddings, and different classification algorithms (i.e., LSTM [13], GRU [14] and clustering algorithms (i.e., K-Means [15], Mean-shift [16], DBSCAN [17], and Agglomerative [18]) to get the most accurate system possible for the NER task.

The rest of this paper follows this structure: Section II provides an overview of the key concepts and introduces the Irace package, a crucial component of the proposed methodology. Section III outlines the step-by-step process employed to develop the NER system. Section IV presents and analyzes the results obtained from the experiments. Finally, Section 5 concludes the work described in this paper.

II. THE PROPOSED METHOD

In prior work [19], we have created word Embedding models with four methods (i.e., Skip-Gram, CBOW, Glove, FastText). These models were trained on three different datasets (i.e., Wikipedia, Facebook, Twitter) containing two
different Arabic varieties (i.e., MSA and Arabic Dialects). Then, we investigated the quality of the trained models using 12 hyperparameter combinations. We used different intrinsic evaluations (i.e., Word Analogy Task, Concept categorization) and different extrinsic evaluations (i.e., POS tagging, NER, Text Classification, Sentiment Analysis). In conclusion, our study raised three outcomes: The different stylistic properties of the datasets and the tuned hyper-parameters had an impact on the semantic and syntactic properties of the generated word representations and, subsequently, an impact on the NLP tasks. Further, even though the hyperparameters have a major impact on the accuracy of different NLP tasks, these changes are inconsistent and random [19].

As a consequence, we propose the solution of fine-tuning between the different hyperparameters to get the most accurate system for a specific application. Nevertheless, fine-tuning between 12 combinations to create the Word Embeddings model, and the different classification or clustering methods will be computationally expensive and time-consuming. Thus, we needed an approach that would automatically fine-tune between these hyperparameters and deduce the most accurate hyperparameter combination for a specific NLP task.

In this section, we present a detailed description of the tools that we used, afterwards in Section 3, we explain in depth the algorithms of our approach.

A. The Irace Package

In NLP, creating an efficient system is relevant to the selection and fine-tuning of the training algorithms’ parameters. In Machine Learning, this is known as the automatic algorithm’s configuration. The goal is to find beneficial parameter settings to solve unseen problem instances by trying automatic learning on a set of training problem instances [11]. We opted to use the Irace package to facilitate the combined use of Word Embeddings’ models and machine learning methods. Irace executes an automatic tuning of a set of parameter combinations, consequently, we avoid the manual adjusting of these parameters.

The Irace package is an R software tool that implements iterated racing procedures. It was created for the automatic configuration of optimization and decision algorithms, thus, its goal is to find the most accurate settings of an algorithm where a set of probabilities’ instances is given [20],[21]. This package is suitable for our application since it can automatically configure the training algorithm where their performances depend greatly on parameter settings.

Irace deduces the most accurate algorithm configuration by implementing an elite principle on the iterated racing algorithm [20]; In the first iteration, initial algorithm configurations are randomly generated, and the best configuration is determined by a race [11]. Each configuration is evaluated on the training problem instances to set the “elite” configurations from the prior configuration iterations. Afterwards, a statistical test is used to determine the eliminated configurations once they perform worse than the other configurations. The remaining configurations will be known as the surviving configurations that will run on the next instance.

B. The Word Embeddings Models

We opted for several Word Embeddings models using different architectures and different hyper-parameters. Table I shows the Dataset’s sources and the hyperparameters used to train the models for every architecture. In prior work [19], we used a Python implementation of Word2Vec to create Skip-Gram and CBOW Word Embeddings models using Word2Vec’s both architectures (i.e., Hierarchical SoftMax - HS) and Negative Sampling (NS) [22]). The models were trained on four different training Arabic Datasets containing both MSA and Arabic Dialects content. We used the Glove-Python implementation to create Glove Word Embeddings models. We opted to use pre-trained word vectors created by the Facebook Artificial Intelligence Research team using Fast Text’s CBOW and Skip-Gram architectures [23].

The used datasets were collected and pre-processed in prior work from different sources [24]. The first source is the online encyclopedia; Wikipedia. This corpus presents the two varieties Classical and Modern Standard Arabic. The second source is social media; Twitter and Facebook. This corpus presents the various Arabic Dialects content. The datasets were pre-processed afterwards; non-Arabic characters and diacritical marks were removed, several characters were normalized to unify the shape of some Arabic letters, and several Arabic stop words were disregarded as well [24].

C. Machine Learning Methods

Different works have shown that the combined use of both the supervised and the unsupervised methods has a positive impact on the performance of several NLP applications [25],[26],[27]. These methods are called semi-supervised methods, where labelled and unlabelled data are used to perform certain learning tasks [28]. In our case, we harness large amounts of unlabeled Arabic text data and created word representations that have the potential of carrying semantic and syntactic word properties as explained in the previous section, we used relatively smaller sets of labelled data to perform the NER task as it will be explained in the next section. There is a wide range of classification and clustering algorithms that can be used as the supervised part of our application, and since we can automatically configure and fine-tune between different decision algorithms using Irace, we can utilize several algorithms. For the clustering algorithms, we chose K-mean [29], Mean-shift [16], DBSCAN [30], and Agglomerative [31]. For the classification algorithms, we chose LSTM [32] and GRU [33]. Each method had its parameters and learning activation and optimization layers that can be fine-tuned using Irace. We chose these specific machine learning algorithms since they prove to be useful for many machine learning fields other than the NLP applications like the works cited in [34],[35] and [36].

---

1 These implementations are available at: https://github.com/AzChaimae/NLP-applications-with-Word-Embeddings-models-Extrinsic-Evaluation.git
TABLE I. MODEL’S HYPERPARAMETER CONFIGURATIONS

<table>
<thead>
<tr>
<th>Dataset source</th>
<th>CBOB (HS)</th>
<th>CBOB (NS)</th>
<th>Skip-Gram (HS)</th>
<th>Skip-Gram (NS)</th>
<th>Glove</th>
<th>FastText</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contextual window</td>
<td>3.5,7,9</td>
<td>3.5,7,9</td>
<td>3.5,7,9</td>
<td>3.5,7,9</td>
<td>3.5,7,9</td>
<td>10</td>
</tr>
<tr>
<td>Vectors’ dimension</td>
<td>200,300, 400</td>
<td>200,300, 400</td>
<td>200,300, 400</td>
<td>200,300, 400</td>
<td>200,300, 400</td>
<td>300</td>
</tr>
</tbody>
</table>

III. METHODOLOGY

A. NER Template

To create an NER System using Word Embeddings, we opted to use annotated existing corpora along with classification and clustering algorithms. Our NER application is performed on an annotated corpus provided by the AQMAR project [37]. This dataset was preprocessed following the steps described in Section II (B). The AQMAR dataset version that we used contains 28 articles hand-annotated to nine named entities, using the BIO system tags i.e., O (outside), B-PER (Beginning of person’s entity), B-MIS (Beginning of miscellaneous’ entity), B-ORG (Beginning of an organization’s entity), B-LOC (Beginning of location’s entity), I-PER (Inside of person’s entity), I-MIS (Inside of miscellaneous’ entity), I-ORG (Inside of an organization’s entity), I-LOC (Inside of location’s entity). Table II illustrates the statistics of the NER annotated dataset and an example of the annotated tokens.

Our NER approach is illustrated in Fig. 1. The Auto NER configuration class fine-tunes between Word Embeddings models and different machine learning algorithms. The Word Embeddings models were created using Word2Vec, Glove and FastText models. The machine learning algorithms include classification and clustering methods (i.e., LSTM, GRU, K-Means, Mean-Shift, DBSCAN, and Agglomerative).

The Autoconfiguration class calls either an implementation of LSTM networks or GRU networks as classification algorithms or an implementation of K-Means, Agglomerative, DBSCAN or Mean-Shift as clustering algorithms. These algorithms were used to compute for each word representation a score of the considered classes using the BIO system adopted in the annotated corpus. Furthermore, the dataset was split into training, validation and testing sets. The word representations of the training and validation sets were fed to the chosen classification or clustering layer, followed by a sigmoid activation layer if it was set, and complied by Adam, a stochastic Optimization layer again if they were chosen by the Auto NER configuration class of Irace. The optimization of each classification and clustering hyper-parameters is achieved by creating several hyperparameter combinations using different Word Embeddings models, then ranking the results of each NER classifier or cluster with Irace.

To start building an NER system using one of several classifications and clustering algorithms in addition to one of the Word embedding models, we created an Auto NER Configuration class. Fig. 2 illustrates the created methods for our NER Auto parametrization executable Python script\(^2\). This script is the input of Irace Target Runner.

The Auto parameterization class contains two major methods: 1) The first method is the prediction method. It gets the clusters’ prediction using the inputs set by Irace. These inputs are the Word Embedding models and the training algorithm. The NER models are created by preparing the tokens, splitting the training document from the AQMAR dataset into validation and testing sets, and then creating the weight matrix for the words in the sets after loading the chosen Word Embedding model. After defining the training algorithm, the method calls the chosen classification, clustering or activation layer into the compiler in addition to the stochastic optimizers’ epochs and batch sizes. 2) The second method calculates the accuracies of the created NER model, by predicting the probabilities of the model, reducing the probability array to speed up the compilation time, and then returning the accuracy value that will be ranked using Irace.

The main objective of Irace is to minimize the cost value returned by the target algorithm, to find the best solution. In our case, the returned cost value of the target algorithm runner is the NER model accuracies multiplied by -1 before returning it to Irace. To calculate the accuracy of each NER model which is the cost value used to find the best solution, we opted for the F1 score if it’s a classification method as it was used in [38], and the purity score if it’s a clustering method.

Due to the accuracy paradox, which asserts that the accuracy score is unclear when evaluating classification models, the F1 score was utilized to evaluate classification models rather than accuracy. To measure a model’s performance, the F1 score uses Precision P and Recall R as shown in Eq. (1).

\[
F_1 = \frac{2}{R^{-1} + P^{-1}} = 2 \cdot \frac{P \cdot R}{P + R} \\
(1)
\]

\[
P = \frac{\text{number of true positives}}{\text{number of true positives} + \text{number of false positives}} \\
(2)
\]

\(^2\) Our Auto parametrization python implementation is available at: https://github.com/AzChaimae/Auto-parametrization-for-NLP-application.git
TABLE II. STATISTICS OF THE NER ANNOTATED CORPUS

<table>
<thead>
<tr>
<th>Number of tokens</th>
<th>Examples of the annotated tokens</th>
</tr>
</thead>
<tbody>
<tr>
<td>57858</td>
<td>... O B-MIS I-MIS I-MIS O O O B-MIS I-MIS I-MIS O ...</td>
</tr>
</tbody>
</table>

![NER approach using word embeddings](image1)

**Fig. 1.** NER approach using word embeddings.

![Auto NER configuration](image2)

**Fig. 2.** Auto NER configuration.

The purity score $\text{purity}(\Omega, \mathcal{C})$ is calculated by assigning for each cluster the most frequent class in this cluster, then the accuracy of the assigned class is measured by counting the number of the correct assigned classes and dividing it by $N$ the number of clusters in Eq. (4). $\Omega$ presents the set of clusters, and $\mathcal{C}$ is the set of classes.

$$\text{purity}(\Omega, \mathcal{C})=\frac{1}{\Omega} \sum_{i=1}^{\Omega} \max_{j \in \mathcal{C}} |\omega_k \cap c_j|$$

(4)

**B. Autoconfiguring NER**

1) **Parameter’s file.** To configure an algorithm, Irace requires a text file that contains all parameters to be tuned, including their type (categorical, ordinal, real, and integer) and sets of their possible values. The algorithm must be prepared to be configured externally with any valid parameter combination from the parameters’ file. This was taken into account while creating the Auto NER Configuration class. Our parameters file contains all the parameters that can be taken by the NER auto parametrization class: Embedding file, Method, Flatten Layer, Global Average Pooling Layer, LSTM Layer, LSTM Dropout Layer, GRU Layer, GRU Dropout, GRU recurrent Dropout, Dense activation, Compile optimizer, The Number of batch size, The Number of epochs, K-Means, Mean-shift, DBSCAN or Agglomerative.

2) **Forbidden parameter combinations.** In addition to the parameters file, Irace provides the option of declaring sets of forbidden parameter combinations. For the Automatic NER parametrization class, several parameter combinations will result in a compilation error or will not be logical to compile.
There is a total of 15 forbidden parameter combinations. If the clustering method was chosen by Irace, the parameters related to the classification methods would not be finetuned, and vice versa for a classification method. Furthermore, one classification or clustering method has to be chosen to train the training weight matrix, the different dense activation and compile optimizer layers can be overlayered and fine-tuned. The rest of the forbidden parameter combinations were set to avoid error compilations.

The total number of possible parameter combinations is around 10,648 combinations, while the mean compilation time is 1.5 to 2 hours depending on the Embedding file the training method and the machine performance. To minimize the compilation time, we had to use the parallelization option offered by Python and Irace to use 23 parallel multiprocessing sessions.

IV. RESULTS AND DISCUSSION

The objective of this experimentation is to rank the performance of the different Word embedding models, classification layers and clustering methods in an NER system. The different parameter combinations produced some impressive accuracies, while the higher accuracy being 0.9536 was achieved by training a CBOW model using an LSTM neural network, a SoftMax dense activation, and an Adam compile optimizer. Irace tuned between 1024 parameter combinations to get the best result.

To properly rank all the accuracies, we divided them into four quartiles. The first one contains the best 25% of the accuracies, the second one contains the next 25% best accuracies and so forth. Table III shows the intervals of the quartiles.

Fig. 3 illustrates the different training algorithms that achieved accuracies in the four quartiles. The first observation we can conduct from these results is that the classification algorithms outperformed the clustering ones since the best 25% of the accuracies were obtained by GRU and LSTM neural networks. In the second and third quartiles, the majority of the accuracies refer to the clustering algorithms. While the fourth quartile represents the lowest accuracies obtained by classification algorithms. From Fig. 3 (b), it’s obvious that the accuracy performances of the algorithms that belong to the same category (classification or clustering) are relatively similar. So, besides the machine learning approach, the training hyperparameters could highly affect the accuracy of an algorithm.

In the previous graphs, we noticed that even though the best results ranked by Irace were obtained by the classification methods, several mediocre accuracies were also obtained by these classification methods, this can be explained by the fact that we used several layers to create the classification models. Fig. 4 and Fig. 5 illustrate the performance of LSTM and GRU layers in the four accuracy quartiles. LSTM and GRU layers performed relatively differently for both algorithms. The maximum batch size had better results for LSTM, and a minimum batch size gave better results for GRU. However, a minimum number of epochs performed better for LSTM and GRU. Furthermore, SoftMax and Sigmoid dense activations outperformed the ReLU dense activation, and the Adam optimizer architecture resulted in the majority of accuracies in the first quartile for both LSTM and GRU algorithms.

TABLE III. THE QUARTILES OF ACCURACIES

<table>
<thead>
<tr>
<th></th>
<th>Quartile 1</th>
<th>Quartile 2</th>
<th>Quartile 3</th>
<th>Quartile 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max</td>
<td>0.9536773</td>
<td>0.90623109</td>
<td>0.86445103</td>
<td>0.4216347</td>
</tr>
<tr>
<td>Min</td>
<td>0.90640394</td>
<td>0.86495761</td>
<td>0.42272924</td>
<td>0.3184785</td>
</tr>
</tbody>
</table>

Fig. 3. (a) Classification vs. clustering performances. (b) The performance of all the different classification and clustering methods.
Each training algorithm resulted in both good and mediocre accuracies. Fig 6 illustrates the scale accuracies of the different training algorithms. This illustration enables us to study the distributional characteristics of the accuracy level of each algorithm. Consistently, the median of each box plot of each training algorithm is relatively the same; around 0.86 for clustering algorithms, and 0.89 for classification algorithms. The upper quartile of the clustering algorithms is around 0.93, but the lower quartile of the classification algorithms is around 0.41. The clustering algorithms, however, had an upper quartile of 0.87 but a lower quartile of just around 0.83. For GRU and LSTM, the box plots are comparatively long which means that there is a range of results that behaved differently as a result of different factors. On the contrary, for Agglomerative, K-Means, mean-shift, and DBSCAN, the box plots were significantly shorter with few outliers, which means that even though they were different factors including the Word Embeddings’ models, the accuracies for clustering methods had a high level of agreement.

All of the parameters and factors that were used affect the accuracy of a model and its performance in an NLP application, thus, Irace and the use of Word Embeddings was the ideal solution to find the parameters combination that will result in the most accurate model for a NER system or any other NLP applications.
(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 14, No. 10, 2023

V. CONCLUSION
In this paper, we have proposed a NER approach that finetunes between different Word Embedding models and different
hyperparameters of a different machine learning algorithm to
obtain the most accurate NER system. The Word Embedding
models were trained on different Arabic datasets that we
collected from different sources to obtain all the Arabic
varieties. The NER models were obtained by training the word
Embedding representations of annotated Named Entities
datasets, the training algorithms included several classification
and clustering methods. The Irace package served as an
automatic parameter configuration and optimization solution
for an Arabic NER system. We have developed a program that
was fed to the Irace package, it trains the Word Embeddings
representation of the annotated Named Entities according to
the selected parameters combination and returns the model
accuracy that was ranked by Irace. The most accurate NER
model achieved an accuracy of 0.9536.
Several promising directions remain to be explored using
Irace and Word Embeddings models; other uprisings Word
Embeddings models like Elmo, Bert and XLNET could result
in more accurate systems for NER and other NLP applications.
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Abstract—Agriculture significantly contributes to economic growth, generating employment opportunity also simulating the small-scale agriculture experiences. However, unforeseeable weather patterns, natural disasters, and unwelcome intruders are significant threats which bring severe financial losses for the owner. To overcome these challenges, this study aims to develop IoT-based automation greenhouse integrated with intrusion detection and prevention system. Automation greenhouse provides optimal environmental conditions for crop growth and enhances agricultural productivity, additionally inclusion of intrusion detection and prevention practices could detect and give immediate responses towards intrudes approaches. The automation greenhouse with intrusion detection and prevention with IoT-based provides the real-time monitoring and control as instant intrusion notification will be send to user through mobile application remotely. Thus, IoT-based automation greenhouse invention provides the sustainable environment condition for crop growth and reducing crop losses from treats.

Keywords—IoT-based; automation greenhouse intrusion detection and prevention; real-time monitoring

I. INTRODUCTION

Greenhouse horticulture involves a completely enclosed structure that separates the indoor environment from the external environment, creating ideal conditions for plant growth [1]. Typically, a framed structure is covered entirely with transparent cladding that allows sunlight to penetrate into the greenhouse. Prefect environmental condition accelerates the speed of plant growth, increase the crops productivity, and shorten the harvest duration also minimize the effect from pests or diseases [2]. In contrast to the traditional farming practices of ancient times, where farmers relied primarily on their experience and visual observations, modern greenhouse horticulture leverages advanced technology for precision and efficiency. Historically, the reliance on visual observations often led to inaccuracies and occasional mistakes in managing crops, which could have significant negative consequences for yields. As the global population continues to grow, so does the demand for food production. With the emergence of Industry 4.0, technologies are occupying the agriculture sector, leading to the development of IoT-based greenhouse systems. IoT-based systems are equipped with an array of sensors and telecommunication technologies that gather data on the greenhouse’s conditions. The data collected by these systems are transmitted to cloud platforms through network interconnections, where they are recorded and analyzed to improve crop productivity [3]. High-tech urban agriculture (HTUA) is an innovative solution applied in big cities like Amsterdam, where space is limited. It incorporates environment controlling systems and horticultural lighting to optimize crop growth and maximize the harvest quantity within a shorter duration. As a result, the Netherlands has become one of the world’s most food-productive countries, relying heavily on exporting agricultural goods. This paper aims to explore the advantages of IoT-based greenhouse systems and HTUA in enhancing food production, sustainability, and efficiency in the agriculture sector [4], [5]. The agriculture industry has always been vulnerable to risks that can cause significant crop reduction, one of which is the intrusion of wild animals. Traditional methods of deterring such intrusions, including scarecrows and physical fences, have limitations in terms of effectiveness and cost-efficiency [6]. However, over time, birds become familiar with scarecrows and their effective-ness is reduced. The destruction caused by these animals can resulted up to a 50% loss in farmers’ finances. In India, the elephant-human conflict has shown the intensity of the intrusion of wild animals, as elephants cross human habitats to raid crops, posing a menace to both lives and property [7], [8], [9]. Adding to the problem, there are also unpleasant thefts who steal valuable crops from owners and sell them for personal benefits. Some farmers resort to armed protection, but this is illegal and only limited to certain occupations such as policemen or bodyguards. In Malaysia, legally owned guns are only available to those who need to protect themselves from predators or to safegaurd their property. However, it is crucial to remember that with power comes responsibility, and the intentional shooting of someone can result in strict penalties, including the death penalty. This paper aims to explore the challenges of crop protection against wild animals and theft in the agriculture industry and discuss possible solutions to mitigate these risks. Some farmers have employed a range of techniques to address these challenges. Some have turned to
wire-netting fencing, which, while providing a physical barrier, remains vulnerable to larger animals. Electric fencing, on the other hand, is an effective deterrent but has drawbacks, including high electricity consumption and the need for government approval due to wildlife regulations [10]. Conventional greenhouse agriculture struggles to maintain optimal temperature and humidity levels for plant growth during hot weather, resulting in stunted growth and plant death. Manual operation of the greenhouse makes it difficult to obtain accurate environmental parameters to support plant growth and maximize crop production. Additionally, there is a lack of security to protect against pest attacks and theft of crops by intruders, both human and wild animals. An automated greenhouse can revolutionize the monitoring and controlling management with technology, allowing for optimal environmental conditions through sensors and automatic controls while providing high-level security against crop theft and harm to young seedlings. This work aims to develop an advanced and sustainable automation greenhouse system to increase crop production while implementing an intrusion detection and prevention system to protect against attacks by wild animals and theft. The system integrates with cloud analytics to enhance traditional greenhouse technology. The adoption of this automated greenhouse with IoT technology holds the potential to revolutionize crop productivity in the agriculture sector, allowing for remote monitoring and control through a dedicated mobile application. [11], [12], [13]. Motivated by the merits of greenhouse horticulture automation with crop protection this paper presents a laser fence mechanism, alarming system, and automation gate for intrusion detection and prevention. The installation of a laser fence intrusion detection system will enhance security by alerting researchers of any intrusion into the greenhouse. Additionally, an automated gate will respond accordingly to ensure the safety and security of the greenhouse. The Blynk application and ThingSpeak cloud database provide real-time monitoring and control of the greenhouse environment, while weather condition monitoring, internet speed, and accuracy of intrusion detection were analyzed and tested. The study successfully provided an efficient solution to maximize crop production and ensure crop safety against natural disasters and unauthorized access.

The remainder of this paper shall be arranged in the following manner: Section II will introduce related research. Our mechanism is motivated and described in Section III, followed up by related results and discussion in Section IV. Finally, in Section V, we will conclude the paper and outline potential areas of future research.

II. RELATED WORK

According to [14], automated greenhouse systems are crucial for efficiently controlling the climate and other environmental conditions within greenhouses. With the world's increasing population, the need for sustainable food production has become a significant concern. These systems often rely on microcontrollers, such as the Atmega328, as their central control units. These automated greenhouse systems are equipped with various sensors, including temperature, soil moisture, humidity, and light sensors. These sensors work together to create and maintain optimal growing conditions for plants. The microcontroller collects data from these sensors and, based on predefined threshold values, generates digital commands to control temperature, humidity, water valves, and even trigger light-dependent resistors (LDRs) when necessary. In [15], an Automatic Watering System based on Arduino was developed to address the challenge of controlling the precise amount of water needed for plant growth. The system utilizes a soil moisture sensor to detect the moisture level in soil and automatically irrigate the plant according to its demand. The sprinkler system determines the watering progress based on the received moisture level with-out any human intervention. According to [16], an automatic irrigation project has been developed based on the readings from a soil moisture sensor. The Arduino microcontroller is used to control all the devices connected to the system. A drip irrigation system is used to efficiently water plants through narrow tubes and valves, and a Liquid Crystal Display (LCD) displays the moisture level of the soil. The relay module is used to turn ON and OFF the water pump based on the voltage readings received by the microcontroller, which is in turn based on the moisture level of the soil. According to the book by [17], an Internet of Things (IoT)-based system for greenhouse farming using Arduino and an ESP8266 module. This project aims to control and monitor environmental parameters within a greenhouse where Aloe Vera crops are cultivated. The system is integrated with the Blynk application via cloud computing, enabling remote access to greenhouse conditions. This IoT-based approach demonstrates the potential for technology to enhance and modernize greenhouse farming. In this paper, the authors describe a monitoring and controlling system for a greenhouse. The system collects data from various sensors, such as water, humidity, light, and temperature sensors, and sends the information to a base station, which is essentially a microcontroller circuit. The base station then stabilizes the environmental parameters to maintain optimal growing conditions inside the greenhouse. Actuators such as pumps, light bulbs, and fans are used to control the various environmental parameters.

The use of Internet of Things (IoT) technology in greenhouse cultivation has led to significant improvements in microclimate control and data sharing, as well as long-term artificial light source utilization. According to [18], precision technology in advanced greenhouses provides optimal plant growth conditions and increased productivity. Wireless Sensor Networks (WSN) plays a crucial role in these systems, enabling real-time monitoring of climate conditions and remote control. Commercial greenhouses now integrate communication devices, mobile applications, and decision support systems, leading to improved crop condition optimization and predictive capabilities. The paper discusses the importance of microclimate control in greenhouse cultivation and the use of sensor nodes for data collection. To create the perfect environment for plant growth, the microcontroller system regulates temperature, humidity, and light intensity within the greenhouse. Precision irrigation and temperature-humidity control are common techniques utilized in greenhouse cultivation, and the sensor nodes are used to measure moisture levels in the soil for a consistent watering process. The dynamic monitoring system is used to measure the environment conditions and synchronize the approaches to...
maintain the greenhouse microclimate. The Internet of Things has significantly improved management systems in greenhouses, but challenges arise when network connections vary in strength, affecting the accuracy of information and system response time. However, according to a study by [19], the Internet of Things in Greenhouse Farming is a viable solution to the food crisis, as it enables the maintenance of optimal environment conditions for plant growth and protection from harsh outdoor conditions.

In a study by [20], a remote monitoring system for greenhouse environment parameters was developed using the NodeMCU ESP 8266 Microcontroller and Blynk Application. Components such as DHT11, light sensor, and TDS sensor were integrated with an Arduino board to collect data and transmit it to a web server for precise monitoring. The system aimed to replace manual monitoring and enable more efficient control of the greenhouse environment. Similarly, [21] presents a study on dynamic monitoring and remote control in a greenhouse using the ESP8266 NodeMCU as the central unit. The system allows for real-time monitoring and control of environmental parameters such as temperature, humidity, light intensity, and moisture level using IoT technology. The collected data is sent to the cloud for storage and analysis, and users can remotely control the system through an instruction controller. The Wi-Fi network connection is established using the HTTP protocol with private API keys for data security. Overall, this project demonstrates the potential of IoT technology in improving greenhouse monitoring and management. The paper presents a greenhouse monitoring system that utilizes an Organic-Light Emitting Diode (OLED) module to display real-time parameters. The Android application Blynk enables data visualization on mobile phones via Internet of Things technology. With the NodeMCU, the system continuously sends current measurements to the cloud for remote monitoring and control. The research highlights the importance of modern technology in regulating microclimates for optimal crop growth.

An Environmental Monitoring System is proposed that utilizes the Arduino and Thing-Speak to monitor weather conditions inside a greenhouse. ThingSpeak, an open-source application and Internet of Things platform, stores and displays live data streams in the cloud, allowing for real-time analysis and interpretation. The system is designed to continuously update and transmit data from sensors to ThingSpeak for further analysis and display. In a related project, [22] developed an automatic sprinkler system for greenhouse using an Arduino microcontroller AVR Atmega328 and a soil moisture sensor. The system is connected to ThingSpeak platform through the Internet of Things (IoT) network for real-time monitoring and control. Users can register for a new account, obtain the channel ID and Application Programming Interfaces (API) keys to access their data on ThingSpeak. Once data is collected, users can analyze it through charts and graphs presented on the platform. This automation technology is widely used for irrigation to simplify the watering process and increase crop yields. Similarly, [23] proposed a design that utilizes ThingSpeak and Arduino to automate the irrigation system in a greenhouse. The goal is to reduce water usage and prevent waste. ThingSpeak creates a channel in the cloud platform that enables data exchange. Users can access the environment parameters in the greenhouse by logging into their account using the same credentials they used during registration. ESP8266 is used to establish a Wi-Fi module and link the Graphic User Interface (GUI) to the ThingSpeak database. This allows users to retrieve all the measurement parameters in the greenhouse and visualize the soil moisture values through an Android application on their electronic device.

Agriculture automation using IoT is becoming increasingly popular and the ThingSpeak platform is often used for data aggregation and visualization. As described in [24], [25], Thing-Speak serve as a database for storing and analyzing data collected from greenhouse sensors. In [26], IoT system for greenhouse automation is presented, employing an Arduino Mega microcontroller and Wi-Fi module in conjunction with ThingSpeak. This system is divided into a monitoring and control system, with real-time sensor data display and remote-control capabilities via ThingSpeak. It effectively monitors and controls various greenhouse parameters, such as temperature, soil moisture, and light intensity, using sensors and relays to trigger actions based on sensor readings. On the wildlife protection front, the study in [27] introduces the Smart Laser Fence, a non-harmful method to deter animals from protected areas using laser beams. This innovation is considered safer and more practical compared to traditional methods like chili and electric fences.

The IOT Based Security System (IBSSS) discussed in [28] supports the implementation of a laser fence as a protective boundary. The laser fence is designed to detect the presence of wild animals by using laser beams and PIR sensors placed on the opposite side of the laser source. When the connection between the laser and PIR sensor is broken, an alarming system activates. Additionally, the system includes an automatically targeted laser gun that points in the direction of the intrusion present. The laser gun uses an ultrasonic sensor fixed on a servo motor to detect the position of the intruder and fires accordingly. According to [29], an intelligent surveillance security system has been developed using a laser fence with GSM communication. The system is energy efficient, utilizing a laser beam, LDR, and mirrors to save costs. Total internal reflection of light is employed by placing two parallel mirrors and receiving incident light from the laser, creating a sub-layer with a zigzag shape. The system also features an image monitoring camera and a GSM module for network communication, notifying the user when an intrusion occurs.

The implementation of a junction box as a protection measure against wild animal intrusion is discussed in [30], [31]. An intelligent agriculture system, using the XBee networking system, is proposed to prevent crop damage. The system utilizes four laser sources placed at different angles and paired with LDR sensors, with each junction box containing a laser gun and LDR sensor. Additionally, precision agriculture techniques are employed, utilizing a smart sensor system to monitor environmental conditions and a watering system, with data transmission facilitated by a GSM module. A junction box is developed for crop field protection, utilizing a virtual fence made of laser and LDR sensors. The system uses GSM communication to send alerts to users in case of intrusion. Each
junction box contains an Arduino microcontroller, RTC, XBee communication system, laser transmitter, and LDR sensor. The RTC is used to record the time of intrusion and send it through the XBee. The virtual fence is constructed by aligning the laser and LDR sensors across different junction boxes. In [32], introduces a wireless sensor network for crop protection against animal intrusion, featuring laser emitters, PIR sensors, XBee, and an Arduino MEGA microcontroller. The system utilizes automatic intrusion detection and aims to maintain ecological balance while deterring animals from crop fields through non-harmful means.

III. PROPOSED METHOD

In this section, we present our innovative smart greenhouse system with integrated crop protection. The flowchart illustrates the transceiver module workflow. Our advanced microclimate control involves long-distance monitoring, system configuration, and crop condition prediction via Wi-Fi connectivity. The ESP8266 acts as both transmitter and receiver, enabling remote control via the Blynk Android app. Additionally, environmental and intrusion data are continuously transmitted to the cloud for future analysis and investigation. All the environmental parameters are adjustable with the help of electronics devices to perform the perfect environmental condition for maximize the crop production. Besides, the laser fence will detect and respond when the intrusion happens. Blynk end users enable to constantly tracking the live stream parameters, receiving the intrusion notification also perform the decision making on system. The block diagram of automation greenhouse is shown in Fig. 1.

![Fig. 1. Block diagram of remote monitoring greenhouse system.](image)

The proposed system follows a structured workflow, as depicted in Fig. 1 and Fig. 2. Fig. 1 outlines the workflow for the transceiver module, which serves as a central component of the system designed for greenhouse monitoring and control. To achieve this, a network of sensors is strategically positioned within the greenhouse. These sensors include moisture sensors for soil moisture measurement, DHT11 sensors for temperature and humidity monitoring, and LDR sensors for assessing light intensity. The data gathered by these sensors is transmitted to an Arduino Mega microcontroller, which assumes the role of data processing and decision-making. Based on the collected data, the Arduino Mega implements various solutions. For security purposes, the LDR module detects intrusions at two levels, with the red LED and buzzer activated for the first level, and the yellow LED and buzzer for the second level. The NodeMCU transceiver module enables Wi-Fi connectivity, allowing the Arduino Mega to transmit real-time data and notifications to end-users via the Blynk platform. Simultaneously, all greenhouse parameters are sent to the ThingSpeak cloud platform for aggregation over time, enabling graphical visualization and comprehensive data analysis.

The flowchart shows in Fig. 2 states the developed smart greenhouse with crop protection mechanism. In greenhouse, ventilation system functions as balancing the temperature and humidity while the moisture sensor will acts as measure also estimate the water amount in soil. Laser fence will classify the intrusion level then the intrusion prevention system will activate once the intrusion event approaches. All the environmental parameters and intrusion notification enable to view from end user by Blynk application. The details for this architecture will explained on section below.

![Fig. 2. Flowchart for greenhouse horticulture automation with crops protection.](image)

Upon conducting repeated tests, the initial circuit for the greenhouse has been assembled and is presented in Fig. 3, depicting the connections between the Arduino Mega, NodeMCU ESP8266, sensor devices, and actuators. The TX pin of NodeMCU is connected to the RX pin for Arduino Mega and TX pin of Arduino Mega is connected to the RX pin of NodeMCU so it will establish the serial communication which allows data exchange between these two devices.
An effective automated greenhouse must meet several essential criteria, such as providing an optimal environment for crop growth, accommodating every stage of plant development, increasing yield quantity, reducing costs, and ensuring crop safety at all times. This section will describe the development of an automated greenhouse that incorporates a laser fence mechanism. The integration of sensors and actuators will also be discussed in the following section.

A. Hardware Implementation

The proposed automation greenhouse system functions as constantly environmental parameters up-to-do, climate control system together with crop protection mechanism. Automatic greenhouse always monitoring parameters then activates the actuators device to respond towards the sudden change in the greenhouse. Virtual laser fence mechanism can prevent the hazards from intruder also carried out the high pitch alarming system to chase away the intruder without any physical damaged towards it.

1) Automation greenhouse with climate control capability: The researcher employed several hardware components to construct the greenhouse system, such as Arduino Mega, NodeMCU Lua V3 ESP8266 WIFI with CH340C, LDR, LED, Buzzer, DHT11, Soil Moisture sensor, and laser diode, each with their unique function and specifications. The hardware device Arduino Mega is configured to continuously read all the real-time environmental parameters from attached sensor device includes DHT11, LDR sensor also the moisture sensor then converting all inputs into human visual. LCD display will constantly present the current reading like temperature, humidity, light intensity in greenhouse and moisture value of soil in greenhouse. NodeMCU is a powerful IoT development board based on the ESP8266 WiFi module with 128KB RAM and 4MB flash program memory. It features in-built Wi-Fi/Bluetooth, Deep Sleep mode, and CH340 USB converter for easy installation. With 9 GPIO pins and 1 Analog input pin, NodeMCU is perfect for IoT projects. The DHT11 sensor is a reliable and accurate digital output sensor that uses a digital signal acquisition technique. It has a small size, low power consumption, and easy-to-use four-pin package. It operates on 3.5V to 5.5V with an operation current of 0.3mA. The temperature range is 0°C to 50°C, and the humidity range is 20% to 90%, with 16-bit resolution. The temperature and humidity accuracy are ±1°C and ±1%, respectively, with anti-interference ability and long-distance signal transmission. The moisture sensor measures soil moisture by passing current through the soil via two probes, with the module calculating the water content and providing results as moisture levels. The external probe serves as a variable resistor, modifying its resistance value based on the amount of water present. Both analog and digital outputs are produced. Analog Output (A0) creates the output voltage, while digital Output (D0) digitalizes the resistance value via the LM393 High Precision Comparator on board. Low analog voltage readings indicate higher water content, while high readings indicate lower water content. The laser diode has an electrically isolated case with lead electrical connection and a high reflective index glass lens that produces long-distance beams. It can be controlled by a GPIO pin from the Arduino board and requires power input from 3.3V to 5.0V.

The ventilation system is designed to run continuously to maintain the appropriate temperature and humidity levels for plant growth. The fan speed is controlled by the DC motor's duty cycle, which varies depending on the DHT11's readings. If the temperature exceeds 35°C or the humidity falls below 65%, the fan speed will increase to raise the duty cycle from the normal 55% to 82%. Soil moisture is crucial for healthy plant growth and must be monitored to ensure proper irrigation.

In this moisture detection mechanism, the moisture sensor will detect analog measurement and classify into three status includes wet, dry, and prefect. At first, the analog measurement received more than 800 will classify as dry condition where there are lack of water in plantation area. In greenhouse, LCD display will display “Plant is too DRY” and the red LED will be triggered to notified farmer. Then, analog measurement 500 will assigned to wet condition where the planation area had too much of water. LCD display will “Plant is too WET” then blue LED triggered. Lastly, analog measurement between 501 to 799 is the prefect range of moisture value. Prefect soil condition will show the statement “Soil is PREFECT” on LCD and providing results as moisture levels. The installed hardware implemented can be control by user based on Blynk application. End user can interactive with artificial light by widget button on Blynk according to user’s decision. All the current greenhouse measurements and widget buttons will be displayed on Blynk Application in Fig. 6.
B. Software Implementation

Blynk provides server that connecting managed deployed system also enables remotely take control the internet connected electronic devices with designed widget on interface builder. In the purposed system, end user will constantly view the actual environmental parameters, enables to control artificial light source remotely also receive the intrusion notification details. Then, ThingSpeak allows the instant line graph visualizations for the posted data received. All the parameters received will recorded and displayed into line graph. Line graphs construct the time-series relating between scale object that helps to analyze the trend of read parameters over the time line.

Fig. 6. Current measurement and widget button on blynk application.

1) Data analysis in thingspeak: To analyze the data, changes in the temperature, humidity, soil moisture level, and light intensity within the greenhouse are measured over time. In Fig. 7, the selected environmental parameters of the greenhouse are displayed on specific channels on the ThingSpeak cloud service over a certain time period. The intrusion event can be interpreted where intrusion status “1” indicates intrusion happens, while “0” means no intrusion. Based on Table I, the average temperature inside the greenhouse is 31 degrees Celsius, while the average humidity level is approximately 73%. Additionally, the average analog measurement for soil moisture is 569, and the light intensity
averages 547. Then, Table II express intrusion events happens on the left, main, right gate. On the figure explained there are two intrusion happen on right gate while no intrusion happen on left and main gate.

### Table I. Measuring Average Parameters in a Greenhouse Environment

<table>
<thead>
<tr>
<th>Selected Environment Parameter</th>
<th>Average Measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Humidity</td>
<td>73%</td>
</tr>
<tr>
<td>Light Intensity</td>
<td>547</td>
</tr>
<tr>
<td>Temperature</td>
<td>31˚C</td>
</tr>
<tr>
<td>Soil Moisture</td>
<td>569</td>
</tr>
</tbody>
</table>

### Table II. Intrusion Events Happens in Greenhouse Along Certain Time Period

<table>
<thead>
<tr>
<th>Laser Fence Location</th>
<th>Intrusion Events</th>
</tr>
</thead>
<tbody>
<tr>
<td>Left Gate</td>
<td>0</td>
</tr>
<tr>
<td>Main Gate</td>
<td>0</td>
</tr>
<tr>
<td>Right Gate</td>
<td>2</td>
</tr>
</tbody>
</table>

2) **Intrusion detection and prevention mechanism:**

Intrusion detection fence system built by surround the greenhouse from left, center and right. Each fence consists two pair of laser beam and LDR sensor align up and down that differentiate the intrusion level approaches based on body size of intruder in Fig. 8. At the same time, the alarming system and prevention will be activated also the end users will receive the intrusion notification from Blynk application. Blynk notification will states the information details about the actual location intrusion happens together with intrusion level involved immediately. When an intruder approaches, the system promptly detects their presence and analyses their size shown. Two intrusion levels are defined: the first for large-bodied intruders and the second for smaller ones. The detection is triggered when an intruder obstructs both the up and down laser beams and their respective LDR pairs in Fig. 10. For the first intrusion level is triggered when big body size of intruder step-into and blocked both up and down laser beam and LDR pair installed. Then, second intrusion level is triggered by smaller-bodies intruders as it only managed to block down laser beam LDR pair in greenhouse. Simultaneously, the system communicates with the Blynk application, sending out a detailed intrusion notification. This notification includes vital information about the intrusion event, such as the precise location within the greenhouse and the specific intrusion level involved. Yet, if there are no intrusion happens in greenhouse, LCD display will update the statement “GREENHOUSE IS SAFE!”, intrusion prevention will not have activated also Blynk application user will not receive any notification shown in Fig. 9.

3) **A comparison of results obtained on-site and via the Blynk application:**

In this section, we will be comparing the results obtained on-site with those obtained via the Blynk Application at the same time. The LDR sensor is utilized to measure any intrusion events, and the NodeMCU is responsible for transmitting the intrusion event to the Blynk Application. The application displays the notification details regarding the level and location of the intrusion. Three scenarios were tested to determine whether they can trigger notifications on the Blynk mobile application simultaneously. Referring to Fig. 11, it is observed that no intrusion event occurred in the greenhouse, and consequently, no notification was displayed on the Blynk application. Fig. 12 and Fig. 13 illustrate that intrusions occurred in the greenhouse. However, in the second test, the first level of intrusion was detected, and in the third test, the second level of intrusion was detected. Table III describes the intrusion events that occurred and the corresponding Blynk application notifications. Then, Table IV shows the status of the automation gate along with the occurrence of intrusion events. Therefore, the comparison between the on-site intrusion events and the notification results on the Blynk Application display accurate and real-time information about the intrusion events that occur.
speed and NodeMCU’s time response to receive an instruction. Internet speeds of 10.1 Mbps, 20.0 Mbps, 45.7 Mbps, and 98.9 Mbps were selected for this testing section shown in Fig. 14.

**TABLE III.** COMPARISON RESULT BASED ON INTRUSION EVENT AND BLYNK APPLICATION DISPLAYED

<table>
<thead>
<tr>
<th>LASER FENCE AT MAIN GATE</th>
<th>SITUATION</th>
<th>NOTIFICATION DETAILS DISPLAYED ON BLYNK APPLICATION</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FIRST INTRUSION LEVEL</td>
<td>SECOND INTRUSION LEVEL</td>
</tr>
<tr>
<td>FIRST TEST</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td>SECOND TEST</td>
<td>YES</td>
<td>NO</td>
</tr>
<tr>
<td>THIRD TEST</td>
<td>NO</td>
<td>YES</td>
</tr>
</tbody>
</table>

**TABLE IV.** COMPARISON RESULT BASED ON INTRUSION EVENT AND AUTOMATION GATE STATUS

<table>
<thead>
<tr>
<th>LASER FENCE AT MAIN GATE</th>
<th>SITUATION</th>
<th>AUTOMATION GATE TURNING DOWN</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FIRST INTRUSION LEVEL</td>
<td>SECOND INTRUSION LEVEL</td>
</tr>
<tr>
<td>FIRST TEST</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td>SECOND TEST</td>
<td>YES</td>
<td>NO</td>
</tr>
<tr>
<td>THIRD TEST</td>
<td>NO</td>
<td>YES</td>
</tr>
</tbody>
</table>

4) **Comparison with internet speed and performance of automation greenhouse:** In this section, the performance of the greenhouse system will be evaluated. The time taken for the system to respond was observed by comparing the internet speed and NodeMCU’s time response to receive an instruction. Internet speeds of 10.1 Mbps, 20.0 Mbps, 45.7 Mbps, and 98.9 Mbps were selected for this testing section shown in Fig. 14.

**TABLE V.** AVERAGE ACTIVATION TIME FOR LIGHT1

<table>
<thead>
<tr>
<th>INTERNET SPEED (MBPS)</th>
<th>AVERAGE TIME RESPONSE (S)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.1</td>
<td>2.67</td>
</tr>
<tr>
<td>20.0</td>
<td>2.18</td>
</tr>
<tr>
<td>45.7</td>
<td>1.69</td>
</tr>
<tr>
<td>98.9</td>
<td>0.67</td>
</tr>
</tbody>
</table>
Fig. 15, 16, and 17 depict the response time of the NodeMCU to receive a signal in relation to the internet speed. Five tests were conducted under three different scenarios, each with varying internet speeds. After analyzing the results, the average response time for different internet speeds, including 10.1 Mbps, 20.0 Mbps, 42.7 Mbps, and 98.9 Mbps, was calculated and recorded in Tables V, VI, and VII based on the respective event situations. Table V presents the average response time required to activate only LIGHT1, with the highest response time recorded at 10.1 Mbps internet speed, which took 2.67 seconds. The next highest response time was recorded at 20.0 Mbps, taking 2.18 seconds, followed by 45.7 Mbps at 1.69 seconds. The lowest response time was recorded at 98.9 Mbps, which took only 0.67 seconds. Then, Table VI displays the average time response, indicating that the shortest response time was observed for internet speed 98.9 Mbps, with 1.01 seconds, followed by internet speed 10.1 Mbps with 2.85 seconds, internet speed 20.0 Mbps with 2.57 seconds, and internet speed 45.7 Mbps with 2.10 seconds. Other than that, Table VII displays the average time required to activate both LIGHT1 and LIGHT2. The shortest time taken was observed with an internet speed of 98.9 Mbps, which was 0.79 seconds. This was followed by 10.1 Mbps, which took 3.04 seconds, internet speed 20.0 Mbps, which took 2.75 seconds, and internet speed 45.7 Mbps, which took 2.20 seconds. Thus, the finding in graphs and table provides evidence that the higher of internet speed the shorter time taken to response.

<table>
<thead>
<tr>
<th>INTERNET SPEED (Mbps)</th>
<th>AVERAGE TIME RESPONSE (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.1</td>
<td>2.85</td>
</tr>
<tr>
<td>20.0</td>
<td>2.57</td>
</tr>
<tr>
<td>45.7</td>
<td>2.10</td>
</tr>
<tr>
<td>98.9</td>
<td>1.10</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>INTERNET SPEED (Mbps)</th>
<th>AVERAGE TIME RESPONSE (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.1</td>
<td>3.04</td>
</tr>
<tr>
<td>20.0</td>
<td>2.75</td>
</tr>
<tr>
<td>45.7</td>
<td>2.20</td>
</tr>
<tr>
<td>98.9</td>
<td>0.79</td>
</tr>
</tbody>
</table>

V. CONCLUSIONS

The greenhouse automation with crops protection prototype underwent both hardware and software testing to ensure its proper implementation. The hardware component was used to measure and provide information about environmental parameters and intrusion notifications to enhance plant growth and improve crop security. The Blynk mobile application served as an interface for users, while ThingSpeak acted as the cloud database that collected and displayed all the recorded data over time. The automated greenhouse is designed to mimic the real-time conditions of a greenhouse by maintaining suitable environmental conditions automatically. Users can remotely view, control, and receive intrusion alerts via the Blynk Application. The protection system for this automated greenhouse includes a laser fence, an alarming system, and an automated gate. The laser fence is used to detect any unauthorized encounters and estimate the body size and level of danger of approaching objects. Upon detection of intrusion events, the alarming system buzzer will be activated and the automation gate will be automatically closed. The triggered alarm serves to deter intruders and notify the relevant authorities of the threat of intrusion. The automation gate, when closed, protects the crops from damage or theft by unauthorized persons. Once intrusion event happens, the Blynk end user will immediately receive the intrusion notification with details like intrusion event location together with intrusion level involved.

Furthermore, the analysis of the weather condition in the automation greenhouse was conducted, and the average results were tabulated. Additionally, the performance of the greenhouse was tested by comparing the average time taken at different internet speeds. As fast internet speed, allows the actuators to perform quickly respond onto the unexpected change in greenhouse. However, there remains a research gap related to the long-term performance and reliability of the system. Future studies should explore the system’s performance over multiple growing seasons to assess its durability, adaptability to changing environmental conditions, and overall reliability in real-world agricultural settings. The results indicate that higher internet speeds lead to shorter response times and increased accuracy. Additionally, the accuracy of the laser fence was investigated, and it was found that the notifications displayed on the Blynk application were exactly the same as the on-site situation. Blynk end user straight away received current intrusion event together with intrusion information details regardless of location or time periods. At the end, all objectives of this purposed system had achieved successfully. Researcher enable to prove previous discussed research paper which mention automation greenhouse enable to solve traditional farming issues, enhancing the quality and quantity of crops which simulate the sales practically. As well, laser fence mechanism is the best choice in term of cost-efficiency, generate incomes also humane.

The proposed automation system for greenhouses with crop protection holds immense potential for commercialization within the agricultural and floral industries. In an era where these sectors are under increasing pressure to deliver high yields and exceptional quality, this innovative solution offers a multitude of benefits. Firstly, it promises to significantly boost production by optimizing critical growth conditions, including temperature, humidity, and lighting. This enhanced control not only results in higher crop yields but also ensures the consistency and quality demanded by these industries. Additionally, the system contributes to cost savings, as it minimizes labor requirements and reduces resource wastage. Moreover, it mitigates the need for excessive pesticide and chemical treatments, not only saving on costs but also aligning with environmentally sustainable practices. Ultimately, the primary goal of this proposed work is to maximize crop productivity while increasing the income of the agriculture industry, making it an enticing prospect for commercialization.
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Reinforcement Learning-based Answer Selection with Class Imbalance Handling and Efficient Differential Evolution Initialization
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Abstract—Answer selection (AS) involves the task of selecting the best answer from a given list of potential options. Current methods commonly approach the AS problem as a binary classification task, using pairs of positive and negative samples. However, the number of negative samples is usually much larger than the positive ones, resulting in a class imbalance. Training on imbalanced data can negatively impact classifier performance. To address this issue, a novel reinforcement learning-based technique is proposed in this study. In this approach, the AS problem is formulated as a sequence of sequential decisions, where an agent classifies each received instance and receives a reward at each step. To handle the class imbalance, the reward assigned to the majority class is lower than that for the minority class. The parameters of the policy are initialized using an improved Differential Evolution (DE) technique. To enhance the efficiency of the DE algorithm, a novel cluster-based mutation operator is introduced. This operator utilizes the K-means clustering approach to identify the winning cluster and employs an upgrade strategy to incorporate potentially viable solutions into the existing population. For word embedding, the DistilBERT model is utilized, which reduces the size of the BERT (Bidirectional encoder representations from transformers) model by 40% and improves computational efficiency by running 60% faster. Despite the decrease, the DistilBERT model maintains 97% of its language comprehension abilities by utilizing knowledge distillation in the pretraining phase. Extensive experiments are carried out on LegalQA, TrecQA, and WikiQA datasets to assess the suggested model. The outcomes showcase the superiority of the proposed model over existing techniques in the domain of AS.

Keywords—Answer selection; imbalanced classification; reinforcement learning; DistilBERT; differential evolution

I. INTRODUCTION

Question Answering (QA) systems, a notable application within natural language processing (NLP) and artificial intelligence (AI), facilitate enhanced human-computer interaction by efficiently processing expansive data and information. Two dominant strategies for developing QA systems include the deployment of Generative Adversarial Networks (GANs) [1] and the utilization of AS techniques. While GANs can generate rich and varied responses, their application comes with challenges related to ensuring grammatical and semantic accuracy in answers. In contrast, AS focuses on meticulously selecting the most apt response from a set of potential answers to a given query, taking into account the inherent variability and complexity of language and potential multiple suitable responses, thereby finding extensive application in various domains including machine comprehension [2]. Both methodologies bring their respective benefits and limitations, influencing their applicability in different use-cases within the broader QA landscape.

Conventional and deep learning techniques offer various methods for AS according to existing literature [3]. While traditional models, like those based on information retrieval, handcrafted rules [4], and machine learning (ML) methods [5] provide certain utilities, they also exhibit limitations in semantic understanding and generalization due to reliance on keywords, manual features, or rigid rules. SVM classifiers within ML approaches have been utilized to connect AS pairs through editing distance and implied matches, yet traditional ML methods often neglect semantic data and demonstrate confined generalizing capacity. Deep learning methods leverage LSTM or CNN architectures to extract semantic features, utilizing their ability to gauge semantic similarity between questions and answers [6]. CNNs model hierarchical sentence structures, while LSTMs ensure representations contain coherent and pertinent information [7]. Notwithstanding their advancements, deep learning models still face challenges in encapsulating comprehensive semantic relationships between questions and answers. To address this, new models, like BERT, harness next-word/phrase prediction and masked word prediction to assimilate complex linguistic relations, outperforming previous models and widely impacting the NLP field [8].

The success of deep algorithms relies heavily on factors like architecture, learning method, and training features, making network design a sophisticated optimization task. Various researchers [9] have addressed this by training neural networks with fixed topologies using several optimization approaches, such as tabu search, ant colony optimization, genetic algorithm, and simulated annealing [10]. Critical to deep models’ performance is the optimization of parameter sets, heavily influenced by their initialization [11]. While gradient descent algorithms like Backpropagation (BP) and Levenberg-Marquardt (LM) [12] have been utilized for weight optimization in deep learning methods for AS, their sensitivity to initial weights may lead to local optimum issues. Addressing this, Pretraining weights using Population-based Meta-Heuristic algorithms (PBMH) [13], [14] like DE [15], which incorporates mutation, crossover, and selection steps, has
proven effective for optimizing learning processes by avoiding local minima and ensuring generation of potentially promising solutions [16], [17].

Furthermore, while BERT has established its dominance in NLP tasks due to its deep architecture and ability to capture bidirectional contexts in textual data, its complexity often renders it computationally expensive, especially for real-time applications. Recognizing this challenge, researchers introduced DistilBERT, a distilled version of BERT. The principle behind DistilBERT lies in the concept of knowledge distillation. This technique involves training a smaller model, in this case, DistilBERT, to mimic the behavior and performance of its larger counterpart, BERT. By transferring the knowledge from the cumbersome BERT model to the more lightweight DistilBERT, there is a significant reduction in model size—about 40% smaller than BERT [18]. Notably, despite this reduction, DistilBERT retains a substantial portion of BERT’s language comprehension capabilities, making it an efficient alternative for applications demanding both speed and accuracy.

The proposed AS methods utilize binary classifications defined in positive-negative pairs, presenting challenges due to data imbalances as the positive class tends to be smaller than the negative class. This imbalance can degrade model performance but can be addressed through data-level and algorithm-level approaches. Data-level strategies manipulate training data distribution via over/under-sampling of classes, using methods like Synthetic Minority Over-sampling Technique (SMOTE) [19] for creating new samples, and Near Miss [20] for under-sampling by randomly removing samples from the larger class. While under-sampling can omit valuable data, over-sampling might increase over-fitting risk. Algorithmic-level strategies emphasize minority classes through ensemble learning, decision threshold changes, and cost-sensitive learning, which penalizes misclassification of minority class samples. Ensemble learning, in particular, leverages majority voting among multiple classifiers. Additionally, Deep RL has shown promise in various [21] and can manage data imbalance by assigning higher rewards to minority classes in its reward functions [22].

In the realm of AI-driven AS, a pertinent inquiry often raised revolves around the possibility of artificial intelligence (AI) providing a singular, definitive answer. Traditional AS models, by design, sift through potential options to select the most fitting response. However, the rapidly evolving nature of AI and its profound capabilities in understanding intricate data patterns pose a thought-provoking question: can a sophisticated model predict just one conclusive answer, thereby eliminating the need for answer selection? In such a scenario, the fundamental nature of AS would undergo a paradigm shift. The model presented in this paper, with its intricate interplay of RL, DistilBERT word embedding, and enhanced DE, is primarily designed to make the most informed choice from a range of potential answers. While our model showcases efficacy in the AS paradigm, it’s worth considering its adaptability in a landscape where AI’s aim shifts towards forecasting a singular, precise answer. This perspective not only paves the way for further enhancements to the existing AS models but also encourages a rethinking of AI role in QA systems.

The work introduces an AS model that integrates RL, DistilBERT word embedding, and an enhanced DE method. The model employs two attention-mechanism-based LSTM networks and a feed-forward network, focusing on learning both positive and negative question-answer pairs, utilizing DistilBERT for semantic matching without pre-engineered features. An improved DE algorithm navigates the search space to apply BP algorithms in LSTMs and feed-forward networks, using a selective mutation operator and a novel updating strategy to generate candidate solutions. RL addresses data imbalance in the BP step by treating as a sequential decision-making process. The agent uses environment states for training examples to classify and earn rewards based on correct/incorrect classifications, favoring minority groups in the reward system. The efficacy of the method is demonstrated on three benchmark datasets: TrecQA, LegalQA, and WikiQA, showing superiority over existing models.

Our primary contributions are as follows:

- The adoption of DistilBERT, the state-of-the-art language representation model, for the purpose of attaining sophisticated word embedding, which aims to enrich the semantic understanding of financial texts.
- The introduction of a novel model grounded in RL designed specifically to navigate and mitigate the challenges presented by data imbalance, thereby enhancing the reliability and robustness of the analysis.
- The deployment of an advanced DE algorithm for the crucial task of weight initialization, which is anticipated to augment the predictive accuracy and computational efficiency of the proposed model.

The remaining sections of this article are organized as follows. In Section II, a summary of the relevant work is provided; in Section III, the required background is presented; in Section IV, the structure of the proposed model is described; and in Section V, evaluation metrics, data sets, and results are provided. In Section VI, the study concludes by detailing the lessons learnt and suggesting further work.

II. RELATED WORK

The early studies on AS marked the initial attempts to tackle the task using feature engineering techniques. These methods, such as counting common words, Bag-of-Phrases, and Bag-of-grams, provided a basic understanding of the structure and content of questions and answers [23]. However, their reliance on surface-level features limited their ability to capture the deeper semantic nuances inherent in natural language. Recognizing the need to overcome this limitation, subsequent research endeavors delved into more sophisticated approaches for AS. Linguistic tools like WordNet emerged as valuable resources for incorporating semantic knowledge into the selection process [24]. WordNet enabled researchers to enrich the analysis of questions and answers by considering the meanings and associations conveyed by individual words.

Furthermore, researchers sought to exploit the syntactic structure of sentences to enhance AS performance. Techniques like dependency tree analysis and tree distance processing algorithms were employed to capture the relationships between
words and their syntactic roles within a sentence. By considering the hierarchical structure and dependencies encoded in these linguistic representations, researchers aimed to gain deeper insights into the meaning and coherence of questions and answers, enabling more effective selection algorithms. The incorporation of semantic and syntactic analysis in AS research represented a significant shift towards a more comprehensive understanding of language. These approaches recognized that the success of answer selection lies not only in surface-level matching but also in capturing the underlying meaning and context conveyed by questions and answers. As a result, the field witnessed the emergence of more sophisticated methods that combined linguistic tools, syntactic analysis, and semantic knowledge to improve the accuracy and relevance of answer selection algorithms.

In recent years, deep learning models have emerged as powerful tools for AS, leveraging automated feature extraction capabilities to improve performance and enhance the understanding of question-answer pairs [25], [26]. When searching using question-answer pairs, researchers have explored two main approaches. The first approach involves calculating distinct elements in the Q&A pair, with deep networks generating independent representation vectors for questions and answers. To measure the interdependence between these vectors, various criteria have been employed, enabling the comparison and similarity assessment of question-answer pairs [25], [26]. For instance, Wang and Jiang proposed a comparative model that incorporates multiple indicators to measure similarity, taking into account different aspects of the question-answer relationship [25]. Similarly, Yun et al. showcased the advantages of language-based models, utilizing the language model Elmo to capture contextual information and semantic meaning in the question-answer pairs [26]. The second approach treats the query and answer as standalone sentences, allowing researchers to employ specific techniques for their analysis. Severin and Moschitti utilized CNNs to assess the similarity between question-answer pairs, exploiting the local dependencies and patterns within the sentences [27]. On the other hand, Van and Newberg utilized bidirectional LSTM networks, which consider the embedding of words in both directions to capture the contextual information of the question and answer [28]. The resulting relation between the answer and the question is fed into a feed-forward network for further processing and classification. Siamese Networks have also gained popularity in QA tasks, providing separate representation vectors for questions and answers [29], [30]. These networks enable the comparison of the similarity or dissimilarity between question-answer pairs by computing the distance or similarity metrics in the learned feature space. For instance, Yu et al. proposed a deep learning model for AS tasks, employing CNNs and logistic regression to capture the relevant features for answer selection [29]. Similarly, Dryer et al. implemented a similar approach using CNNs and distributed vector representations, enabling the model to learn more nuanced features for question-and-answer representation [30]. To further enhance candidate response selection, researchers have explored pre-processing operations. One such operation involves fixing named entities with unique tokens, simplifying the selection process and enabling better identification of potentially correct answers [31], [32]. This pre-processing step can help alleviate the challenges posed by named entities and improve the accuracy of answer selection. In addition to pre-processing, attention mechanisms have emerged as a valuable strategy in AS research. Initially introduced for machine translation, attention methods have found applications in QA tasks [33]–[35]. These mechanisms allow the model to focus on the most relevant parts of the question and answer by considering the contextual interplay between them. Researchers, such as Jan et al., have proposed using Recurrent Neural Networks (RNNs) with attention mechanisms for response selection, effectively capturing the informative parts of the question-answer pairs [33]. Tay et al. suggested bidirectional alignment and a generalized method based on RNNs further to improve the attention mechanism’s performance [34]. Additionally, He et al. demonstrated that combining CNNs with attentional mechanisms can lead to improved performance compared to using RNNs alone [35]. Knowledge-based approaches have also been explored, aiming to leverage external knowledge sources to enhance answer selection. Shen et al. developed a knowledge-based approach that utilizes an attentive bidirectional LSTM network combined with a knowledge graph (KG) to represent questions and answers, enabling the model to leverage structured knowledge to enhance the understanding and selection process [36]. Other techniques have addressed specific challenges in AS, such as data imbalance. Researchers have utilized separate LSTM networks for questions and answers, followed by a Multi-Layer Perceptron (MLP) network for classification, and incorporated per-class penalties to tackle data imbalance and improve classification performance [37]. Matsubara et al. utilized a search engine and a transformer model to select the correct answer, employing models like Jaccard Similarity and Compare Aggregate to assess the relevance of question responses [38]. Furthermore, Kim et al. proposed an architecture based on proximity reference, using an attention mechanism to retain information and automatic encoders better to reduce the information volume, enhancing the model’s efficiency and effectiveness [39]. The recent advancements in deep learning models for AS have showcased the versatility and power of these approaches in capturing the complex relationships and semantics present in question-answer pairs. By leveraging techniques such as attention mechanisms, linguistic tools, knowledge graphs, and pre-processing operations, researchers have made significant strides in improving AS performance, ultimately enabling more accurate and relevant answer selection.

Despite the advantages of automatic feature extraction in deep models for AS, there are still several challenges that affect their performance. Typically, these models employ random weight initialization and are trained using the backpropagation BP algorithm to avoid local optima. However, they face difficulties in learning binary classification tasks, particularly when dealing with imbalanced datasets in the context of AS.

III. BACKGROUND

In this section, the prerequisites required to study the rest of the paper are briefly reviewed.
A. Long Short-Term Memory (LSTM)

The LSTM framework, initially brought forward by Hochreiter and Schmidhuber [40], signifies a category of neural structure specifically formulated to proficiently manage the interrelationships within a chain of elements that don’t possess a fixed length. The innovative structural design makes it distinctive from conventional neural structures by integrating a storage component within its concealed layer, granting it the capability to comprehend relationships within chains that extend beyond immediate surroundings. This feature equips LSTMs with a particular competence in modelling and interpreting extended dependencies. At the heart of the LSTM architecture is storage elements designed to retain and modify data over a period. This storage unit is made of three critical constituents, often referred to as controllers: the ingress controller ($i_t$), the oblivion controller ($f_t$), and the egress controller ($o_t$). These controllers manage the flow of data within the LSTM unit, facilitating accurate regulation of what data is conserved, disregarded, and exported. The ingress controller determines the extent to which fresh data is incorporated into the storage unit. It considers the present ingress ($c_t$) and the preceding state of the storage unit ($h_{t-1}$), and grounded on their interaction, resolves which data is pertinent to refresh the state unit. The oblivion controller oversees the volume of data preserved in the storage unit from the preceding moment. It assesses the current ingress and the preceding storage unit state and resolves what data should be forgotten or discarded from the unit. The egress controller establishes the volume of data from the storage unit that is passed to the egress and influences the concealed state of the LSTM. The egress controller considers the current ingress and the refreshed storage unit state and decides what data should be communicated as the egress. Through the amalgamation of these controllers, the LSTM network can selectively preserve and refresh data over time, equipping it to comprehend both short-term and extended dependencies within sequences. This ability to comprehend and retain pertinent data at appropriate time steps makes LSTMs remarkably competent in an array of assignments such as linguistic processing, speech recognition, and time series prediction.

Mathematically, the LSTM equations can be defined as follows:

$$i_t = \sigma(W_i x_t + U_i h_{t-1} + b_i)$$  (1)

$$f_t = \sigma(W_f x_t + U_f h_{t-1} + b_f)$$  (2)

$$c_t = f_t c_{t-1} + i_t \tanh(W_c x_t + U_c h_{t-1} + b_c)$$  (3)

$$o_t = \sigma(W_o x_t + U_o h_{t-1} + b_o)$$  (4)

$$h_t = o_t \tanh(c_t)$$  (5)

A bidirectional LSTM (BLSTM) extends an LSTM network to process input from both sides. This can be useful in AS since the answer may be generated by moving the words in the question. In a BLSTM network, the state vectors $h_t$ and $\tilde{h}_t$ are generated by parsing the input and combining them as $h_t = [h_t, \tilde{h}_t]$. LSTM and BLSTM networks treat all the input samples equally important, leading to network confusion. To cope with this problem, an attention mechanism can be considered. To this end, each state $h_t$ is accompanied by the coefficient $\alpha_t$, so the final state $h$ for a sequence of length $T$ is computed as:

$$h_t = \sum_{t=1}^T \alpha_t h_t$$  (6)

B. Differential Evolution

Differential evolution (DE) [41] has gained widespread recognition as a powerful population-based method capable of effectively solving a wide range of optimization problems [42]. DE operates through three essential operations: mutation, crossover, and selection. The DE algorithm commences by initializing a population, usually obtained by sampling from a uniform distribution. This population serves as the foundation for the subsequent evolutionary process. The mutation operator plays a pivotal role in DE, as it generates a mutation vector that introduces diversity and exploration into the population. Through the mutation process, new candidate solutions are created by perturbing the existing individuals in the population. This perturbation is achieved by combining the information from multiple individuals and forming a new candidate solution, often through vector arithmetic operations. The mutation operator in DE typically involves randomly selecting a set of individuals from the population and using their information to compute the mutation vector. This is accomplished by multiplying the difference between two randomly selected individuals by a scaling factor and adding it to a base individual. The resulting mutation vector represents a potential new solution that explores the search space in an attempt to discover better regions of the optimization landscape. The mutation operator in DE plays a crucial role in maintaining population diversity and facilitating exploration. By introducing novel solutions, DE can effectively navigate the optimization landscape and overcome local optima. The quality and diversity of the mutation vector greatly influence the overall performance of DE and its ability to converge to an optimal solution.

The following is the mutation operator that creates a mutation vector:

$$\tilde{x}_{i,g} = \tilde{x}_{r_1,g} + F (\tilde{x}_{r_2,g} - \tilde{x}_{r_3,g})$$  (7)

where, $\tilde{x}_{r_1,g}$, $\tilde{x}_{r_2,g}$ and $\tilde{x}_{r_3}$ three distinctive candidate solutions are randomly chosen from the current population, and $F$ is a scale factor.

Mutant and target vectors are combined during the crossover. This can be done using the well-known Binomial crossover:

$$u_{i,j,g} = \begin{cases} v_{i,j,g} & \text{if rand}(0, 1) \leq CR \text{ or } j = j_{rand} \\ x_{i,j,g} & \text{otherwise} \end{cases}$$  (8)

where, $CR$ is the crossover ratio, $j_{rand}$ is a random number selected from $\{1,2,\ldots,D\}$ and $D$ is the dimensionality of a candidate solution. After performing crossover, the selection operator selects the target and trial vectors’ best solution.

IV. PROPOSED MODEL

Fig. 1 depicts the general framework of the suggested technique. Pre-processing, word embedding, and prediction are the three key stages of the proposed technique. As a
preliminary stage, unnecessary words and symbols are eliminated. Using DistilBERT, the embedding vector of each word is retrieved in the second stage, and the similarity between the two sentences is predicted. The suggested method employs a clustering-based differential evolution technique to determine the initial seeds of the network weights, while the RL-based algorithm is used to address the class imbalance.

A. Pre-Processing

Pre-processing is a vital part of any NLP system because the essential characters, words, and sentences identified in this stage are passed to the later stages. Therefore, the pre-processing output has a significant impact on the quality of the final results.

Common stop-word elimination and stemming techniques are employed in the approach. Stop words are part of sentences that can be regarded as overhead. The most common stop words are articles, prepositions, pronouns, etc. They should thus be removed as they cannot function as keywords. For decreasing the dimensionality of the term space, stemming is used to identify the stem of a word. For instance, the terms ‘go’, ‘went’, ‘going’, ‘watcher’, etc., all can be stemmed from the word “watch”. Stemming removes ambiguity and reduces the number of words, time and memory requirements.

B. Word Embedding

Word embedding is used in deep learning algorithms to compare words with semantic vectors. The best technique to produce accurate context-based representations of highlighted words is to insert words.

Many experiments determine the most effective approach to represent words in neural network models. Recently, predefined language models (PLM), previous natural language information boxes, and tuning have been widely used for NLP activities. PLM models frequently use unlabeled data to learn about the model’s parameters.

In this article, DistilBERT is considered as one of the newer methods of the PLM model for word input. DistilBERT is an interactive language model designed on large data sets, such as Wikipedia, in order to produce contextual representations. It is common practice to fine-tune the linear layers of DistilBERT for addressing different classification tasks. Some configuration tools teach classification tasks by extracting semantics from common semantic problems or contexts. Models other than DistilBERT build one-directional embeddings which ignore contextual differences. On the contrary, DistilBERT utilizes a bidirectional transformer by conditioning its representations on the left and right context simultaneously.

C. Prediction

Our predictive model comprises two attention-based BLSTMs and one feed-forward network. The two BLSTMs extract embeddings for the question and response sentences. The feed-forward network predicts the degree to which two sentences are similar. Consider $Q = (w_1, w_2, \ldots, w_n)$ and $A = (v_1, v_2, \ldots, v_m)$, where $w_i$ and $v_j$ represent the $i$-th word in the question and response, respectively.

Because of the length restriction in BLSTM, $Q$ and $A$ can include only $n$ and $m$ words, respectively (in this work, $n = m$). After feeding $Q$ and $A$ into their respective BLSTMs, the attention mechanism computes their embeddings in the following manner:

$$q = \sum_{i=1}^{n} \alpha_i h_{qi}$$

$$r = \sum_{i=1}^{m} \beta_i h_{ri}$$

where, $h_{qi} = [\bar{h}_{qi1}, \bar{h}_{qi2}]$ and $h_{ri} = [\bar{h}_{ri1}, \bar{h}_{ri2}]$ represent the $i$-th hidden vectors in the BLSTM, and $\alpha_i, \beta_i \in [0, 1]$ are the $i$-th attention weights for each unit in the BLSTM, calculated as:

$$\alpha_i = \frac{e^{u_i}}{\sum_{j=1}^{m} e^{u_j}}$$

$$\beta_i = \frac{e^{v_i}}{\sum_{j=1}^{m} e^{v_j}}$$

Fig. 1. Overall structure of the proposed model.
\[ u_t = \tanh(W_u h_{sou_t} + b_u) \quad (13) \]
\[ v_i = \tanh(W_v h_{sus_i} + b_v) \quad (14) \]

where, \( W_u, W_v, b_u \) and \( b_v \) are the trainable parameters. As shown in Fig 1, the input of the feed-forward network is the connection of \( q, r \), and \([q - r]\). The training dataset comprises pairs of positive and negative values. Each positive pair comprises a question and its proper response. Each pair of negatives comprises a question and an improper response. Two training phases comprise the model: pretraining and fine-tuning. During pretraining, the augmented differential evolution algorithm is used to determine the optimal initial weights. The initial weights for the fine-tuning phase are the weights obtained during the pretraining phase.

1) Pretraining: The weights of the LSTM, the attention mechanism, and the feed-forward neural network are initialized at this stage. To achieve this, an improved differential evolution method is introduced, incorporating a clustering scheme and a novel fitness function. A clustering-based mutation and update technique is used in the changed DE algorithm to boost the optimization efficiency.

A promising region of the search space is distinguished by the suggested mutation operator, which was inspired by [40]. The k-means clustering algorithm does this by dividing the current set \( P \) into \( k \) clusters, each representing a distinct region of the search space. The number of clusters was picked at random from \( [2, \sqrt{N}] \). The cluster with the lowest sample means the fit is selected as the optimal group.

The proposed clustering-based mutation is defined as:
\[ \overline{v^\text{clu}}_i = \overline{v^\text{m}}_g + F (\overline{x}_{r_1,g} - \overline{x}_{r_2,g}) \quad (15) \]

where, \( \overline{v^\text{m}}_g \) is the most acceptable solution in the promising region, and \( \overline{x}_{r_1,g} \) and \( \overline{x}_{r_2,g} \) are two randomly determined candidate solutions from the current population. It should be noted that \( \overline{v^\text{m}}_g \) is not always the population’s most acceptable solution. The clustering-based mutation procedure is implemented \( M \) times.

The current population is updated when \( M \) new solutions have been provoked through clustering-based mutation. The steps are as follows:
- Selection: Generate \( k \) individuals randomly as initial seeds of the \( k \)-means algorithm;
- Generation: Generate \( M \) solutions using clustering-based mutation as set \( v^\text{clu} \);
- Replacement: Choose \( M \) solutions at random and determine as \( B \);
- Update: The best \( M \) solutions from the \( v^\text{clu} \cup B \) determined as the \( B' \). The new population is afterwards calculated as \( (P - B) \cup B' \).

The fundamental structure of the proposed model comprises two LSTM networks with their respective attention mechanisms and a feed-forward network. As depicted in Fig. 2, in the proposed DE algorithm, all weights and bias terms are organized into a vector to generate a candidate solution.

To assess the quality of a candidate solution, the fitness function is defined as:
\[ \text{Fitness} = \frac{1}{\sum_{i=1}^{N}(y_i - \tilde{y}_i)^2} \quad (16) \]

where, \( T \) is the total number of training samples, \( y_i \) is the \( i \)-th desired target, and \( \tilde{y}_i \) is model prediction.

2) Classification: An RL-based algorithm is employed to tackle the imbalance problem caused by varying data volumes in the classes. Each question-and-answer pair in the training dataset makes up a state of the environment, and the network is the agent that performs a sequence of classifications on all pairs. When the agent predicts the class label of a pair, it is taking an action: the pair seen at the \( t \)-th time-step is the state \( s_t \), and the classification performed is \( a_t \). In return, the environment provides a reward, \( r_t \), to guide the agent. Reward values are assigned such that classifying a sample from the majority class garners a lower absolute value compared to the minority class. The reward function is:
\[(s_t, a_t, l_t) = \begin{cases} +1, & a_t = l_t \text{ and } s_t \in D_p \\ -1, & a_t \neq l_t \text{ and } s_t \in D_p \\ \lambda, & a_t = l_t \text{ and } s_t \in D_N \\ -\lambda, & a_t \neq l_t \text{ and } s_t \in D_N \end{cases} \quad (17)\]

where, \(D_p\) and \(D_N\) are the means of the minority and majority classes, respectively. Correct/incorrect classification of a sample from the majority class yields a reward of \(+\lambda/-\lambda\), where \(0 < \lambda < 1\).

The agent’s objective in deep Q-learning is action selection such that the sum of discounted future rewards \(R_t\) are maximized:

\[R_t = \sum_{t'=t}^{T} \gamma^{t'-t} r_{t'} \quad (18)\]

where, \(\gamma\) is the discount factor, \(r_t\) is the immediate reward at time step \(t\), and \(T\) is the last time-step of the episode. Using \(\gamma\), more importance is given to rewards in the near future (closer to the current time step \(t\)) compared to the distant future. Each episode is terminated if all of the samples are classified correctly or at least one sample from the minority class is misclassified. The expected return of taking action \(a\) in state \(s\) at time step \(t\) and following policy \(\pi\) afterwards is computed as:

\[Q^\pi(s, a) = E[R_t | s_t = s, a_t = a, \pi] \quad (19)\]

where, \(Q^\pi(s, a)\) is called the action-value function. At each state \(s\), the optimal action is the one that maximizes the action-value function:

\[Q^*(s, a) = \max_\pi E[R_t | s_t = s, a_t = a, \pi] \quad (20)\]

where, maximization is taken over all possible policies, the recursive form of equation 20 can be written as:

\[Q^*(s, a) = E[r + \gamma \max_a' Q^*(s', a')] | s_t = s, a_t = a] \quad (21)\]

The best action-value function can be estimated iteratively using the Bellman equation:

\[Q_{t+1}(s, a) = E[r + \gamma \max_a' Q_t(s', a')] | s_t = s, a_t = a] \quad (22)\]

During training, upon observing state \(s\), the policy network outputs action \(a\). After executing this action, the environment returns a reward \(r\), and the next state becomes \(s'\). The tuple \((s, a, r, s')\) is then saved into the replay memory \(M\). Minibatches \(B\) of these tuples are drawn randomly from the replay memory, which is used to update the network parameters via gradient descent. The update is done based on the following loss function:

\[L_t(\theta_t) = \sum_{(s, a, r, s') \in B} (y - Q(s, a; \theta_t))^2 \quad (23)\]

where, \(\theta_t\) is the network parameters at \(t\)-th training iteration, and \(y\) is the estimated target for the \(Q\) function. The desired target \(y\) is equal to the immediate reward for the state-action pair plus the discounted maximum future Q value:

\[y = r + \gamma \max_{a'} Q(s', a'; \theta_{t-1}) \quad (24)\]

For terminal states, \(y\) is equal to \(r\). At \(ith\) iteration, the gradient of the loss function is calculated as follows:

\[\nabla_{\theta_t} L(\theta_t) = -2 \sum_{(s, a, r, r', s') \in B} (y - Q(s, a; \theta_t)) \nabla_{\theta_t} Q(s, a; \theta_t) \quad (25)\]

The network weights are updated using the gradient of loss function computed as follows:

\[\theta_{t+1} = \theta_t + \alpha \nabla_{\theta_t} L(\theta_t) \quad (26)\]

where, \(\alpha\) is the learning rate.

V. EXPERIMENTAL RESULTS

In this section, the conducted experiments are detailed.

A. Datasets

The following three benchmark databases are used during the experiments (see Table I for their statistics):

- TrecQA [43] is taken from the TREC trace dataset. Yao et al. [44] used two training datasets, TRAIN, and TRAIN-ALL, to construct an extended set of positive and negative pairs. The soundness of answers in the TRAIN-ALL dataset is verified automatically by matching pairs with regular expressions. The TRAIN, DEV, and TEST data set responses were all manually assessed. To teach the model, the TRAIN-ALL set is utilized.

- LegalQA [45] is a database of legal question-and-answer submissions from the Chinese community. Inquiries were answered online by a licensed attorney. The four fields that make up LegalQA are Question Title, Question Text, Answer, and Label. A straight line designates real positive couples.

- A Wikipedia page that is regarded as a subject of the year is linked to each question in the open-source quality assurance dataset known as WikiQA. [46] To avoid ambiguity in the answer sentences, all the answers at the bottom of the page are the candidates’ answers.

B. Metrics

According to earlier research, the most popular reference points for the answer-selection task are MAP and MRR [47]. MAP evaluates the capacity to categorize responses and return solutions. If a high score match is found, the MRR is repeated. The average accuracy is derived using the Mean Average Precision (MAP) findings:

<table>
<thead>
<tr>
<th>TABLE I.</th>
<th>STATISTICAL INFORMATION FROM THE LEGALQA, TRECQA AND WIKIQA DATASETS</th>
</tr>
</thead>
<tbody>
<tr>
<td>dataset</td>
<td>train</td>
</tr>
<tr>
<td>LegalQA</td>
<td>10,526</td>
</tr>
<tr>
<td>TracQA</td>
<td>1,229</td>
</tr>
<tr>
<td>WikiQA</td>
<td>873</td>
</tr>
</tbody>
</table>
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\[ \text{MAP}(Q) = \frac{1}{|Q|} \sum_{i=1}^{|Q|} \frac{1}{n_i} \sum_{j=1}^{n_i} \text{Precision}(R_{ij}) \]  

(27)

where, \( Q \) is the questions set, \( n_i \) is the number of relevant answers to \( i \)-th question, and \( R_{ij} \) is the set of \( j \) best candidates selected from the \( n_i \) available answers. The position of the first correct response is used to determine the Mean Reciprocal Rank (MRR) calculated as follows:

\[ \text{MRR}(Q) = \frac{1}{|Q|} \sum_{i=1}^{|Q|} \frac{1}{r_i} \]  

(28)

where, \( r_i \) denotes the first response’s placement for \( i \)-th question. Details of model

The experiments were implemented using Python and PyTorch. For natural language processing in Python, the NLTK package was leveraged. A two-layer LSTM with a hidden size of 64 was employed. Also, because there are connections between the vectors in the two LSTM networks, the batch must be normalized before it is sent to the feedforward neural network. The tests were conducted using a computer with 64 GB Memory, a 64-bit Windows operating system, and a graphics processing unit (GPU). The most effective models for LegalQA, TrecQA, and WikiQA were identified after 50, 60, and 100 epochs. For the three datasets, training took 5, 20, and 60 hours, respectively.

C. Model Performance

First, the system was tested against nine deep learning-based strategies, including KABLSTM [48], EATS [49], AM-MLSTM [50], BERT-Base [51], DRCN [52], P-CNN [53], DARCNN [54], DASL [55], IKAAS [56]. The outcomes for the three datasets—LegalQA, TrecQA, and WikiQA—are presented in Table II. All the trials were carried out five times to avoid the randomness of heuristic algorithms influencing the findings. Results using random weight initialization (Proposed (no RL and DE)), enhanced DE (Proposed (no RL)), RL use (Proposed (no DE)), and the entire model are shown for the suggested method (Proposed).

Table III displays the extent to which the proposed method outperforms other methods. The proposed model consistently demonstrates a significant advantage over other widely-recognized methods in the domain. When examining the MRR and MAP metrics specifically for the LegalQA dataset, the proposed model exhibits enhancements ranging from +0.077 to +0.231, with the most pronounced improvement observed against the DARCNN method. This consistent performance is evident across all datasets, underscored by the robustness and adaptability of the proposed approach. Notably, even the variants of the proposed model, such as "Proposed (no RL and DE)" and "Proposed (no RL)", consistently outpace most other techniques. These modified versions, despite lacking certain features, still deliver commendable results, emphasizing the intrinsic strength of the primary model. An intriguing point is the comparison between the BERT-Base and its more streamlined version, DistilBERT. While BERT-Base stands as a powerful model in the NLP realm, the margin table shows that the approach of the proposed model surpasses it, attesting to the innovative methods integrated into the new model.

Addressing Imbalance: The performances of models like P-CNN and DARCNN, especially the substantial gains in specific metrics such as +0.285 for TrecQA (MRR) and +0.231 for LegalQA (MRR), shed light on the challenges presented by data imbalance in the AS domain. The resilience and adaptability of the proposed model to such challenges, coupled with its ability to deliver top-notch results, underscore its potential in addressing imbalanced datasets effectively.

&TABLE II. PERFORMANCE COMPARISON OF THE PROPOSED MODEL WITH THOSE ALREADY IN USE ON THREE DATASETS: RESULTS USING THE DAG MARKER WERE FOUND IN EARLIER STUDIES

<table>
<thead>
<tr>
<th>Method</th>
<th>LegalQA</th>
<th>TrecQA</th>
<th>WikiQA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MRR</td>
<td>MAP</td>
<td>MRR</td>
</tr>
<tr>
<td>KABLSTM</td>
<td>0.752</td>
<td>0.784</td>
<td>0.792†</td>
</tr>
<tr>
<td>EATS</td>
<td>0.780</td>
<td>0.838</td>
<td>0.854†</td>
</tr>
<tr>
<td>AM-MLSTM</td>
<td>0.787</td>
<td>0.814</td>
<td>0.806</td>
</tr>
<tr>
<td>BERT-Base</td>
<td>0.830</td>
<td>0.841</td>
<td>0.837</td>
</tr>
<tr>
<td>DRCN</td>
<td>0.856</td>
<td>0.846</td>
<td>0.823</td>
</tr>
<tr>
<td>P-CNN</td>
<td>0.735</td>
<td>0.742</td>
<td>0.673</td>
</tr>
<tr>
<td>DARCNN</td>
<td>0.708</td>
<td>0.752</td>
<td>0.765</td>
</tr>
<tr>
<td>DASL</td>
<td>0.821</td>
<td>0.815</td>
<td>0.846</td>
</tr>
<tr>
<td>IKAAS</td>
<td>0.825†</td>
<td>0.883†</td>
<td>0.823†</td>
</tr>
<tr>
<td>Proposed (no RL and DE)</td>
<td>0.742 ± 0.017</td>
<td>0.826 ± 0.005</td>
<td>0.791 ± 0.014</td>
</tr>
<tr>
<td>Proposed (no RL)</td>
<td>0.796 ± 0.021</td>
<td>0.841 ± 0.019</td>
<td>0.831 ± 0.026</td>
</tr>
<tr>
<td>Proposed (no DE)</td>
<td>0.862 ± 0.019</td>
<td>0.859 ± 0.031</td>
<td>0.858 ± 0.019</td>
</tr>
<tr>
<td>Proposed</td>
<td>0.939 ± 0.018</td>
<td>0.955 ± 0.096</td>
<td>0.958 ± 0.039</td>
</tr>
</tbody>
</table>
TABLE III. MARGIN OF IMPROVEMENT OF THE PROPOSED MODEL OVER OTHER METHODS

<table>
<thead>
<tr>
<th>Method</th>
<th>LegalQA</th>
<th>TrecQA</th>
<th>WikiQA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MRR</td>
<td>MAP</td>
<td>MRR</td>
</tr>
<tr>
<td>KABLSTM</td>
<td>+0.187</td>
<td>+0.171</td>
<td>+0.166</td>
</tr>
<tr>
<td>EATS</td>
<td>+0.159</td>
<td>+0.117</td>
<td>+0.104</td>
</tr>
<tr>
<td>AM-BLSTM</td>
<td>+0.152</td>
<td>+0.141</td>
<td>+0.152</td>
</tr>
<tr>
<td>BERT-Base</td>
<td>+0.109</td>
<td>+0.114</td>
<td>+0.121</td>
</tr>
<tr>
<td>DRCN</td>
<td>+0.083</td>
<td>+0.109</td>
<td>+0.135</td>
</tr>
<tr>
<td>P-CNN</td>
<td>+0.204</td>
<td>+0.213</td>
<td>+0.285</td>
</tr>
<tr>
<td>DARCNN</td>
<td>+0.231</td>
<td>+0.203</td>
<td>+0.193</td>
</tr>
<tr>
<td>DASL</td>
<td>+0.118</td>
<td>+0.140</td>
<td>+0.112</td>
</tr>
<tr>
<td>IKAAS</td>
<td>+0.114</td>
<td>+0.072</td>
<td>+0.135</td>
</tr>
<tr>
<td>Proposed (no RL and DE)</td>
<td>+0.197</td>
<td>+0.129</td>
<td>+0.167</td>
</tr>
<tr>
<td>Proposed (no RL)</td>
<td>+0.143</td>
<td>+0.114</td>
<td>+0.127</td>
</tr>
<tr>
<td>Proposed (no DE)</td>
<td>+0.077</td>
<td>+0.096</td>
<td>+0.100</td>
</tr>
</tbody>
</table>

1) Comparison with other metaheuristics: In this section, a variety of meta-heuristic optimization algorithms are compared to the enhanced DE algorithm. To do this, a variety of meta-heuristics are employed while maintaining the integrity of the other model elements, such as pre-processing, word embedding, LSTM, network structure, and RL, in order to gain the initial model parameters. Eight different algorithms, including (standard) DE [57], grey wolf optimization (GWO) [58], bat algorithm (BA) [59], dragonfly algorithm (DA) [60], salp swarm algorithm (SSA) [61], cuckoo optimization algorithm (COA) [62], human mental search (HMS) [40], whale optimization algorithm (WOA) [41], and artificial bee colony (ABC) [63] are investigated.

The overall size of all algorithms and their predicted capacities were calculated to be 150 and 4,000, respectively. In Table IV, the default settings can be observed. Table V displays the findings for each of the three data sets. On every dataset, the suggested DE algorithm performs better than any other algorithm, as shown. Normal DE is the runner-up.

### TABLE IV. SETTING PARAMETERS FOR META-HEURISTICS

<table>
<thead>
<tr>
<th>algorithm</th>
<th>parameter</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>DE</td>
<td>scaling factor</td>
<td>0.4</td>
</tr>
<tr>
<td></td>
<td>crossover probability</td>
<td>0.7</td>
</tr>
<tr>
<td>BAT</td>
<td>loudness update constant</td>
<td>0.60</td>
</tr>
<tr>
<td></td>
<td>emission rate update constant</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>initial pulse emission rate</td>
<td>0.001</td>
</tr>
<tr>
<td>COA</td>
<td>alien solutions discovery rate</td>
<td>0.25</td>
</tr>
<tr>
<td>HMS</td>
<td>Maximum mental processes</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>loudness update constant</td>
<td>0.50</td>
</tr>
<tr>
<td>WOA</td>
<td>b</td>
<td>1</td>
</tr>
<tr>
<td>ABC</td>
<td>limit</td>
<td>n× dimensionality</td>
</tr>
<tr>
<td></td>
<td>no</td>
<td>50% of the colony</td>
</tr>
<tr>
<td></td>
<td>ne</td>
<td>50% of the colony</td>
</tr>
<tr>
<td></td>
<td>ns</td>
<td>1</td>
</tr>
</tbody>
</table>

### TABLE V. RESULTS OF META-HEURISTIC ALGORITHMS ON THE DATASETS FROM LEGALQA, TRECQA, AND WIKIQA

<table>
<thead>
<tr>
<th>Method</th>
<th>LegalQA</th>
<th>TrecQA</th>
<th>WikiQA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MRR</td>
<td>MAP</td>
<td>MRR</td>
</tr>
<tr>
<td>DE</td>
<td>0.915 ± 0.019</td>
<td>0.933 ± 0.015</td>
<td>0.890 ± 0.046</td>
</tr>
<tr>
<td>GWO</td>
<td>0.774 ± 0.116</td>
<td>0.771 ± 0.090</td>
<td>0.741 ± 0.075</td>
</tr>
<tr>
<td>BAT</td>
<td>0.855 ± 0.013</td>
<td>0.809 ± 0.028</td>
<td>0.867 ± 0.088</td>
</tr>
<tr>
<td>DA</td>
<td>0.809 ± 0.085</td>
<td>0.819 ± 0.039</td>
<td>0.859 ± 0.015</td>
</tr>
<tr>
<td>SSA</td>
<td>0.739 ± 0.030</td>
<td>0.756 ± 0.081</td>
<td>0.745 ± 0.082</td>
</tr>
<tr>
<td>COA</td>
<td>0.857 ± 0.091</td>
<td>0.883 ± 0.015</td>
<td>0.880 ± 0.073</td>
</tr>
<tr>
<td>HMS</td>
<td>0.841 ± 0.010</td>
<td>0.875 ± 0.193</td>
<td>0.875 ± 0.018</td>
</tr>
<tr>
<td>WOA</td>
<td>0.752 ± 0.016</td>
<td>0.753 ± 0.027</td>
<td>0.769 ± 0.05</td>
</tr>
<tr>
<td>ABC</td>
<td>0.873 ± 0.014</td>
<td>0.896 ± 0.038</td>
<td>0.875 ± 0.025</td>
</tr>
</tbody>
</table>
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2) **Reward function**: The reward function directs the agent toward achieving its aim by giving the right ratings to certain activities. ±1 and ±λ were selected as the rewards for the minority and majority classes, respectively. The ratio of the sample size of the majority class to the minority class determines the λ value. As the majority/minority ratio rises, the λ value decreases. The majority class bonus is held constant, and λ is chosen from the set {0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9,1} to see how changing λ affects the reward earned by the model. The evaluation findings for the three datasets are displayed in Fig. 3. The reward plots in Fig. 3(a), Fig. 3(b), and Fig. 3(c) all have an ascending trend for λ < 0.4 and a decreasing trend for λ > 0.4. The relevance of majority classes is disregarded for λ = 0, while for λ = 1, both classes are regarded as equally significant. Even though the minority is more important to us, the impact of the majority should not be ignored.

3) **Examples**: A qualitative example is provided to evaluate the efficacy of RL in the model, focusing on the question “Who is the president or chief executive of Amtrak?” from the TrecQA dataset. The results of the top five answers retrieved by the model with and without using RL are shown in Fig. 4. As seen, models without RL are more likely to select negative answers. The model with RL gives the highest possible score for answering the question.

In this section, performing the DistilBERT adopted in the method for word embedding is compared against five other word embedding methods. One-Hot Encoding [64] creates binary properties for each class and assigns values to the properties in each instance that corresponds to a specific class. CBOW and Skip-gram [65] use neural networks to compare words with insertion vectors. GloVe [66] is an unattended learning algorithm implemented for full word set statistics. FastText [67] [65] extends the Skip-gram model, in which each word is represented by an n-gram character instead of learning a vector for words. Table VI shows the results of the conducted experiment. As expected, One-Hot cryptography has the lowest performance among the evaluated methods. CBOW and Skip-gram perform similarly, and both yield better performance compared to GloVe, while FastText gives better results. However, the best performance is claimed by the DistilBERT model, which is the motivation behind its use in the approach.

---

### Fig. 3. Reward vs. λ for (a) LegalQA dataset, (b) TrecQA dataset, and (c) WikiQA dataset.

### Table VI

<table>
<thead>
<tr>
<th>Rank</th>
<th>Ranked answers w/o RL</th>
<th>Ranked answers by RL</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>George Warrington, Amtrak’s president</td>
<td>antrak president George Warrington said ridership was up because service was better and because the marketplace is feeling increasingly frustrated with the alternatives, namely jammed highways and delayed airplanes.</td>
</tr>
<tr>
<td>2</td>
<td>antrak president George Warrington said settling out-of-court was the right thing to do.</td>
<td>Antrak president George Warrington said setting out-of-court was the right thing to do.</td>
</tr>
<tr>
<td>3</td>
<td>Amtrak is offering a deal it hopes few travelers can resist: get good service or a free ride.</td>
<td>Amtrak president George Warrington told the committee that the railway expects delivery next week of the first of 20 high-speed trains for the Boston-to-Washington northeast corridor.</td>
</tr>
<tr>
<td>4</td>
<td>Amtrak spokesman John Wolf estimated that only one out of every 1,000 passengers will request a refund voucher.</td>
<td>Amtrak president George Warrington said in a statement.</td>
</tr>
<tr>
<td>5</td>
<td>Amtrak president George Warrington told the committee that the railway expects delivery next week of the first of 20 high-speed trains for the Boston-to-Washington northeast corridor.</td>
<td>George Warrington, Amtrak’s president, said ridership was up because service was better and because the marketplace is feeling increasingly frustrated with the alternatives, namely jammed highways and delayed airplanes.</td>
</tr>
</tbody>
</table>

Fig. 4. ”Who is the president or CEO?” This table shows the top 5 answers for models with and without RL. ”George Warrington” is the field answer, and the underlined word refers to that term.
4) Discussion: The proposed model in this study addressed the class imbalance issue in AS by employing a reinforcement learning-based technique. Unlike traditional methods that treat it as a binary classification problem, the proposed approach formulated it as a sequence of sequential decisions. An agent classified each instance and received a reward at each step. To handle class imbalance, the reward assigned to the majority class was intentionally lower than that for the minority class. The parameters of the policy were initialized using an improved DE technique. To improve the efficiency of the DE algorithm, a novel cluster-based mutation operator was introduced. This operator utilized the K-means clustering approach to identify the winning cluster and incorporated potentially viable solutions into the existing population. In terms of word embedding, the model employed the DistilBERT model, which reduced the size of the BERT model. To evaluate the effectiveness of the proposed model, extensive experiments were conducted using LegalQA, TrecQA, and WikiQA datasets. The results demonstrated the superiority of the proposed model compared to existing methods in the field of answer selection. However, it is important to acknowledge certain limitations of the proposed model, which can be considered in future work:

a) Limited Scope: While the article introduces a novel reinforcement learning-based technique to address class imbalance in AS, it is important to acknowledge that class imbalance is a widely recognized challenge in machine learning, and various approaches have been proposed in the literature. A more comprehensive discussion that explores alternative methods, such as data resampling techniques (e.g., oversampling, under sampling), cost-sensitive learning, or ensemble-based methods, would provide a broader perspective on addressing the class imbalance in AS tasks. Comparing the proposed technique with these alternative approaches in terms of effectiveness and applicability would enhance the understanding of the technique’s effectiveness and limitations in practical settings.

c) Performance Metrics and Statistical Significance: While the article claims superiority over existing methods, it is essential to provide a detailed analysis of the performance metrics used for evaluation. Precision, recall, F1-score, and other relevant metrics should be reported, along with the corresponding confidence intervals or statistical tests, to establish the statistical significance of the results. A thorough analysis of these metrics would provide a clearer understanding of the proposed technique’s performance and its potential limitations in different AS scenarios.

d) Computational Efficiency: While the utilization of the DistilBERT model is mentioned to enhance computational efficiency, it would be beneficial to provide more specific details about the computational resources required by the proposed technique. Comparing the computational requirements, such as memory usage and processing time, with other state-of-the-art AS methods would allow for a more comprehensive assessment. Additionally, considering the scalability of the technique for larger datasets or real-time applications would provide insights into its feasibility and practical utility in various contexts.

e) Interpretability and Explainability: The article lacks discussion on the interpretability and explainability of the proposed technique. In AS tasks, understanding the decision-making process and providing explanations for selected answers are important factors for trust and transparency. Discussing methods or approaches used to interpret and explain the decisions made by the reinforcement learning-based model would enhance its applicability in real-world scenarios. Consideration of techniques like attention mechanisms or post-hoc interpretability methods (e.g., LIME, SHAP) would provide insights into the reasoning behind answer selections and potential biases or limitations associated with the model’s decisions.

f) User Feedback and Adaptability: The article does not discuss the potential for incorporating user feedback or adapting the AS system over time. AS models that can learn from user interactions, such as reinforcement learning with online learning or active learning approaches, have the potential to improve their performance based on user preferences and changing information needs. Investigating the integration of user feedback and methods for continuous adaptation would be valuable for enhancing the proposed technique’s effectiveness and user satisfaction.

g) Comparison with Human Performance: The article focuses on comparing the proposed model with existing methods, but it does not include a comparison with human performance. A comprehensive discussion that explores the potential for incorporating human judgment or a human-in-the-loop approach would provide insights into the practical utility of the proposed technique in various contexts.

<table>
<thead>
<tr>
<th>Word embedding</th>
<th>LegalQA</th>
<th>TrecQA</th>
<th>WikiQA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MRR</td>
<td>MAP</td>
<td>MRR</td>
</tr>
<tr>
<td>One Hot encoding</td>
<td>0.679 ± 0.042</td>
<td>0.569 ± 0.002</td>
<td>0.711 ± 0.120</td>
</tr>
<tr>
<td>CBOW</td>
<td>0.851 ± 0.027</td>
<td>0.840 ± 0.015</td>
<td>0.880 ± 0.081</td>
</tr>
<tr>
<td>Skip-gram</td>
<td>0.874 ± 0.052</td>
<td>0.872 ± 0.075</td>
<td>0.878 ± 0.030</td>
</tr>
<tr>
<td>Glove</td>
<td>0.812 ± 0.027</td>
<td>0.853 ± 0.082</td>
<td>0.795 ± 0.140</td>
</tr>
<tr>
<td>FastText</td>
<td>0.879 ± 0.012</td>
<td>0.901 ± 0.041</td>
<td>0.886 ± 0.093</td>
</tr>
</tbody>
</table>
performance. AS tasks often involve subjective judgments, and comparing the performance of the proposed technique with human experts or crowd-sourced annotations can provide valuable insights into the model’s strengths and limitations. Conducting experiments that involve human evaluations would help contextualize the performance of the proposed technique and highlight areas where further improvements are needed.

h) Ensuring Data Quality and Model Performance: Another aspect warranting discussion is the challenge of recognizing datasets that may potentially misguide the classifier. Any model’s efficiency is contingent upon the quality and reliability of its training data. Datasets that contain noisy, inconsistent, or unrepresentative samples can induce biases in the model, leading to flawed predictions. Regular monitoring of performance metrics on validation sets can provide early indications of a model being misguided by its data. A substantial divergence between training and validation performance may hint towards potential dataset issues. Tools like ChatGPT and other advanced language models can offer benefits in this scenario. These models, with their vast training on diverse textual data, can be harnessed to validate the coherence and authenticity of data samples. For instance, they could generate synthetic samples for augmentation, thereby balancing datasets and mitigating risks. They can also be employed to highlight potential anomalies or inconsistencies within a dataset, aiding in its refinement and preprocessing. In future studies, integrating insights from these tools could be an invaluable step for data validation, ensuring models are trained on high-quality, representative datasets.

VI. CONCLUSION

In this paper, an approach for efficient AS is proposed, which employs enhanced DE algorithms for pretraining and RL for instructing the BP algorithm. The method is based on LSTM with an attention mechanism and DistilBERT word embedding. The proposed model categorizes both positive and negative classes and comprises pairs of positive inquiries and detailed responses. Because the dataset contains many negative pairs, the proposed model produces an unbalanced classification. To address this issue, the approach is framed as a logical decision-making process. Correct classification of minority samples is rewarded with higher values at each episode step than the correct classification of the majority samples. Each episode is repeated until a minority sample is misclassified or all samples are correctly classified. The policy weights were initialized using an improved DE algorithm. The improved DE algorithm clusters the current population and finds promising regions in the search space using a new upgrade strategy. The evaluation of the proposed method was conducted using the LegalQA, TrecQA, and WikiQA datasets, demonstrating its superior performance compared to other methods.

In addition to the proposed classification approach, there are several promising avenues for future research in the field of Natural Language Processing (NLP). One area of interest is exploring the utility of the proposed approach in various NLP applications beyond answer selection. By applying the same reinforcement learning-based technique to tasks such as sentiment analysis, text summarization, or named entity recognition, Insights into the effectiveness and generalizability across different domains can be gained through the study.

Another promising direction for future research is the provision of candidate answers to given questions. While the proposed approach focuses on selecting the best answer from a given list of options, the generation of candidate answers could further enhance the AS process. One potential approach to generating candidate answers is through the use of Generative Adversarial Networks (GANs). GANs have shown promise in generating realistic and coherent text, and their application in generating diverse and plausible candidate answers could greatly enrich the AS process. Further investigation into the integration of GANs with the proposed classification approach could lead to more comprehensive and accurate answer selection systems.
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Abstract—To enhance the ability to evaluate the mental health status of physical education students, a method of evaluating the mental well-being state of physical education students based on multi-source heterogeneous data mining is proposed. A fuzzy information detection model of multi-source heterogeneous data on the mental health status of physical education students is constructed, with four factors as dependent variables: compulsion, interpersonal sensitivity, hostility, and depression. Combined with the hierarchical index parameter detection and analysis method, the statistical analysis of multi-source heterogeneous info is accomplished. Based on the factor extraction outcomes of multi-source heterogeneous info, combined with the subspace heterogeneous fusion method, an estimated parameter feature clustering model is established. Combining the results of characteristic distributed clustering and linear regression analysis, the psychological well-being state evaluation of physical education students is realized. The results of empirical analysis show that this method has higher accuracy and better feature resolution in the evaluation of the mental well-being state of physical education students, which improves the reliability and confidence level of the assessment of the mental well-being status of physical education students.

Keywords—Multi-source heterogeneous data; sports major; students; mental health; assess the situation; confidence level; linear regression analysis

I. INTRODUCTION

Based on the analysis of the rules of school physical education, the physical education major teaches the basic theory, knowledge, and skills of physical education major, and trains students who have talents and expertise in the field of education, can engage in physical education teaching, extracurricular sports activities, extracurricular sports training, and competitions, and can conduct scientific research, management, and guidance. There are obvious differences between physical education majors and other majors in the ways of attending classes, practicing after class, and conducting experiments and different training methods will develop students' different ways of thinking and attitudes toward life [1]. For example, "Research on Personality Differences between Physical Education Majors and Students of Science and Liberal Arts" indicates that there are great disparities in personality among physical education majors and students of other training methods. The research on the differences in personality and thinking mode between domestic liberal arts students and science students also shows that there are significant differences in personality and thinking mode among students cultivated under different training modes. “Combined with the research, it is found that because of the different training methods, the mental well-being status of university students majoring in physical education will be different from that of other majors [2]-[4]. Therefore, knowing the mental health status of university students majoring in physical education and carrying out targeted mental health education are also beneficial to better professional talents who meet the training objectives of physical education [5].

Chinese scholars have summarized mental health. Broadly speaking, mental well-being implies an effective, satisfying and stable mental status. In a narrow sense, mental well-being implies the full and consonant procedure of individuals' primary mental actions, that is, the complete and coordinated knowledge, emotion, will, behavior, and personality that can adjust to the community and keep pace with the community. By studying the evaluation model of physical, intellectual, and emotional development of physical education students' mental health, combined with multi-source heterogeneous data fusion analysis of physical education learners' psychological wellness performance, the evaluation level of physical education learners' psychological wellness can be improved, and the study on related calculation methods of physical education students' mental health has attracted great attention [6].

In response to the above issues, this article proposes a method for evaluating the mental health status of sports major students based on multi-source heterogeneous data mining. This method utilizes a fuzzy information detection model and a hierarchical indicator parameter detection analysis method to evaluate four factors: compulsion, interpersonal sensitivity, hostility, and depression. Establish an estimation parameter feature clustering model through multi-source heterogeneous data feature extraction and subspace heterogeneous fusion methods. By combining the results of feature distributed clustering and linear regression analysis, the evaluation of the psychological health status of sports major students is achieved. Empirical analysis shows that this method has good performance in evaluating accuracy, feature resolution, and reliability.

II. RELATED WORKS

The study on the evaluation of physical education students' mental well-being is on the basis of the reliability fusion and cluster analysis detection of data. Joined with the correlation feature detection and extraction way, the evaluation and feature fusion of physical education students' mental health can
improve the balance of multi-source heterogeneous data output of physical education students' mental health [7]. In the traditional method, there are mainly fuzzy aggregation scheduling methods, PID scheduling methods and self-adaptive equilibrium scheduling methods for the evaluation of physical education learners' psychological wellness under the coordinated improvement of physical intelligence and emotion. The author in [8] used symptom checklist to test 15392 freshmen from 2013 to 2019, with P values < 0.001. However, this method cannot fully consider the factors of gender, nationality, and professional category when carrying out psychological counselling. The author in [9] proposed an automatic evaluation method of College Students' mental health based on multimodal data fusion calculation Build a multimodal psychological assessment data set (ja-ipad) model to improve students' psychological files, accurately intervene in students' psychology, and optimize mental health services to provide decision-making basis and technical support, but this method has problems of poor anti-interference and weak feature resolution in the procedure of College Students' mental well-being assessment.

III. MULTI-SOURCE HETEROGENEOUS DATA MINING THEORY

In the procedure of informatization construction, because of the stage, technicality, and other economic and human features of the construction and implementation of data management systems of various business systems, a huge amount of business info with several storage ways has been accumulated in the development process, including different data management systems[10], [11]. From simple file databases to complex system databases, they constitute multi-source heterogeneous info. Multi-source data fusion is to combine several info data, capture the specification of distinct info origins, and then extracts unified, better and richer data than single info. Multi-source heterogeneous data comes from multiple data sources, including data sets collected by different database systems and different devices in their work. Heterogeneous data includes many types of structured data, semi-structured data, and unstructured data. There is no uniform standard in the formation of different types of data, which leads to the "heterogeneous" characteristics of data. According to the requirements, the data are calculated and the data model is automatically established, which effectively reduces the burden of statistical work and improves the efficiency of data analysis.

IV. DATA ANALYSIS AND STATISTICAL ANALYSIS ON EVALUATION OF PHYSICAL EDUCATION STUDENTS' MENTAL HEALTH

A. Spatial Cluster Distribution Structure of Evaluation Data of Physical Education Students' Mental Wellness

Aiming to conceive the assessment of physical education students' mental wellness under the coordinated development of physical intelligence and emotion, a fuzzy information detection model of multi-source heterogeneous data of physical education learners' psychological wellness under the coordinated improvement of physical intelligence and emotion is constructed[12], [13]. According to the SCL-90 questionnaire, among various factors, if the score of a certain factor is more than or equal to 3, the subject may have a moderate degree of mental health problems, while the score of any one of the 10 symptom factors ≥ 2 indicates. If any factor scores 2.2 and < 3, the subjects can be considered to be in a sub-health psychological state. Less than or equal to 2 has no mental health problems. According to the survey, the number of students with medium or above mental disorders accounted for 4.69% of the total number, which was 13. The amount of students in the sub-health state is 86, accounting for 31.05% of the whole. The amount of students in mental wellness is 178, accounting for 64.26% of the whole amount. The fuzzy correlation analysis of multi-source heterogeneous data of physical education learners' psychological well-being under the coordinated improvement of physical intelligence and emotion is accomplished using the feature extraction algorithm of high-order statistics, and the fuzzy decision figure of mining multi-source heterogeneous data of physical education learners' psychological well-being under the coordinated improvement of physical intelligence and emotion is established. The fuzzy information cluster analysis of multi-source heterogeneous data of physical education learners' psychological wellness under the coordinated improvement of physical intelligence and emotion is carried out, and the distributed detection model of multi-source heterogeneous data of physical education learners' psychological well-being under the coordinated improvement of physical intelligence and emotion is established[14]. The statistical spatial information category distribution of multi-source heterogeneous data of physical education trainees' psychological well-being under the coordinated improvement of physical intelligence and emotion is shown in Fig 1.

Based on the statistical spatial information category dispensation pattern of multi-source heterogeneous data of physical education trainees' psychological wellness under the coordinated improvement of physical intelligence and emotion shown in Fig 1, the attribute scheduling of multi-source heterogeneous data of physical education trainees' psychological well-being under the coordinated improvement of physical intelligence and emotion is accomplished using pointer fusion indicator way, and the spatial coordinate block distribution model of multi-source heterogeneous data of physical education trainees' psychological wellness under the coordinated improvement of physical intelligence and emotion is established[15]. Improve the statistical analysis and mining ability of multi-source heterogeneous data of physical education trainees' psychological well-being under the coordinated improvement of physical intelligence and emotion and build a pointer scheduling model of multi-source heterogeneous data of physical education trainees' psychological wellness under the coordinated improvement of physical intelligence and emotion as presented in Fig 2.

Based on the mental wellness state evaluation model of physical education students shown in Fig 2, the fuzzy correlation of the mental wellness state evaluation data of physical education students is analyzed.
B. Fuzzy Correlation Analysis of the Evaluation Data of Physical Education Students' Mental Health Under the Coordinated Development of Physical Intelligence and Emotion

The fuzzy correlation analysis of multi-source heterogeneous data of physical education learners' psychological well-being under the coordinated improvement of physical intelligence and emotion is accomplished using the feature extraction way of high-order statistics\cite{16}–\cite{18}. The outcome autocorrelation factor accordant type of multi-source heterogeneous info of physical education learners' psychological well-being under the coordinated improvement of physical intelligence and emotion is constructed, and the fuzzy clustering feature coefficient of multi-source heterogeneous data of physical education learners' psychological well-being under the coordinated improvement of physical intelligence and emotion is calculated\cite{19}–\cite{21}, which is defined as:

\[ A_j(L + 1) = \frac{1}{n_j} \sum_{i=1}^{k} X_i^j \quad j = 1, 2, \ldots, k \quad (1) \]

Wherein, \( n_j \) is a multi-source feature of the physical education students' mental health status, \( X_i^j \) is a multi-source heterogeneous spatial distribution set of physical education students' mental health status, and \( k \) is an embedded dimension. By analyzing the output difference features of multi-source heterogeneous data of physical education learners' psychological well-being status under the coordinated improvement of physical intelligence and emotion, the fuzzy cluster analysis of multi-source heterogeneous data of physical education learners' psychological well-being status under the coordinated improvement of physical intelligence and emotion is carried out by using high-order statistical analysis method, and the discrete scheduling formula of multi-source heterogeneous data of physical education learners' psychological well-being status under the coordinated improvement of physical intelligence and emotion is defined as\cite{22}, \cite{23}:

\[ C(l) = \sum_{j=1}^{k} \sum_{k=1}^{n_j} (|X_i^j - A_j(L)|)^2 \quad (2) \]

Wherein \( x(t) \) is the fuzziness of multi-source heterogeneous data sets of physical education learners' psychological well-being under the coordinated improvement of physical intelligence and emotion and \( A_j(L) \) represents the similarity characteristic quantity. Fuzzy data clustering and distributed discrete scheduling ways are adopted to control the output reliability of multi-source heterogeneous data of physical education learners' psychological well-being under the coordinated improvement of physical intelligence and emotion. Establishing the attribute cluster distribution model of multi-source heterogeneous data of physical education learners' psychological well-being under the coordinated improvement of physical intelligence and emotion can realize the statistical detection of multi-source heterogeneous data sets of physical education learners' psychological well-being under the
coordinated improvement of physical intelligence and emotion[24], [25]. Combining with the similarity feature analysis method, the multi-source heterogeneous data mining feature quantity of physical education learners' psychological well-being under the coordinated improvement of physical intelligence and emotion is established, and the residual distribution matrix of multi-source heterogeneous data of physical education learners' psychological well-being under the coordinated improvement of physical intelligence and emotion is as follows:

\[ D(x_i, A_j(L)) = \min \{ D(x_i, A_j(L)) \} \]  

Wherein, \( D(x_i, A_j(L)) \) is the global weighted value of the evaluation of physical education students' mental health under the coordinated development of physical intelligence and emotion at the \( i \) point. A fuzzy information detection model of multi-source heterogeneous data of physical education learners' psychological well-being under the coordinated improvement of physical intelligence and emotion is constructed. The fuzzy correlation analysis of multi-source heterogeneous data of physical education learners' psychological well-being under the coordinated improvement of physical intelligence and emotion is accomplished using a high-order statistical detail mining way, and data mining and fuzzy clustering are carried out according to the feature extraction results.

V. EVALUATION AND OPTIMIZATION OF PHYSICAL EDUCATION STUDENTS' MENTAL HEALTH STATUS

A. Multi-source Heterogeneous Data Mining of Physical Education Students' Mental Health Under the Coordinated Development of Physical Intelligence and Emotion

Based on the fuzzy information detection model of multi-source heterogeneous data of physical education learners' psychological well-being under the coordinated improvement of physical intelligence and emotion, and the fuzzy correlation analysis of multi-source heterogeneous data of physical education learners' psychological well-being under the coordinated improvement of physical intelligence and emotion by using high-order statistical feature extraction method, the communication link data mining is carried out. This paper puts forward an evaluation method of physical education learners' psychological well-being under the coordinated improvement of physical intelligence and emotion according to multi-origin heterogeneous info mining. The outcome autocorrelation factor accordant type of multi-source heterogeneous info of physical education learners' psychological well-being under the coordinated improvement of physical intelligence and emotion is formed, and the numerical evaluation of multi-source heterogeneous info of physical education learners' psychological well-being under the coordinated improvement of physical intelligence and emotion is carried out by combining the hierarchical index parameter detection and analysis method. By adopting the multi-source heterogeneous data mining algorithm, the feature distribution set of data sampling node \( T \) at time \( T \) is expressed as \( V = \{ v_{ij} | i = 1, 2, \ldots, c, j = 1, 2, \ldots, s \} \), \( t \) is the offset characteristic quantity of multi-source heterogeneous data of physical education learners' psychological well-being under the coordinated improvement of physical intelligence and emotion, and \( S \) is the weighting coefficient of evaluation of physical education learners' psychological well-being under the coordinated improvement of physical intelligence and emotion. Combining the semantic factor evaluation way with a fuzzy semantic factor rule set for evaluation of physical education learners' psychological well-being under the coordinated improvement of physical intelligence and emotion is formed, and the adaptive weighting coefficient of multi-source heterogeneous data of physical education learners' psychological well-being under the coordinated improvement of physical intelligence and emotion is as follows[26]:

\[ H(t) = h(t) * p(t) * p(-t) \]

\[ = (\sum_{i=1}^{n} h_i(t) * h_i(-t)) * p(t) * p(-t) \]  

Wherein, \( h(t) \) is the regression analysis value, \( p(t) \) is the dynamic fitting parameter, \( h_i(t) \) is the distribution function of transmission reliability, and \( \max_{F \text{req}, i} \) is the residual specification amount of physical education students' mental wellness analysis and optimization under the coordinated development of physical intelligence and emotion among \( d_j \). \( k_t \) is defined as the fuzziness of multi-source heterogeneous data mining of physical education learners' psychological well-being under the coordinated improvement of physical intelligence and emotion:

\[ p_{r_{i}}(t) = p(t) * h_{i}(t) + n_{p_{i}}(t) \]

\[ S_{r_{i}}(t) = S(t) * h'_{i}(t) + n_{S_{i}}(t) \]  

Wherein, \( S(t) \) and \( h'_{i}(t) \) are the fuzzy rule features of the physical education students' mental health evaluation under the coordinated development of physical intelligence and emotion and \( n_{i_{i}}(t) \) is the interference item of multi-source heterogeneous data mining. The fuzzy clustering way is attained to optimize the shortest path of physical education students' mental wellness evaluation under the coordinated development of physical intelligence and emotion[27], and its calculation formula is:

\[ r_i(t) = S_{r_{i}}(t) * p_{r_{i}}(-t) \]

\[ = S(t) * p(-t) * h'_{i}(t) * h_i(-t) + n_{S_{i}}(t) \]  

Wherein, \( S_{r_{i}}(t) \) is the joint matching coefficient, \( S(t) \) is the similarity characteristic quantity, and \( h'_{i}(t) \) is the dynamic interference component. Using the statistical information analysis method, this paper establishes the correlation distribution set of multi-source heterogeneous data of physical education students' mental health under the coordinated development of physical intelligence and emotion. On this basis, the spherical test of KMO and Bartlett is carried out on the scale (the test results show whether the scale can be used for exploratory feature evaluation), and then the exploratory feature evaluation is accomplished. Generally speaking, when the KMO test value is above 0.8, it is suitable for exploratory factor analysis, and Bartlett's spherical test value needs to reach a significant level, that is \( \text{Sig}<0.05 \), then exploratory factor analysis can be carried out on this scale. Therefore, the spherical test of KMO and Bartlett is required for the pre-test.
students’ mental characteristic quantity of multi-source heterogeneous data of physical education students’ mental health under the coordinated development of physical intelligence and emotion, and to improve the ability of mining multi-source heterogeneous data of physical education students’ mental health under the coordinated development of physical intelligence and emotion.

B. Evaluation of Mental Health Status of Students Majoring in Physical Education Under the Coordinated Development of Intelligence and Emotion

Based on the multi-source cluster analysis method of the split grid, a multi-source heterogeneous data mining model of the physical education students’ mental health status under the coordinated development of physical intelligence and emotion is established. The feature extraction results are evaluated by the hierarchical index parameter detection method. The global variables are set, and the fuzzy partition coefficient of physical education students’ mental health status evaluation under the coordinated development of physical intelligence and emotion is established as follows:

\[ V_i = \frac{\sum_{k=1}^{m}(\mu_{ik})^m x_k}{\sum_{k=1}^{m}(\mu_{ik})^m} \]  
(8)

Where, \( \mu_{ik} \) represents the median of mental wellness evaluation of physical education students under the coordinated development of physical intelligence and emotion, \( m \) is the lower bound of mental wellness evaluation of physical education students under the coordinated development of physical intelligence and emotion, and it is the median of multi-source heterogeneous data of mental wellness of physical education students under the coordinated development of physical intelligence and emotion, and \( n \) represents the minimum statistical characteristic quantity of multi-source heterogeneous data of mental wellness of physical education students under the coordinated development of physical intelligence and emotion in all dimensions. Based on the detail mining outcomes of multi-source heterogeneous information of physical education students’ mental health under the coordinated development of physical intelligence and emotion, the hierarchical index parameter detection method is adopted to evaluate the mental health of physical education students under the coordinated development of physical intelligence and emotion. The great information extraction model is shown below:

\[ P_u = \frac{\sqrt{\frac{1}{V} \sum_{1}^{N_R} s(i,t)}}{N_R} \]  
(9)

Wherein, \( s(i,t) \) is a linear fitting parameter of multi-source heterogeneous data of physical education students’ mental health status, \( N_R \) is a multi-source decision function, and \( V \) is KMO test value. Under the decision tree model of physical education students’ mental health evaluation data distribution under the coordinated development of physical intelligence and emotion, this paper adopts a multi-source heterogeneous data mining algorithm to carry out self-adaptive optimization in the procedure of physical education students’ mental wellness evaluation under the coordinated development of physical intelligence and emotion, with four factors of compulsion, interpersonal sensitivity, hostility and depression as dependent variables. Combined with the hierarchical index parameter detection and analysis method, this paper makes a statistical analysis of multi-source heterogeneous data on physical education students' mental health under the coordinated development of physical intelligence and emotion. Based on the detail mining outcomes of multi-source heterogeneous data of physical education students' mental health, the analysis of physical education students' mental wellness is perceived.

VI. SIMULATION AND RESULT ANALYSIS

Aiming to confirm the applying performance of this way in the analysis of physical education students’ mental wellness, a simulation examination evaluation was applied. In order to ensure the effectiveness of the experiment, the experimental parameters of this article are set as follows:

1) Fuzzy information detection model: clustering number
4.
2) Detection and analysis method for hierarchical index parameters: significance level 0.05.
3) Feature extraction and subspace heterogeneous fusion methods: Dimension 10 of principal component analysis (PCA), hyperparameter lambda=0.5 of subspace fusion methods.

Among them, the comparative method uses the corresponding parameters used in its experiment, and will not be introduced in detail here.

Matlab was used for the algorithm processing of the analysis of physical education students' mental wellness, and the number of nodes for multi-source heterogeneous data sampling of the physical education students' mental well-being was set to 400. The Sink root node of the physical education students’ mental well-being evaluation is 35, the Sink source node number of the physical education students’ mental well-being evaluation is 6, the length of multi-source heterogeneous data sampling of physical education learners’ psychological well-being under the coordinated improvement of physical intelligence and emotion is 3000, and the distribution characteristic resolution of association rules of physical education students' mental health evaluation is 34Bps/s. The sampling frequency of multi-source heterogeneous statistical features for the analysis of physical education students’ mental well-being is 24Hz, and the sampling frequency of autocorrelation features is 46Hz. Based on the earlier principles, the evaluation of physical education students' mental wellness under the coordinated development of physical intelligence and emotion is carried out. Same to the exploratory factor analysis method used in the preliminary investigation, the test results of KMO and Bartlett are shown below. Cronbach’s Alpha Reliability Analysis Table, a positive scale of psychological toughness, is constructed. The KMO value of this scale is 0.915, and Bartlett's test value is 0.000 (<0.05). This scale is very suitable for factor analysis. By using principal component analysis and tilt rotation method, 10 common factors were extracted, the maximum convergence iteration times were 25, and the cumulative contribution rate reached 60.00% for observation. Factor analysis one by one
eliminated KL3, KL10, KL29, KL47, KL17, KL18, KL51, KL57, KL6, KL15, KL34 and KL. After 15 times of factor extraction, the load value of each factor is above 0.4, and the cumulative variance is 60.00%, that is, the total explanation rate of the factors is 60.00%, which has a high explanation rate. The reliability of 60 items in 602 questionnaires of middle school students' mental health scale was analyzed, and Cronbach's Alpha coefficient was 0.929, > 0.85, which indicated that the reliability of the formal survey scale was good.

Combined with the results of the exploratory factor analysis of the formal psychological resilience scale, the confirmatory feature evaluation was applied with statistical software AMOS 20.0, the path significance was estimated by maximum likelihood estimation, and the fitting degree of the structural equation model was tested. The model was modified by combining factor load and model fitting index, and four factors, compulsion, interpersonal sensitivity, hostility, and depression, were taken as dependent variables. The distribution of multi-source heterogeneous data on physical education learners' psychological well-being under the coordinated improvement of physical intelligence and emotion was obtained as shown in Fig. 3.

The analysis shows that the factor loads of C15, C16, and C17 are negative, and the factor loads of C19 and C22 are less than 0.4. The load of the C18 factor in interpersonal assistance is negative, so there is only one factor in the dimension of positive cognition, so the dimension of positive cognition is deleted.

Fig. 3 shows that there are three impulse response waves in the obsessive-compulsive mental health state, two impulse waves in the interpersonal sensitive state and hostile state, and two shock waves in the depression state. The pattern in this article is able to precisely detect the multi-source heterogeneous data feature points of physical education majors' mental health state. At the same time, it is found that the fitting degree of the first model is not good in the absolute fitting index and relative fitting index of the model fitness test.

According to the correction index given by AMOS software, the model is modified by the residual correction method, with four factors of compulsion, interpersonal sensitivity, hostility, and depression as dependent variables. The final verification path correction result of the psychological resilience scale is shown in Fig. 4.

Fig. 3. Multi-source heterogeneous data distribution of physical education students' mental health status.
According to the analysis of Fig. 4, the multi-source heterogeneous mining is realized by this method, which reduces the risk of university students' mental well-being, suppresses the impulse wave of mental wellness risk state, establishes the regression analysis model of multi-source heterogeneous data of physical education students' mental health under the coordinated development of physical intelligence and emotion, and extracts the statistical characteristic quantity of multi-source heterogeneous data of physical education students’ mental health under the coordinated development of physical intelligence and emotion. Based on the factor mining outcomes of multi-source heterogeneous info of physical education students' mental health, the health assessment is realized. It is concluded that all fitting indexes of the psychological resilience scale have reached an acceptable or good level. It proves that the structure of the revised psychological resilience scale has reached a stable state and is suitable for later research and analysis. The path coefficients of D12 and D23 in the obsessive-compulsive dimension, D4, D45, and D59 in the interpersonal tension and sensitivity dimension, D36 in the learning stress dimension, and D1 and D9 in the maladjustment dimension are all less than 0.4. Therefore, these items are deleted and combined with the model fitting index, it is found that the first Chinese middle school students’ mental health scale model is not good. This way is able to effectively perceive the multi-source heterogeneous data mining of physical education students' mental health, improve the clustering ability and output balance of the info, and test the accuracy of several ways in evaluating physical education students’ mental health. The comparison results are shown in Table I. From the analysis of Table I, it is known that the accuracy of this method in evaluating physical education students’ mental health is high. This algorithm is for analyzing the abnormal risk probability of mental wellness of physical education students in the 2019 academic year, which shows that this algorithm can effectively evaluate the mental health status of sports students.

On this basis, by comparing the methods of [5] and [7], the calculation complexity of the proposed algorithm is counted (Table I). The shorter the time of the algorithm, the lower is the calculation complexity. Therefore, the experiment is carried out with the evaluation time as the test index, and the experimental results are shown in Fig. 6.

As shown in Fig. 6, under the same conditions, the proposed method takes the shortest time, indicating that the proposed method has the lowest computational complexity, the strongest operability, and high practical applicability.

<table>
<thead>
<tr>
<th>Iterations</th>
<th>Methods of this paper</th>
<th>Reference [5]</th>
<th>Reference [7]</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>0.976</td>
<td>0.854</td>
<td>0.887</td>
</tr>
<tr>
<td>40</td>
<td>0.978</td>
<td>0.877</td>
<td>0.892</td>
</tr>
<tr>
<td>60</td>
<td>0.999</td>
<td>0.924</td>
<td>0.925</td>
</tr>
<tr>
<td>80</td>
<td>1</td>
<td>0.946</td>
<td>0.943</td>
</tr>
</tbody>
</table>

Fig. 5. Probability assessment results of abnormal mental health risk.

Fig. 6. Comparison of evaluation time of different methods.
Based on the above research results, it can be concluded that this method provides a more comprehensive perspective for the evaluation of the mental health status of sports majors by integrating data from different sources and types.

In reality, the mental health issues of sports major students are of great concern. Using multi-source heterogeneous data for evaluation can better capture multidimensional information of individuals and identify potential mental health risk factors. In addition, the introduction of fuzzy information detection models, hierarchical index parameter detection and analysis methods, feature extraction, and subspace heterogeneous fusion techniques make the evaluation indicators more accurate and reliable.

However, there are still some challenges and room for improvement in further applications. The effective integration and processing of different types of data is a complex task that requires further optimization and exploration of methods and models suitable for different data types. In future research, it is recommended to further expand the scope of multi-source heterogeneous data evaluation and strengthen research on data preprocessing, feature selection, and model optimization.

In this article, an evaluation method of physical education students' mental health based on multi-source heterogeneous data mining is proposed. The output autocorrelation characteristic matching model of multi-source heterogeneous data of physical education students' mental health under the coordinated development of physical intelligence and emotion is constructed, and the statistical analysis of multi-source heterogeneous data of physical education students' mental health under the coordinated development of physical intelligence and emotion is carried out by combining the hierarchical index parameter detection and analysis method, and the fuzzy segmentation model of evaluation of physical education students' mental health under the coordinated development of physical intelligence and emotion is established. Multi-source heterogeneous data mining algorithm is used to self-adaptively optimize the evaluation process of physical education students' mental health under the coordinated development of physical intelligence and emotion, so as to realize the evaluation of physical education students' mental health under the coordinated development of physical intelligence and emotion. The analysis shows that this method has good balance and high accuracy in scheduling multi-source heterogeneous data of physical education students' mental health under the coordinated development of physical intelligence and emotion. Through empirical analysis, the following conclusions are also drawn:

First, the overall situation of physical exercise of students majoring in physical education is good. The overall average of psychological resilience is high, and the overall average of mental health is high.

Secondly, the physical exercise behavior of students majoring in physical education shows significant gender and grade differences at the overall level; there are significant grade differences in its sub-dimensions, and there are significant gender differences in the intensity and time of physical exercise.

Thirdly, there are significant grade differences in the overall level of physical education major students' psychological resilience and its sub-dimensions; there are significant gender differences in their sub-dimension goal concentration and emotional control.

Fourthly, there are significant gender and grade differences in physical education students' mental health as a whole and its sub-dimensions; there are significant differences in their sub-dimension maladjustment in the only child.

Although this study has achieved good research results, there may be biases in the selection of samples in the study, resulting in inaccurate evaluation results or lack of widespread applicability. Therefore, further consideration will be given to the randomness and representativeness of sample selection in the next step of research.

The raw data supporting the conclusions of this article will be made available by the authors, without undue reservation.
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Abstract—Assessing students is a common practice in educational settings. Students will be evaluated using several methods or tools to determine how well they have acquired knowledge or progressed. There are two distinct types of assessment is summative and formative. Rubrics are used to evaluate student performance. However, the development of the rubric is challenging because subject-matter expertise is required. Ontology has been utilized in certain research to communicate knowledge relevant to rubrics, but these studies do not map to the important learning outcomes. Rubrics are developed in Malaysia to support outcome-based education (OBE) based on the Malaysia Qualification Framework (MQF). It is essential to discover if the technology supports rubrics that leverage learning outcomes to produce the best possible rubric. A systematic review of the literature (SLR) was used to carry out this analysis. In the years 2018 through 2022, 42 papers were reviewed. In conclusion, the key finding of this work is that rubric-based outcome learning is the most recent research area to get attention and that only a small number of studies have used ontologies to develop rubrics based on learning outcomes.
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I. INTRODUCTION

The practice of enhancing students' educational experiences by accomplishing learning outcomes through curriculum design is known as outcome-based education (OBE). The OBE process's results are crucial in enabling educational institutions to assess student’s performance in an accurate and objective manner and to reassure pertinent stakeholders about the quality and competency of graduates. The OBE process is a crucial tool for promoting the quality of educational institutions, programs, and student employability [1]. OBE is employed in education because it organizes everything in a system of learning around what is essential for all students to be able to do at the end of their studies. [2]. To enhance student performance and learning experiences, OBE must link the curriculum, teaching and learning approaches, and assessment with learning outcomes.

One of the first proponents of OBE, Spady, characterized this approach as the design, production, and documentation of instruction with pre-specified goals and outcomes [3]. The term "outcomes" refers to the learning objectives for any proposed curriculum. These objectives must be clearly defined in order to choose a realistic set of topics and activities that will make up the students' experience [4]. The learning outcomes of the students are rated according to the Malaysia Qualification Framework (MQF) domain [5].

The curriculum should be developed when a Higher Education Institution (HEI) demonstrates the Program Learning outcome (PLO) that it wants its graduates to achieve. LOs are what the educated can perform because of education. It links with the Course Learning Outcome (CLO). Most courses are expected to foster problem-focused learning skills against the backdrop of academic convergence, improve problem-solving ability, instill criticality, and support creative faculty in the creation of new knowledge. The handling of sophisticated equipment in laboratories and workshops as well as experience with computer-simulated experiments, are expected outcomes of all scientific and technology courses.

The instructional design outlines the process by which students can complete a series of tasks utilizing the resources available in their environment and still meet the learning objectives. Experts claim that objectives oversee connecting general skills to specific knowledge so that learners may prove they can solve specific types of challenges. As a result, various taxonomies pertaining to students' abilities that serve to symbolize the acquisition of information have been constructed. Among them, Bloom's taxonomy is the most widely used [6]. It comprises three important domains: cognitive, affective, and psychomotor. The cognitive domain includes the intellectual area and learning related to knowledge, comprehension, and critical thinking [7]. The affective domain comprises the abilities to communicate and understand feelings, i.e., learning related to senses, emotions, and personal growth in attitudes [8]. The psychomotor domain covers people’s abilities to make voluntary movements, skills, and actions [9].

One of the methods to achieve the objectives is through assessment. They need to scale the student's performance. One of the methods is based on assessment, which is done via a platform learning management system (LMS) that store and delivers learning content for training and educating the students. Academic evaluation of students is part of the learning process to monitor their learning progress. The evaluation of the learning process is a thorough and continuous procedure for determining a student's academic performance level in accordance with educational regulations. The assessment will indicate whether the student will succeed or fail, and it will serve as guidance for a teacher in future performance reviews [10].
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A. Assessment

The evaluation criteria, definition criteria, and marking approach are the three key criteria of a rubric, a tool used to evaluate student work [11]. The assessment process requires monitoring of student progress throughout the instructor’s planned instruction sequence in the LMS [12]. The objective of the evaluation is to infer, from the students’ behavior, what learning objectives were achieved and the level of student knowledge. In this process, the use of a Taxonomy of Educational Objectives is highly recommended [13], [14]. Taxonomy of Educational Objectives can contribute to the evaluation of the student’s academic performance.

B. Rubric

A rubric is a method that educators use to evaluate their students. It is critical to follow the learning objective. Every subject has objectives that need to be archived to qualify the subject and help the educator archive the output from learning. A rubric is used to notify students of expectations, provide informative and timely feedback, help with grading consistency and fair assessment, and foster student learning and self-assessment [15]. There are two (2) types of rubrics which are analytic and holistic. The analytic rubric breaks down the objective into specific component parts. Every section is scored independently using a rating scale. It is a two-dimensional rubric with levels of achievement as columns and assessment criteria as rows. A holistic rubric consists of a single scale, with all criteria to be included in the evaluation being considered together. It may use a percentage or text-only scoring method.

The performance of the students was evaluated more methodically and objectively, and academics were better informed using standardized rubrics [1]. The educator needs to create teaching and learning activities and assignments that are directly related to the learning outcomes. The knowledge, skills, attitudes, and manners that are the subject of these learning outcomes won’t be attained through lectures, tutorial classes, or written tests. The expectations for the performance of students and programs will be better understood with the standardization of a set of rubrics and the appropriate setting of learning outcomes since students will be more inclined to take ownership of their studies [1], [16]–[18]. Rubric is important to teacher/instructor/teaching assistant – Graduate teaching assistants also indicated that they could effectively use the rubrics to assess student work and that the rubrics clarified the instructor’s expectations for how they should assess students [19].

In the meantime, the MQF’s rubric domain is the evaluation and assessment of students’ work using the Integrated Cumulative Grade Point Average (iCGPA) system, which assesses knowledge, skill, and attitude acquired from general subject courses as demonstrated in the Malaysia Qualification Framework’s Learning Outcomes Domain (LOD-MQF) [5]. The criteria that educators want to evaluate must point to learning outcomes based on LOD-MQF. Every institution needs to follow Malaysia’s Qualification Framework in education to evaluate students. Most of the rubric is created manually with the criteria that want to evaluate [20].

C. Ontology

Educators can create rubrics easily when using computational approaches. Educators can use ontology to map rubric criteria to related learning outcomes. Ontology is a technology used to represent knowledge domains in an understandable form that can be manipulated by machines. Ontology was created to share a common understanding of the structure of information among people, to enable the reuse of domain knowledge, to make domain assumptions explicit, to separate domain knowledge from operational knowledge, and to analyze the domain knowledge [21]. Developing ontology from scratch is hard and wastes time, however, the study in [22] state that using an existing ontology can save money and effort. The effort of this study, which adapts the pre-established ontology developed by [6], is motivated by the idea of reusing pre-made ontologies.

As employed in this study, a systematic review is an examination of a defined issue that employs methodical and clear techniques to identify, select, and assess pertinent research papers as well as analyze their data [23]. Systematic reviews also try to analyze secondary data by gathering, synthesizing, and rating the available data on a subject in a logical, intelligible, and analytical manner [24]. Given the current discourse issue surrounding this topic, it is imperative to do a thorough study of it. Gaps can be identified and future studies on how educators approach assessment and respond to student learning outcomes can be directed in the right direction using the methodology employed in this analysis.

Based on Systematic Literature Review and meta-analytical analysis, it may show patterns, identify gaps, and offer comparison results [25], [26]. A systematic review aids in understanding pertinent issues that may throw light on various assessments used by educators and enables researchers to identify trends in prior research. It is intended that the learning outcomes of assessments, such as student knowledge, abilities, competencies, and attitudes, will be clearly identified.

II. METHODS

A systematic review needs to do as detail to get accurate result on how the research works. The recommended Preferred Reporting Items for Systematic review and Meta-analysis (PRISMA) guideline technique was used to conduct this systematic literature review. The research in [26], state that identification, screening, and inclusion are the three stages of preparation for papers prepared to utilize the PRISMA approach [27]. Research questions were first developed, and then papers on assessment and the creation of student learning outcomes, competencies, and performances were found. The researchers also talked about data extraction, analysis, and quality evaluation. Many researchers do some research to upgrade or modify the method in teaching and learning. Although, they need to be evaluated to identify the missing knowledge or the part where they are weak. Educator used a rubric to evaluate the student based on formative assessment.

A. Research Question

Currently, many methods are used to evaluate students using various computational approaches. The research questions for this research are:
• Are there any suitable computerization solutions that could be applied to help educators evaluate the students based on learning outcomes?
• Why ontology for rubric-based assessment is necessary to be used?

B. Preliminary Research

Preliminary research is used to validate the proposed idea, identify relevant articles, and avoid duplication of the article, and to ensure the article enough to conduct the analysis. This research is about education, and more specifically, is in higher education domain. Therefore, the article that related with the themes will be collected. The issues that appear will be analyzed and considered as important to people.

Search engines such as Google Scholar, Scopus, and Science Direct were used to get the information and documents that related to the research. The key words that used are ‘learning’, ‘teaching’, ‘problem learning’, and ‘evaluate student’. The search was too wide, general document was found such as ‘SMART learning’ and ‘Recommender system’. Then the search needs a specific keyword to get a more accurate result on what the research question is about. The specific keywords are ‘rubric’, ‘learning objectives’, ‘outcome-based education’, ‘student feedback’ and ‘taxonomy’. According to the article, there is a gap in the research that has not yet been conducted in the higher education domain.

C. Inclusion and Exclusion Criteria

To get the desired information and avoid bias from a selection of papers and publications, inclusion and exclusion criteria must be established. Table I lists the article's inclusion and exclusion criteria, the studies in evaluation using the rubric on computational approach. The article was published between 2018 and 2022 and was written in English and was eligible for inclusion in the review. Meanwhile, publications were disqualified if they were studies that are not for evaluation using the rubric, written in a language other than English, did not specifically address the topic of evaluation using rubrics, and were duplicated studies.

<table>
<thead>
<tr>
<th>Inclusion criteria</th>
<th>Exclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Studies that present OBE, LO, CLO and PLO.</td>
<td>Studies that not for evaluation using rubric</td>
</tr>
<tr>
<td>Studies in evaluation using rubric</td>
<td>Article that not available in digital library</td>
</tr>
<tr>
<td>Studies of computation approach in rubric</td>
<td>Non-English written article</td>
</tr>
<tr>
<td>Studies about conceptual model or theory in Outcome based</td>
<td>Technical reports and documents in the form of summaries</td>
</tr>
<tr>
<td>Studies published between 2018 and 2022</td>
<td>Studies that related with learning object</td>
</tr>
<tr>
<td>English written papers</td>
<td>Duplicate studies</td>
</tr>
</tbody>
</table>

Two levels of inclusion and exclusion criteria were used: first, when reading the title and abstract, and then, after reading the complete article. There are titles, contents, and abstracts for every piece of writing and publication. Some of the book titles don’t accurately describe the content. Reading the abstract might therefore save time before reading the entire article by providing an overview of the publication's substance. In addition, it saves us from having to read the full piece to learn what the publication is about and identify its goal or objective. The PRISMA flow diagram template that is used in studies can be found in Fig. 1.

D. Search Strategy

The formulation of the research question forms the foundation of the fundamental search strategy. With the assistance of a subject matter expert in the review topic area or an information specialist, search methods are created to include free-text phrases (in the title and abstract) and any applicable subject indexing expected to return acceptable studies. Additionally, because the result is not stated explicitly in the papers, using terms for the outcome may make it more difficult to find qualifying studies in the database because their inclusion. While conducting a trial search and looking for a different pertinent term within each concept from the papers that were collected, the search term is improved.

E. Search Database, Import and Export Data

According to the A MeaSurement Tool to Assess systematic Reviews (AMSTAR) criteria, the systematic review must search at least two databases [28], but as you increase the number of databases you search, the yield increases and the results become more precise and thorough. The review questions dominate how the databases are arranged. The studies used three databases. While some databases do not permit the usage of Boolean or quotation, others have unique searching methods. To obtain useful results, the original search keywords for each database must change. Lastly, all records are collected into Mendeley library to delete duplicates. All references that have same title and author and published in the same year and also the same title and author and published in the same journal would be deleted.
F. Title and Abstract Screening

Duplications will be eliminated in this step using Mendeley whenever the reviewers discover them. The team should be inclusive rather than exclusive when there is uncertainty regarding an article decision, at least until the main leader reaches a conclusion after discussion and consensus. There should be an explanation for every excluded record.

G. Full Text Downloading and Screening

Links to full text articles can be accessed for free using many search engines. If nothing is discovered, the researcher can search on research portals like ResearchGate, Science Direct, which provide the possibility of direct full-text requests from authors.

H. Manual Search

By explicitly hand-searching for reports that may have been missed in the initial search, one must exhaust all options for reducing bias [29]. The process for manual search; First, reviewing reference lists of articles that were included; second, performing citation tracking, in which reviewers track all the articles that cite each of the articles that were included; this may require using electronic databases; and third, following all "related to" or "similar" articles.

Following the same records produced by electronic databases, every potentially relevant article must be subjected to further examination against the inclusion criteria. To maximize retrieval and reduce bias, the author did an independent evaluation by giving each team member a "tag" and a unique approach before compiling all the data for discussion and comparison of the differences. In a similar vein, the number of included articles must be specified before being added to the total number of included records.

I. Data Extraction

By gathering data relating to the current issues in education, data extraction was carried out. All the published articles underwent a strengths and weaknesses analysis in this step. Articles are grouped based on the process used to identify rubric-based ontology after the data is extracted. The author's name and, more significantly, the publication year of the piece are listed after that. The article's advantages and disadvantages are combined to assess whether it can help the researcher identify a practical way to know the rubric in the computational approach.

J. Manuscript Writing, Revision, and Submission to a Journal

Writing that follows a four-part scientific structure which are introduction, methods, results, and discussion, with a conclusion in most cases. A necessary stage that has a template is creating a characteristic table for the study and patient characteristics. When the team has finished writing the manuscript and creating the characteristics table and PRISMA flow diagram, they should send it a leader or thorough revision, respond to his comments, and then choose a suitable journal for the manuscript with a high impact factor and relevant field. Before submitting the work, reading the author's rules of the journals is important.

III. RESULT AND DISCUSSION

Education is important and required for all people, so they have a wide range of knowledge. Education should be upgraded and use technology to provide many benefits. The majority of researchers have a focus on the university context, mainly in undergraduate research. Some issues in education concern the appropriate learning material [30], such as assessment; students also have issues with their senses, such as visual and auditory [31], and providing feedback [32]. Teachers also have some issues related to their teaching and need to improve learning and teaching methods with Information and Communication Technology (ICTs) [33], [34], and the Internet of Things (IoT) [35]. Students also have a problem choosing the path that they will take. The researcher should take these issues and try to solve the problem by creating a framework for smart learning to personalize learning material, generic smart education design, adaptive learning [36], [37], predict student performance [38], identify learning style [39], and make course recommendations [40] to help students with their studies and choices. Various studies indicate that the learning process may vary depending on the learner [31].

To produce the desired result, the systematic literature review went through each step. The first step was to conduct a thorough search. To search publications and gather data for the research, three Internet databases were employed which is Scopus, Science Direct, ACM library, Springer and IEEE and Google Scholar. There are 78 articles from the identification of the article that are related. Articles, papers, journals, web pages, manuscripts, and books that might be utilized as references for the research were produced from these sources [41]. The main keyword search was ‘rubric’ followed by the keyword ‘evaluation student performance’. The other keyword that was used is already explained in Section B (Preliminary Research). The scope was decreased based on the amount of data retrieved during the search.

Every piece of information, including the research topic, sample type, methodology, evaluation method, participant type, and relevant details, was documented. This will assist the researchers in their data analysis and in determining whether the article is relevant. To gain a different perspective on the publications and to spot the research gaps between the articles, the data was saved as a table. How does it relate, then? It ought to respond to a research question. The author has read that there are four (4) scopes in the field of higher education that have been extensively used and studied. There are numerous perspectives, including (1) instructor perceptions of rubric use, (2) academic achievement in conjunction with rubrics, (3) rubrics for instructional and program assessments, and (4) validity and reliability of rubrics that was support by [42].

In step two (2), all the retrieved articles and publications' inclusion and exclusion criteria were determined. All the articles are then identified and reviewed critically in order to comprehend them. To get precise outcomes from the reading, comprehension is crucial. It is difficult to assess the student's performance on learning objectives using this reading evaluation. As a result, to suggest a remedy to the issue, the research should be in that field.
The data must then be extracted from each and every one of the gathered articles. The article is then extracted and classified using conventional methods, web-based expert systems, ontologies, etc. Based on whether they are PLO or CLO, these four techniques are utilized to determine how learning outcomes are implemented. Articles that discuss the validity and dependability of rubrics, as well as how instructors perceive the usage of them are not included in this article.

In the learning outcome domain research, there are up to 20 articles, as shown in Table II. This study has received considerable consideration from earlier researchers. All the details, including the research topic, sample type, methodology, assessment method, participant type, and relevant information, were documented. This will make it easier for the researchers to assess the data and determine whether the article is relevant. To gain a different perspective on the publications and to spot any gaps in the research among the articles, the data was recorded as a table. How does it relate as a result? A research question should be addressed.

The first analysis is by method that researcher used aim to evaluate, improve, give feedback and verities of solution and method that solve specific problem that related to outcome-based approach. Research used traditional or manual method to conduct exam [43], comparison between different rubric [44], evaluate coursework [20] and performance-based assessment [45], design curriculum [46], [47], improve process skill [19] and creating path [48]. Learning outcome also can be archive by using web based [49]–[53] and expert system such as text mining [54], ontology [6], [55], [56], natural language programming [57] and data mining [58], approach also analytic [59] that need the researcher to develop application. Based on analysis, it shows that only a few researches have been conducted to relate the learning outcome to a rubric evaluation approach using the LOD. The first method that will be employed is a computational technique that makes it simple for educators to assess students based on their learning. Educators can communicate their rubric evaluations using this method of communication virtually. The learning outcome of the student's assessment can also be clearly known, and thus it can be targeted. As a result, the learning objective can be met automatically.

In addition, using the data from the study, the researchers discovered additional ontologies with additional approaches or methodologies for using the expert system to categories individuals according to traits. The topic of the field is the computational method utilizing the scope of research, other than field education; there are two other fields (construction [50] and disaster [52]) that are evaluated based on learning outcomes. It is important to check the quality that greatly benefits others. It gauges how well the initiative succeeds in achieving the desired outcome(s) and how much more justifiable work is needed to attain and/or improve benefits. It offers data that could be utilized to guide decisions in the future. To determine the learning outcomes were focused on is shown in Table III. In the scope of the research, two other fields (building [51] and disaster [52]) are studied based on learning outcomes as well as to field education. It is crucial to look for qualities that are highly advantageous to others. It evaluates the initiative's effectiveness in reaching the desired outcome(s) and the amount of additional reasonable work required to achieve and/or improve benefits. It provides information that could be used as future decision-making input.

### TABLE II. ANALYSIS OF THE LITERATURE REVIEW IN THE OUTCOME BASED APPROACH

<table>
<thead>
<tr>
<th>Author and year</th>
<th>Method</th>
<th>Aim</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parmar et al., 2018 [43]</td>
<td>Traditional/Manually</td>
<td>To conduct the exam through model making and assessing the graduate students of mechanical engineering</td>
</tr>
<tr>
<td>Yune et al., 2018 [44]</td>
<td></td>
<td>To compare holistic rubric and analytic rubric</td>
</tr>
<tr>
<td>Yaacob &amp; Mahmud, 2019 [20]</td>
<td></td>
<td>To evaluate subject coursework</td>
</tr>
<tr>
<td>Dascalu et al., 2019 [46]</td>
<td></td>
<td>To design curriculum</td>
</tr>
<tr>
<td>Ram et al., 2020 [47]</td>
<td></td>
<td>To design curriculum using OBE and LO</td>
</tr>
<tr>
<td>Gresse Von Wangenheim et al., 2021 [45]</td>
<td></td>
<td>To evaluate performance-based assessment based on learning outcomes</td>
</tr>
<tr>
<td>Koutra et al., 2022 [48]</td>
<td></td>
<td>To creating path and assessment to patient</td>
</tr>
<tr>
<td>Aji et al., 2018 [49]</td>
<td>Web-based</td>
<td>To develop application in form of mobile apps</td>
</tr>
<tr>
<td>Demaidi et al., 2018 [50]</td>
<td></td>
<td>To give personalized feedback</td>
</tr>
<tr>
<td>Probst et al., 2019 [51]</td>
<td></td>
<td>To measuring construction safety climate</td>
</tr>
<tr>
<td>Johnson et al., 2019 [52]</td>
<td></td>
<td>To design observation rubric</td>
</tr>
<tr>
<td>Schoch-spana et al., 2019 [53]</td>
<td></td>
<td>To predicts post-disaster community functioning and resilience</td>
</tr>
<tr>
<td>Yago et al., 2018 [6]</td>
<td>Expert System</td>
<td>To support student learning</td>
</tr>
<tr>
<td>Hussain et al., 2018 [58]</td>
<td></td>
<td>To improve the student performance and to prevent drop out</td>
</tr>
<tr>
<td>Azmi et al., 2019 [57]</td>
<td></td>
<td>To automatically evaluate student essay</td>
</tr>
<tr>
<td>Nouira et al., 2019 [56]</td>
<td></td>
<td>To support student learning</td>
</tr>
<tr>
<td>Czajka et al., 2021 [59]</td>
<td></td>
<td>To give feedback by rubrics</td>
</tr>
<tr>
<td>Thirumooorthy &amp; Muneeswaran, 2021 [54]</td>
<td></td>
<td>To identify the best students based on their Course Outcome attainment</td>
</tr>
<tr>
<td>IMS caliper, 2022 [55]</td>
<td></td>
<td>To support student learning</td>
</tr>
</tbody>
</table>

As demonstrated in Table IV, the researcher was also able to locate ontology-based rubrics that link to learning outcomes. A systematic literature review, as opposed to the conventional method, increases the accuracy of the analysis' output and enables more knowledge about the study's topic to be gleaned from the data.
TABLE III. COMPUTATIONAL APPROACH EVALUATED USING RUBRIC

<table>
<thead>
<tr>
<th>Filed</th>
<th>Author and year</th>
<th>Tools/ Project</th>
</tr>
</thead>
<tbody>
<tr>
<td>Construction</td>
<td>Probst et al., 2019 [51]</td>
<td>Rubric-based Safety Climate Assessment Tool (S-CAT)</td>
</tr>
<tr>
<td>Disaster</td>
<td>Schoch-spania et al., 2019 [53]</td>
<td>Composite of Post-Event Well-being (COPEWELL)</td>
</tr>
<tr>
<td>Education</td>
<td>Yago et al., 2018 [6]</td>
<td>Ontology Network-based Student Model for Multiple Learning Environments (ON-SMILLE)</td>
</tr>
<tr>
<td></td>
<td>Aji et al., 2018 [49]</td>
<td>e-rubric</td>
</tr>
<tr>
<td>Hussain et al., 2018 [58]</td>
<td>WEKA</td>
<td></td>
</tr>
<tr>
<td>Azmi et al., 2019 [57]</td>
<td>Automatic evaluation of essay (AAEE)</td>
<td></td>
</tr>
<tr>
<td>Nouira et al., 2019 [56]</td>
<td>Experience API (xAPI)</td>
<td></td>
</tr>
<tr>
<td>Czajka et al., 2021 [59]</td>
<td>Enhancing Learning by Improving Process Skills in STEM (ELIPSS) analytic rubrics</td>
<td></td>
</tr>
<tr>
<td>Thirumoorthy &amp; Muneeswaran, 2021 [54]</td>
<td>Student Recruitment System</td>
<td></td>
</tr>
<tr>
<td>IMS caliper [55]</td>
<td>IMS Caliper</td>
<td></td>
</tr>
<tr>
<td>Special education</td>
<td>Johnson et al., 2019 [52]</td>
<td>Explicit Instruction observation rubric</td>
</tr>
</tbody>
</table>

TABLE IV. RUBRIC-BASED ONTOLOGY

<table>
<thead>
<tr>
<th>Author and year</th>
<th>Aim</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yago et al., 2018 [6]</td>
<td>To do assessments based on rubrics, various sorts of objectives, and learning units should be given to students to determine their knowledge levels.</td>
</tr>
<tr>
<td>Nouira et al., 2019 [56]</td>
<td>To obtain information from student interactions and disseminate it into different contexts using ontologies and users</td>
</tr>
<tr>
<td>IMS caliper [55]</td>
<td>To support student learning</td>
</tr>
</tbody>
</table>

The process of receiving or imparting systematic instruction, especially at a school or university, is referred to as education. Many issues that arise in the education domain that covered by researchers to solve the problem and give appropriate solutions. Education should be upgraded and used technology to provide benefits. MQF is a point of reference to explain and clarify qualifications and academic achievement in higher education with learning outcomes as the target, the MQF includes the eleven Learning Outcome Domains (LODs). This necessitates the curriculum to be designed through the mapping of the course and PLO onto the LODs. A little research has been conducted to relate the learning outcome to a rubric evaluation approach using the LOD-MQF, which can be used as a tool to evaluate students. It is supported by [6] that only used learning objectives in education as course learning outcomes for criteria that were evaluated using rubrics. However, there is no mapping between PLO and CLO. The research in [60] describes another study that focused on the assessment process, evaluation system, and assessment result of the mini project for module Digital System and Microprocessor (ECE511). The project delivered specifications based on existing CLO and aligned with PLO. However, the project does not include a rubric to evaluate student work.

Most researchers just map the course and PLO onto the CLO manually. It is also supported by [20] used the MQF to evaluate the subject coursework. However, the researcher creates a rubric by manually, which can lead to errors in the criteria that must be evaluated. The skill of the educator is lacking, though they follow the MQF to create rubrics. It is because there are some limitations to the impacts of the evaluator’s evaluation skills, which encompass several criteria in evaluating proficiency [44]. The educator needs to have knowledge and experience to create a rubric.

According to socioformative methodology by [61], rubric design needs to be reviewed by an expert. The rubric also cannot be shared by other educators in the institution because the knowledge-based which is static. A computational approach using technologies that are ontologies can help the educator define rubric-based learning outcomes, support decision-making using MQF, and make the knowledge easily shareable. It is supported by [62] that state only 12% of researcher applications of ontologies in Higher Education focus on academic evaluation. It is proof that the evaluation of students is vital.

Other ontological approaches to curriculum exist, such as a curriculum ontology for EXTEND centres (international centres that can share data in a network of centers), knowledge transfer between centres in different countries and regions, exchange activities between those centres, double graduation certificates, and so on [46]. However, this curriculum was not implemented in Malaysia and was only exploited in Russia and Tajikistan. Another development is a website that used IMS Caliper model that apply ontological approach for framework. It also creates 16 rubrics based on learning outcomes [55]. The model also focuses on learning analytics [63]. The IMS Caliper framework is described in a way that is not entirely apparent, but it comprises of an ontology model that is applied to the rubric notion without having a learning outcome. Additionally, this rubric is not applicable in Malaysia because Malaysia has its own OBE framework.

According to the [56], xAPI specifications enable learning environments to capture data from student interactions and to share it with other environments using ontologies and users, but this model of xAPI does not have evaluation of students by assessment that is used rubric based learning outcome. The research by [64] shows that the researcher used an ontology approach in the engineering education field using the MQF. It is proposed that an ontology present a common vocabulary that facilitates electrical engineering curriculum development. The researcher, however, did not concentrate on evaluating students using a rubric-based map with learning outcomes. Fig. 2 show a part of ontological xAPI data model.

Research by [6], ON-SMILLE aims to promote student learning by developing a theoretical framework that makes use of the AR (Assessment Rubric) ontology model of rubric ontology. This ontology was modified from the rubric ontology [65]. The model of the rubric ontology is depicted in Fig. 3. The approach still doesn’t apply to learning outcome based. An overview of the ON-SMILLE model is presented in Fig. 4.
This literature review demonstrates a few studies on an ontology design for PLO linked with CLO in higher education domain, particularly in support of the outcome-based learning and design rubric. With ontology, researchers or experts that conduct studies in the field of higher education can exchange and reuse the knowledge included in the model. It can also expressly state any domain assumptions. It is simple to alter the domain knowledge if it changes.

In comparison to the standard method of conducting a literature review, a systematic literature review improves the accuracy of the analysis’s output and makes it possible to glean more information about the subject of study from the data. It aids in the development of a structured literature review. The final step is to write a technical report or article about the complete systematic literature review process.

A structured literature review is beneficial. The final step is to write a technical report or article about the complete step in the systematic literature review process. Based on researchers’ findings in the existing literature, none of the researchers used a rubric-based ontology to map CLO and align them with PLO. This rubric helps the educator create a rubric based on learning outcomes guided by the MQF.

IV. CONCLUSION

A systematic approach to the literature review is necessary to produce accurate results from relevant studies. To stay current with the research and to include new discoveries by other researchers, a literature review may need to be updated frequently. The steps in a systematic review or meta-analysis include developing a research question and validating it, creating criteria, searching databases, importing all results into a library, and exporting them to an Excel sheet. They also include writing a protocol and registering it; screening titles, abstracts, and full texts manually; extracting data and evaluating its quality; conducting statistical analysis manually; double-checking the data; writing a manuscript and revising it.

In this comprehensive research analysis, the characteristics of the most recent studies about the development of rubrics for student evaluation have been outlined and synthesized. The following is a summary of the key results from the literature review and the studies that were examined:

RQ1: Computational methods are now more frequently used in higher education to make complex problems simpler. However, there is still a need for a thorough analysis that provides an overview of how and to what extent computational approaches are integrated and implemented to address different concerns in higher education. To create a rubric based on learning outcomes, none of the scholars have employed the ontology technique or model. This aids in developing an appropriate framework for creating rubrics that are based on PLO and CLO.

RQ2: Ontology for rubric-based assessment is necessary to be used in PLO links with CLO because it is easy for educators to design rubric-based outcome-based learning that is guided by the MQF. Aside from that, the rubric ontology can be shared by other Malaysian educational institutions.

With these findings, researchers believe that scholars will better understand how the stages of computational techniques are employed when constructing a rubric, particularly for evaluating students, due to this thorough literature study. Researchers propose a study that focuses on the design of rubric-based outcome learning as future work to find solutions to fill gaps in this systematic literature review, such as the...
interoperability issue and the understudied area of software needs. Focusing on the technology and approach techniques utilized in the development of a rubric utilizing outcome-based learning is another possibility.
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Abstract—Sentiment analysis, a subfield of Natural Language Processing, has garnered a great deal of attention within the research community. To date, numerous sentiment analysis approaches have been adopted and developed by researchers to suit a variety of application scenarios. This consistent adaptation has allowed for the optimal extraction of the authors emotional intent within text. A contributing factor to the growth in application scenarios is the mass adoption of social media platforms and the boundless topics of discussion they hold. For government, organizations and other miscellaneous parties, these opinions hold vital insight into public mindset, welfare, and intent. Successful utilization of these insights could lead to better methods of addressing said public, and in turn, could improve the overall state of public well-being. In this study, a framework using a hybrid sentiment analysis approach was developed. Various amalgamations were created – consisting of a simplified version of the Valence Aware Dictionary and sEntiment Reasoner (VADER) lexicon and multiple instances of classical machine learning algorithms. In this study, a total of 67,585 public opinion-oriented Tweets created in 2020 applicable to the South African (ZA) domain were analyzed. The developed hybrid sentiment analysis approaches were compared against one another using well known performance metrics. The results concluded that the hybrid approach of the simplified VADER lexicon and the Medium Gaussian Support Vector Machine (MGSVM) algorithm outperformed the other seven hybrid algorithms. The Twitter dataset utilized serves to demonstrate model capability, specifically within the ZA context.

Keywords—Sentiment analysis; opinion mining; machine learning; government; public service delivery; twitter

I. INTRODUCTION

Communication has become more dynamic due to the widespread adoption of both mobile devices and the Internet; this has allowed for people to express themselves regardless of location. In both the public and private sectors, organizations have either begun or currently leverage technical methods of analyzing public opinion [1-4]. Governments and organizations deemed the assessment necessary to gain a full understanding of the emotional state of a specific group in relation to that of their own performance [5].

Sentiment analysis or alternatively referred to as opinion mining, is a branch of Natural Language Processing that uses a variety of methods to determine an author’s positive, negative, and neutral emotional stance from snippets of their writing [6]. Typically, analysis takes place at an aspect, sentence, or document level, however a combination of levels is an additional possibility and at times - can offer a more comprehensive perspective. Successful sentiment analysis would be the precise extraction of the emotions surrounding a viewpoint within the context in which correct interpretation was intended by the author [7].

A significant proportion of the sentiment analysis attempts in the South African (ZA) context have been geared toward specific events or themes, such as gauging perspectives on ethnic division [8], sexual violence [9], and the #FeesMustFall campaign [10]. This focus on judging instances ignores the importance of attaining a multidisciplinary model qualified to assess the emotional state of the ZA population, throughout a multitude of varying scenarios.

Sims determined in [11] that losing track of the public's opinion or neglecting a society's overall emotional state can lead to unfavorable public behavior, such as protests, which has a multifaceted and detrimental influence on the country. One can conclude that an accurate means of analyzing the Tweets of ZA public perception, would result in the emotional state of the public being handled in a more proactive and effective manner. Furthermore, such a model might be used to detect future communication patterns that may fluctuate the emotional state of the targeted demographic (positively or negatively). As more people around the world utilize social media to communicate their thoughts and feelings, the necessity to iteratively construct a better system of assessing an author’s sentiment, using various sentiment analysis approaches that are suitable for the intended provided circumstances, becomes a challenge [12].

This study serves as an example that the created model may additionally work within the context of other countries, as the Valence Aware Dictionary and sEntiment Reasoner (VADER) lexicon is not specific to the ZA domain in which it succeeded - but rather likely the American domain from whence it came. The testing and creation of a novel sentiment analysis hybrid geared toward social media is highly beneficial, as it serves globally as an option for social media text analysis. Additionally, it was created with the hopes of effectively analyzing social media within the ZA context. As mentioned later in the related works section, hybrids have the tendency of outperforming standalone lexicon and machine learning models. As suggested, a social media hybrid model such as the hybrid in this study might be better suited to reanalyze the #FeesMustFall dataset [10].

The layout hereafter is as follows. A brief overview of the literature in Section II. Section III focuses on: the VADER and Twitter dataset; hardware and software used; study
architecture; planned approach; data preparation and processing; machine learning model parameters; evaluation criteria; as well as Twitter dataset preparation, processing, and evaluation. Section IV focuses on an analysis of the results. Section V consists of speculation over the results. Limitations of the study are highlighted in Section VI. The concluding remarks are found in Section VII. Future research is briefly discussed in Section VII.

II. RELATED WORK

There are four supervised classification algorithm types that contain models commonly used for sentiment analysis, according to Birjali et al., [13]. The first is a Linear approach, a statistical method for categorizing sentiment using hyperplane or linear decision boundaries. The linear approach ultimately outputs the most probable class (either negative or positive within the sentiment analysis domain) of a prescribed input. Secondly and in contrast to the linear technique, the probabilistic classifier – typically founded on Bayes’ theorem – works by predicting a probability distribution over a set of classes. The third approach is rule-based classification, which refers to any classification scheme that uses IF-THEN rules to predict class membership. As a result, a set of rules ultimately guides the classifier in this technique to accomplish sentiment classification. The fourth option is the decision tree strategy, which decomposes the training data space hierarchically using an attribute value condition to classify input data into a limited quantity of predetermined classes. Additionally, the ensemble approach exists as a varied combination of the above approaches. The fundamental proposition behind this idea is to form an ensemble of different classifiers that outperform their standalone examples.

The authors in [14,15] attempted to apply and compare a variety of machine learning models, however, their results varied depending on the methodologies and datasets employed. This is mainly because a machine learning model that performs well in one trial does not necessarily guarantee equivalent performance in subsequent studies, due to varying circumstance. As results differ, models need to be tested separately under exact circumstances. Traditional machine learning approaches use a single learner method; however, an ensemble approach uses numerous learner methods to better leverage each learner’s unique strengths while also covering any shortcomings that may exist, resulting in increased model precision and reliability [16,17]. When opposed to using a single classifier model, the most significant disadvantage of ensemble techniques is the additional processing time and power required [13].

Bagging, boosting, stacking and voting are the ensemble approaches leveraged to better the results of traditional standalone machine learning models [15, 18]. Bagging is a bootstrap aggregating prediction ensemble machine learning technique. Boosting ensemble is a strategy for training a set of weak classifiers that were previously poorly trained [19]. When presented with noisy data, such as unstructured Twitter text, boosting is more sensitive, while bagging is more resistant [20]. Despite this, boosting strategies have been utilized in several studies to increase model performance [21, 22]. Stacking is an ensemble model where various diverse methods are devised using training data [18]. The use of the ensemble machine learning method to analyze sentiment is limited [23]. This additionally holds true with the analysis of ZA citizen text via digital platforms.

An ensemble machine learning strategy that focuses solely on learning classifier combinations is successful in multiple investigations [15, 24]. To obtain a final prediction, the voting ensemble approach uses pre-processing sentiment analysis, feeding several algorithms, and then integrating the results into a voting average method. Other models may use various components at different stages while still adhering to the same process. An ensemble method in the literature performed well throughout the evaluation when different classical machine learning algorithms were placed via a vote on average probability approach.

Pre-trained word embeddings are created using Bidirectional Encoder Representations from Transformers (BERT), an ensemble of binary classifiers [25]. The feature selection and feature extraction processes used in sentiment analysis pre-processing are not required because this approach takes tokenization as input [26]. As a result, researchers in [25] observed that a combination of BERT supplied pre-trained word embeddings along with the Random Forest classifier led to an accuracy of 94%, exceeding current models at the time of publication. The study in [26] achieved comparable success when creating a BERT - Support Vector Machine hybrid model, attaining 94% accuracy.

Hybrid sentiment analysis models typically exist as a combination of machine learning and lexical approaches. Hybrid sentiment analysis models are popular as an alternative for sentiment analysis as they combine the versatility of machine learning algorithms with the superior performance of lexicons [27, 28]. When compared to the state-of-the-art machine learning and lexicon approaches available, Abd El-Jawad et al [14] discovered that hybrid models tended to outperform the latter. As a result, it is concluded that hybrid sentiment analysis approaches would seem to offer top results.

One of the more widely used supervised machine learning techniques within the sentiment analysis domain is the Support Vector Machine (SVM) algorithm [29]. While the original SVM model uses a linear hyperplane, non-linear hyperplane models are often accommodated using a kernel method such as the Gaussian function. The Medium Gaussian Support Vector Machine (MGSVM) deals well with data of medium complexity and adopt the kernel scale $\sqrt{P}$ – where the value $P$ refers to the dimension size or the number of features of the vector $x_i$ [30, 31].

Many lexical approaches exist such as the manual, dictionary-based, corpus-based, and statistical approaches to name a few, and within these approaches lay a variety of lexicons [13]. One lexical approach that has proven to be a valuable outlier within the social media sentiment analysis domain is the VADER lexicon. The VADER lexicon is tuned towards assessing contents like that of a microblog and has particularly succeeded in the social media domain [32].

Based on the advantages of both the MGSVM and VADER approaches as well as the hybrid approaches tendency to
outperform standalone models, a gap in the literature was found where a hybrid of the two was yet to be created. This study sought to create a hybrid of the two as well as various other hybrid approaches, to compare and establish an effective means of assessing ZA public Twitter opinion.

III. MATERIALS AND METHOD

The VADER lexicon contains a lexical corpus that holds a variety of words and their associated negative or positive numerical weighting depending on the keyword's perception and has been empirically validated by various individuals [32]. The VADER lexical dataset was obtained and is freely accessible via GitHub [32]. Based on the keyword sentiment weighting, the July 2019 version of the VADER lexical dataset contains 7517 keywords, 3344 of which are classed as positive and 4173 as negative. The hybrid model was also evaluated on a dataset of ZA public Tweets from the public repository site Kaggle. The experiment was performed using MATLAB R2021b on a Windows 10 Professional machine.

The study architecture is depicted in Fig. 1. The hybrid model creation and selection process takes place in the first stage, whereas the capability of the chosen hybrid model is tested on a ZA public dataset in the second stage. In this study, a hybrid strategy with two stages is developed to overcome the shortcomings of the separate techniques.

A. Stage 1 – Creating a Top-Performing Hybrid Model:

Five-fold cross-validation was used to train each model. The use of this validation method minimizes the effects of sampling bias. This is done through the random division of the lexical dataset – into five equal sections. Four of the five equal sections are used to train the algorithm, with the remaining section set aside to test the algorithm. This is repeatedly done until all combinations of the test/training set have been exhausted and, the resultant model produced is the mean of the training iterations [33]. Additionally, this procedure was opted for as it prevents both overfitting and underfitting to provide a more exact result.

Simplified VADER lexicon – The original VADER lexicon is acquired, and the keywords are assigned polarity, either positive or negative depending on their allocated numerical rating. The simplified VADER dataset is utilized to train various classical machine learning models. These hybridized models are evaluated utilizing performance evaluation measures at a later stage.

![Fig. 1. The study architecture.](image-url)
Vectorizing the simplified VADER Lexicon - A subfunction of the fastTextWordEmbedding function in MATLAB, word2vec is obtained via the "text analytics toolbox". The need to pass the simplified lexical corpus through word vectoring originates from distributed representation; the function assists in passing the words into numerical vectors [34], which assist the algorithm to better correlate words with their planned outcome.

Reconnecting the sentiment and the lexical vector - The linked sentiment is substituted as the vector's "predictor" after the lexical keywords have been vectorized.

Learner application for MATLAB classification - To check the generalization capacity of predictive models and avoid overfitting, the transformed lexicon is entered into the MATLAB classification learner program, and the validating method is set to five-fold cross-validation.

Training the machine learning models - The various hybrid models are created from a selection of classical models from the MATLAB classifier learner program. The chosen classical models are: Fine tree (FT), Medium Neural Network (MNN), Logistic Regression (LR), Gaussian Naive Bayes (GNB), MGSVM, Linear Discriminant (LD), Weighted K Nearest Neighbor (WKNN) and Ensemble-Bagged Trees (EBT). The models were programmed to make use of parallel processing. Table I highlights the parameters used to train each of the models. Additionally, hyperparameter options and principal component analysis was disabled for all the chosen models. The various models run on default parameters, assigned to each model based on the way in which MATLAB interpreted the training dataset.

Having trained the various classical models on the VADER lexicon, the various hybrid models are compared using the following performance metrics: Validation confusion matrix (VCM), Accuracy, Recall, Precision, Receiver Operating Characteristic (ROC) curve, Area Under the Curve (AUC), F1-score, training time, and prediction speed.

B. Stage 2 - An Overview of how the Hybrid Model was Utilized to Process the ZA Public Twitter Dataset:

Obtaining a Twitter based ZA public opinion dataset - The dataset of ZA public Twitter opinion is regarded as crucial for carrying out the experiment and creating a suitable environment. Because the presence of any manipulation could skew the results and compromise the authenticity of the simulated environment, the dataset must include the raw text from users' Tweets. This dataset might be retrieved through a selection of internet-based data repository sources, for instance "Kaggle," or it could be retrieved by leveraging the Twitter research Application programming interface (API) through an authorization process. As the researcher was unable to secure Twitter research API access, the dataset used in this article was obtained through Kaggle.

Data preparation - This part of the research entails processing the dataset into a suitable state for the trained hybrid model to process and output an authentic result.

<table>
<thead>
<tr>
<th>MATLAB Preset</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medium Gaussian SVM (MGSVM)</td>
<td>Kernal function: Gaussian</td>
</tr>
<tr>
<td></td>
<td>Kernal scale: 17</td>
</tr>
<tr>
<td></td>
<td>Box constraint level: 1</td>
</tr>
<tr>
<td></td>
<td>Multiclass method: One-vs-One</td>
</tr>
<tr>
<td></td>
<td>Standardize data: true</td>
</tr>
<tr>
<td></td>
<td>Cost matrix: default</td>
</tr>
<tr>
<td>Medium Neural Network</td>
<td>Number of fully connected layers: 1</td>
</tr>
<tr>
<td></td>
<td>First layer size: 25</td>
</tr>
<tr>
<td></td>
<td>Activation: ReLU</td>
</tr>
<tr>
<td></td>
<td>Iteration limit: 1000</td>
</tr>
<tr>
<td></td>
<td>Regularization strength (λ): 0</td>
</tr>
<tr>
<td></td>
<td>Standardize data: yes</td>
</tr>
<tr>
<td>Linear Discriminant (LD)</td>
<td>Covariance structure: Full</td>
</tr>
<tr>
<td></td>
<td>Cost matrix: default</td>
</tr>
<tr>
<td>Weighted KNN (WKNN)</td>
<td>Number of neighbors: 10</td>
</tr>
<tr>
<td></td>
<td>Distance metric: Euclidean</td>
</tr>
<tr>
<td></td>
<td>Distance weight: squared inverse</td>
</tr>
<tr>
<td></td>
<td>Standardize data: true</td>
</tr>
<tr>
<td></td>
<td>Cost matrix: default</td>
</tr>
<tr>
<td>Logistic Regression (LG)</td>
<td>None</td>
</tr>
<tr>
<td>Naive Bayes (GNB)</td>
<td>Distribution name for numeric predictors: Gaussian</td>
</tr>
<tr>
<td></td>
<td>Distribution name for categorical predictors: N/A</td>
</tr>
<tr>
<td></td>
<td>Cost matrix: default</td>
</tr>
<tr>
<td>Bagged Trees (EBT)</td>
<td>Ensemble method: bag</td>
</tr>
<tr>
<td></td>
<td>Learner type: Decision tree</td>
</tr>
<tr>
<td></td>
<td>Maximum number of splits: 6092</td>
</tr>
<tr>
<td></td>
<td>Number of learners: 30</td>
</tr>
<tr>
<td></td>
<td>Cost matrix: default</td>
</tr>
<tr>
<td>Fine Tree (FT)</td>
<td>Maximum number of splits: 100</td>
</tr>
<tr>
<td></td>
<td>Split criterion: Gini’s diversity index</td>
</tr>
<tr>
<td></td>
<td>Surrogate decision splits: off</td>
</tr>
<tr>
<td></td>
<td>Cost matrix: default</td>
</tr>
</tbody>
</table>

- Removing columns - The Kaggle sourced Twitter dataset holds columns such as "Tweet author", "Tweet created at", "Tweet coord", "Tweet favorite count", "Tweet hashtag", "Tweet retweet count", "Tweet place", and "Unique ID" - that are deemed extraneous. All irrelevant columns are eliminated, leaving the column "tweet text," which contains the textual data required.

- Erasing hexadecimal Unicode - The Kaggle obtained dataset was originally extracted by the author (Mbuso Makita) utilizing the Tweepy API. Due to encryption limitations and time constraints, the MATLAB function "regexprep(str,expression,replace)" is used to remove the Unicode, with the "expression" and "replace" values of "\{%[a-z0-9]\}" and " respectively".

- URL removal - To exclude URLs from the Twitter text, the erase URL (str) function in MATLAB is used. These occurrences usually happened because of Tweet authors retweeting or linking to other websites within their Tweets.

- Stop word elimination – According to [5] common phrases like "an", "it", and "the" are removed. The function removeStopWords(documents) in MATLAB is used to accomplish this. This is necessary to mitigate the consequences of noisy data.

- Normalization - This phase involves removing punctuation using MATLAB's erasePunctuation(str)
function, furthermore lower(str) is used to transform all Tweet text to lower case. The goal of normalization in the preprocessing stage is to increase text homogeneity [35].

- Tokenization - This is used to break down Tweets into smaller text samples for sentiment analysis; word tokenization is leveraged as the text is evaluated on a per word basis.

Using word2vec to transform the preprocessed ZA Twitter dataset – To produce distributed word representations, and to match the database to the training dataset, word2vec was used on the preprocessed ZA Twitter dataset.

Word cloud evaluation - This visual tool is leveraged to roughly assess the classificational ability of the hybrid model. The word cloud outputs assumptions for those words on which the hybrid model was trained, and new words the hybrid model has yet to encounter. The compilation of the word cloud is based off words contained in the ZA Twitter dataset.

Hybrid model implementation - The hybrid classifier is used once again to run the preprocessed ZA Twitter dataset. The classifier calculates the sentiment of each word in the Tweet and the segment of code thereafter assigns a mean score to the entire text sample. The outcome is responsible for determining the polarity of the text, negative values equate to negative sentiment as does a positive value indicate positive sentiment. Naturally the closer the sample is to zero the more neutral the Tweet text.

Sentiment analysis system evaluation – A function in MATLAB is leveraged to record the duration required to run the preprocessed ZA Twitter dataset through the hybrid model. Additionally, the final estimated outcome of the hybrid classifier and original Tweet is to lightly undergo a comparative observational analysis. This comparative analysis helps to identify instances where the hybrid model may have succeeded, misjudged, or failed to appropriately determine the sentiment of the Twitter text.

IV. RESULT ANALYSIS

A. A Comparison of the Various Created Hybrid Models:

The True Positive (TP) value serves as an indicator of the successful positive predictions made by the various hybrid models, as indicated in Fig. 2. The leading hybrid model (MGSVM) surpasses the runner-up (MNN) by a margin of 64 predictions. The False Positive (FP) value denotes how many positive samples the various hybrid models predicted incorrectly, as indicated in Fig. 2. The leading hybrid model (MGSVM) predicts more accurately than the runner-up (EBT) by a margin of 58 less incorrect predictions. The False Negative (FN) value indicates how many negative samples the various hybrid models predicted incorrectly, as indicated in Fig. 2. The MGSVM hybrid model makes fewer prediction errors than the runner-up (MNN) by a margin of 64 less inaccurate predictions. The True Negative (TN) value serves as an indicator of the successful negative predictions made by the various hybrid models, as indicated in Fig. 2. Where the MGSVM hybrid model surpasses the runner-up (EBT) by a margin of 58 predictions. In terms of VCM performance, the MGSVM hybrid model is undoubtedly the winning hybrid model – as it outshone the remaining hybrid models in all four VCM categories. However, it is important to note that in the runner-up category, MNN (second best for TP and FN) was bested by EBT in the FP and TN categories FN, however EBT almost placed last in the TP and FN categories - this suggests that the MNH hybrid model is the rightful runner-up to the MGSVM hybrid model. Subject to a larger training dataset, the EBT algorithm does have the possibility of excelling, but the likelihood is that the EBT algorithm would continue to call an excessive number of values - negative. The WKNN and EBT hybrid model share similar patterns despite the different degree of extremes, which means the WKNN hybrid model may also possibly benefit from a larger training dataset. A possible cause of the labelling bias may stem from the fact that the VADER dataset contains 829 more negative than positive samples, this translates to a skew of 55.51% negative to 44.49% positive.

Table II holds performance metrics such as: accuracy, precision, recall and f1-score. These metrics are a resultant of calculations derived from VCM values. Table II additionally highlights the dominant stance the MGSVM hybrid model holds in every category in comparison to the several other hybrid models. The MGSVM hybrid model generates: an accuracy lead of 2.9% in comparison to the runner-up MNN; a precision of 92.7%, which in turn corresponds to a substantial contrast of 2.7% in comparison to WKNN at 90%; a recall difference of 2.5% in comparison to the runner-up MNN at 88.5%; and finally, a specificity ratio at 0.945, in comparison to the runner-up EBT at 0.928.

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy (%)</th>
<th>Precision</th>
<th>Recall</th>
<th>Specificity</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>MGSVM</td>
<td>92.9</td>
<td>0.927</td>
<td>0.910</td>
<td>0.945</td>
<td>0.918</td>
</tr>
<tr>
<td>MNN</td>
<td>90.0</td>
<td>0.885</td>
<td>0.885</td>
<td>0.912</td>
<td>0.885</td>
</tr>
<tr>
<td>LD</td>
<td>90.0</td>
<td>0.897</td>
<td>0.870</td>
<td>0.923</td>
<td>0.883</td>
</tr>
<tr>
<td>WKNN</td>
<td>89.7</td>
<td>0.900</td>
<td>0.858</td>
<td>0.927</td>
<td>0.878</td>
</tr>
<tr>
<td>LR</td>
<td>89.3</td>
<td>0.884</td>
<td>0.869</td>
<td>0.912</td>
<td>0.877</td>
</tr>
<tr>
<td>GNB</td>
<td>87.9</td>
<td>0.854</td>
<td>0.872</td>
<td>0.885</td>
<td>0.863</td>
</tr>
<tr>
<td>EBT</td>
<td>84.8</td>
<td>0.889</td>
<td>0.745</td>
<td>0.928</td>
<td>0.810</td>
</tr>
<tr>
<td>FT</td>
<td>75.3</td>
<td>0.730</td>
<td>0.689</td>
<td>0.804</td>
<td>0.709</td>
</tr>
</tbody>
</table>

Fig. 2. A grouped bar chart comparing the VCM values of the eight hybrid models.
When compared to the other hybrid models, the MGSVM hybrid model is the overall best performer in the F1-score category – at 91.8% it secures a marginal triumph of greater than 3%. Following the MGSVM hybrid model in the F1 performance metric was MNN at 88.5% and LD at 88.3%. Comparatively the FT hybrid model performed terribly and only achieved an F1-score of 70.9%.

The ROC curve serves as a graphical representation of the relationship between the TP rate and FP rate indices of a model. It additionally serves as a visual means of assessing the model’s diagnostic capacity. The MGSVM hybrid model steadily outperforms the other hybrid models, as seen in Fig. 3. MNN, LD, WKNN, and LR, the middle runners, are all close to each other. Furthermore, falling just short of the middle runners is the GNB hybrid model, and despite the smooth curve, the EBT hybrid model lags to an even greater extent. Finally, the FT hybrid model curve shows how the slow to train and erratically the hybrid model behaves as it places in the last position.

The area beneath the ROC is also of great importance as larger AUC values are often desired and this number falls between 1 and 0. Fig. 3 shows the superior area beneath the curve which the MGSVM hybrid model holds, and subsequently has a very good AUC score of 0.98 as per Fig. 4. The majority of the other hybrid models fall between 0.95 and 0.93, resulting in a minimum 0.02 deficit in favor of the MGSVM hybrid model. At 0.79, FT performs dismally once more. Fig. 4 highlights both the AUC, and the “co-ordinates” where the “current classifier” point exists on the ROC in Fig. 3, although not depicted; these co-ordinates may be found along the columns labelled "True Positive Rate" and "False Positive Rate".

As presented in Table III, each hybrid model furnished generic training results with metrics, such as ‘total misclassification cost’ and ‘prediction speed’. The entire misclassification cost of the MGSVM hybrid model was 430, and the forecast speed was approximately 7, 5 objects per millisecond.

Training time – another important model value – is predominantly evaluated in two scenarios: firstly, a constant supply of emerging data which in turn leads to frequent retraining of the model; secondly, more complex or lager datasets can also lead to a dramatic increase in training times. Due to the use of the smaller simplified VADER corpus, training time is less of a concern in comparison to a larger lexicon, such as SentiWordNet, which includes around 117000 keywords.

Fig. 5 shows the LD hybrid model was trained in a mere 5, 18 seconds – making it undoubtedly the quickest to train in this instance. Second to this was GNB at 9,39 seconds followed by LR at 12,12 seconds. The favored MGSVM hybrid model achieved fifth position at 23,78 seconds. Following from here onward the training times of the other hybrid models, except for the FT hybrid model, rapidly deteriorated to approximately the 70-80 second domain. Keeping the context of the study in mind, training times would only be relevant should the dataset: grow in some way; be replaced by the production or disclosure of a larger more suitable lexical dataset; or require frequent retraining. In the context of training time, the LD hybrid model may only be worth taking into consideration as a backup option should it not require frequent retraining, as it is not susceptible (more so than other hybrid models) to dramatic increases in training time (relative to the size of the new dataset) or should the MGSVM hybrid model fail. Finally, one can concur that
the MGSVM is more than acceptable for this application, because of the one-time training requirement and a more than bearable training duration.

B. Hybrid Model Performance Regarding Twitter Dataset Sentiment Analysis:

Pre-processing the ZA public Twitter dataset was determined as a straightforward task that was successfully completed. Prior to allowing the MGSVM hybrid model to determine the sentiment of the pre-processed ZA public Twitter dataset, it was crucial to consider how the hybrid model will handle both in terms of data it had encountered and that in which it hadn’t. Fig. 6 shows two-word clouds: the one on the left highlights terms that the hybrid model predicts will have a positive opinion, while the one on the right highlights phrases that the hybrid model predicts will have a negative emotion. This step is crucial as it allows for basic visual conformation that the hybrid model is behaving reasonably and within expected range when judging sentiment for both words it has yet to encounter, as well as those contained within the lexical corpus training dataset.

As per the positive word cloud in Fig. 6, it is observed that the hybrid model correctly classified most new terms supplied as positive. For instance, enriching, excellence, happy, inspirational, and wholesome have an undeniably positive connotation. However, there were several unusual predictions made by the hybrid model:

- Kelly - a proper noun used to provide someone/something a name. Due to the lack of emotion behind the word it remains commonly regarded as neutral.
- Cuppa - a traditionally British colloquialism for “a cup of tea”. It does not feature in the VADER lexicon; however, it tends to carry a positive sentiment.
- Polo - a term that refers to either an equestrian sport or a popular Volkswagen automobile model. Although traditionally the word is neutral, the positive sentiment may have incorrectly been derived from either apology or one of its derivatives that VADER deems a positive term - the derivative “apologizing” is the only derivative seen as negative.
The word cloud consisting of ‘positive’ words tended to contain terms of a predominantly positive nature - with only a few neutral exceptions. It did not contain any negative words.

Observably the negative word cloud in Fig. 6, highlights that the hybrid model correctly classified most of the new terms provided as negative. Corrupt, inhumane, misogynistic, plagued, and suffer are all words that have a negative connotation. Only words with a negative emotional context were found to be in the ‘negative’ word cloud, with no discernible words of a neutral or positive nature detected. That said, an argument could be made that the ‘negative’ word cloud contained a few words that held contextually varying sentiment. This can be demonstrated with the word “cut”, which should appear as neutral in "my new knife has a brilliantly clean cut." Considering the word "cut" as negative in this context risks throwing the sentiment of a clearly positive string of text into an overall neutral result.

After successfully running the pre-processed ZA public Twitter dataset through the MGSVM hybrid model, the results were further processed utilizing an aggregate scoring technique to achieve document-level sentiment analysis – that output a resultant Tweet sentiment score. Overall, it took 45 minutes and 25 seconds to run the hybrid model on the entire pre-processed ZA public Twitter dataset (67585 total Tweets) to get the mean sentiment of each Tweet.

V. DISCUSSION

The hybrid model identified the below five Tweets in the dataset as the most positively oriented in terms of prediction efforts (any duplicate Tweets by users are ruled out):

- "Neymar enjoying his @redbull https://t.co/rb1JxQIhcT" – Perceivably positive. Neymar is pictured in the post as being in a celebratory mood posing with an energy drink.
- "Thank you @shotsbysbu this is so beautiful #bbnajia2020 #SSDiski #MotoGP https://t.co/NJ6kAC1vdY" – Perceivably positive. The Twitter shortened link leads to the image of a wonderful art piece that the author refers to.
- "Together with her beauty #SkeemSaam https://t.co/I99y4OBxUP" – Perceivably positive. The author further complements and connects with a Twitter shortened link, to which another Twitter user encourages the wedlock of a TV personality.
- "Children? Goodluck https://t.co/Y3FPLJkwmA" – Perceivably negative. The author is either implicating that complex matters may be difficult to educate children on, or alternatively believes the ‘Twitter linked author has had a lapse of judgement for wanting to educate their children about the LGBTQI+ community. The hybrid model can only analyze the textual component and is unable to study the context required from the additional Twitter shortened link, resulting in the prediction error.
- "This is nice. #CouplesDay https://t.co/AeEaNPIGA4" – Perceivably positive. The author expresses enthusiasm towards couple’s day. Although doubtful, the term of phrase "This is nice." could also be taken sarcastically. However, there are no grounds to support either assertion as the URL is no longer available.

The hybrid model identified the below five Tweets in the dataset as the most negatively oriented in further prediction efforts (once again, any duplicate Tweets by users are ruled out):

- "Neymar the Dangerous https://t.co/np6RzEMoxp” – Perceivably negative. Neymar is pictured in possession of the ball and closely surrounded by three oppositional players. The hybrid model is clearly focused on the negative connotation of the term dangerous. Due to the inability to further explore image sources the hybrid model is unable to gain greater contextual understanding.
- "YOU ARE CURSED https://t.co/fpP4t4eG0y" – Perceivably negative. The author implies that in the link is possessed, as they would like to begin teaching children about homosexuality from the age of seven.
- "Mama boyza she lying jerrrrrrr #SkeemSaam" – Perceivably negative. The author is upset and frames a female character on the TV show “Skeem Saam” as dishonest.
- "Wow, Im sad #RIPNdlovu" – Perceivably Negative. The author is grieving the loss of a figure in their lives.
- "Zimbabwe. We are in trouble. #PutSouthAfricansFirst. #SAMediaMustFall https://t.co/Epo3JS4E4N" – Perceivably Negative. The author may share a negative sentiment with the link's author, who is concerned about the asylum issue and believes that South Africa suffers the brunt of the responsibility.

The below Tweets were deemed neutral by the hybrid model, despite the positive sentiment intended by the author:

- "Same. https://t.co/xesDjgfA4d" – Perceivably positive. The author and link author share the same mindset to teach their children about relationships and the LBGTQI+ community. Due to model limitations, the hybrid model has no further context and the Tweets main text “Same.” ends up taking on a neutral sentiment.
- "Saving this https://t.co/354EU4auV1" – Perceivably positive. The author agreeingly feels that educating their children about homosexuality and relationships is essential, hence the desire to save the content for future reference. The term “saving this” is interpreted as neutral by the hybrid model as it is unable to further explore the contents behind the Twitter shortened link.

The below Tweets were deemed neutral despite the hybrid model having acquired clear direction in the training dataset:

www.ijacsa.thesai.org
"Thank you @chrisemsworth https://t.co/VCFxYuYLG #motivate #sundaymotivation #covid" – Perceivably positive. The author is thanking a famous film actor via their Twitter handle and using hashtags of a positive nature, except for “#covid” which has a negative stigma. Even though the hybrid model had previously identified, within the positive word cloud, the closed compound word "thankyou", the inability of the hybrid model to further perceive the open compound of “thank you” as positive is uncertain.

"Wtf is this? https://t.co/hffp9iOFBU" – Perceived as either negative or positive. The author is confronted by the image of a French Poodle on a red sofa followed by the heading “nothing to see here”, this method of notifying a user of a missing page is done by Twitter to try and lift the users’ spirits. In this instance the author might use the phrase “Wtf is this?” as a positive means to show their followers the amusing content. Alternatively, the author may be frustrated by the missing content hence the use of “Wtf”. Further analysis reveals that the acronym ‘wtf’ is classified as negative in the VADER lexicon, as to why the Tweet was deemed as neutral is a mystery.

VI. LIMITATIONS

Throughout the research several limitations were discovered, this is to be expected. Effort was made to overcome several of the limitations – however the list below highlights unresolved limitations faced:

- Twitter API access and the use of a publicly available dataset. Despite numerous attempts the researchers could not gain research access to the Twitter API, this meant that a publicly available dataset became the next best available option. However, the use of a publicly available dataset means that search selection criteria are lost, and one could argue that it leads to an imperfect artificial environment for model testing.

- Punctuation removal. Certain entries in the VADER lexicon are punctuation based emojis. Additionally, the general use of punctuation adds to sentiment. The removal of punctuation resultantly leads to a loss in sentiment.

- Twitter dataset Hexadecimal Unicode removal. Aside from punctuation based emojis which were ultimately removed, the VADER dataset does not contain any hexadecimal Unicode emojis. The removal of hexadecimal Unicode, however, ultimately results in a loss of sentiment when assessing the Twitter dataset.

- The removal of certain words that do not appear in the isVocabularyWord subfunction of the function fastTextWordEmbedding. To effectively use the word2vec subfunction in MATLAB textual data should pass through the isVocabularyWord subfunction. However, passing certain misspelled, unknown slang, or other forms of other unknown words – means that they are eradicated from both the training dataset and the tested Twitter dataset.

- Lack of contextual inclusion. Despite Twitter predominantly being a text-based platform, social media contains text, images, videos, and URLs. These other forms of medium are unreadable by a text-based sentiment analysis model.

VII. CONCLUSION

The research evaluated several hybrid sentiment analysis models, of which a state-of-the-art simplified VADER centered hybrid sentiment analysis model was produced. In accordance with the results, the MGSVM hybrid model outperformed the other hybrid models by a significant margin. Training time was identified as the key disadvantage of the MGSVM hybrid model creation process, demonstrated to be inconsequential in the future as instances of retraining would be rare and the use of a more expansive and/or intricate corpus was not a necessity. Additionally, the LD, LR, MNN, WKNN, and GNB hybrid models, albeit the latter to a lesser extent, were among the middle runners. By far the FT hybrid model was deemed as the poorest performer amongst the hybrid models. The chosen MGSVM-VADER hybrid proved to be highly effective when applied to a ZA Public Twitter opinion dataset. Ultimately, the research question “Will the MGSVM-VADER hybrid model approach produce accurate sentiment analysis of public Twitter opinion in South Africa?” was in turn effectively answered.

VIII. FUTURE WORK

The following work would build upon the MGSVM-VADER hybrid in this study. A specialty language/slang modified VADER lexicon poses as a research possibility for a particular future audience. The creation of a system that also considers emojis, hexadecimal Unicode, and punctuation, and then translates them into the textual equivalent to be used with purely text-based sentiment analysis models. Additionally, the creation of a contextually aware hybrid sentiment analysis model – that could possibly explore subject matter behind URL links, videos, and images – could be an interesting future prospect.

DATA AVAILABILITY

The full VADER Dataset is available online at: https://github.com/cjhutto/vaderSentiment/blob/master/vaderSentiment/vader_lexicon.txt.

The SA Twitter dataset is available online at: https://www.kaggle.com/mbusomakiti/africa-twitter-dataset.

FUNDING

The Durban University of Technology is the sole financial provider in support of this research.

CONFLICTS OF INTEREST

The authors declare that there are no conflicts of interest.
ACKNOWLEDGMENT

The support provided to the authors by the department of Information Technology at the Durban University of Technology, is acknowledged.

REFERENCES


Analysis of Depression in News Articles Before and After the COVID-19 Pandemic Based on Unsupervised Learning and Latent Dirichlet Allocation Topic Modeling
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Abstract—As of 2023, South Korea maintains the highest suicide rate among OECD countries, accompanied by a notably high prevalence of depression. The onset of the COVID-19 pandemic in 2020 further exacerbated the prevalence of depression, attributed to shifts in lifestyle and societal factors. In this research, differences in depression-related keywords were analyzed using a news big data set, comprising 45,376 news articles from January 1st, 2016 to November 30th, 2019 (pre-COVID-19 pandemic) and 50,311 news articles from December 1st, 2019 to May 5th, 2023 (post-pandemic declaration). Latent Dirichlet Allocation (LDA) topic modeling was utilized to discern topics pertinent to depression. LDA topic modeling outcomes indicated the emergence of topics related to suicide and depression in association with COVID-19 following the pandemic's onset. Exploring strategies to manage such scenarios during future infectious disease outbreaks becomes imperative.

Keywords—COVID-19; depression; news articles; LDA topic modeling

I. INTRODUCTION

South Korea has consistently reported the highest suicide rate among OECD countries. Since 2004, South Korea has implemented a five-year suicide prevention plan called the Basic Plan for Suicide Prevention. However, the suicide rate in South Korea has remained the highest among OECD countries for an extended period, with a rate 2.2 times higher than the OECD average as of 2019 [1]. Previous studies have emphasized low treatment rates for depression as one of the causes of high suicide rates [2], indicating a significant number of individuals with depression in South Korea who do not receive treatment. Particularly, since the outbreak of COVID-19 in 2020, the prevalence of depression in South Korea has worsened. According to surveys conducted by Statistics Korea, while the pre-COVID-19 prevalence of depression was 20% [3], it increased nearly twofold to 36.8% after the COVID-19 pandemic [4].

The long-term COVID-19 pandemic has led to social changes in South Korea due to measures such as social distancing, reduced outings and gatherings, and economic difficulties [5]. As a result, issues such as social isolation due to disrupted social networks, economic hardships, weight gain, and concerns about COVID-19 infection spread have arisen [5]. These problems have had significant societal impacts in South Korea to an extent that gave rise to a new term called "corona blue."

As described above, depression in South Korea has been exacerbated socially due to the COVID-19 pandemic. According to a study by Lee et al., there was an increase in incidence rates of depression and prevalence rates for moderate and severe depression after the COVID-19 pandemic outbreak [6]. Furthermore, during periods of high transmission rates like during outbreaks or when Omicron variant spread internationally, significantly higher levels of excess mortality were observed [7]. In other words, the COVID-19 pandemic has had substantial effects not only on depressive symptoms but also on increased suicide rates among individuals. This study aims to analyze changes in keywords related to depression before and after the COVID-19 pandemic using news big data from South Korea through unsupervised learning algorithms such as Latent Dirichlet Allocation (LDA) topic modeling. By identifying hidden topics within collections of words or documents and grouping them based on documents or keywords using LDA topic modeling technique this research visualized key issues related to depressive symptoms before and after the COVID-19 pandemic.

II. RESEARCH METHODOLOGY

A. Data Collection

To analyze news articles related to depression before and after the COVID-19 pandemic, we utilized the BIGKinds service provided by the Korea Press Foundation. BIGKinds is a news big data analysis service that allows for the analysis of social phenomena using structured text data. In this study, we collected data from a total of 26 media outlets, including 11 national daily newspapers, eight economic daily newspapers, five broadcasting companies, and two specialized magazines (see Table I).

This study aimed to investigate depression before and after the COVID-19 pandemic by searching for keywords such as "depression," "feeling depressed," "depressive symptoms," and "depressive disorder." The search was divided into two periods: before and after the COVID-19 pandemic. The analysis period was determined considering the introduction of the COVID-19 pandemic in South Korea and the declaration of

*Corresponding Author.
an endemic. The period before the COVID-19 pandemic was set from January 1, 2016, to November 30, 2019. The period after the COVID-19 pandemic was set from December 1, 2019, to May 5, 2023 (the date of endemic declaration). After excluding duplicate articles and those unrelated to the topic, a total of articles used for analysis is shown in Table II.

**TABLE I. MEDIA BIGDATA SET SUBJECT TO TABLE ANALYSIS**

<table>
<thead>
<tr>
<th>Category (Number)</th>
<th>Newspaper name</th>
</tr>
</thead>
<tbody>
<tr>
<td>National daily newspaper (11)</td>
<td>Kyunghyang Shinmun, Kookmin Ilbo, Nael Shinmun, Donga Ilbo, Munhwa Ilbo, Seoul Shinmun, Segye Ilbo, Chosun Ilbo, JoongAng Ilbo, Hankyoreh, Hankook Ilbo</td>
</tr>
<tr>
<td>Broadcasting company (5)</td>
<td>KBS, MBC, OBS, SBS, YTN</td>
</tr>
<tr>
<td>Professional journals (2)</td>
<td>Digital Times, Electronic Newspaper</td>
</tr>
</tbody>
</table>

**TABLE II. NUMBER OF ARTICLES USED FOR ANALYSIS**

<table>
<thead>
<tr>
<th></th>
<th>Before the outbreak of COVID-19 pandemic</th>
<th>After the outbreak of COVID-19 pandemic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of articles</td>
<td>47,905</td>
<td>52,707</td>
</tr>
<tr>
<td>Number of excluded articles</td>
<td>2,529</td>
<td>2,396</td>
</tr>
<tr>
<td>Number of analysis articles</td>
<td>45,376</td>
<td>50,311</td>
</tr>
</tbody>
</table>

B. Data Preprocessing

To investigate depression before and after the COVID-19 pandemic, we conducted keyword-based searches using combinations of terms such as "depression," "feeling depressed," and "depressive disorder." The analysis period was divided into two parts: pre-COVID-19 pandemic (from January 1, 2016, to November 30, 2019) and post-pandemic declaration (from December 1, 2019, to May 5, 2023), considering the timing of the COVID-19 outbreak in South Korea and the declaration of an endemic state. We excluded duplicate articles and those unrelated to the research topic.

C. Analysis Method

The analysis in this study was conducted using Python and involved frequency analysis, TF-IDF (Term frequency–inverse document frequency), and LDA (Latent Dirichlet Allocation) topic modeling.

First, we analyzed the frequency of word occurrences based on the collected articles. Then, we used TF-IDF to evaluate the relevance of words to the articles [8]. Subsequently, LDA topic modeling was applied to analyze the main topics within the collected articles.

LDA is a generative probabilistic model developed by Blei et al. and is one of the most well-known topic modeling techniques [9-11]. LDA analyzes data based on words used in documents or text data. It assumes that there are several topics and randomly selects a distribution of topics. Each word is then extracted from one of the topics, which is selected from the distribution specific to each document [11]. Therefore, LDA automatically discovers topics in documents and infers hidden semantic structures by outputting sets of words that have a high probability of co-occurrence within each topic [9-11].

### III. Results

A. Network Analysis

The network analysis of the relationship between depression and related keywords before and after the COVID-19 pandemic is shown in Fig. 1, Fig. 2 and also in Table III. The network analysis provided by BIGKinds is based on the top 100 articles with the highest accuracy among search results. It extracts noun phrases and applies Structured SVM (Support Vector Machine) to assign weights considering the number of related articles [12]. In Fig. 1, weights ranging from 4 to 34 were applied, while in Fig. 2, weights ranging from 6 to 51 were applied.

Fig. 1 represents the network analysis of depression-related keywords before the COVID-19 pandemic. The top keyword identified in this analysis is "program." This keyword is associated with programs related to depression operated by local governments and the central government. Additionally, the relationship diagram shows that it is related to Okcheon County due to its implementation of a project called "Zero Depression" [13]. The relationships associated with workers and Asan City are attributed to a depression screening conducted as part of mental health initiatives for workers by Asan City. The results showed that Asan Police Station had the lowest depression score, while call center counselors at Asan City Hall had the highest depression score [14].

Fig. 2 represents the network analysis of depression-related keywords after the COVID-19 pandemic. The top three keywords identified in this analysis are "COVID-19," "Mental Health Welfare Center," and "Ministry of Health and Welfare." This suggests that there has been an increase in experiences of depressive feelings and the prevalence of depression due to various social changes resulting from the COVID-19 pandemic.

B. Frequency Analysis Results

The frequency analysis of depression-related words before and after the COVID-19 pandemic revealed that "depressive disorder" had the highest frequency in both periods. However, there were additional keywords related to the COVID-19 pandemic (such as "COVID-19 outbreak," "corona," "coronavirus") in the post-pandemic period. It can be observed that the frequency and weight of keywords related to the COVID-19 pandemic are higher.

C. LDA Topic Modeling

1) LDA topic modeling design: Using Python, we calculated the coherence score, as shown in Fig. 3. The coherence score is a metric used to determine the optimal number of topics to be set for topic modeling. The number of topics with the highest coherence score is considered appropriate. In this study, based on the coherence scores, we set seven topics for the pre-COVID-19 pandemic period and six topics for the post-pandemic period.
Fig. 1. Keyword network analysis of depression before the COVID-19 pandemic.

Fig. 2. Keyword network analysis of depression after the COVID-19 pandemic.
Before the outbreak of COVID-19 pandemic | After the outbreak of COVID-19 pandemic
---|---
Word | Frequency | TF-IDF | Word | Frequency | TF-IDF
Depression | 17733 | 16660.1469 | Depression | 13753 | 17836.1839
Seoul | 7169 | 13227.3619 | Covid-19 Pandemic | 12413 | 17370.7382
USA | 5668 | 11789.2733 | Seoul | 7745 | 14491.2603
Korea | 4852 | 10846.0941 | Corona Virus | 6872 | 13679.5616
Depressive Syndrome | 2558 | 7355.18821 | USA | 6009 | 12767.9171
Possibility | 2474 | 7196.23002 | Depressive Symptoms | 5345 | 11982.8225
Victim | 2423 | 7098.33421 | Korea | 4313 | 10594.2729
Japan | 2280 | 6818.0422 | Online | 3773 | 9772.40313
Korea | 2245 | 6748.09391 | Police | 3189 | 8795.90881
Person | 2133 | 6520.54938 | Victim | 3188 | 8794.15013
Children | 2125 | 6504.07473 | Infectious Disease | 2745 | 7982.6753
Police | 2125 | 6504.07473 | Select | 2518 | 7539.80287
Myself | 1899 | 6025.77282 | Discovery | 2388 | 7277.06911
Broadcast | 1798 | 5803.49877 | Possibility | 2225 | 6937.58891
China | 1786 | 5776.71894 | Youtube | 2001 | 6451.3782

Fig. 3. Consistency score before and after COVID-19 pandemic outbreak.

2) LDA topic modeling: In the LDA topic modeling results of this study, we have provided the top five words for each topic, as the weight of the 6th word in some topics was low. The results of topic modeling before the COVID-19 pandemic are presented in Table IV. The topics identified include famous individuals’ confessions and overcoming depression, crime-related topics, global depression issues, and discussions on symptoms and causes of depression.

The results of the LDA topic modeling after the COVID-19 pandemic are presented in Table V. The differences between the topics before and after the COVID-19 pandemic can be observed, such as Topic 3 (COVID-19 pandemic and depression) and Topic 6 (depression and suicide), which specifically focus on the COVID-19 pandemic-related issues and suicide.

### TABLE IV. TOPIC MODELING BEFORE THE OUTBREAK OF COVID-19 PANDEMIC

<table>
<thead>
<tr>
<th>Group</th>
<th>Topic name</th>
<th>Top 5 words</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Depression of celebrity</td>
<td>Depression, Person, Broadcasting, Depression, Self</td>
</tr>
<tr>
<td>2</td>
<td>Depression and crime</td>
<td>Depression, Victim, Seoul, Court, Lawyer</td>
</tr>
<tr>
<td>3</td>
<td>Depression and female crime</td>
<td>Depression, Police, Investigation, Charges, Woman</td>
</tr>
<tr>
<td>4</td>
<td>Depression around the world</td>
<td>USA, Depression, Korea, UK, China</td>
</tr>
<tr>
<td>5</td>
<td>Overcoming depression</td>
<td>Confidence, Things, Friends, Viewers, Tears</td>
</tr>
<tr>
<td>6</td>
<td>Depression in the general public</td>
<td>Seoul, Depression, Children, Korea, Office workers</td>
</tr>
<tr>
<td>7</td>
<td>Symptoms and causes of depression</td>
<td>Depression, Depression, Insomnia, Health, Stress</td>
</tr>
</tbody>
</table>
TABLE V. TOPICS MODELING AFTER THE OUTBREAK OF THE COVID-19 PANDEMIC

<table>
<thead>
<tr>
<th>Group</th>
<th>Topic name</th>
<th>Top 5 words</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Depression of celebrity</td>
<td>Depression, Agency, MBC (broadcasting), People, Fans</td>
</tr>
<tr>
<td>2</td>
<td>Covid-19 pandemic and depression around the world</td>
<td>United States, Depression, Korea, COVID-19 pandemic, Confirmed cases</td>
</tr>
<tr>
<td>3</td>
<td>Covid-19 pandemic and depressive symptoms</td>
<td>COVID-19 pandemic, Corona, Seoul, Depression, Coronavirus</td>
</tr>
<tr>
<td>4</td>
<td>Depression and crime</td>
<td>Depression, Seoul, Court, Victim, Defendant</td>
</tr>
<tr>
<td>5</td>
<td>Government and depression</td>
<td>Blue House, Immunity, Depression, Victims, Seoul</td>
</tr>
<tr>
<td>6</td>
<td>Depression and suicide</td>
<td>Police, Discovery, Selection, Investigation, Death</td>
</tr>
</tbody>
</table>

IV. DISCUSSION

In this study, we analyzed social issues related to depression before and after the COVID-19 pandemic using LDA topic modeling based on a large dataset of news articles (95,687 articles). We found that keywords related to "suicide" appeared prominently after the COVID-19 pandemic, unlike before the pandemic. The emergence of these keywords as potential key topics can be attributed to the prolonged duration of the COVID-19 pandemic, which has led to an increase in feelings of depression and suicidal ideation.

According to the Ministry of Health and Welfare, in 2020 when the initial wave of the COVID-19 pandemic occurred, there was a slight decrease in suicide deaths compared to 2019. This was attributed to factors such as a decrease in copycat suicides and social tension and cohesion resulting from a national disaster [15]. However, in 2021, both the number of suicide deaths and suicide rates increased by 1.2% compared to 2020 [16]. This suggests that with the prolonged duration of the COVID-19 pandemic, there has been an increase in feelings of depression and suicidal ideation [16], leading to an increase in youth suicide rates during the mid-term period of the COVID-19 pandemic [17].

The phenomenon of increasing youth suicide rates has also been reported overseas. In Japan, there was a 41.3% increase in youth suicides compared to 2019 [18], while overall adolescent suicides increased during the COVID-19 pandemic period in the United States [19]. Taking all these factors into account, it is speculated that there has been an increase in suicide deaths due to various social changes after the onset of the COVID-19 pandemic.

Another finding of this study is the discovery of topics related to the COVID-19 virus and depression after the onset of the COVID-19 pandemic. According to an online survey conducted by the Korea Health Promotion Institute targeting individuals aged 20 to 65, 40.7% of respondents reported experiencing "COVID-19 depression" [5]. In addition, a mobile survey conducted on individuals aged 15 and above in 17 metropolitan cities and provinces nationwide found that 47.8% of respondents reported experiencing depression and anxiety due to COVID-19 [20]. These survey results indicate that due to the prolonged duration of the COVID-19 pandemic, a significant number of people have experienced varying degrees of depression. Therefore, it is necessary for the government to explore measures to monitor mental health among all citizens on a national level, and prepare strategies to reduce depression and anxiety in future outbreaks or pandemics.

Although this study examined social changes related to depression before and after the onset of the COVID-19 pandemic using news big data and employed LDA topic modeling to identify issues, it has several limitations. Firstly, the data used in this study does not include time-series information, so we cannot examine trends over time. Therefore, future research should consider incorporating time-series analysis to observe changes in trends. Secondly, the collected data is limited to domestic news articles, so generalization to other cultural contexts may not be possible. Thirdly, the topic names derived from LDA are researcher-inferred labels; therefore, future research should consider applying algorithms that can complement this process.

V. CONCLUSION

In this study, we utilized BigKinds to analyze news articles related to depression before and after the onset of the COVID-19 pandemic using LDA topic modeling. We aimed to identify the main issues and differences between these periods. The results revealed that topics related to suicide emerged after the COVID-19 pandemic, as well as topics related to the COVID-19 virus and depression. Based on these findings, it is necessary for national-level policies to be developed in order to manage the mental health of citizens, such as depression, in future situations like infectious disease outbreaks.
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Abstract—In recent years, intelligent robots have been widely used in fields such as express transportation, industrial automation, and healthcare, bringing great convenience to people's lives. As one of the core technologies of intelligent robots, path planning technology has become a research highlight in the field of robotics. To achieve path planning in unknown environments, a path planning algorithm based on an improved dual depth Q-network is proposed. In both simple and complex grid environments, the planned path inflection points for the improved dual depth Q-network is 4 and 9, respectively, with path lengths of 27.21m and 28.63m, respectively. Both are less than double depth Q network and adaptive Ant colony optimization algorithms. The average reward values of the improved dual depth Q network in simple and complex environments are 1.12 and 1.02, respectively, which are higher than those of the dual depth Q network. In a random environment, the lowest probability of the improved dual depth Q network successfully reaching the destination without colliding with obstacles is 95.1%, which is higher than the other two algorithms. In the Gazebo environment, when the number of iterations reaches 2000, the average cumulative reward value is positive. The average cumulative reward value in the range of iterations from 3500 to 4000 and iterations from 4000 to 4500 exceeds 500. The average cumulative reward value of the dual depth Q network is only positive within the two intervals of iterations 2500-3000 and 3000-3500. The average cumulative reward value does not exceed 100. According to the findings, the path planning ability of the improved dual depth Q network is better than that of the dual depth Q network and the adaptive Ant colony optimization algorithms.

Keywords—Deep learning; reinforcement learning; intelligent robots; path planning

I. INTRODUCTION

With the progress of computer technology, intelligent robots have gradually entered people's lives. They play an important role in their respective fields. At the same time, due to the technological reform of intelligent robots, humans have gradually raised their requirements for the mobility of intelligent robots. Intelligent robots are expected to quickly plan a route to the destination in unfamiliar environments. The path planning of robots consists of global path planning and local path planning based on their mastery of environmental information. In local path planning, the motion trajectory of the robot has uncertainty. It needs to constantly obtain information from the environment to determine the next step. At the same time, it is necessary to obtain data information on obstacles to avoid unknown obstacles [1]. Reinforcement learning (RL) is a good solution to how to avoid unknown obstacles. However, in a complex environment, RL will have an exponential growth problem of state-action collection, resulting in a "Curse of dimensionality" [2]. The deep reinforcement learning (DRL) obtained from deep learning (DL) combined with Reinforcement learning can effectively improve the above problems. The deep learning in Deep reinforcement learning can extract the data information characteristics of the environment through neural network, realizing the fitting between the state-action value function (SAVF) and the environment [3]. At present, DRL has become a popular algorithm in the research of robot path planning (RPP) for unknown environments. However, due to the overestimation of DL, the output state-action values in DRL applications are higher than the true values. Therefore, to realize the path planning of the robot in an unknown environment, the influence of overestimation on the robot action selection is reduced. A RPP based on Improved Double Deep Q-Network (IDDQN) is proposed in the research. This algorithm effectively avoids the "dimension disaster" problem, ensures the action speed and accuracy of the robot, enriches the application scenarios of the robot, and provides strong support for the future intelligence of the robot.

The article consists of four sections. Section I is the introduction. Section II deals with related works. Section III deals with RPP algorithm based on DRL. Section IV is the simulation experiments and result analysis and Section V concluded the whole study.

II. RELATED WORKS

In the current research on various technologies of intelligent robots, path planning is a hot research direction. The way and quality of path planning determine whether a robot can safely and quickly reach the destination. Rath A K and his team proposed a navigation control algorithm based on genetic algorithm (GA) and neural network for robot navigation problems in complex environments. The GA controller is used to generate the initial turning angle of the robot. Then, the GA controller and neural network controller are mixed to generate the final steering angle. After testing, the navigation parameter error of this algorithm is relatively small [4]. Nie B et al. proposed a path planning method based on value iteration for intelligent agents with complex kinematics. The state-action transition probability is used to encode the ability of the agent. According to the findings, it has higher precision, faster
convergence rate and lower random seed sensitivity [5]. Wang G and other scholars proposed a dynamic path planning method based on fuzzy neural networks for intelligent robots. Compared with the traditional Particle swarm optimization (PSO), it can significantly improve the control accuracy and robustness of the model [6]. Outiligh A and his team proposed a trajectory planning method based on PSO and gray wolf optimization for mobile robot trajectory optimization. This algorithm can effectively balance global and local search capabilities. After testing, the optimal trajectory search ability of PSO-GWO has significantly improved [7]. Raheem F A et al. proposed a RPP method based on probabilistic landmarks and artificial potential fields. The PSO is applied to obtain the optimization weight required by each control point participating in the formation of the spline curve. After testing, this method can ensure the feasibility and rationality of the path [8].

As an artificial intelligence method close to human thinking mode, DRL is an effective way to solve complex perception problems. Therefore, it is widely used in automatic driving, robotics, game control, machine translation and other fields. Guang zheng W et al. proposed a DRL based collision detection and avoidance method for distributed multiple unmanned aerial vehicles. Human experience is also integrated into training. Compared to traditional DRL methods, DRL that integrates human experience has significant improvements in multi drone collision detection and avoidance. In addition, the flight safety brought by the hybrid control method has also been verified [9]. Cao D and his team proposed an analysis method based on MDP and PPO to analyze the optimal power flow problem of distribution networks containing renewable energy and energy storage devices. This method obtains knowledge from historical data through neural networks and provides online decision-making based on the real-time status of the power grid. The experimental results show that the real-time control strategy proposed by this method is more flexible, which has better performance [10]. Zhao J et al. proposed a dynamic multi micro grid formation method based on CNN and DDQN to develop a multi micro grid formation plan. In this method, the dynamic micro grid formation problem is transformed into a Markov decision process. The topology changeable micro grid is designed through the DRL framework. According to the findings, this method has strong elasticity, which can respond to changing system conditions in a timely manner [11]. Zhang D et al. proposed a two-stage deep Q-learning algorithm based on pre-exploration for intelligent train control. After testing, this algorithm improves the acceleration curve. It can effectively complete train control tasks in multi train tracking scenarios [12]. Shihab S A M and Wei P proposed a strategy formulation method based on DRL for developing optimal seat inventory control strategies. In this method, DNN is used to calculate the expected optimal return for all possible state action combinations. Various factors such as random demand, passenger arrival, and booking cancellation have been fully considered. According to the findings, interacting with the market can learn the optimal airline revenue management strategy [13].

In summary, with the development of intelligent robot technology, RPP methods for mobile robots have become a hot research topic. There have been significant achievements in current research on RPP. In local path planning, DRL is a popular algorithm. However, due to the inherent overestimation problem of RL, the path chosen by the robot is not necessarily the optimal path. To address the above issues, a RPP method based on IDDQN is proposed, aiming to achieve local path planning in unfamiliar environments.

III. RPP ALGORITHM BASED ON DRL

With the progress of science and technology, robot technology is receiving increasing attention from people. As one of the core technologies of intelligent mobile robots, path planning has become a research highlight in the robotics. To achieve safe movement of robots in unknown environments, a RPP method based on improved DDQN is proposed-IDDQN. The IDQN algorithm effectively avoids the DDQN overestimation through more moderate Q update method and improves the utilization efficiency through the sequencing of priority playback mechanism. It effectively reduces the disadvantage of slow DDQN training speed.

A. RPP based on DDQN

The core of DRL is Reinforcement learning. Reinforcement learning guides behavior through rewards gained from interaction with the environment. However, the reinforcement learning model is more complex. Therefore, MDP is introduced into the reinforcement learning model to simplify it. In RPP, the probability of state transition and the immediate reward function return value are generally unknown. Therefore, robots need to constantly interact with the environment. The state transition probability reflecting actions is displayed in Eq. (1).

\[ P_{sa}^t = P[S_{t+1} = s'|S_t = s, A_t = a] \]  

In Eq. (1), \( P_{sa}^t \) represents the execution of action \( a \) in state \( s \). \( s' \) represents the probability that the robot can reach the state. \( P \) represents the probability of state transition. \( S_t \) represents the set of state spaces at time \( t \). \( A_t \) stands for the set of action spaces at time \( t \). The calculation method for cumulative reward value (CRV) is shown in Eq. (2).

\[ G_t = R_{t+1} + \gamma R_{t+2} + \ldots + L = \sum_{i=t}^{\infty} \gamma^i R_{t+i+1} \]  

In Eq. (2), \( R \) represents the immediate reward function. \( \gamma \) represents the discount factor. \( G_t \) represents the CRV. The state Vf is shown in Eq. (3).

\[ v_s(s) = E_r \left[ \sum_{i=0}^{\infty} \gamma^i R_{i} | S_t = s \right] \]  

In Eq. (3), \( v_s(s) \) represents the state value function (SVF). \( \pi \) stands for strategy. \( E_r \) represents the expected cumulative reward return in strategy \( \pi \). The SAVF is shown in Eq. (4).
In Eq. (4), $q_s(s,a)$ represents the action SVF. The calculation of the SVF is to construct the data in the algorithm to obtain the optimal strategy. The Bellman optimal equations for the SVF and the SAVF are shown in Eq. (5).

$$
q'(s) = \max_a R_s^a + \gamma \sum_{s'} P_{ss'}^a q'(s')
$$

$$
q'(s,a) = R_s^a + \gamma \sum_{s'} P_{ss'}^a \max_{a'} q(s',a')
$$

In Eq. (5), $v'(s)$ and $q'(s,a)$ represent the optimal SVF and the optimal SAVF, respectively. If the optimal SAVF is already specified, the optimal strategy is determined by maximizing the optimal SVAF. At this point, the optimal strategy expression is shown in Eq. (6).

$$
\pi^* = \begin{cases} 
1 & a = \arg \max_a q'(s,a) \\
0 & \text{otherwise}
\end{cases}
$$

Eq. (6) indicates that the SAVF is the maximum. At this point, under strategy $\pi$ and state $s$, the probability of the robot executing action $a$ is 1. The execution probability of other actions is 0. The value function of the DQN algorithm utilizes DNN for approximation. The network structure of DQN is illustrated in Fig. 1.

In Fig. 1, the parameters corresponding to the DQN value function represent the weight size of each layer in DNN. At this point, updating the value function means updating the network parameters. If the network structure is determined, the network parameters are the value function [14-15]. When using DNN to approximate a value function, the strong correlation between data sample tuples can easily lead to instability and non-convergence issues. Therefore, experience playback technology is used to address this issue. The experience of each time step is stored in the data pool. When updating network parameters, random samples are taken from the data pool for training. The method for updating network parameters is shown in Eq. (7).

$$
\theta_{t+1} = \theta_t + \alpha \left[ r + \gamma \max_a Q(s',a',\theta) - Q(s,a,\theta) \right] \nabla Q(s,a,\theta)
$$

In Eq. (7), $\theta$ represents the network parameters. $Q(s,a,\theta)$ represents the value function of Q-Learning. $\alpha$ represents a parameter. $r$ represents timely return. However, when calculating the SAVF, the parameters used are the same as those approximated by the value function, which can easily lead to unstable training. Calculating the time difference optimization objective through target network parameters can effectively solve this problem. At this point, the parameter update formula is shown in Eq. (8).

$$
\theta_{t+1} = \theta_t + \alpha \left[ r + \gamma \max_a Q(s',a',\theta') - Q(s,a,\theta) \right] \nabla Q(s,a,\theta)
$$

In Eq. (8), $\theta'$ stands for the parameters of the target network. The training process of DQN is shown in Fig. 2.
In Fig. 2, for each step reached, the parameters of the current value network are assigned to the target value network. In the playback memory unit, several samples are selected and their states are fed into the current value network. In the network output results, the Q value corresponding to the sample action is extracted and the target value is calculated. The loss function of Q value and target value is calculated. The current value network is updated by back-propagation. Although the DQN algorithm uses DNN instead of Q-table to approximate the SAVF, it still has overestimation issues [16-18]. The selection and evaluation of actions in network parameter updates are separated. Different value function networks are used to express action selection and evaluation. This can alleviate the problem, which is known as the DDQN algorithm. At this point, the calculation of the time difference optimization objective is shown in Eq. (9).

\[ y_{t}^{DDQN} = r + \gamma Q(s', \arg \max Q(s', a', \theta), \theta') \] (9)

In Eq. (9), \( y_{t}^{DDQN} \) represents the optimization objective. \( \theta \) and \( \theta' \) represent estimated network parameters and target network parameters, respectively.

B. RPP based on Improved DDQN

In DDQN, the overestimation problem has a negative impact on the selection of the optimal action for robots, making it difficult to find the optimal action strategy and path. At the same time, as the interaction between robots and the environment deepens, the playback proportion of important samples decreases when playing back experience samples, resulting in the decline of robot learning effect. To address the above issues, an improved DDQN for RPP is proposed. The RPP training model is illustrated in Fig. 3.

From Fig. 3, the sample data is fed into the memory cache unit based on the current environment, the next state, and the obtained instant returns. Then, samples are selected from memory buffer units to train the parameters of the IDQN. Then, based on the network output and improved exploration strategy, the optimal action is selected. The robot is sent to the next state [19-20]. In DDQN, there is a situation where the absolute error values of the value functions of the optimal and suboptimal actions are equal, resulting in the robot selecting a suboptimal action. To avoid the above issues, the range of error values can be reduced. To minimize the error, the ε-Greedy strategy is introduced into DDQN. The improved optimization objective is shown in Eq. (10).

\[ y_{t}^{DDQN} = \begin{cases} r + \gamma Q(s', \arg \max Q(s', a', \theta), \theta') & \text{Probability= } 1-\epsilon' \\ r + \gamma Q(s', a', \theta') & \text{Probability= } \epsilon' \end{cases} \] (10)

In Eq. (10), \( \epsilon' \) represents a parameter, which is a fixed value, with a value range of \((0,1)\). \( \epsilon' \) represents a random action. To better select actions, an ε-Greedy action selection strategy based on prior knowledge is proposed. The probability of action selection for strategy ε-Greedy is shown in Eq. (11).

\[ \pi(a|s) = \begin{cases} 1 - \epsilon + \frac{\epsilon}{|A(s)|} & a = \arg \max_{a} Q(s,a) \\ \epsilon & a \neq \arg \max_{a} Q(s,a) \end{cases} \] (11)

In Eq. (11), \( A(s) \) represents the set of actions in state \( s \). \( \epsilon \) represents the exploration factor. When the robot selects actions, a random number is generated. If the random number is less than the exploration factor, the robot randomly selects actions. Otherwise, the average Q value of previous generations will be calculated. Based on improved ε-Greedy strategy, corresponding actions are selected and executed. The average Q value is calculated as Eq. (12).

\[ Q^4(s,a) = \frac{1}{K} \sum_{t=1}^{K} Q(s,a,\theta_{t,t}) \] (12)

In Eq. (12), \( K \) represents the algebraic difference between the current parameter and the previous parameter. \( Q^4(s,a) \) represents the average Q value of the previous \( K \)-generations. In model training, the playback frequency of experience fragments with low time difference error values is low due to the influence of environmental noise. The lack of diversity in training samples leads to overfitting issues. Combining greedy finite and uniform sampling can ensure the playback probability of experience fragments with low time difference error values. The calculation formula for playback probability is shown in Eq. (13).

![Fig. 3. Training model for robot path planning.](https://www.ijacsa.thesai.org)
In Eq. (13), \( P(i) \) represents the playback probability of the \( i \)-th segment. \( p_i \) represents the priority of the \( i \)-th segment. \( \alpha \) represents the degree of control priority. The priority calculation formula is shown in Eq. (14).

\[
    p_i = \frac{1}{\text{rank}_i} 
\]

(14)

In Eq. (14), \( \text{rank}_i \) represents the sequence number sorted by the absolute value of time difference error. To prevent overfitting and ensure the diversity of experience fragments, weight is introduced for adjustment. The weight calculation formula is shown in Eq. (15).

\[
    w_i = \frac{1}{\left( \frac{p_i}{p_{\min}} \right)^{\beta}} 
\]

(15)

In Eq. (15), \( p_{\min} \) represents the minimum probability of the experience segment. \( \beta \) represents the correction degree. At this time, the expression of loss function is shown in Eq. (16).

\[
    L = \sum w(t) \left[ Q_{t}^{\text{IDDQN}} - Q(s, a, \theta) \right]^2 
\]

(16)

In Eq. (16), \( Q(s, a, \theta) \) stands for the output \( Q \) of the estimated network. The IDDQN algorithm process is shown in Fig. 4.

From Fig. 4, the IDDQN algorithm first initializes the estimated network parameters, target network parameters, and experience playback pool. The event is cycled. Then the state of each cycle is initialized and cycled throughout the time cycle. Actions are randomly selected based on probability. If a small probability event does not occur, the action with the highest current value function is selected and executed. Next, based on the reward feedback of the environment and the transferred state, the time difference error value is calculated. The calculation results are arranged in order of size. According to the sequence number, priority is calculated. Based on priority, the sampling probability is obtained. Then the correction weight is calculated by sampling probability, and the experience fragments are put into the experience playback pool according to the probability. Next, samples are selected based on probability from the experience replay pool and optimization objectives are calculated. Then, the estimated parameters are updated according to the calculation results of the loss function. The target parameters are replaced by these parameters. The application process of IDDQN algorithm in robot path planning is shown in Fig. 5.
In Fig. 5, this algorithm first initializes the state of the robot. The current coordinates of the robot are determined. Then the generated random numbers are compared. If it is greater than the exploration factor, the average output value of the improved optimization objective network is calculated and an action is selected. Otherwise, the action is randomly selected. Then the next state of the environment is obtained and its reward value is calculated. Then the spatial features are placed in the experience pool and moved to the next state. Finally, the current state is judged. If the termination state is reached, the process ends. Otherwise, the operation is returned to the second step.

IV. SIMULATION EXPERIMENTS AND RESULT ANALYSIS BASED ON GRID ENVIRONMENT AND GAZEBO ENVIRONMENT

To verify the path planning ability of the IDDQN, testing experiments are carried out in both grid and Gazebo environments. The proposed method is compared with DDQN algorithm and adaptive Ant colony optimization algorithms. The grid environment is divided into simple environment, complex environment, and random environment. The processor used in this simulation experiment is Xeon (R), the CPU is NVIDIA GeForce GTX 1080Ti, the running memory is 32 GB, and the software environment is Python and TensorFlow. The exploration factor for grid and Gazebo environments has an initial value of 1 and an end value of 0.1. The convergence of DDQN, adaptive ant colony algorithm, and IDDQN algorithm is shown in Fig. 6.

From Fig. 6, the DDQN value converges after approximately 270 iterations, with a loss value of approximately 0.24. The adaptive Ant colony optimization algorithm starts to converge after about 220 iterations, and the loss value is about 0.21. IDDQN begins to converge after approximately 180 iterations, with a loss value of approximately 0.19. The convergence rate of IDDQN is faster. The RPP results of the three methods in a simple environment are shown in Fig. 7.

---

**Fig. 6.** Convergence of DDQN, adaptive ant colony, and IDDQN.

**Fig. 7.** RPP results of three methods in a simple environment.
From Fig. 7(a), the path inflection points planned for DDQN are 8. In Fig. 7(b), the path inflection points planned by the adaptive Ant colony optimization algorithms are 5. In Fig. 7(c), the inflection points in the planned path of IDDQN are 4. IDDQN has fewer inflection points in the planned path, which can effectively reduce the movement time from the starting to the target position. The average reward values of IDDQN and DDQN, as well as the path lengths and collision times, are shown in Fig. 8.

In Fig. 8(a), the average reward value of DDQN is approximately 1.03. IDDQN has an average reward value of approximately 1.12, which is higher than the DDQN algorithm. In Fig. 8(b), the path length planned by the DDQN is approximately 29.46m, and the number of obstacle collisions is 19806. The optimal path length of the adaptive Ant colony optimization algorithms is about 28.63m, and the collisions with obstacles are 16275. The optimal path length for IDDQN planning is approximately 27.21m, and the number of collisions with obstacles during training is 15613. The IDDQN algorithm not only has the shortest planned path length, but also reduces the probability of robot collision with obstacles. The RPP results of the three methods in complex environments are illustrated in Fig. 9.

In Fig. 9(a), the inflection points planned by the DDQN algorithm are 10, the inflection points of the path planned by the adaptive Ant colony optimization algorithms are 13. The path inflection points planned by IDDQN are 9. From Fig. 9(b), in complex environment 2, the path inflection points of both the ant colony algorithm and DDQN are redundant with IDDQN. The length is also longer than the IDDQN algorithm. From this, in complex environments, the IDDQN algorithm can still move to the endpoint with as few inflection points as possible. In a complex environment, the path lengths and collision times of the three algorithms, as well as the reward values of IDDQN and DDQN, are shown in Fig. 10.

From Fig. 10(a), the optimal path length for DDQN planning is approximately 29.22 m, and the number of collisions during training is 26671. The optimal path length for the adaptive Ant colony optimization algorithms is about 29.80 m, and the number of collisions is 19374. The optimal path length for IDDQN is approximately 28.63m and the number of collisions is 17389. In Fig. 10(b), the average reward values for DDQN and IDDQN are approximately 0.92 and 1.02, respectively. The average reward value of IDDQN is higher. IDDQN can still maintain a small collision probability in complex environments. The success rates and path length differences of the three algorithms in a random environment are shown in Fig. 11.
Fig. 10. The path length, collision frequency, and reward values for IDDQN and DDQN of the three algorithms are shown in the figure.

Fig. 11. Success rates and path length differences of three algorithms in a random environment.

In Fig. 11 (a), in a random environment, the probability of DDQN successfully reaching the destination without colliding with obstacles is approximately 95.2%, 93.1%, 91.8%, and 91.2%, respectively. The success rate of adaptive Ant colony optimization algorithms in random environment is about 96.7%, 94.8%, 93.5% and 92.6% respectively. The success rates of IDDQN in random environments are approximately 97.4%, 96.5%, 95.9%, and 95.1%, respectively. IDDQN has the highest success rate in a random environment. In Fig. 11(b), the path length difference of DDQN in different environments is about 1.04 m, 1.17 m, 1.25 m, and 2.06 m, respectively. The path length difference of the adaptive Ant colony optimization algorithms is about 0.86 m, 0.98 m, 1.07 m and 1.52 m respectively. The difference in path length for IDDQN is approximately 0.59 m, 0.83m, 0.91m, and 1.33m, respectively. The path length difference of IDDQN is the smallest, indicating that IDDQN has a stronger ability to plan the optimal path. The CRVs of DDQN and IDDQN in the Gazebo environment are shown in Fig. 12.

In Fig. 12, the CRV of IDDQN is significantly higher than that of DDQN. The average CRV of DDQN is the highest in the range of 2500 to 3000 iterations. At this point, the average CRV is approximately 76.12. Secondly, there is an interval of
3000 to 3500 iterations, with an average CRV of approximately 29.83. The above two intervals are also the only ones with a positive average CRV. The average CRV of IDDQN is highest in the range of 3500 to 4000 iterations. The average CRV is around 748.62. Next is the interval of 4000 to 4500 iterations, with an average CRV of approximately 584.46. When the number of iterations reaches 2000, the average CRV is all positive. The average CRV between the iterations of 2000-2500 and 3000-3500 exceeds 100.

V. CONCLUSION

A RPP algorithm based on the improved DDQN-IDDQN algorithm is proposed for the mobile RPP problem of intelligent robots in unknown environments. Simulation experiments are conducted in both grid and Gazebo environments. According to the results, IDDQN begins to converge after approximately 180 iterations. The loss value is approximately 0.19. The convergence rate is faster than DDQN algorithm and adaptive Ant colony optimization algorithms. In a simple grid environment, the optimal path length, inflection points, and collisions during training for IDDQN are 27.21m, 4, and 15613, respectively. In a complex grid environment, the optimal path length, number of inflection points, and number of collisions during training planned by the IDDQN algorithm are 28.63m, 9, and 17389, respectively. In a random environment, the path length differences of IDDQN are 0.59m, 0.83m, 0.91m, and 1.33m, respectively. It is less than the path planned by DDQN and adaptive Ant colony optimization algorithms. The success rates of the IDDQN algorithm in random environments are approximately 97.4%, 96.5%, 95.9%, and 95.1%, respectively, which are higher than other algorithms. In the Gazebo environment, the interval with the highest average cumulative reward value for DDQN is between 2500 and 3000 iterations. At this point, the average cumulative reward value is about 76.12, and there are only two intervals where the average cumulative reward value is positive. The average cumulative reward value of DDQN is the highest in the range of 3500 to 4000 iterations. The average cumulative reward value is around 748.62. When the number of iterations reaches 2000, the average CRV is all positive. The average CRV of two intervals exceeds 100. The above results indicate that the intelligent RPP based on IDDQN can achieve optimal RPP in unfamiliar environments. Research has achieved static path planning for robots by improving DDQN. However, the proposed method does not take into account the dynamic variable environment. At the same time, when several robots cooperate to complete a certain work, the proposed algorithm cannot provide reasonable task assignment and collaboration instructions for the robot. Therefore, future work will focus on path planning, multi-robot collaborative task assignment, and path planning in dynamically variable environments.
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Abstract—Cardiovascular diseases (CVDs) remain a significant global health concern, demanding precise and early prediction methods for effective intervention. In this comprehensive study, various machine learning algorithms were rigorously evaluated to identify the most accurate approach for forecasting heart disease. Through meticulous analysis, it was established that precision, recall, and the F1-score are critical metrics, overshadowing the mere accuracy of predictions. Among the classifiers explored, the Decision Tree (DT) and Random Forest (RF) algorithms emerged as the most proficient, boasting remarkable accuracy rates of 96.75%. The DT Classifier exhibited a precision rate of 97.81% and a recall rate of 95.73%, resulting in an exceptional F1-score of 96.76%. Similarly, the RF Classifier achieved an outstanding precision rate of 95.85% and a recall rate of 97.88%, yielding an exemplary F1-score of 96.85%. In stark contrast, other methods, including Logistic Regression, Support Vector Machine, and K-Nearest Neighbor, demonstrated inferior predictive capabilities. This study conclusively establishes the combination of Decision Tree and Random Forest algorithms as the most potent and dependable approach for predicting cardiac illnesses, providing a groundbreaking avenue for early intervention and personalized patient care. These findings signify a significant advancement in the field of predictive healthcare analytics, offering a robust framework for enhancing healthcare strategies related to cardiovascular diseases.
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I. INTRODUCTION

A. Background and Motivation

Modern lifestyles and population change have led to widespread stress, anxiety, and health issues [1]. Sedentary living has increased mortality due to chronic diseases [2-4]. The heart’s vital role in transporting nutrients makes its proper function crucial [5-6]. Machine learning extracts valuable insights from large databases. Various techniques, including clustering, association, and classification algorithms, are used to predict heart disease [45]. Cardiovascular diseases cause significant mortality, warranting urgent research [7]. Chronic illnesses, like cancer and diabetes, surpass infectious diseases in causing death and disability. The epidemiologic transition marks this shift. Globally, cardiac diseases account for 17.3 million deaths yearly, projected to rise [8-9]. Machine learning aids early heart disease diagnosis. Defining disease is complex; it generally refers to disrupted bodily functions. Heart disease is universal and results from plaque buildup in coronary arteries. Plaque narrows vessels, causing reduced blood supply, leading to heart attacks or strokes. Symptoms include chest discomfort, pain, and anxiety [46]. Disease causes, recognition, diagnosis, and risk assessment are discussed. This paper delves into heart disease’s global burden, machine learning’s role, problem statement, research goals, and research article structure.

B. Heart Disease Mortality Rates

Heart disease is a leading cause of death in both developing and developed countries. WHO data reveals significant mortality (region wise distribution of mortality rate is shown in Table I), with 3.8 million deaths in men and 3.4 million deaths in women attributed to heart disease [10]. In the UK, heart disease constitutes 26% of all fatalities [10]. Reports from the Australian Bureau of Statistics (ABS) and the Economic and Social Commission of Asia and the Pacific (ESCAP) indicate mortality rates ranging from 20% to 33% in 2010 [11].

<table>
<thead>
<tr>
<th>Sr. No.</th>
<th>Region</th>
<th>Mortality Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Australia</td>
<td>33.7%</td>
</tr>
<tr>
<td>2</td>
<td>East Asia and Pacific Region</td>
<td>35.2%</td>
</tr>
<tr>
<td>3</td>
<td>Middle East and North Africa</td>
<td>47%</td>
</tr>
<tr>
<td>4</td>
<td>South Asia</td>
<td>10.6%</td>
</tr>
<tr>
<td>5</td>
<td>Sub-Sahara in Western Africa</td>
<td>13%</td>
</tr>
<tr>
<td>6</td>
<td>Europe</td>
<td>20-26%</td>
</tr>
</tbody>
</table>

Table I. Incidence of Heart-Related Deaths
Diverse regions exhibit varying heart disease-related mortality rates. Notably, heart disease accounts for 10.6% of reported fatalities [11], with 13% attributed to cardiovascular diseases. Circulatory diseases, predominantly heart diseases, dominate mortality in regions spanning Asia-Pacific, Australasia, Western Europe, and North America. Heart disease emerges as a universal cause of death, regardless of a nation's income level.

C. Global Burden of Heart Disease

Heart disease presents a significant global challenge, impacting individual mortality, family well-being, and economic costs. In the UK, heart disease costs approximately £9 billion yearly, covering premature death and disability expenses [10]. The USA spends around $312.6 billion annually on stroke and heart disease, projected to reach $1.1 trillion by 2035 [9]. China allocates over $40 billion, constituting about 4% of GNI, to heart disease treatment. South Africa’s heart disease treatment costs range from 2% to 3% of GNI, a quarter of primary care expenses. Globally, heart disease treatment cost about $370 billion in 2001, accounting for 10% of global healthcare costs [12]. Eastern Europe's high blood pressure expenses reach nearly 25% of healthcare costs. The American Heart Association (AHA) devised a method to forecast medical costs for conditions like high blood pressure, coronary artery disease (CAD), and stroke [13]. By 2030, 40.8% of Americans are predicted to have heart disease. Costs are set to rise from $320 to $818 billion between 2013 and 2030. Early diagnosis is crucial to prevent worsening conditions.

D. Heart Disease Recognition and Diagnosis: Current Scenario

The surge in heart disease incidence stems from preventable factors [1], including unhealthy lifestyles and risk factors like poor diet, obesity, high blood pressure, and elevated triglyceride levels. Warning signs encompass insomnia, abnormal heartbeat, leg swelling, and rapid weight gain [2], often misinterpreted in elderly populations. Growing hospital and research data availability aids precision diagnosis and early detection. AI and ML revolutionize healthcare, enhancing diagnostics, data analysis, and risk prediction. Genetic data analysis benefits from machine learning, expanding medical evaluations and pandemic anticipation. Cardiovascular diseases account for over a third of annual deaths [6], attracting machine learning application in detecting heart disease from medical databases. Diagnostic accuracy, speed, and lifesaving insights improve through these procedures [7].


Despite preventability efforts, heart disease persists globally. Pharmacies and health maintenance tests are crucial for rising heart disease rates. Expensive screening tests are used initially, prompting the need for cost-effective community-level alternatives. Identifying risk factors like age, alcohol, diet, smoking, and inactivity is vital to combat heart disease. Exposure to these factors increases hypertension, diabetes, dyslipidemia, obesity, and stroke risks [16].

Heart disease's high mortality demands accurate diagnosis tools. A systematic, accurate diagnostic tool based on death rates, disability rates, and costs is needed. Screening tools for cost-effective early diagnosis exist but require invasive blood sampling [16]. Main objective of this work is to study ML Algorithms (LR, KNN, SVM, RF, and Decision Tree), optimize algorithms to combat overfitting, apply ML for Classification, evaluate, and compare performance metrics.

The study evaluates and compares classifiers such as decision trees, Naive Bayes, logistic regression, SVM, and random forests. It suggests an innovative ensemble classifier strategy, which combines both strong and weak classifiers. This approach is designed to accommodate diverse sample requirements for training and validation, ensuring a robust and reliable predictive model for heart problems. By harnessing the synergistic strengths of multiple classifiers, this research aims to provide a comprehensive and accurate prediction framework for cardiovascular diseases, thereby contributing significantly to the advancement of predictive healthcare analytics.

E. Research Paper Outline

The Research paper is organized into five sections including conclusion and discussion. Section I introduce the spread of heart disease, its prevalence, diagnosis, and economics of early cure including research goals. Section II provides an in-depth review of heart disease prediction using machine learning techniques. The Section III is used to describe machine learning techniques and their applications. Performance evaluation via various techniques is highlighted in Section IV. Finally, the paper is concluded in Section V with limitations of proposed technique and future research directions.

II. Literature Review

This section provides an in-depth exploration of the significant contributions made by researchers in the realm of heart disease assessment using various machine learning techniques. The focal point is on recognizing the importance of
early diagnosis and prognosis, while concurrently highlighting the gaps and limitations present within the existing literature.

Ignoring heart issues can be detrimental, with men at higher risk [10]. A pivotal dataset from 1988 combines Cleveland, Hungary, Switzerland, and Long Beach V data. 80% of heart disease can be averted through healthy living [14]. Primary, secondary, and tertiary prevention obstruct disease progression [15]. Early diagnosis reduces serious illness and cost. A reliable tool for high-risk classification is crucial. AHA's goals could prevent millions of heart disease deaths [14]. Early detection prevents severe conditions [15]. Resource constraints in LMICs require cost-effective, community-level screening for higher-risk individuals. Early prediction and cost-effective prevention strategies are essential [15].


Some latest results show that in one study, logistic regression exhibited notable accuracy, achieving 90.16% on the Cleveland dataset, while AdaBoost outperformed with 90% accuracy on the IEEE Dataport dataset [60]. Another comparative analysis scrutinized traditional machine learning methods against deep learning algorithms, highlighting the superiority of artificial neural networks (ANN). The ANN model demonstrated a remarkable accuracy of 93.44%, surpassing the support vector machine (SVM) model by 7.5% [61].

<table>
<thead>
<tr>
<th>Reference No.</th>
<th>Methodology</th>
<th>Outcome</th>
<th>Advantages</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>[18]</td>
<td>Cross-Validation and Multi-class Classification</td>
<td>Robust prediction model</td>
<td>Effective evaluation on multiple classes</td>
<td>Focus on cross-validation</td>
</tr>
<tr>
<td>[19]</td>
<td>Heart Rate Variability Analysis</td>
<td>CAD diagnosis using HRV</td>
<td>Utilization of medical domain knowledge</td>
<td>Focus on HRV analysis</td>
</tr>
<tr>
<td>[21]</td>
<td>Various Machine Learning Algorithms</td>
<td>Heart disease prediction using ML</td>
<td>Comparative evaluation of algorithms</td>
<td>Focus on multiple machine learning models</td>
</tr>
<tr>
<td>[22]</td>
<td>Decision Trees and Risk Model</td>
<td>Risk assessment model for CHD</td>
<td>Effective use of decision trees</td>
<td>Focus on specific algorithms</td>
</tr>
<tr>
<td>[23]</td>
<td>KMIX Algorithm for Clustering</td>
<td>Improved clustering for disease prediction</td>
<td>Enhanced performance with KMIX algorithm</td>
<td>Specific to KMIX clustering method</td>
</tr>
<tr>
<td>[25]</td>
<td>Fuzzy Rule-Based Model</td>
<td>CAD prediction using fuzzy rules</td>
<td>Improved classification with fuzzy rules</td>
<td>Utilization of fuzzy rules</td>
</tr>
<tr>
<td>[26]</td>
<td>Ensemble Techniques with Genetic Algorithms</td>
<td>CHD diagnosis using various algorithms</td>
<td>Enhanced predictive capability</td>
<td>Focus on ensemble and genetic algorithms</td>
</tr>
<tr>
<td>[27]</td>
<td>Hybrid Model (Neural Network and Genetic Algorithm)</td>
<td>Initial risk assessment model</td>
<td>Utilizing hybrid model for prediction</td>
<td>Specific to neural network and GA</td>
</tr>
<tr>
<td>[28]</td>
<td>Naive Bayes, Decision Trees, Bagging</td>
<td>Accurate heart disease prediction</td>
<td>Effective use of multiple algorithms</td>
<td>Specific to certain algorithms</td>
</tr>
<tr>
<td>[29]</td>
<td>Ensemble Techniques with Weighted Average</td>
<td>CAD assessment using ensemble methods</td>
<td>Improved accuracy with ensemble approach</td>
<td>Focus on ensemble techniques</td>
</tr>
<tr>
<td>[52]</td>
<td>Artificial Intelligence for CHD</td>
<td>Severity prediction using K-Star algorithm</td>
<td>Utilizing AI for cardiac diagnosis</td>
<td>Focus on severity prediction</td>
</tr>
<tr>
<td>[58]</td>
<td>ID3 Algorithm in TV and Mobile Phones</td>
<td>Disease prediction and prevention</td>
<td>Effective education and prevention</td>
<td>Specific to certain algorithms</td>
</tr>
</tbody>
</table>
Furthermore, a distinct research endeavor proposed an innovative heart disease prediction model. This model incorporated embedded feature selection techniques and deep neural networks, resulting in an impressive accuracy of 98.56% on the Kaggle dataset [62]. Additionally, a neural networks model utilizing a Multilayer Perceptron (MLP) achieved commendable accuracies, recording 85.71% on the UCI Heart Disease dataset and 87.30% on the cardiovascular disease dataset [63].

A. Research Gaps

Despite the strides in heart disease prediction, the extant literature grapples with several limitations:

- Crafted models struggle with generalizability and potential sluggishness due to intricate risk rules.
- Experimentation tools entail complications and inherent limitations.
- Majority of models are circumscribed to clinical attributes, neglecting non-invasive risk elements.
- Scarce research leverages multiple feature selection techniques alongside their mean values.

A pressing need exists for further exploration into novel heart disease revelations and their effective integration into machine learning techniques. Continued research is essential to heighten diagnostic precision through machine learning methods and surmount the prevailing gaps in heart disease anticipation and detection.

III. Machine Learning Methods for Heart Disease Prediction

Machine learning techniques are used to extract hidden information in an explicit structure from these large datasets because the medical industries are overrun with noisy and incomplete data. Machine learning techniques should be used in the healthcare industry to support specialists rather than replace them [54]. The feature selection methods used to identify the significant non-invasive subset of risk attributes for the early diagnosis of heart disease are described in this Section. The machine learning methods used to create a risk evaluation model are covered in this section. Various performance measures are used in this section to assess the risk models’ performance. The importance of non-invasive risk factors for the initial diagnosis and care of cardiac patients is also discussed in this section.

Exploring the heart disease dataset provides valuable insights that can significantly aid in early detection and prediction of cardiovascular conditions. In this Section, Davis’ machine learning methodology was employed in the study to construct a comprehensive cardiovascular disease model. The focal point of this Section lies in outlining the research procedures, designing the study’s framework, and expanding its applicability through well-defined objectives. By harnessing the power of machine learning techniques, this research effectively identifies a substantial subset of risk factors crucial for the initial prognosis of individuals with heart disorders.

A. The Methodology of Prediction

The process of transforming raw data into a dataset that can be used to produce knowledge for users is referred to as “machine learning” and a machine learning methodology is a method that uses alternative techniques to accomplish this transformation. The utilization of this methodology in particular is warranted due to the fact that it exemplifies the objectives of our research. The following is an outline in Fig. 1. The first step of the process is called data selection, and it entails selecting the pertinent information about heart disease from a variety of different sources so that it can later be entered into the standard database.

1) Data Preparation: In the first step, known as "data preparation," the dataset containing information about heart disease is analyzed and prepared so that the machine learning algorithms can derive useful insights from it and achieve the best possible results.

2) Data Task Filter: In this step, the heuristic decision rules are used to establish expected outcomes for the prognosis of heart disease in subsequent steps. The dataset that was selected is then stored in what is called the "Machine learning Task Warehouse."

3) Selecting Appropriate Algorithms and Datasets: It is for the Task Specified in Step 3. This step involves selecting an appropriate algorithm and dataset for the task that was specified in Step 3.

4) Comparison and Evaluation: The results of the classification are compared to one another and estimated using a variety of different machine learning evaluation metrics during this phase.

In the process of developing new models, the recently finished supervised classification models have been filed away in the data warehouse in order to be ready for any upcoming issues with prediction. For each new prediction task, the procedure starts over at step three and continues through step five.

B. Exploratory Data Analysis (EDA) Process

Fundamental statistical descriptions are conducted to enhance understanding of the myriad attribute values within the Kashmir heart disease dataset. Knowledge of these basic statistics facilitates addressing noisy values, detecting outliers, and handling missing values. The dataset contains both nominal and numerical values, all serving as risk factors for coronary heart disease. Simple mean imputation is applied to address missing numerical values, while mode imputation is used for missing values in categorical data.
C. Examination of Class Imbalances and Distributional Issues

Before engaging in any operations related to heart disease dataset, assessing class balance is crucial. Highly imbalanced data can lead to biased machine learning algorithms. Statistical analysis is applied to the data to evaluate its kurtosis, skewness, and class balance. Skewness assesses symmetry to determine if data distribution is equal on both sides of the center point. Kurtosis identifies whether data tails are light or heavy compared to a normal distribution. Skewness and Kurtosis tests reveal that the Kashmir heart disease dataset follows a normal distribution.

D. Establishing Feature Correlations

Since datasets can contain intricate interconnections between variables, quantifying the degree of attribute relationships is vital. The correlation process involves assessing the level of connection between dataset attributes. Understanding these connections is essential for data preparation before applying machine learning algorithms. Pearson’s correlation method is used to explore the relationship among heart disease attributes. A heatmap depicts Pearson’s correlation coefficients applied to heart disease variables (see Fig. 2).

The heatmap grid showcases associations between cardiovascular disease-related factors and associated coefficients. The matrix presents all attributes horizontally across the top and vertically down the side, offering correlations among feature combinations. The diagonal line’s connection from bottom right to top left indicates perfect correlation between attributes and themselves. Correlation coefficients near zero suggest weak relationships between heart disease attributes, while values of 1 and -1 signify ideal positive and negative correlations, respectively.

![Correlation in risk attributes through heat map representation.](image)

E. Feature Selection

Feature selection is crucial as irrelevant or redundant attributes can impede classifier performance. To attain a non-invasive subset of risk attributes for precise heart disease prediction, the heart disease dataset (as listed in Table IV) undergoes five distinct Feature Elimination techniques. These techniques assign values to potential risk factors based on their disease prediction accuracy, assigning weights from 0 to 1 to each attribute associated with coronary heart disease. The final weights are determined by individual feature selection techniques, where attributes with mean values close to 1 are considered significant, while those near 0 are less significant.

These heart disease-linked characteristics are presented in descending order of mean values derived from five distinct feature selection strategies in Table V. Attributes with higher weights are more important for predicting early heart disease, while those with lower values are less significant. The model predicting the risk of heart disease development is constructed using the highly weighted significant subset of risk factors.

1) Feature selection techniques: Precise and concise prediction model subsets are identified using feature selection techniques [30]. To obtain the best non-invasive subset of risk factors for heart disease prediction, this research investigates a combination of filter, wrapper, and embedded feature selection methods.

- Extra Tree Classifier: The extra tree classifier, also known as extremely randomized trees, is an ensemble learning technique creating multiple trees without eliminating any existing ones. Decision tree nodes are divided through random splits, enhancing accuracy while significantly reducing the computational load associated with determining optimal cut-points in random forests and standard trees [31].

- Gradient Boosting Classifier: Gradient boosting is employed to address classification and regression challenges. It entails constructing decision trees in a greedy manner to optimize a loss function, adding these trees one at a time to minimize the loss function [32].

- Random Forests: Random forests involve decision tree predictors for regression and classification tasks, using multiple decision trees in a randomly selected training set to counter individual decision tree overfitting [33]. Further explanation of the random forest classifier can be found in the machine learning techniques section.

- Recursive Feature Elimination: Recursive feature elimination (RFE), a greedy optimization technique, builds the feature model until all features are used. Features are then ranked based on their elimination order [34].

- XG Boost Classifier: The XG Boost classifier employs a gradient boosting algorithm with optimized regularization to counter bias and overfitting. Its scalability enables swift learning and efficient memory usage [35].
Fig. 3. Decision tree model working for heart disease prediction.
F. Predictive Analysis

Machine learning tasks capitalize on discovered patterns to learn from the machine learning process. These tasks are typically categorized into predictive and descriptive categories [36]. Predictive tasks focus on predicting the value of a dependent (target) attribute based on independent (exploratory) attributes. Descriptive tasks aim to extract patterns describing underlying relationships within data, often requiring post-processing techniques for validation and explanation due to their exploratory nature [37].

1) Machine learning techniques: Predicting heart condition from different symptoms is a stratified problem that is bound to erroneous assumptions and has impulsive effects. We use various machine learning methods to extract knowledge from the heart disease dataset. The purpose of blending machine learning methods in health care is not to take over specialists or assistants, but to give support to where they struggle [38]. Some of the popular Machine Learning algorithms are shown in Fig. 4 and described below:

- Decision Tree: The decision tree is a widely used tool, especially for classification tasks [39]. It is constructed using a top-down, recursive divide-and-conquer approach, following a greedy (nonbacktracking) strategy. This is depicted in Fig. 4. There are various types of decision trees, distinguished by the mathematical model they employ to select the attribute for splitting, thereby forming decision tree rules. The attribute that effectively divides the tuples into distinct classes is chosen based on the Information Gain attribute selection measure. The Information Gain approach aims to maximize the reduction in uncertainty by selecting the splitting attribute with the lowest entropy value. The Information Gain for each attribute is determined using Eq. (1):

\[
Gain(A) = Info(D) - \sum_{i=1}^{k} \frac{n_i}{n} \times \log_2 \left( \frac{n_i}{n} \right)
\]  

(1)

Where:
- Info(D) represents the entropy of the entire dataset.
- InfoA(D) represents the weighted average of the entropies of subsets obtained by splitting based on attribute A.

The entropy of a set is calculated using Eq. (2):

\[
Info(D) = \sum_{i=1}^{k} p_i \times \log_2(p_i)
\]

(2)

where, \( p \) is the proportion of instances belonging to a specific class.

- K-Nearest Neighbor (KNN): K-Nearest Neighbor (KNN) is a fundamental instance-based machine learning technique that operates in a non-parametric manner [40, 49]. It relies on learning by analogy, where a new unclassified record is compared to existing records using a distance metric. The class of the closest existing record is then assigned to the new unclassified record. Fig. 5 provides an example of KNN classification. The optimal value of k (the number of neighbors) is typically determined experimentally. This involves starting with \( k = 1 \) and gradually increasing \( k \) to account for more neighbors. The error rate of the classifier is calculated using a test set. In the KNN algorithm, a new instance is classified based on its proximity to its neighbors, determined by a distance function. Various distance measures such as Euclidean, Manhattan, and Minkowski can be utilized. In this study, due to the nature of the heart disease data, the Euclidean distance measure is used. To prevent attributes with higher values from dominating those with lower values, attribute values are normalized before applying the Euclidean distance measure. The Min-Max normalization technique is employed, which transforms a numerical attribute's value \( P \) to a value \( P' \) in the range [0, 1]. The KNN technique is used in this study for predicting heart disease.

- Logistic Regression
- Decision Tree
- Random Forest
- Support Vector Machine
- K-Nearest Neighbors

Fig. 4. Machine learning algorithms.
• Support Vector Machine (SVM): Support Vector Machine (SVM) is a supervised machine learning technique used for both classification and regression tasks. SVM works by translating the original training data into a higher-dimensional space through a nonlinear mapping. It seeks to find the best separating hyperplane in this new dimension. Support vectors and margins are utilized by SVM to determine this hyperplane [41]. The linear support vector machine is illustrated in Fig. 6, where red circles denote data points of class x2, and light green circles represent data points of class x1. However, if there is no obvious hyperplane in the original feature space, SVM requires moving to a higher-dimensional view known as kernelizing. The principle behind kernelizing is that the data will be mapped into higher dimensions until a hyperplane can be established to separate it. The choice of the SVM’s kernel function, such as polynomial, radial basis, and Gaussian kernel functions, plays a critical role. There are other kernel functions available as well, in addition to the ones mentioned.

• Random Forests: Random Forests are an ensemble learning technique that utilizes a collection of individual decision trees for both classification and regression tasks. They are designed to address the issue of overfitting that can occur with individual decision trees. In random forest classification, the final class of a test object is determined by the majority votes from each decision tree in the forest [42]. Random Forests have significantly extended bagging, a technique that aggregates a large set of decorrelated trees. The process of the random forest algorithm is depicted in Fig. 7, where each tree is grown using a different subset of the original data. In each of the k iterations, approximately one-third of the samples are left out from the new bootstrap training set and are not used in constructing the tree. The class with the highest number of votes from the trees in the forest becomes the final classification for a given sample. The random forest algorithm is applied in this study for diagnosing and predicting heart disease, and Section IV provides further details on the outcomes.

• Naive Bayes: Naive Bayes is a classification algorithm that operates based on statistical probabilities and follows the principles of the Bayesian theorem. It is particularly effective when dealing with high-dimensional inputs. The algorithm works under the assumption of "class conditional independence," which means that the attribute values’ impact on a specific class is considered unrelated to the outcomes of other attributes. This assumption is referred to as "naive" because it simplifies calculations [43]. The Naive Bayes classifier can handle both continuous and categorical variables, and it can accommodate any number of independent variables. By assuming that the probabilities are independent of each other, Naive Bayes simplifies probability calculations, leading to a fast and efficient method. In this study, the Naive Bayes algorithm is employed using the non-invasive risk attributes to predict and diagnose heart disease at its early stages. Section IV provides a detailed discussion of the Naive Bayes model’s predictions for heart disease.

2) Model evaluation techniques: Model evaluation is a critical aspect of practical machine learning development. In order to interpret patterns from the provided dataset, systematic methods are required to assess the effectiveness of machine learning techniques and to compare them, helping to decide which method to use for a given problem. The performance of algorithms in classification problems can be evaluated using various metrics, including the confusion matrix, cross-validation, error rate, sensitivity, specificity, accuracy, and precision. These evaluation metrics are discussed below [44]:

a) Confusion Matrix: The confusion matrix is a fundamental tool for assessing performance in classification problems. It is particularly useful for understanding the types of classification errors that can occur in two-class classification scenarios. The confusion matrix provides insight into how well the model's predictions align with the actual outcomes. In a two-class confusion matrix, as shown in the Table III below, various classifications are categorized based on their correctness or incorrectness:

- True Positives (TP): Instances that are correctly classified as positive.
- False Negatives (FN): Instances that are actually positive but are incorrectly classified as negative.
- False Positives (FP): Instances that are actually negative but are incorrectly classified as positive.
- True Negatives (TN): Instances that are correctly classified as negative.
The confusion matrix allows for a deeper understanding of the model's performance and the types of errors it makes, such as Type I and Type II errors.

### TABLE III: CONFUSION MATRIX FOR BINARY CLASSIFICATION

<table>
<thead>
<tr>
<th>Actual Values</th>
<th>Predicted Values</th>
<th>Positive</th>
<th>Negative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>True Positive (TP)</td>
<td>False Negative (FN)</td>
<td></td>
</tr>
<tr>
<td>Negative</td>
<td>False Positive (FP)</td>
<td>True Negative (TN)</td>
<td></td>
</tr>
</tbody>
</table>

- Error Rate (Misclassification Rate): The error rate, also known as the misclassification rate, is a measure that quantifies the proportion of misclassified instances in a classification model. It's a combination of both training errors and generalization errors.

- Training Errors: These are the mistakes made by the model when classifying instances within the training dataset.

- Generalization Errors: These are the expected mistakes that the model will make when classifying instances that it hasn't seen before, i.e., on unseen data.

The goal of a good classification model is to have both low training and generalization errors. This indicates that the model has learned the underlying patterns in the data without overfitting to the training data.

The error rate can be calculated using the formula in Eq. (3):

\[
\text{Error Rate} = \frac{(\text{False Positives} + \text{False Negatives})}{(\text{Total Positive} + \text{Total Negative})}
\]  

Where False Positives are instances that are wrongly classified as positive, False Negatives are instances that are wrongly classified as negative, and Total Positive and Total Negative are the total number of positive and negative instances, respectively.

- Cross-Validation: Cross-validation is a technique used to estimate the performance of a machine learning model on unseen data. It involves dividing the dataset into multiple subsets (folds), using some folds for training and others for testing. This process is repeated multiple times with different combinations of training and testing sets. By evaluating the model's performance across different subsets of data, cross-validation provides a more robust estimate of its generalization ability. In a common method called k-fold cross-validation, the dataset is divided into k subsets of approximately equal size. The model is trained on k-1 folds and tested on the remaining fold in each iteration. The results from all iterations are then averaged to provide an overall assessment of the model's performance. Cross-validation helps to mitigate the risk of overfitting and provides a more accurate estimation of how well the model will perform on new, unseen data.

## IV. RESULTS AND DISCUSSION

In conclusion, the development of a robust risk evaluation model for cardiac disorders involves careful selection and preprocessing of data, integration of diverse information sources, and the utilization of appropriate algorithms. By prioritizing non-invasive risk factors and optimizing data quality, accurate and reliable risk assessment strategies can be implemented.

### A. Dataset Selection

For the development of the risk evaluation model, we sourced a dataset from the Kaggle Machine Learning library. This dataset comprises 1025 data points, each characterized by 14 distinct attributes, encompassing 13 predictive features and 1 target class. These attributes encompass various factors such as age, sex, chest pain, high blood pressure, cholesterol levels, fasting heart rate, ECG readings, and more [5]. In order to comprehensively analyze the risk factors associated with heart disease and to construct a highly accurate model, five different algorithms are employed. The field of cardiac disorder detection encompasses various tests, some of which require invasive procedures and multiple blood tests. To implement more practical risk recognition strategies, a focus on non-invasive risk factors is essential. These factors, such as age, height, weight, and smoking habits, can be easily obtained without the need for complex equipment. While measurements like body weight and blood pressure do require devices, these tools are readily available at home or local pharmacies, eliminating the necessity for hospital-based procedures for data acquisition. Data fields are shown in Table III.

### B. Data Balancing

Notably, many medical databases exhibit an imbalanced distribution of positive and negative samples. To enhance the model's reliability, it may be necessary to apply specific data processing techniques to rectify this imbalance [56]. Moreover, real-world data often contains duplicates and missing values, which can distort the analysis. Through careful data preprocessing, including techniques like smoothing, normalization, and grouping, we ensured that the input data was accurate, devoid of noise, and effective for analysis [6].

### C. Data Transformation

The process of transforming raw data into a more understandable format involves translation. This translation process is supplemented by steps such as smoothing, normalization, and grouping to ensure that the data is prepared optimally for analysis. Moreover, integration of information from various sources is often required to produce refined and comprehensive datasets.

### D. Data Preprocessing

Within the dataset, 526 instances represent individuals with cardiac disease, while 499 instances pertain to individuals without the condition. While it can be challenging to limit the amount of data collected, it's crucial to present the data effectively to derive meaningful insights. In certain cases, specific attributes may hold a high correlation with the target variable. For instance, in analysis, the fasting blood sugar attribute displayed significant correlation, leading to eliminating the corresponding column to enhance the model's
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accuracy. Table V lists out the ranking of different attributes as per the importance of attributes.

1) Splitting data into test train set: Following data preprocessing, the dataset is organized into training and validation subsets into 80:20 ratio. The performance of different algorithms is then assessed to ascertain their predictive capabilities [7]. The process of data preparation, including feature selection and data uniformity, can significantly enhance the dataset’s utility and subsequently improve the accuracy of the model.

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Role</th>
<th>Type</th>
<th>Units</th>
<th>Missing Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Systolic BP</td>
<td>Feature</td>
<td>Integer</td>
<td>mm Hg</td>
<td>no</td>
</tr>
<tr>
<td>Diastolic BP</td>
<td>Feature</td>
<td>Integer</td>
<td>mm Hg</td>
<td>no</td>
</tr>
<tr>
<td>BMI</td>
<td>Feature</td>
<td>Integer</td>
<td>Number</td>
<td>no</td>
</tr>
<tr>
<td>Age</td>
<td>Feature</td>
<td>Integer</td>
<td>Years</td>
<td>no</td>
</tr>
<tr>
<td>Healthy Diet</td>
<td>Feature</td>
<td>Categorical</td>
<td>No Unit</td>
<td>no</td>
</tr>
<tr>
<td>Hereditary</td>
<td>Feature</td>
<td>Categorical</td>
<td>No Unit</td>
<td>no</td>
</tr>
<tr>
<td>Smoking</td>
<td>Feature</td>
<td>Categorical</td>
<td>Binary</td>
<td>no</td>
</tr>
<tr>
<td>Physical Activity</td>
<td>Feature</td>
<td>Categorical</td>
<td>Binary</td>
<td>no</td>
</tr>
<tr>
<td>Socio-Economic Level</td>
<td>Feature</td>
<td>Categorical</td>
<td>No unit</td>
<td>no</td>
</tr>
<tr>
<td>Sex</td>
<td>Feature</td>
<td>Binary</td>
<td>No Unit</td>
<td>no</td>
</tr>
<tr>
<td>Alcohol Consumption</td>
<td>Feature</td>
<td>Categorical</td>
<td>Number</td>
<td>no</td>
</tr>
<tr>
<td>CHD</td>
<td>Target</td>
<td>Integer</td>
<td>No Unit</td>
<td>no</td>
</tr>
</tbody>
</table>

TABLE IV. THE HEART DISEASE DATASET ATTRIBUTES

E. Experimental Results of the Proposed Machine Learning Techniques

The existing models employed for assessing the risk of heart disease have demonstrated inherent flaws that undermine their effectiveness. These models often yield inconsistent results when applied to diverse datasets, thereby compromising their reliability. In this study, the focus is on leveraging machine learning techniques, specifically Decision Tree (DTC), K-Nearest Neighbor (KNN), Random Forest (RFC), Support Vector Machine (SVM), and Naive Bayes (NBC), to extract objective and dependable outcomes from the cardiovascular disease dataset. To achieve this, a range of performance metrics relevant to the medical domain, including sensitivity, specificity, accuracy, and precision, are employed to ensure the generation of accurate and reliable results. The following subsections elucidate the experimental findings yielded by various models in the context of disease assessment.

The central aim of this study revolves around predicting the likelihood of an individual developing heart disease. To fulfill this objective, a variety of supervised classification approaches, including Support Vector Machine, Random Forest, K-Nearest Neighbor, and Logistic Regression, are explored. The experimentation encompasses the utilization of diverse computational models, particularly Decision Trees, facilitated by the SkLearn package. The experimental setup utilized a 6th generation Intel Core i3 processor with a 3300H CPU, operating at up to 2.1 GHz, and 4 gigabytes of RAM. A prompt data analysis procedure was employed to swiftly provide a comprehensive accuracy assessment for the adopted methods. The dataset partitioning involved allocating 55% (563 instances) of the data for training purposes and 45% (462 instances) for testing purposes. The subsequent graph depicts the distribution of training and testing activities undertaken during the study:

![SVM train-test split](image1.png)

![LR train-test split](image2.png)

![KNN train-test split](image3.png)
The table presents the results of different classification algorithms employed to predict heart disease, showcasing their performance metrics. These metrics are vital in assessing the accuracy and effectiveness of each algorithm in identifying individuals at risk of cardiovascular or heart-related ailments.

Logistic Regression (LR) Classifier achieved an accuracy of 85.93%, meaning it correctly predicted the presence or absence of heart disease in individuals 85.93% of the time. Its precision, which measures the accuracy of its positive predictions, stood at 81.68%, indicating that 81.68% of the cases it classified as positive were indeed true positives. With a recall rate of 91.85%, this model identified 91.85% of the actual positive cases. The F1-score, a balance between precision and recall, was 86.47%.

The Support Vector Machine (SVM) Classifier, on the other hand, achieved an accuracy of 85.28%. It exhibited a precision of 81.44%, indicating that 81.44% of its positive predictions were accurate, while its recall rate was 91.88%. The F1-score for this model was 86.35%.

The K-Nearest Neighbor (KNN) Classifier exhibited an accuracy of 79.87%, with a precision rate of 77.86%, suggesting that 77.86% of its positive predictions were correct. It had a recall rate of 85.36%. The F1-score for KNN was 81.44%.

Now, the Decision Tree (DT) Classifier stood out with a remarkable accuracy of 96.75%. Its precision rate was an impressive 97.81%, indicating a high accuracy in positive predictions. The model captured 95.73% of the actual positive cases (recall), resulting in a high F1-score of 96.76%.

Lastly, the Random Forest (RF) Classifier shared the same accuracy as the Decision Tree at 96.75%. It had a precision rate of 95.85% and an outstanding recall rate of 97.88%. The F1-score for Random Forest was 96.85%.

In summary, the Decision Tree and Random Forest classifiers exhibited the highest accuracy and strong F1-scores among the algorithms, signifying their effectiveness in predicting heart disease. These models excelled in both accurately identifying positive cases and capturing a substantial portion of actual positive cases. These results emphasize the potential of these algorithms in aiding the diagnosis and prediction of cardiac conditions with a high degree of accuracy.

While other machine learning algorithms, including Logistic Regression, SVM, K-Nearest Neighbor, and Random Forest, were explored, they were found to be comparatively less effective in predicting instances of cardiac illness. In essence, this research article underscores the combination of the Decision Tree and Random Forest algorithms as the most accurate approach for forecasting heart disease. This amalgamation offers a dependable means of predicting the potential development of cardiovascular or heart-related disorders in the future. While other algorithms were assessed, such as Logistic Regression, SVM, K-Nearest Neighbor, and Random Forest, they were not found to be as potent as the methods discussed in this study for predicting cardiac conditions.

Fig. 8 to 10 showcase the division of the test dataset and the train dataset’s performance, indicating that optimal performance was achieved within the 60%–80% split range. Several options were experimented to find out the best test train split. The binary label’s confusion matrix for each tested method is depicted in Tables VI to X. While accuracy is a valuable metric, we place greater significance on precision, recall, and the F-1 score, all of which can be found in Table XI. Among the methods tested, K-Nearest Neighbor (KNN) yields the least favorable results, while regression and Support Vector Machine (SVM) methods perform moderately. Notably, Decision Tree and Random Forest methods exhibit the highest accuracy and F-1 score, as evidenced by this dataset. Thus, it can be inferred that Random Forest is a versatile method capable of achieving substantial accuracy with ease.
V. CONCLUSION AND FUTURE WORK

In the pursuit of advancing predictive analytics for cardiovascular diseases, this study meticulously examined various machine learning algorithms, aiming to identify the most effective approach for accurate and early prediction. The results presented in this research, encompassing a thorough analysis of different classifiers, unveil valuable insights into the realm of cardiac health forecasting.

The experiments demonstrated that the optimal performance was achieved within the 60%–80% split range of the test and train dataset. This meticulous evaluation led to the conclusion that precision, recall, and the F-1 score are pivotal metrics, often surpassing the significance of mere accuracy. Among the array of methods explored, K-Nearest Neighbor (KNN) emerged with comparatively less favorable outcomes, while regression and Support Vector Machine (SVM) methods exhibited moderate performance.

However, the spotlight of this research undoubtedly falls upon the Decision Tree (DT) and Random Forest (RF) classifiers. The DT Classifier showcased an exceptional accuracy of 96.75%, coupled with an impressive precision rate of 97.81% and a robust recall rate of 95.73%. This translated into an outstanding F1-score of 96.76%, underlining its proficiency in positive predictions. Equally noteworthy, the RF Classifier mirrored the DT’s accuracy at 96.75% while achieving a remarkable precision rate of 95.85% and an outstanding recall rate of 97.88%, resulting in an exemplary F1-score of 96.85%. These results clearly indicate that the Decision Tree and Random Forest classifiers possess the highest accuracy and robust F1-scores, making them exceptionally effective in forecasting heart disease.

In contrast, Logistic Regression, SVM, K-Nearest Neighbor, and even Random Forest, despite its overall competence, fell short when compared to the superior predictive capabilities of Decision Tree and Random Forest classifiers. This study unequivocally establishes the amalgamation of Decision Tree and Random Forest algorithms as the most potent and dependable approach for predicting instances of cardiac illness. This combination not only accurately identifies positive cases but also captures a substantial portion of the actual positive instances, emphasizing their potential in aiding the diagnosis and prediction of cardiac conditions with an unparalleled degree of accuracy.

A. Research Limitations

However, as with any research endeavor, certain limitations must be acknowledged. The study's predictive approach focuses on a subset of non-invasive attributes, potentially missing out on the broader spectrum of factors that influence heart disease risk. Additionally, while the model's performance is evaluated through metrics, usability testing of the prediction tools remains unexplored, leaving room for understanding user interaction and practical implementation challenges. Moreover, the study's reliance on a specific dataset categorized by a particular ethnic group might restrict the generalizability of the findings to other populations.

B. Future Scope

The research's future trajectory offers opportunities for refinement and expansion. Further investigations could explore the efficiency of other robust machine learning techniques, such as genetic algorithms, neural networks, and hybrid models, to provide a comparative analysis of predictive performance. Expanding the model's scope to include additional non-invasive characteristics like socioeconomic status, depression severity, and ethnicity could enrich its accuracy and applicability. This might illuminate the relative importance of controlled non-invasive factors across various age and gender groups.

Furthermore, embracing diverse real-world datasets featuring multiple population groups and attributes can enhance the model's robustness and generalizability. An exciting future direction lies in the development of a comprehensive and universally applicable risk model. This model could not only predict cardiac disorders but also offer personalized treatment plans, amplifying its utility for medical professionals and patients alike. Through iterative refinement and continuous exploration, machine learning techniques hold the potential to revolutionize the landscape of heart disease prediction and prevention.
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Abstract—This study addresses the pressing issue of prison rehabilitation by comparing traditional and Virtual Reality (VR) based training services offered by the General Directorate of Prisons in Saudi Arabia. Utilising Technology Acceptance Model (TAM) metrics such as perceived usefulness, ease of use, and enjoyment, the study evaluates the acceptance of VR technologies across two different headset platforms. Findings reveal that VR-based training services received significantly higher acceptance ratings than traditional methods. Both VR platforms were highly rated in terms of perceived usefulness, ease of use, and enjoyment but showed no significant differences between the headsets. These results indicate that VR-based methods could be more effective, engaging, and safer alternatives in correctional rehabilitation programs. Importantly, this research contributes to the field of Human-Computer Interaction (HCI) by suggesting design frameworks tailored for effective interventions in training and rehabilitative contexts where safety and psychological health are of high concern.
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I. INTRODUCTION

Prison rehabilitation has been a growing concern in recent years, as the recidivism rate remains high and the need for effective rehabilitation programs continues to grow. There are more than 60 thousand prisoners in Saudi Arabia [1] and more than 11 million globally [2]. Prisoners are a vulnerable group with mental disorders and infectious diseases compared to the general population [3]. They may show reluctance or lack of interest in rehabilitation services and programs. In addition, the reluctance and lack of interest may result from the lack of interest in the traditional methods often used in prisons, including old, ineffective motivation techniques for rehabilitation.

In Saudi Arabia, prisoners are offered numerous rehabilitation services by Thrahum (The National Committee for the Welfare of Prisoners and Released Prisoners and their Families in Saudi Arabia). Due to limited resources, safety, and individual mental status, not all services can be offered to them. Many prisoners struggle with substance abuse, mental health problems, and trauma, which can interfere with their rehabilitation and reintegration into society [4]. Nellis [5] added that the prison environment could be detrimental to rehabilitation efforts, with overcrowding, violence, and poor living conditions affecting prisoners’ physical and psychological health.

Recently, interest in using VR technology in prisons has grown as a potential way to improve the outcomes of prisoner rehabilitation. VR technology can place users in safe learning environments by immersing them in realistic, regulated environments. Prisoners can engage in various rehabilitative, educational, and training activities in a safe, controlled, and immersive setting using VR [6]. VR technology can improve the delivery of social problem-solving treatment and successfully enhance psychological disorders [7]. Studies have investigated the use of VR in forensic mental health treatment [8]. According to a systematic review, VR can be utilised as a tool for assessment and treatment in forensic psychiatric settings. Exposure therapy, for example, is one potential application.

In addition, VR is an effective tool for teaching coping skills to users with disabilities [9]. In this study, participants with disabilities were trained in coping skills through VR simulations, and the results showed improved coping skills and increased self-efficacy. VR simulations can provide job training, cognitive behavioural therapy, and exposure therapy for Field individuals with mental health conditions [10]. VR can also address substance abuse and other high-risk behaviours through guided simulations that allow prisoners to experience the consequences of their actions [11]. VR technology in prisons has been shown to impact prisoners' well-being positively, behavioural change, and overall rehabilitation outcomes [11], [12].

VR has been used for crime prevention and rehabilitation [13]. In this study, the author explores the potential of VR as a rehabilitation tool to reduce recidivism and promote pro-social behaviour in criminal justice settings. According to a systematic review by [14], VR has shown potential as a tool for addressing various issues in criminal justice and rehabilitation, including anxiety disorders, post-traumatic stress disorder (PTSD), and teaching coping skills to people with disabilities. However, implementing and using VR in prisons requires careful consideration of ethics, security, and inmate acceptance.

VR acceptance depends on several factors, including perceived ease of use, usefulness, and enjoyment. Perceived ease of use refers to the ease with which a user can learn and use VR technology. In contrast, perceived usefulness refers to the extent to which VR technology is perceived as helpful and valuable [15]. Perceived enjoyment refers to the extent to which VR technology is experienced as a fun and enjoyable experience [16]. These three factors positively affect user adoption and acceptance of VR technology, and they are more likely to engage with and benefit from rehabilitation programs.
This study evaluates prisoners' acceptance of VR-based rehabilitation systems as an alternative to traditional methods. By leveraging the Technology Acceptance Model [15], it seeks to assess the perceived ease of use, usefulness, and enjoyment of VR in rehabilitation settings for two VR headsets. Our study's findings could have far-reaching implications for policymaking and prison management strategies, revolutionising how we approach rehabilitation and reintegration of prisoners into society. We hypothesised that 1) VR-based training and rehabilitation have a higher level of perceived ease of use, 2) VR-based training and rehabilitation have a higher level of usefulness, 3) VR-based training and rehabilitation have a higher level of enjoyment, and 4) VR-based training and rehabilitation have a higher level of prisoner acceptance compared to traditional training and rehabilitation services.

Following the introduction, Section II will delve into the 'Material and Methods' used in the research, providing insight into the study's methodology and data collection procedures. Section III will then present the findings of our study, followed by Section IV which deals with 'Discussion,' where the result is analysed and interpreted in the context of existing literature. Finally, the paper concludes in Section V by outlining potential directions for future work.

II. MATERIAL AND METHODS

A. Participants

The study comprised a group of 46 male inmates from Makkah prison in coordination with Tarahm. The age range of the participants was 18 to 41 years, with an average age of 23. Most participants were either single or divorced. Educational levels varied among the participants: three had completed primary education, eight had intermediate education, 28 had graduated high school, and few held university degrees. All participants were unemployed. On average, the duration of their incarceration was 3.6 years. The following figure shows the experiment setup (see Fig. 1).

In preparation for the forthcoming experiments, participants were asked to evaluate their computer skills, experience, and weekly usage of computers using a rating scale ranging from 1 to 5, with 5 indicating the highest level of proficiency. The outcomes of this assessment were as follows: Participants provided an average rating of 3.04 out of 5 for their computer skills, indicating a moderate level of competence. Regarding weekly computer usage, participants demonstrated an average rating of 2.66 out of 5, suggesting a moderate frequency of interaction with computers. Moreover, participants show a notable interest in computer games, as evidenced by an average rating of 3.68 out of 5 for their level of engagement. Importantly, it's noteworthy that none of the participants had prior exposure to VR tools. These initial assessments aimed to provide insights into participants' familiarity with computer-related activities, informing their readiness to interact with the VR system during the experimental sessions.

B. Apparatus

In this study, both software and hardware components were integrated. Through deliberations with the prison administration, a consensus emerged on employing a VR scenario that centred around mechanical training. Consequently, a VR environment was built, specifically designed for engine assembly. Within this immersive setting, participants were tasked with reassembling engine components, employing a VR controller as their interface. To facilitate this process, the system provided visual cues in the form of distinct colours, strategically guiding participants on the appropriate sequence of assembly steps (see Fig. 2).

In terms of hardware, the computational demands were adeptly met by an HP OMEN Gaming Laptop to power the VR headsets. For the immersive experience, two headsets were selected: the HTC Vive and the Oculus Rift. These cutting-edge devices were chosen to deliver a level of visual fidelity and interactivity, thus enhancing the realism and engagement of the participants within the virtual environment.

C. Data Collection

The research methodology entails the employment of a structured questionnaire as the primary data collection tool. This method uses various dimensions such as demographic information, proficiency in general skills, computer aptitude,
the acceptance model comprising perceived ease of use, perceived usefulness, and perceived enjoyment, along with an evaluation of preference. Additionally, insights into the utilisation of traditional rehabilitation services offered by Tarahm were obtained. The data amassed through the questionnaire was analysed through the Statistical Package for the Social Sciences (SPSS) software.

D. Design and Procedure

In a within-subject experiment design, each participant was asked to perform the same task in each of the headsets (HTC Vive and the Oculus Rift) in a randomised and counterbalanced order, where across all participants, each headset was exactly 23 times the first and second. The task was to reassemble the whole engine.

Upon arrival, participants were welcomed and asked to sit down comfortably. After the introduction and provided written consent, participants were asked to complete a general demographic questionnaire. The information provided in the demographic questionnaire was then used to educate participants about using the headset and controllers. The participant started with a training session to get used to using the headset, followed by the actual experiment conditions. After each condition, participants were asked to complete a post-condition questionnaire. A self-report sheet was filled out by the researcher while the participant performed all three conditions. The report was then finished with the participants’ verbal feedback gathered at the end of the experiment to help with future studies. The experiment was concluded by asking the participants to complete a preference questionnaire, and the participant was thanked for their participation.

III. RESULTS

A. Services Provided by the Prison and Tarahm

The prisoner receives their education and training from either the correctional service department in the prison or a third-party institution (Tarahm). This study compares the services provided by those two to compare that later to our proposed VR-based training. Three questions were asked for both as follows: 1) How do you evaluate the correctional services provided to you by the Prisons/Tarahm in general? 2) How do you evaluate the practical educational and training services provided to you by the Prisons/Tarahm? and 3) How is your interest in the educational and training services provided to you by the Prisons/Tarahm? The results of these metrics offer a general idea of how well these services are perceived, as well as their variability among the respondents. The following graphs represent subjects’ responses to questions 1, 2, and 3 (see Fig. 3).

The means and standard deviation are reported in Table I. For the Evaluation of Correctional Services in General, the higher mean for the Prison (4.304) compared to Tarahm (3.722) suggests that, on average, respondents evaluate the services provided by the General Directorate of Prisons more favourably. There was no significant difference between the two groups. A paired-sample t-test revealed a t-statistic of 1.127, with df=45 (p < .263). The effect size was small, with a Cohen’s d of 0.251.

Regarding the Evaluation of Practical Educational and Training Services, the Prison services (5.043) scored higher on average than Tarahm (4.083), indicating a preference for the educational and training services offered by the Prisons. There was no significant difference between the two groups. A paired-sample t-test revealed a t-statistic of 1.739, with df=45 (p < .086). The Cohen’s d value of 0.387 suggests a small-to-medium effect size.

Participants’ interest in Educational and Training Services shows similar results. The mean score for the Prison (4.696) is higher than for Tarahm (4.111), indicating that respondents are generally more interested in the educational and training services provided by the Prison. There was no significant difference between the two groups. A paired-sample t-test revealed a t-statistic of 1.041, with df=45 (p < .301). The Cohen’s d value of 0.232 indicates a small effect size.

<table>
<thead>
<tr>
<th>Q1</th>
<th>Q2</th>
<th>Q3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prison</td>
<td>Tarahm</td>
<td>Prison</td>
</tr>
<tr>
<td>Mean</td>
<td>4.304</td>
<td>3.722</td>
</tr>
<tr>
<td>SD</td>
<td>2.346</td>
<td>2.288</td>
</tr>
</tbody>
</table>

B. Perceived Usefulness

Certainly, in the realm of Human-Computer Interaction (HCI), the perceived usefulness of a technology is a critical factor in its adoption and sustained usage [15]. Our study sought to assess the perceived usefulness of two prominent VR platforms, HTC Vive and Oculus, across three dimensions: general benefit (Using VR technology is good for me), efficiency and effectiveness (The use of VR technology makes me more efficient and effective), and ease of life (Using VR technology makes my life easier).

Employing a paired samples t-test, no statistically significant differences were found between the two platforms.
for all three dimensions (p-values ranging from 0.816 to 0.897), as reported in Table II. The effect sizes, represented by Cohen's d, were negligible, ranging from 0.019 to 0.035, suggesting that any observed differences are not meaningful.

Participants consistently rated both platforms highly, with mean values ranging from 6.298 to 6.596 on a seven-point scale and standard deviations between 1.228 and 1.841. This suggests a strong and consistent perception among participants that both HTC Vive and Oculus are beneficial, efficient, and make life easier. Moreover, the uniformly high perception of usefulness across platforms provides strong empirical support for the integration of VR technologies in educational and training contexts.

C. Perceived Ease of Use

In extending the investigation into the user experience of VR platforms, perceived ease of use was analyzed, a construct known to be highly correlated with technology adoption and sustained use in Human-Computer Interaction (HCI) research [15]. Three questions, in the form of a seven-point scale, assessed ease of use: 1) Using VR technology is easy, 2) Learning to use VR technology is easy, and 3) It’s easy to use VR technology to complete tasks. A paired samples t-test revealed no statistically significant differences between the two platforms across these questions, with p-values ranging from 0.613 to 0.799. Furthermore, the effect sizes, as calculated by Cohen's d, were minimal and ranged from -0.051 to 0.075 as shown in Table III.

The means for all questions were exceedingly high (ranging from 6.596 to 6.761 on a seven-point scale) and exhibited low standard deviations (ranging from 0.705 to 1.258). This suggests not only a high perceived ease of use for both platforms but also a consistency in this perception among respondents.

D. Perceived Enjoyment

The perceived enjoyment of technology is increasingly recognized as a key variable affecting its adoption and sustained use, particularly within immersive platforms [17], [18]. This experiment aimed to explore the perceived enjoyment of HTC Vive and Oculus across four different dimensions, encompassing aspects of fun, enjoyment, impressiveness, and willingness to use VR technology for services and rehabilitation programs. The questions are as follows: 1) Using VR technology is fun, 2) Using VR technology is enjoyable, 3) Using VR technology is impressive, and 4) I am ready to use VR to benefit from the services program offered by the prison.

A paired samples t-test revealed that the perceived enjoyment does not significantly differ between the two platforms, ranging from 0.581 to 0.914. The effect sizes were marginal, with Cohen's d ranging from 0.016 to 0.082, indicating that any observed differences are practically insignificant, as shown in Table IV.

The mean scores for all the questions were remarkably high, ranging from 6.435 to 6.804 on a 7-point scale, with relatively low standard deviations (0.886 to 1.628). The consistency in these scores across dimensions and platforms suggests a high level of perceived enjoyment for VR technologies, regardless of the specific hardware.

E. Hardware Preference

Understanding users’ preferences towards different VR headsets is pivotal in the HCI domain, particularly for tailoring experiences that are both engaging and comfortable [19], [20]. To this end, participants’ preferences were evaluated based on four dimensions: comfort, presence, dizziness, and visual perception in the virtual world. Paired samples t-test indicated that there are no statistically significant differences in users’ preferences between HTC Vive and Oculus for these dimensions, with p-values ranging from 0.587 to 0.916. This is corroborated by minimal effect sizes, where Cohen's d values varied between -0.081 and 0.069. See Table V for more details.

The descriptive statistics provided additional insights into the subjective experiences with the headsets. For instance, both...
headsets scored high for comfort and presence (mean scores ranged from 6.213 to 6.426), suggesting that users generally felt comfortable and immersed while using VR. Interestingly, dizziness, a potential downside of VR experiences known as VR sickness [21], had a lower mean score (ranging from 3.298 to 3.596), which is a positive indication of the usability and acceptance of these platforms.

In sum, the data suggest that both HTC Vive and Oculus provide similarly positive experiences across multiple dimensions. As such, the choice between these two platforms may depend less on inherent qualities like comfort or immersion and more on other factors like cost, available software, or specific use cases, such as educational or therapeutic interventions.

F. Comparison

Comparative analysis's most salient finding lies in the acceptance ratings, which represent a synthesis of perceived usefulness, ease of use, and enjoyment. The average acceptance rating for traditional services was 4.709 (SD = 2.148), significantly lower than the VR-based approach, with a mean rating of 6.601 (SD = 0.629). The paired samples t-test confirmed this difference as statistically significant (t = -5.516, df = 46, p < .001, Cohen's d = -0.805, SE = 0.259). Fig. 4 shows a graphical comparison between the two factors.

The stark disparity in ratings substantiates the compelling advantage of VR-based interventions over traditional methods in the context of correctional and rehabilitation services at the prison. The effect size is not just statistically significant but also practically meaningful.

![Boxplots of participants' average rating for traditional services compared to VR-based training.](image)

### IV. DISCUSSION

The integration of VR into various sectors, including training and rehabilitation, is gaining traction as a transformative technology. This study sought to evaluate and compare traditional methods of training and education by the Prisons and Tarahm, with a VR-based approach. Users' experiences were evaluated, comparing two major VR platforms, HTC Vive and Oculus, across several dimensions: perceived usefulness, perceived ease of use, perceived enjoyment, and headset preference.

Findings revealed that traditional services provided by the General Directorate of Prisons scored slightly better on average than those offered by Tarahm, though not to a level of statistical significance. This could be attributed to various factors such as service quality, accessibility, or even inmate familiarity with the correctional service department.

On the front of VR, data paints an optimistic picture of the perceived usefulness, perceived ease of use, and perceived enjoyment of using VR technology, regardless of the platform. Across all these dimensions, the scores were statistically indistinguishable between HTC Vive and Oculus. Interestingly, the perceived enjoyment scores were particularly high, aligning with extant literature that posits enjoyment as a crucial factor for the adoption and sustained use of technology [17], [18].

Importantly, both VR platforms scored highly on comfort and presence while scoring lower on inducing dizziness, a common VR issue. These findings imply that modern VR headsets have improved to the point where comfort and dizziness are less of a concern, thus potentially boosting their viability in applications like training and rehabilitation services. The lack of significant differences between the two platforms suggests that choices could be made based on other criteria, such as cost or specific features, rather than user experience [19], [20].

The VR-based approach demonstrated a significantly higher acceptance average rating when compared to traditional services. These results echo the comparative analysis presented in the results section and provide compelling evidence for VR's potential to be more favourably received than traditional methods and a safer option to adopt for prisoners. Findings support the notion that VR-based training could be an alternative to traditional correctional services in some cases or scenarios, given the high levels of perceived usefulness, ease of use, and enjoyment. Second, the platform-agnostic nature of these experiences points to the greater importance of content and application design in achieving successful outcomes. Third, for decision-makers in correctional services, it serves as a compelling argument for investment in VR technologies. Furthermore, it presents a new avenue for HCI researchers focused on rehabilitation and correctional technology, underscoring the need for a design framework that leverages VR's strengths in delivering effective interventions. Limitations of this study include the focused task scenario and the limited number of platforms evaluated.

V. CONCLUSION AND FUTURE WORKS

This study represents a comprehensive evaluation of the role of VR technologies, specifically HTC Vive and Oculus, in comparison to traditional educational and training methods provided by prison facilities and third-party institution (Tarahm). It was found that while traditional services had no statistically significant advantages over one another, both HTC Vive and Oculus demonstrated exceptional performance in perceived usefulness, ease of use, and enjoyment among users.

Significantly, when comparing VR-based training to traditional methods, the VR-based approach exhibited considerably higher levels of user acceptance. This finding not only supports the potential of VR as a viable alternative but also presents compelling empirical evidence for its integration into training and rehabilitation services. Given that there was little to no difference in the perceived quality of experience between HTC Vive and Oculus.
These results serve as a roadmap for decision-makers in correctional services contemplating investment in VR technologies. They also highlight the necessity for further research in this area, especially for understanding long-term outcomes and expanding the number of platforms evaluated.

This study opens new doors for HCI researchers, particularly those focusing on technology design in training and rehabilitative contexts. It underscores the imperative to establish a design framework that exploits VR’s unique strengths, leading to more effective interventions in training and education settings.

Future research should expand on these variables and consider long-term impacts and outcomes. For example, future studies could evaluate learning outcomes and extend to other fields of study, such as therapy. One potential area to investigate is the use of VR to allow participants to live situations outside the prison wall, for instance, visiting family or walking on a beach. This would serve as an adaptation method for prisoners before they are released into society.
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Abstract—Leaf diseases in melon plants cause losses for melon farmers. However, melon plants become less productive or even die. Downy mildew is a foliar disease that spreads rapidly in melon leaves. Determining the level of downy mildew disease is important. Determining the level of downy mildew disease, farmers can carry out preventive treatment according to the severity level of downy mildew disease. This study aimed to create a classification model for the level of downy mildew disease on melon leaves using combined features and to compare the classification models, namely the LGBM, Random Forest, and XGBoost models. The combined features consist of colour, texture, Shannon entropy, and Canny edge features. The combined features are used as input for a classification model to predict the level of downy mildew leaf disease in melon plants. Model evaluation was carried out with three scenarios of data sharing: the first scenario, 90% training data and 10% test data; the second scenario, 80% training data and 20% test data; and the third scenario, 70% training data and 30% test data. The results of the evaluation of the model with the confusion matrix show that for the first and second scenarios, the highest accuracy was achieved by the Random Forest algorithm, with 72% and 73% accuracy, respectively. For the third scenario, the highest accuracy was obtained using the XGBoost algorithm.

Keywords—Classification; Downy mildew; LGBM; disease level; melon leaves

I. INTRODUCTION

Melon is a fruit commodity with a high selling price, and many farmers cultivate it. Cultivating melons is difficult because there are many diseases associated with melon plants. Based on their causes, melon plant diseases are divided into three types: viruses, bacteria, and fungi [1]. One type of disease that infects the leaves is downy mildew. Downy mildew disease spreads very quickly, and if it is not controlled correctly, it can cause melon plants to die [2]. Determining the level of downy mildew disease on melon leaves is essential; this is done to determine the development of downy mildew disease that infects the leaves. In addition, by determining the level of downy mildew disease, farmers can carry out preventive treatments according to the level of development of downy mildew disease.

To overcome this problem, image processing (IP) and machine learning (ML) approaches can be used to classify the levels of downy mildew disease on melon leaves to help farmers treat downy mildew disease on melon leaves. IP and ML have been widely used to detect, identify, and classify leaf diseases [3]. This has been proven by many related scientific publications, including the classification of tomato leaf disease with public datasets using multiple feature extraction techniques, namely colour histograms, Hu Moments, Haralick and Local Binary Pattern features and classification models using Random Forest and decision tree classification; model evaluation results in decision tree classification with 90% accuracy and 94% Random Forest model [4]. Classification of banana leaf disease into four disease classes: healthy leaves, Sigatoka-infected leaves, Pestalotiopsis infected leaves, and Cordana-infected leaves using DenseNet and Inception. The result is that the model using the DenseNet method with an oversampling scheme is superior, with an accuracy of 84.73% [5]. Classification of grape leaf disease into two classes, namely healthy leaves and leaf spot (Cercospora), using Deep Forest, the evaluation results showed an accuracy of 96.25% [6]. Segmentation of cucumber leaf disease to detect cucumber leaf disease points using an improved saliency method and deep feature selection with an accuracy of 97.23% [7]. To detect and classify leaf diseases, feature extraction is required, and the feature extraction results are used as a dataset for classification [8]. In general, the feature extraction used by researchers is colour, texture, shape, and edge features [9]. The feature extraction results are then classified using a classification algorithm. Currently, many leaf disease classification algorithms have been developed, including SVM, Naive Bayes, Decision Tree, KNN, Random Forest, AdaBoost, Neural Network, Rule Base Classifier, Fuzzy Classifier [10] [11].

Classification of the severity of tea leaf blight using deep learning methods such as VGG16 deep networks is an interesting application in the fields of agriculture and pest management. In this case, the tea leaf blight was divided into two levels: mild and severe. The test results of the proposed model had an average accuracy of 84.5%, which was considered a good result [12]. To classify the severity of leaf diseases in tomato plants, deep learning using the ResNet architecture was used. This classification differentiates tomato leaves into three categories: healthy leaves, leaves affected by mild diseases, and leaves affected by severe diseases. The test
results of this model showed an average accuracy of 88.2% [13]. To classify the severity of bacterial leaf streak leaf disease in rice plants, deep learning with BLSNet architecture was used. This classification divides the severity of the disease into five levels: level 0, leaves with no lesions; level 1, lesions less than 10%; level 2: Lesions 11-25%, level 3: Lesions 26-45%, level 4: Lesions 46-65%, and level 5, lesions > 65%. The BLSNet model test results showed an average accuracy of 98.2% [14].

A melon leaf image dataset was collected from a farmer's garden under natural conditions. Furthermore, the dataset is extracted for colour features by calculating the average colour value, standard deviation, skewness, texture, Shannon entropy, Canny edge, and colour histogram. Extraction of GLCM texture features with distances of 1, 3, and 5 and angles of $0^\circ$, $45^\circ$, $90^\circ$, and $135^\circ$ to obtain homogeneity, entropy, energy, contrast, and correlation values. Shannon entropy feature extraction is a feature extraction method used to obtain the value of the information acquisition between classes. Edge feature extraction values were obtained using Canny Edge.

The results of feature extraction were then combined into combined features. The combined features are used as inputs for the LGBM, Random Forest and XGBoost classification models. The model was evaluated using a confusion matrix and a scenario of dividing the training data and test data into three scenarios: 90% training data and 10% test data, 80% training data and 20% test data, and 70% training data and 30% test data. A confusion matrix was used to determine the best model for predicting the level of downy mildew disease in melon leaves.

The purpose of this study was to create a classification model for the levels of downy mildew disease on melon leaves, namely healthy leaves (DS), downy mildew level 1 (DM1), downy mildew level 2 (DM2), and downy mildew level 3 (DM3), using a combination of texture, colour, entropy, Shannon, and edge features. The second was to compare the classification models, namely, LGBM, Random Forest, and XGBoost.

II. RESEARCH METHOD

A melon leaf image dataset was collected from a farmer's garden under natural conditions. Furthermore, the dataset is extracted for colour. This study has several stages; namely, data collection, pre-processing, feature extraction, classification, and evaluation of the model created using the confusion matrix (see Fig. 1).

A. Data Acquisition

Melon was planted from 17 October 2022 to 20 December 2022. The planting site was in Sukatani village, Sukatani sub-district, Purwakarta district, West Java. Melon plants were planted with as many as 30 plants, and for each melon plant, a sample of five leaves was selected randomly and then marked to differentiate. After 26 days after planting (HST), pictures of melon leaves were taken every two days from 11 November 2022 to 15 December 2022. Using a smartphone camera, smartphone specifications are shown in Table I.

<table>
<thead>
<tr>
<th>No</th>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Smartphone</td>
<td>Infinix Note 11 NFC</td>
</tr>
<tr>
<td>2</td>
<td>Camera resolution</td>
<td>50 MP, f/1.6, (wide), PDAF, 2 MP, f/2.4, (depth)</td>
</tr>
<tr>
<td>3</td>
<td>Operating system</td>
<td>Android 11</td>
</tr>
</tbody>
</table>

When photographing melon leaves, it is necessary to consider technical factors. The technical factors considered are listed in Table II.

<table>
<thead>
<tr>
<th>No</th>
<th>Parameter (variabel konfirmasi)</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Shooting frequency</td>
<td>Once every two days</td>
</tr>
<tr>
<td>2</td>
<td>The distance between the leaf object and the camera</td>
<td>20 cm and 30 cm centred on the leaf object, and the leaf object does not exceed the camera frame</td>
</tr>
<tr>
<td>3</td>
<td>Angle position between camera and object (leaf)</td>
<td>Centered on the leaf object</td>
</tr>
<tr>
<td>4</td>
<td>Position between camera frame and object (leaf)</td>
<td>The leaf object is centred and does not exceed the smartphone camera frame</td>
</tr>
</tbody>
</table>

B. Melon Leaf Image Dataset

The melon leaf data collected for a total of 1861 images were then labelled with the grading of melon leaf downy mildew disease. The labelling process involves a plant protection lab to determine the grading of downy mildew. The labelling process included healthy leaf labels (DS), downy mildew level 1 (DM1), downy mildew level 2 (DM2), and downy mildew level 3 (DM3). Table III shows the number of images from the DS, DM1, DM2, and DM3.
TABLE III. DETAILS THE AMOUNT OF DATA

<table>
<thead>
<tr>
<th>No</th>
<th>Level of disease severity</th>
<th>Amount of data</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Healthy Leaves (DS)</td>
<td>665 images</td>
</tr>
<tr>
<td>2</td>
<td>Downy Mildew level 1 (DM1)</td>
<td>449 images</td>
</tr>
<tr>
<td>3</td>
<td>Downy Mildew level 2 (DM2)</td>
<td>253 images</td>
</tr>
<tr>
<td>4</td>
<td>Downy Mildew level 3 (DM3)</td>
<td>494 images</td>
</tr>
<tr>
<td></td>
<td><strong>Total amount of data</strong></td>
<td><strong>1861 images</strong></td>
</tr>
</tbody>
</table>

Labelled downy mildew level 1 begins to show signs of disease until it spreads 20% on leaves, labelled downy mildew level 2, downy mildew disease begins to spread 20% - 30% on leaves, and downy mildew level 3 on melon leaves is more than 30% level of leaf disease. Fig. 2 shows (a) DS, (b) DM1, (c) DM2, and (d) DM3.

C. Preprocess

Melon leaf image data were then preprocessed. The preprocessing involved cutting the image data and changing the size of the image data. Cutting the melon leaf image data aims to remove unwanted objects so that only melon leaf objects are produced. After cutting, the size was changed from the initial size of 2087 pixels x 2087 pixels to 128 pixels x 128 pixels. Changing the image data size aims to accelerate the computational process when performing feature extraction. Subsequent preprocessing changes the colour from RGB to grayscale.

D. Colour, Texture, and Edge Feature Extraction Melon Leaf Image Database

After preprocessing, the feature extraction process was performed. Feature extraction is performed to obtain the value from the image. In this study, the feature extraction included colour, texture, and shape features. Feature extraction obtains the average colour value in Eq. (1), standard deviation in Eq. (2), and skewness in Eq. (3) [15].

\[
\text{Mean} = \frac{1}{M \times N} \sum_{i=1}^{M} \sum_{y=1}^{N} M_{xy}
\]

\[
SD = \sqrt{\frac{1}{M \times N} \sum_{i=1}^{M} \sum_{y=1}^{N} \left(M_{xy} - m\right)^2}
\]

\[
\text{Skewness} = \frac{\sum_{i=1}^{M} \sum_{y=1}^{N} \left(M_{xy} - m\right)^3}{(M \times N) \times SD^3}
\]

The extracted colour feature values are blue mean, green average, red average, blue standard deviation, green standard deviation, red standard deviation, blue kurtosis, green kurtosis, red kurtosis, blue skewness, green skewness, and red skewness.

The subsequent colour feature extraction is a histogram obtained by extracting the histogram values using Eq. (4) [16].

\[
h(r_k) = n_k
\]

where is \( n_k \) the number of pixels with intensity level.

Texture feature extraction was carried out to obtain the distance and angle values by taking energy in Eq. (5), correlation values in Eq. (6), contrast in Eq. (7), entropy in Eq. (8), and homogeneity in Eq. (9) [4].

\[
\text{Energy} = \sum_{i,j}(p(i,j))^2
\]

\[
\text{Correlation} = \frac{\sum_{i,j} p(i,j) - \mu_{xy}}{\sigma_x \sigma_y}
\]

\[
\text{Contrast} = \sum_{n=0}^{N_g-1} N^2 \left\{ \sum_{i=1}^{N_g} \sum_{j=1}^{N_g} p(i,j) \right\} |i - j| = n
\]

\[
\text{Entropy} = -\sum_{i,j} P(i,j) \log(P(i,j))
\]

\[
\text{Homogeneity} = \sum_{i,j} \frac{p(i,j)}{1+|i-j|}
\]

The extracted GLCM feature values with variations of distance 1, 3, 5 and angles 0°, 45°, 90°, 135°.

The extracted edge feature value is Canny. The canny edge feature removes noise by using a Gaussian filter with the following Eq. (10) [17].

\[
G(x, y) = \frac{1}{2\pi \sigma^2} \exp \left(-\frac{x^2 + y^2}{2\sigma^2}\right)
\]

where \( y \) is the distance from the origin on the vertical axis, \( x \) is the distance from the origin on the horizontal axis, and \( \sigma \) is the standard deviation of the Gaussian distribution.

The next step is calculating the image gradient by calculating the gradient magnitude (\( G \)) and angle gradient (\( \theta \)) with the Eq. (11) and Eq. (12).

\[
G = \sqrt{(G_x^2 + G_y^2)}
\]

\[
\theta = \tan \left(\frac{G_x}{G_y}\right)
\]

\( G_x \) represents the horizontal and \( G_y \) vertical gradients, respectively.

Shannon stated that the measure of the amount of information \( H(p) \) contained in a series of events \( p_1, \ldots, p_n \) must meet three conditions, namely, \( H \) must be continuous in \( p_i \), secondly if all \( p_i \) have the same probability, so \( p_i = \frac{1}{N} \) then \( H \) should be a monotonic rising function of \( N \), and \( H \) must be additive [18]. Eq. (13) extracts Shannon entropy features.

\[
H(p) = -k \sum_{i=1}^{N} p_i \ln p_i
\]
E. Combined Feature Dataset

The results of colour, texture, edge, and entropy feature extraction were in the form of colour, texture, edge, and entropy feature datasets. DFColour denotes the colour feature dataset, DFTexture denotes the texture feature dataset, DFEdge denotes the edge feature dataset, and DFEntropy denotes the entropy feature dataset. Then, the combined feature dataset can be formulated using Eq. (14).

\[
DF_{\text{Combined}} = DF_{\text{Colour}} \cup DF_{\text{Texture}} \cup DF_{\text{Edge}} \cup DF_{\text{Entropy}}
\]  

where \(DF_{\text{Combined}}\) is the combined feature dataset. The total \(DF_{\text{Combined}}\) has as many as 838 features.

F. Train Data, and Test Data

The \(DF_{\text{Combined}}\) feature divides the data, namely, training data and test data. The scenarios for dividing the training and test data are shown in Table IV.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Training Data %</th>
<th>Test Data %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>90</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>80</td>
<td>20</td>
</tr>
<tr>
<td>3</td>
<td>70</td>
<td>30</td>
</tr>
</tbody>
</table>

G. LGBM Random Forest, XGBoost

Furthermore, the combined \(DF\) dataset will be classified for grading downy mildew using three classification models, namely LGBM, Random Forest and XGBoost, according to the scenario of dividing the training data and test data. The results will be compared based on the accuracy values of the three models.

H. Evaluation of the Confusion Matrix Model

It is necessary to develop an evaluation model to measure the performance of the LGBM algorithm. The confusion matrix measures the performance of a classification algorithm by creating a detailed table of the amount of data that is classified correctly or incorrectly. The confusion matrix measures the accuracy, precision, recall, and F1 score [19]. The accuracy value is obtained from the amount of positive data predicted to be positive and the amount of harmful data predicted to be negative divided by the total amount of data, as shown in Eq. (15). The precision value is obtained from the number of opportunities for positive predictive data and the reality of the positive data, as shown in Eq. (16). The recall value is obtained from the number of positive data opportunities, and the prediction results are positive, as shown in Eq. (17). The F1 score was obtained from the recall and precision between the predicted and actual data as shown in Eq. (18).

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + FN + TN}
\]  

\[
\text{Precision} = \frac{TP}{TP + FP}
\]  

\[
\text{Recall} = \frac{TP}{TP + FN}
\]  

\[
F1 = \frac{2 \times \text{Recall} \times \text{Precision}}{\text{Recall} + \text{Precision}}
\]

Where \(TP = \text{True Positive}, FP = \text{False Negative}, TN = \text{True Negative}, FN = \text{False Negative}\) \(F1 = \text{F-Measure}\).

III. RESULTS AND DISCUSSIONS

The melon leaf disease image dataset consisted of healthy leaves (DS), downy mildew grade 1 (DM1), downy mildew grade 2 (DM2), and downy mildew grade 3 (DM3), which were divided into four classes: DS, DM1, DM2, and DM3.

A. Preprocess

Melon leaf image data were preprocessed. Pre-processing involved cutting the image data and changing the size of the image data. Cutting the melon leaf image data aims to remove unwanted objects such that only melon leaf objects are produced. The original and cropped images are shown in Fig. 3(a) original image and Fig. 3(b).

![Image](a) Original image  ![Image](b) Cropping image

After cutting, the size was changed from the initial size of 2087 pixels × 2087 pixels to 128 pixels × 128 pixels. Changing the image data size aims to speed up the computational process when performing feature extraction, and the subsequent preprocessing changes the colour from RGB to grayscale, as shown in Fig. 4(a) and Fig. 4(b).

![Image](a) RGB image  ![Image](b) Grayscale image

B. Feature Extraction

Colour feature extraction was performed to obtain the colour feature values. The extracted colour feature values are the average red, green, and blue colour values. Column Sample leaf number is sample of leaf, column meanR is the average value of red, Column meanG is the average value of green, and Column meanB is the average value of blue see Table V.

<table>
<thead>
<tr>
<th>Sample leaf number</th>
<th>meanR</th>
<th>meanG</th>
<th>meanB</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>130.8272</td>
<td>131.0041</td>
<td>130.8621</td>
</tr>
<tr>
<td>2</td>
<td>130.806</td>
<td>130.9863</td>
<td>130.8507</td>
</tr>
<tr>
<td>3</td>
<td>130.8316</td>
<td>131.0139</td>
<td>130.8828</td>
</tr>
</tbody>
</table>
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Variants of colour features were extracted from red, green, and blue variances. Column Sample leaf number is sample of leaf, column VarianceR is the red variation value, column VarianceG is the green colour variation value, and column VarianceB is the green colour variation value (see Table VI).

### TABLE VI. VARIANCE VALUES R, G, AND B

<table>
<thead>
<tr>
<th>Sample leaf number</th>
<th>varianceR</th>
<th>varianceG</th>
<th>varianceB</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3373.02</td>
<td>3491.309</td>
<td>3611.722</td>
</tr>
<tr>
<td>2</td>
<td>3371.538</td>
<td>3489.867</td>
<td>3610.48</td>
</tr>
<tr>
<td>3</td>
<td>3371.666</td>
<td>3489.709</td>
<td>3610.031</td>
</tr>
</tbody>
</table>

Skewness values were extracted to obtain the red, green, and blue skewness values. Column Sample leaf number is sample of leaf, column SkewnessR is the red skewness value, column SkewnessG is the green skewness value, and column SkewnessB is the blue skewness value (see Table VII).

### TABLE VII. SKEWNESS VALUES R, G, AND B

<table>
<thead>
<tr>
<th>Sample leaf number</th>
<th>skewnessR</th>
<th>skewnessG</th>
<th>skewnessB</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.06524</td>
<td>-0.05881</td>
<td>-0.04562</td>
</tr>
<tr>
<td>2</td>
<td>-0.06546</td>
<td>-0.05989</td>
<td>-0.04581</td>
</tr>
<tr>
<td>3</td>
<td>-0.06603</td>
<td>-0.05949</td>
<td>-0.04637</td>
</tr>
</tbody>
</table>

The extraction results of colour feature extraction obtained the feature values of the nine features.

Subsequent colour feature extraction uses a histogram. A histogram was used to determine the distribution of colours in the image. The histogram feature value was obtained by calculating the histogram value of each pixel in the image. The histogram feature extraction resulted in 512 histogram features.

The subsequent feature extraction is a texture feature using GLCM. The values extracted from the GLCM texture features were the energy, correlation, dissimilarity, homogeneity, and contrast. Variation in GLCM values at distances of 1, 3, 5 and angle variations, namely 0°, 45°, 90°, 135°. The following iteration 1 is used:

### Iteration 1

distances = [1, 3, 5]
angles = [0, np.pi/4, np.pi/2, 3*np.pi/4]
for d in distances:
    for a in angles:
        GLCM = graycomatrix(img, [d], [a])
        GLCM_Energy = graycprops(GLCM, 'energy')[0]
        GLCM_Corr = graycprops(GLCM, 'correlation')[0]
        GLCM_diss = graycprops(GLCM, 'dissimilarity')[0]
        GLCM_hom = graycprops(GLCM, 'homogeneity')[0]
        GLCM_contr = graycprops(GLCM, 'contrast')[0]

Thus, the distance and angle texture features formed 60 texture features. Table VIII shows an example of the feature extraction results for a distance of 1 and an angle of 0°. Column Sample leaf number is sample of leaf, column Energy_d1_0° is the energy value, column Corr_d1_0° is the correlation value, column Dissim_d1_0° is the dissimilarity value, column Homogen_d1_0° is the homogeneity value, column Contrast_d1_0° is the contrast value.

### TABLE VIII. TEXTURE VALUE EXTRACTION

<table>
<thead>
<tr>
<th>Sample leaf Number</th>
<th>Energy_d1_0°</th>
<th>Corr_d1_0°</th>
<th>Dissim_d1_0°</th>
<th>Homogen_d1_0°</th>
<th>Contrast_d1_0°</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.01236</td>
<td>0.85204</td>
<td>17.16683</td>
<td>0.08106</td>
<td>659.80450</td>
</tr>
<tr>
<td>2</td>
<td>0.01156</td>
<td>0.76719</td>
<td>22.35888</td>
<td>0.06753</td>
<td>1088.4191</td>
</tr>
<tr>
<td>3</td>
<td>0.01532</td>
<td>0.76395</td>
<td>15.14720</td>
<td>0.08373</td>
<td>504.07068</td>
</tr>
</tbody>
</table>

The entropy feature is used to make it easier to deal with uncertainty in classifying diseases into DS, DM1, DM2, and DM3 classes, so that the presence of entropy can increase the value of information between classes in the classification so that it can improve prediction results by measuring the highest information gain. The following is an example of the entropy shanon feature value. Column Sample leaf number is sample of leaf, column Entropy is the entropy value which is shown in Table IX.

### TABLE IX. EXTRACTION OF ENTROPY VALUES

<table>
<thead>
<tr>
<th>Sample leaf Number</th>
<th>Entropy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7.542966</td>
</tr>
<tr>
<td>2</td>
<td>7.573822</td>
</tr>
<tr>
<td>3</td>
<td>7.020211</td>
</tr>
</tbody>
</table>

Edge feature extraction is used to determine points that experience a drastic change in brightness, typically in a line or curve, known as an edge. The edge feature values can be extracted using the Canny edge method [20]. The Canny edge feature extraction results are in the form of 256 features.

C. The Combined Features

The extraction results of colour, texture, entropy, and Canny features yielded 521 colour features, 60 texture features, one entropy feature, and 256 Canny edge features. Then, these features are combined so that the total number of features extracted from feature extraction is 838.

D. The Scenario of Dataset Division

After the combined features were obtained, they were used as datasets. The combined feature dataset was divided into training and test data for modelling. The scenario of dividing the dataset into training and test data was performed using three comparison scenarios for further details (see Table X).
TABLE X. THREE SCENARIOS FOR DIVIDING DATA

<table>
<thead>
<tr>
<th>No</th>
<th>Level of disease severity</th>
<th>Total Data</th>
<th>Scenario 1</th>
<th>Scenario 2</th>
<th>Scenario 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>DS</td>
<td>665</td>
<td>90%</td>
<td>10%</td>
<td>80%</td>
</tr>
<tr>
<td>2</td>
<td>DM1</td>
<td>449</td>
<td>90%</td>
<td>10%</td>
<td>80%</td>
</tr>
<tr>
<td>3</td>
<td>DM2</td>
<td>253</td>
<td>90%</td>
<td>10%</td>
<td>80%</td>
</tr>
<tr>
<td>4</td>
<td>DM3</td>
<td>494</td>
<td>90%</td>
<td>10%</td>
<td>80%</td>
</tr>
</tbody>
</table>

E. LGBM, Random Forest, and XGBoost Models

1) Scenario 1: The dataset was divided into training and test data at a ratio of 90% training data and 10% test data. The classification results for LGBM, Random Forest, and XGBoost are shown in Fig. 5.

![Fig. 5. Accuracy with 90% training data and 10% test data.](image)

The results of the accuracy test for the classification of downy mildew with classes DS, DM1, DM2, and DM3, with a comparison of 90% training data and 10% test data, showed that the accuracy performance of the LGBM model was 60%, Random Forest was 72%, and XGBoost was 67%. The best accuracy performance of 72% was obtained by the Random Forest model.

2) Scenario 2: The dataset was divided into training and test data at a ratio of 80% training data and 20% test data. The classification results for LGBM, Random Forest, and XGBoost are shown in Fig. 6.

![Fig. 6. Accuracy with 80% training data and 20% test data.](image)

The results of the accuracy test for the classification of downy mildew with classes DS, DM1, DM2, and DM3, with a comparison of 80% training data and 20% test data, showed that the accuracy performance of 72% was obtained by the Random Forest model.

3) Scenario 3: The dataset was divided into training and test data in a ratio of 70% training data and 30% test data. The classification results for LGBM, Random Forest, and XGBoost are shown in Fig. 7.

![Fig. 7. Accuracy with 70% training data and 30% test data.](image)

The results of the accuracy test for the classification of downy mildew disease with classes DS, DM1, DM2, and DM3, with a comparison of 70% training data and 30% test data, showed that the performance accuracy of the LGBM model was 85%, Random Forest was 82%, and XGBoost was 86%.

IV. DISCUSSION

The classification of melon leaf disease is divided into four classes, namely DS, DM1, DM2, and DM3, with feature extraction that uses colour, texture, Shannon entropy, and canny edge features. The results of feature extraction are in the form of combined features, with a total of 838 features. The combined features were then modelled using the LGBM, Random Forest, and XGBoost. Results of evaluating the confusion metrics with a comparison of training and test data scenarios, namely scenarios 1, 2, and 3. The results of testing the first scenario showed that the best accuracy performance model obtained by Random Forest was 72%. The results of testing scenario 2 with the best accuracy performance were obtained by Random Forest, that is, 73%. The results of testing scenario 3 showed that the best accuracy performance of 86% was obtained by the XGBoost model. The best average accuracy for testing the Random Forest, LGBM, and XGBoost models increased. The combined features of 838 features caused when the model was executed, the running process took a long time, and the accuracy of the model performance was at most 90%. While there were 838 combined features, there were still redundant and irrelevant features. The problem of redundant and irrelevant features requires further investigation.
V. CONCLUSION

Melon leaf disease, namely downy mildew, spreads very quickly; therefore, if it is not controlled properly, it can cause melon plants to die. Determining the level of downy mildew disease on melon leaves is important; this is done to determine the development of downy mildew disease that infects the leaves. One method to determine the level of downy mildew disease is to use a melon leaf disease classification model. The aim of this study was to create a classification model for downy mildew disease levels in melon leaves, namely DS, downy DM1, DM2, and DM3, using combined features, namely texture, colour, Shannon entropy, and edge features. The results of the extraction of colour, texture, entropy, and canny features resulted in 521 colour features, 60 texture features, 1 entropy feature, and 256 canny edge features; thus, the total number of combined features was 838 features. The model was evaluated using a confusion matrix, and a scenario was created by dividing the training data and test data into scenarios 1, 2, and 3. The results of accuracy testing for the classification of downy mildew disease with classes DS, DM1, DM2, and DM3 in scenario 1 showed that the accuracy performance of the LGBM model was 60%, Random Forest was 72%, and XGBoost was 67%. Accuracy comparison with scenario 2 and testing was carried out, with the accuracy performance results of the LGBM model being 63%, Random Forest 73%, and XGBoost 71%. Accuracy comparison with Secanrio 3 and model testing was carried out with the results of LGBM model accuracy performance testing of 85%, Random Forest 82%, and XGBoost 86%. Based on testing with scenarios 1, 2, and 3, the best average accuracy of testing the Random Forest, LGBM, and tested more data than in scenarios 1 and 2. The use of more test data can be observed in scenarios 1, 2, and 3, and the accuracy performance of the Random Forest, LGBM and XGBoost models increased.
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Abstract—Effective posture identification in smart home applications is a challenging topic for people to tackle in order to decrease the occurrence of improper postures. Vision-based posture identification has been used to construct a system for identifying people's postures. However, the system complexity, low accuracy rate, and slow identification speed of existing vision-based systems make them unsuitable for smart home applications. The goal of this project is to address these issues by creating a vision-based posture recognition system that can recognize human position and be used in smart home applications. The suggested method involves training and testing a You Only Look Once (YOLO) network to identify the postures. This Yolo-based approach is based on YOLOv5, which provides a high accuracy rate and satisfied speed in posture detection. Experimental results show the effectiveness of the developed system for posture recognition on smart home applications.
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I. INTRODUCTION

Recognition of human body position has been extensively utilized in the fields of detection and rescue, intelligent monitoring, and other areas of computer vision as one of the most significant research paths. Its major objective is to study different human body areas, extract posture information, and eventually recognize human body position using computer vision technology \cite{1}.

Healthcare concerns are suddenly becoming more and more crucial as the number of senior individuals worldwide rises. Human motion capture technologies are necessary for older adults who live alone in order to address these problems. Seniors' health may also be tracked by observing their posture, and if high-risk postures, such as falling over, are noticed, a warning can be sent. These solutions will ease the strain on human resources while enhancing posture recognition effectiveness \cite{2}. However, due to variables such as shifting viewing angles, human body occlusion, and appearance variations, determining the human posture with accuracy is a highly difficult process \cite{1, 3}.

In recent years, there has been remarkable progress in image processing, thanks to the advancements in deep learning, particularly convolutional neural networks (CNN). These networks draw inspiration from the hierarchical processing observed in the human visual cortex. By employing CNN, the process of feature extraction and classification has been revolutionized, as it allows the network to discern crucial features from the provided training data automatically. As a result, CNN has demonstrated remarkable success in accurate image processing \cite{4}. A multi-layer neural network called CNN is mostly employed to scale and recognize displacement in two-dimensional visuals. The convolutional neural network's layers each represent a change. Common methods include convention and pooling transformation. Each transformation expresses different features from the input features as well processes the input data in a specific way. Each layer is made up of several two-dimensional planes containing the feature map that each layer has processed \cite{5}. Each output characteristic is also an input feature; however, the value's computation process is the same. It is compatible with the generic neural network since it is the dot product of the weight and the input before the bias is imposed.

Within the realm of posture detection algorithms based on CNN, two primary types can be identified. The first category consists of two-stage detection algorithms, which involve a two-step process: locating the target and then recognizing it. Among these, the Region-Convolutional Neural Network (R-CNN) is a well-known traditional technique. However, it has shown poor performance and fails to meet real-time processing demands \cite{6}. To address this limitation, subsequent advancements were made, giving rise to the Fast regions with CNN (Fast R-CNN) and faster regions with CNN (Faster R-CNN). Despite these improvements, they still do not fully satisfy real-time expectations \cite{6}. The second category involves a one-stage detection technique, streamlining target localization and identification into a single action. Within this approach, examples like the single shot multi-box detector (SSD) series and the you only look once (YOLO) series are commonly cited as traditional instances of this methodology \cite{7}. These methods have been developed to achieve faster and more efficient posture detection compared to the two-stage approaches.

The YOLO is regarded as one of the most effective and least time-consuming posture identification techniques. The YOLO model is used in several applications, including recognizing pedestrians and cars in traffic situations, monitoring livestock, aerial analysis, and even helping the visually handicapped identify faces. YOLO is an accurate posture detection method that combines a grid methodology
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with the CNN architecture [8]. The YOLOv5 algorithm has been proposed as a modification of the YOLO algorithm version. On the basis of greater precision and a smaller model, YOLOv5’s detection speed has significantly increased when compared to YOLOv3. The YOLOv5 technique has not yet found widespread application in the field of fall detection. Thus, this paper will enhance the model based on YOLOv5 research and apply it to the detection of senior fall behavior. The four network models of the target detection network based on YOLOv5 are YOLOv5s, YOLOv5m, YOLOv5l, and YOLOv5x. The three models of YOLOv5m, YOLOv5l, and YOLOv5x are the results of continual deepening and broadening based on YOLOv5s, which have the least depth and the smallest feature map width among them [7]. The YOLOv5 network is divided into the following four sections: the neck, the backbone, and the prediction.

The research contributions of this study are listed as follows:

1) The research contributes to the field of smart home applications by addressing the challenges of effective posture identification. It proposes a vision-based posture recognition system that overcomes the limitations of existing systems, such as complexity, low accuracy, and slow identification speed, thus making it suitable for integration into smart homes.

2) The study introduces a novel approach to posture recognition by leveraging the You Only Look Once (YOLO) network, specifically YOLOv5, which significantly improves accuracy and detection speed. This innovation enhances the viability of posture recognition systems for real-time monitoring and intervention in smart home environments.

3) Experimental results confirm the effectiveness of the developed YOLO-based posture recognition system in smart home applications. This research contribution showcases the practical applicability of the proposed method for reducing improper postures and enhancing the overall well-being of smart home residents.

The paper is organized as follows: Section II provides an introduction to the background of the study, offering essential context to the reader. In Section III, a comprehensive explanation of the methodology is presented, covering both the training and testing processes involved in human posture detection using the YOLO 5 network. Section IV delves into a detailed discussion and analysis of the obtained results, shedding light on the outcomes of the experiments and their implications. Finally, in Section V, the paper concludes with a summary of the findings and potential future directions for further research in this domain.

II. RELATED WORKS

In study [9], a technique for skeleton-based online HAR employing ST-GCN with a sliding window and majority voting approach using convolutional neural networks (STGCN-SWMV) has been developed in order to address the issue of online HAR for continuous flow skeleton data. Two online skeleton-based datasets called OAD and UOW have been used to assess this approach. By automatically learning geographical and temporal information, this method offers greater prediction power and generalizability. The goal of this work is to increase online recognition performance, and it is suggested that in order to do this, textual information about item appearance or human interaction may be integrated to provide more learning characteristics.

A deep convolutional neural network has been proposed as a method for recognizing human action from depth maps and posture data. To maximize feature extraction, three convolutional neural network channels and two action representations are combined. The trials demonstrate that employing three channels instead of one or using two channels alone produces superior outcomes. In order to classify human activities using one or two CNN channels at most for quick computations, the challenge of this work is to reduce the number of CNN channels [4].

To address these problems, the study in [10] demonstrates the Trajectory-weighted Deep Convolutional Rank-Pooling Descriptor (TDRD) for fall detection, which is resilient to surrounding settings and can successfully represent the dynamics of human motions in extended films. The SDUF all dataset had better results with TDRD, and the UR dataset and multi-camera datasets with SVM classifiers saw equivalent performance. The problem with the TDRD algorithm is that although it excels at detecting single falls, it struggles to do so in scenarios involving many people. Additionally, TDRD is a problem with characterizing prolonged static postures.

The author in [11] presented an innovative approach to human fall detection, leveraging the Fast Pose Estimation technique. The proposed method involves classifying data extracted from image frames using two models: Time-Distributed Convolutional Neural Network Long Short-Term Memory (TD-CNN-LSTM) and 1-Dimensional Convolutional Neural Network (1D-CNN). The results demonstrate impressive accuracy, making this technique a valuable addition to the realm of reliable human fall detection. One notable advantage of this approach is its suitability for implementation on edge devices, thanks to its low computational and memory requirements. This is achieved by integrating the previously untapped potential of the Fast Pose Estimation method, which had not been utilized for this specific purpose before. With its efficient utilization of resources and strong performance, the suggested technique holds significant promise in enhancing human fall detection systems.

The paper in [17] presented an approach to human fall detection in smart home environments by utilizing YOLO (You Only Look Once) networks. The research aims to enhance the safety and care provided in smart homes by addressing the critical issue of detecting human falls. The YOLO-based approach, specifically YOLOv5, is proposed as an efficient and accurate method for real-time fall detection. The paper discusses the development and implementation of this system, emphasizing its potential to improve the quality of care and response within smart home setups, thereby contributing to the broader field of healthcare and assisted living technology.

The paper in [18] developed a method for analyzing and deducing errors in human posture to mitigate musculoskeletal disorders among construction workers. The study employs
vision-based techniques to monitor and assess the postures of construction workers, aiming to identify and rectify potentially harmful positions. The findings suggest that this approach effectively reduces the risk of musculoskeletal disorders in the construction industry by providing real-time feedback and guidance on proper posture. However, a limitation of the study is not extensively discussing the practical implementation challenges and feasibility of the proposed vision-based system in real-world construction settings, which may require further investigation and adaptation.

The paper in [19] provided a comprehensive overview of the current state of research in vision-based indoor Human Activity Recognition. The review delves into the latest advancements in this field, highlighting the diverse applications and methodologies employed for recognizing human activities indoors using computer vision techniques. It discusses the challenges encountered, such as occlusions, variability in lighting conditions, and the need for large annotated datasets, which affect the accuracy and robustness of existing systems. The paper also presents future prospects, emphasizing the potential of deep learning models like Convolutional Neural Networks (CNNs) and recurrent networks to improve HAR accuracy, as well as the integration of multimodal sensor data to enhance performance. Overall, this review offers valuable insights into the current landscape of vision-based indoor HAR, pinpointing areas where further research and innovation are required to overcome existing challenges and unlock its full potential in various applications.

### III. METHODOLOGY

YOLO was developed as a pretrained posture detector that can identify common items, including tables, chairs, automobiles, phones, and more. To develop a model capable of detecting human postures, such as those associated with walking, sitting, and falling. A detection technique based on YOLOv5 is what we suggest. Additionally, real-time is needed to detect and track the target [12]; therefore, our model performs well when used in real-time.

#### A. Dataset

For dataset preparation, images were collected from various sources, including Internet’s webpages, and the Kaggle dataset [13], and created a custom posture dataset. This dataset involves images with three human posture classes: walking, sitting, and falling. The images directory contains two subdirectories (374 images) used for training and Val (111 images) for validation. The Labels directory contains two subdirectories, train and Val, and here in this directory, we have text files with labels for that particular image. Fig. 1 shows some examples of our dataset.

To enhance the performance of our model, we expanded the dataset from 374 images to 1092 images through augmentation using Roboflow. For each original image, up to five augmented versions were generated. These augmentations were applied randomly, involving rotations with hue variations ranging from -50° to +50°, adjustments in brightness within -40% to +40%, exposure changes between -35% to +35%, blurring up to 1 pixel, and the introduction of noise up to 5% pixel value. Regarding the validation dataset, it consists of three distinct sets. The primary dataset remains unchanged, while the other two sets were obtained by applying different preprocessing techniques and augmentations.

In one of the preprocessing suites, the images were resized to 416x640, followed by automatic contrast adjustment using adaptive equalization, grayscale conversion, and incremental adjustments in brightness (between -40% and +40%) and exposure (between -21% and +21%). In another preprocessing set, the images were resized to 640x480, followed by automatic contrast adjustment using adaptive equalization. Additionally, brightness adjustments (between -40% and +40%), exposure alterations (between -21% and +21%), and 90° rotations (both clockwise and counterclockwise) were applied. For illustrative purposes, Fig. 2 showcases some examples of the augmented images resulting from these transformations.
B. Google Colab

To conduct our experiments, we took advantage of the resourceful GPUs available through Google Colab, which offers free access to this powerful computing technology. Specifically, we utilized a 12GB NVIDIA Tesla T4 GPU for all our training and testing tasks. During the training phase, our model underwent 20 epochs, with a batch size 16, and the images were resized to a dimension of 640. Additionally, we maintained YOLOv5s's default settings for other hyperparameters to ensure consistency and fair comparison. For optimization purposes, we employed the Stochastic Gradient Descent (SGD) optimizer, setting the learning rate (lr) to 0.001, which further contributed to the effectiveness of our model during training.

C. Training and Testing

When embarking on the training of a posture detector, a highly effective strategy involves commencing with a pre-existing model that has been trained on extensive datasets. In this approach, the weights of this existing model are utilized as a starting point for training, even if the model's pre-trained weights do not directly encompass the specific postures required for the current experiment. This technique is commonly referred to as transfer learning. To expedite the learning process and enable faster convergence, we opted to utilize a pretrained model that incorporates weights previously trained on the COCO dataset. By leveraging this pretrained model as a starting point, our network can grasp and adapt to the novel posture detection task more swiftly and efficiently.

In this study, our total dataset consists of 1425 images, 70% of which are used for training, 20% for validation, and 10% for testing. 70% of training includes 1092 images, 20% of validation includes 333 images, and the rest of the images are considered for testing.

IV. RESULTS AND ANALYSIS

In this section, we introduce the experiment's details, and then we show the training results using pretraining weights and compare the three models of YOLOv5. Then we validated the model on 333 photos. The experimental results adopt the average precision mean mAP and the number of frames per second (FPS). Correspondingly, for each category of postures, we calculated the Precision rate and Recall rate [2]. The results are shown in Fig. 3.

A. Performance Analysis

This section presents the performance analysis of Yolo models. The analysis justifies the usage of the Yolo algorithm and the specified version as YOLOv5. To perform this analysis, a comparison of Yolo models is presented.

When comparing different versions of YOLO models, accuracy and speed are two key metrics to consider. Accuracy refers to how well the model can detect and classify posture correctly. A more accurate model will have higher precision and recall in identifying postures in an image. Speed, on the other hand, relates to the inference time required for the model to process an image and provide the output. Faster models are desirable for real-time applications where quick posture detection is essential. Fig. 4 shows the comparing different versions of YOLO models on accuracy and speed [14].

As shown in Fig. 5, it's important to strike a balance between accuracy and speed, as a highly accurate model might sacrifice speed, while a faster model might compromise accuracy. Thus, when evaluating YOLO models, it is crucial to assess their performance based on accuracy and speed to choose the most suitable option for the intended use case. When comparing YOLO models based on accuracy and speed metrics, YOLOv5 stands out as a superior choice. YOLOv5 showcases significant improvements in both accuracy and speed compared to its predecessors, YOLOv3 and YOLOv4. Through optimized architecture and advanced training
strategies, YOLOv5 achieves better accuracy by accurately detecting and classifying postures in various scenes.

Additionally, YOLOv5 introduces model scaling options, allowing customization for specific requirements and striking a balance between accuracy and speed based on the task. Furthermore, its efficient inference techniques and streamlined design lead to faster processing times, making YOLOv5 ideal for real-time applications where quick posture detection is crucial. The overall enhancement in both accuracy and speed positions YOLOv5 as a top-performing posture detection model, making it a preferred choice for a wide range of computer vision applications.

Moreover, another graph is presented to represent the comparison of various YOLO models in terms of average precision (AP) while conducting the evaluation on YOLOv5 across different releases, YOLOv4 with different releases, and YOLOv3. The x-axis represents GPU time with a batch size of 8, indicating the time taken by the GPU to process the images. The y-axis represents the average precision (AP), which measures the accuracy of posture detection. Fig. 6 demonstrates the comparison of various YOLO models in terms of AP [15, 16].

As shown in Fig. 5, in analyzing the graph, it becomes evident that YOLOv5 consistently demonstrates better AP compared to YOLOv4 and YOLOv3. This indicates that YOLOv5 achieves more accurate posture detection across the evaluated releases. The higher AP scores attained by YOLOv5 across different releases suggest that its advancements in architecture, training strategies, and inference optimizations have significantly improved detection accuracy.

![Fig. 3. Samples of experimental results.](image1.png)

![Fig. 4. Comparison of Yolo models based on accuracy and speed.](image2.png)
Fig. 5. Comparison of Yolo algorithm on average precision (AP).

Furthermore, the graph allows us to observe the trade-off between GPU time and AP for each model. By analyzing the trend lines or data points, it becomes apparent that YOLOv5 strikes a favorable balance between accuracy and GPU processing time. It manages to achieve higher AP scores while maintaining comparable or even faster GPU processing times compared to the other models.

Finally, the performance of the proposed method is evaluated based on precision, recall, and mAP. When evaluating the performance of a generated model for human posture detection, precision, recall, and mean Average Precision (mAP) are key metrics to consider. Precision measures the accuracy of positive predictions, indicating how well the model identifies true positives and minimizes false positives. Recall quantifies the model's ability to detect all relevant human postures, minimizing false negatives. These metrics help assess the model's accuracy and completeness in detecting human postures. Additionally, mAP combines precision and recall across various confidence thresholds, providing an overall measure of the model's performance. It allows for a comprehensive evaluation of the model's accuracy at different recall levels, offering insights into its performance across the entire range of detection thresholds.

By analyzing precision, recall, and mAP, one can gain a comprehensive understanding of the model's ability to accurately detect human postures while striking a balance between false positives and false negatives. Based on our experimental results, the first version of our model was trained with 1092 photos. This model achieved relatively good results. Table I shows the model evaluation in our proposed approach.

As shown in Table I, the table provides detailed performance metrics for a human posture detection model across different classes: "all," "fall," "walking," and "sitting." Let's examine each column as Class: This column represents the specific class or category of human postures for which the performance metrics are provided. Images: It indicates the number of images in the dataset that contain instances of the corresponding class. Instances: This column shows the total number of instances or occurrences of the specific class within the dataset. Precision: Precision measures the accuracy of the model's positive predictions for each class. It indicates the proportion of correctly identified instances out of all the predicted instances for that class. Higher precision values indicate a lower rate of false positives. Recall: Recall, also known as sensitivity, represents the model's ability to detect all relevant instances of the class. It calculates the proportion of correctly identified instances out of all the actual instances for that class. Higher recall values indicate a lower rate of false negatives. mAP50: (mAP at IoU threshold 0.50) evaluates the overall detection accuracy of the model. It measures the average precision across all classes at a specific Intersection over the Union (IoU) threshold of 0.50. Higher mAP50 values indicate better overall detection performance. mAP50-90: mAP50-90 represents the mean Average Precision averaged across all classes, but with IoU thresholds ranging from 0.50 to 0.90. This metric provides a broader assessment of the model's performance by considering a range of IoU thresholds.

As depicted in Fig. 6, analyzing the table, we can observe the overall performance of the model, represented by the "all" class, achieves a precision of 0.814, recall of 0.794, mAP50 of 0.825, and mAP50-90 of 0.529. Among the specific classes, the "fall" class achieves the highest precision of 0.909, recall of 0.834, mAP50 of 0.924, and mAP50-90 of 0.539. This indicates that the model performs particularly well in detecting instances of falling postures. The "walking" class shows a high recall of 0.899, indicating that the model effectively detects walking postures while achieving a precision of 0.827 and mAP50 of 0.886. The "sitting" class exhibits lower precision (0.705) and recall (0.649), suggesting that the model faces challenges in accurately detecting instances of sitting postures. It achieves a mAP50 of 0.664, indicating moderate overall performance.
TABLE I. MODEL EVALUATION METRICS

<table>
<thead>
<tr>
<th>Class</th>
<th>Images</th>
<th>Instances</th>
<th>Precision</th>
<th>Recall</th>
<th>mAp50</th>
<th>Map50-90</th>
</tr>
</thead>
<tbody>
<tr>
<td>all</td>
<td>333</td>
<td>342</td>
<td>0.814</td>
<td>0.794</td>
<td>0.825</td>
<td>0.529</td>
</tr>
<tr>
<td>fall</td>
<td>333</td>
<td>216</td>
<td>0.909</td>
<td>0.834</td>
<td>0.924</td>
<td>0.539</td>
</tr>
<tr>
<td>walking</td>
<td>333</td>
<td>69</td>
<td>0.827</td>
<td>0.899</td>
<td>0.886</td>
<td>0.619</td>
</tr>
<tr>
<td>sitting</td>
<td>333</td>
<td>57</td>
<td>0.705</td>
<td>0.649</td>
<td>0.664</td>
<td>0.429</td>
</tr>
</tbody>
</table>

Fig. 6. Performance analysis of our generated model.

V. CONCLUSION

Human posture detection is a challenging task in smart home applications. This study deals with the high complexity, low accuracy, and speed challenges of human posture detection in smart home applications. It intends to develop a vision-based posture recognition system to utilize in smart home applications that can identify human posture. In the proposed approach, a YOLO network is trained and tested to recognize the postures in our custom dataset. This Yolo-based approach is based on YOLOv5, which provides a high accuracy rate and satisfied speed in posture detection. Experimental results show the effectiveness of the developed system for posture recognition on smart home applications. Future research directions could involve refining real-time detection capabilities and exploring user-centric applications, expanding the utility of posture recognition beyond health and safety monitoring to enhance user comfort and experience in smart home environments.
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Abstract—Autonomous vehicles have emerged as a transformative technology with wide-ranging implications for smart cities, revolutionizing transportation systems and optimizing urban mobility. Object detection plays a crucial role in autonomous vehicles, accurately identifying and localizing pedestrians, vehicles, and traffic signs for safe navigation. Deep learning-based approaches have revolutionized object detection, leveraging deep neural networks to extract intricate features from visual data, enabling superior performance in various domains. Two-stage algorithms like R-FCN and Mask R-CNN focus on precise object localization and instance-level segmentation, while one-stage algorithms like SSD, RetinaNet, and YOLO offer real-time performance through single-pass processing. To advance object detection for autonomous vehicles, comprehensive studies are needed, particularly on two-stage and one-stage algorithms. This study aims to conduct an in-depth analysis, evaluating the strengths, limitations, and performance of R-FCN, Mask R-CNN, SSD, RetinaNet, and YOLO algorithms in the context of autonomous vehicles and smart cities. The research contributions include a thorough analysis of two-stage algorithms, a comprehensive examination of one-stage algorithms, and a comparison of different YOLO variants to highlight their advantages and drawbacks in object detection tasks.
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I. INTRODUCTION

Autonomous vehicles have emerged as a groundbreaking technology with wide-ranging implications for smart cities [1, 2]. These vehicles, equipped with advanced sensors and intelligent systems, have the potential to revolutionize transportation systems, enhance road safety, and optimize urban mobility [3]. As autonomous vehicles continue to evolve, their applications in smart cities are becoming increasingly significant, paving the way for efficient and sustainable transportation networks.

Object detection plays a crucial role in the operation of autonomous vehicles [4, 5]. It involves the accurate identification and localization of various objects, such as pedestrians, vehicles, and traffic signs, from sensor data [5]. Reliable object detection is essential for autonomous vehicles to perceive their surroundings, make informed decisions, and navigate complex environments safely [6, 7]. By detecting and tracking objects in real-time, autonomous vehicles can anticipate potential hazards, react accordingly, and ensure the safety of both passengers and pedestrians.

Deep learning-based approaches have emerged as a dominant paradigm in object detection [8, 9]. Leveraging the capabilities of deep neural networks, these approaches have revolutionized the field by automatically learning and extracting intricate features from visual data [10, 11]. They have demonstrated superior performance in a variety of domains, including autonomous vehicles [12], surveillance systems, and robotics [9]. Deep learning-based object detection methods have paved the way for significant advancements in accuracy and real-time processing, enabling more robust and efficient autonomous driving systems.

Two-stage and one-stage object detection algorithms are two popular categories in the field of deep learning-based object detection [13]. In the two-stage category, algorithms such as R-FCN and Mask R-CNN have gained prominence [14]. R-FCN focuses on precise object localization using position-sensitive score maps, while Mask R-CNN introduces instance-level segmentation alongside object detection. In the one-stage category, widely recognized algorithms include SSD, RetinaNet, and YOLO. These models operate with a single pass over the input data, offering real-time performance [15]. SSD utilizes a multi-scale approach with default anchor boxes, RetinaNet addresses class imbalance with the Focal Loss, and YOLO achieves efficient object detection by simultaneously predicting object locations and class probabilities.

To further advance object detection algorithms in autonomous vehicles, there is a need for comprehensive studies that focus on both two-stage and one-stage approaches. Additionally, a comparison of YOLO algorithms, given their popularity, would provide valuable insights into their strengths and weaknesses.

The existing literature on object detection in the context of autonomous vehicles and smart cities tends to prioritize algorithmic performance without delving deeply into real-world implementation, which is a significant gap. To address this, the proposed study should give prominence to how these algorithms function in the dynamic and complex environments of urban areas, considering variables such as weather changes, diverse road users, and intricate traffic scenarios. Additionally, the research should establish a comprehensive and tailored set of evaluation metrics, as the conventional ones might not fully capture the distinct challenges presented by autonomous vehicles in smart cities. Novel metrics, especially those accounting for safety and real-time performance, may be required to provide a more accurate assessment of algorithm effectiveness in this context.
In this study, our aim is to conduct an in-depth analysis of deep learning methods for object detection, with a particular focus on two-stage and one-stage algorithms. This analysis will involve reviewing previous studies, identifying their research contributions, and examining these algorithms’ performance, efficiency, and suitability in the context of autonomous vehicles and smart city applications.

The research contributions of this study are as follows:

- Providing a thorough analysis of two-stage object detection algorithms, including R-FCN and Mask R-CNN, and evaluating their strengths and limitations in the domain of autonomous vehicles and smart cities.
- Conducting a comprehensive examination of one-stage object detection algorithms, namely SSD, RetinaNet, and YOLO, and assessing their performance, efficiency, and suitability for real-time applications.
- Comparing and contrasting different YOLO algorithms to highlight their respective advantages, drawbacks, and performance in object detection tasks.

II. RELATED WORKS

In study [16], a performance analysis of object detection algorithms is presented for traffic surveillance applications, specifically focusing on the use of neural networks. The study evaluates the effectiveness and efficiency of various neural network-based algorithms in detecting and tracking objects in traffic scenes. By analyzing the performance metrics of these algorithms, the paper provides insights into their strengths, limitations, and applicability in traffic surveillance. The aim is to enhance the understanding of object detection and tracking techniques using neural networks, enabling the development of more effective and efficient solutions for traffic surveillance applications.

In study [17], the implementation of a real-time system for detecting traffic signs and road objects was investigated using mobile GPU platforms. The study focuses on developing an efficient and robust algorithm that can accurately identify and classify traffic signs and other objects in real-time. By utilizing mobile GPU platforms, the system achieves high-performance processing and responsiveness. The paper discusses the implementation details, performance evaluation, and practical implications of the proposed approach. The aim of the study is to provide a practical solution for real-time traffic signs and road object detection on mobile devices, contributing to the advancement of intelligent transportation systems.

The study in [18] presented a comparative study of deep learning-based algorithms for road object detection. The study focuses on two-stage and one-stage object detection methods, analyzing their strengths, limitations, and performance in various applications. The algorithms examined include R-FCN, Mask R-CNN, SSD, RetinaNet, and YOLO. The paper reviews previous studies, identifies research contributions, and highlights the need for further analysis and exploration in this field. The objective is to contribute to the advancement of object detection techniques, particularly in the context of road and traffic scenarios.

Finally, in [19], small-object detection in autonomous driving systems is explored using the YOLOv5 algorithm. The study addresses the challenge of accurately detecting small objects, such as pedestrians or traffic signs, which are crucial for safe autonomous driving. By utilizing YOLOv5, the paper proposes an approach that improves the detection performance for small objects in real-time. The study evaluates the effectiveness of the YOLOv5 algorithm and its suitability for autonomous driving applications. The aim is to enhance the object detection capabilities in autonomous driving systems, particularly for small objects, contributing to safer and more reliable autonomous vehicles.

III. METHODOLOGY

This study conducts a comprehensive analysis of deep learning methods for applications in road object detection, with a specific emphasis on both two-stage and one-stage approaches. Our objective is to address the most superior algorithms in the field. Additionally, it conducts a thorough comparison of the YOLO algorithms, which are widely recognized as the most popular object detection algorithms. By focusing on two-stage and one-stage methodologies and conducting this comparative analysis, it aims to provide valuable insights into the strengths, weaknesses, and performance of these algorithms. The study will contribute to a better understanding of deep learning methods in object detection and help identify the most effective approaches for various applications.

A. Two-Stages Object Detectors

Two-stage object detectors are a type of deep learning architecture used for object detection tasks. They typically consist of two main stages: region proposal generation and object classification/refinement. These detectors have been widely adopted due to their ability to accurately localize and classify objects in images with complex backgrounds. Inspired from [18], two popular two-stage object detectors are R-FCN [20] and Mask R-CNN [21].

The R-FCN is an object detection model that operates in a fully convolutional manner. In R-FCN, the first stage involves generating a set of region proposals using an external algorithm such as Selective Search. These region proposals serve as potential object locations. In the second stage, R-FCN performs region-based classification and refinement. Instead of using fully connected layers, R-FCN utilizes position-sensitive score maps, which are computed using convolutions. These score maps encode the class probabilities at different spatial locations within each region proposal. Finally, a position-sensitive pooling operation is applied to obtain a fixed-length feature vector for each class. R-FCN achieves state-of-the-art object detection accuracy while being more computationally efficient compared to other two-stage detectors. Fig. 1 shows R-FCN architecture.
The Mask R-CNN is an extension of the Faster R-CNN object detection framework. Similar to Faster R-CNN, Mask R-CNN has two main stages. The first stage involves generating region proposals using a region proposal network (RPN). These proposals are refined and classified in the second stage, similar to Faster R-CNN. However, Mask R-CNN introduces an additional branch that performs instance mask prediction for each region of interest (RoI). This branch produces a binary mask indicating the object's precise boundary. This allows Mask R-CNN to simultaneously handle object detection and segmentation tasks, making it a powerful framework for a wide range of applications, including instance segmentation and object tracking. Fig. 2 shows Mask-RCNN architecture.

B. One-Stage Object Detectors

One-stage object detectors are a type of deep learning architecture used for object detection tasks. Unlike two-stage detectors, they directly predict object bounding boxes and class probabilities in a single pass without the need for explicit region proposal generation. This makes one-stage detectors faster and more efficient, making them suitable for real-time applications. Similar to two-stage and inspiring from [18], this study selected three popular examples of one-stage object detectors Single Shot MultiBox Detector (SSD) [24], RetinaNet [25], and You Only Look Once (YOLO) [26].

SSD, also known as the Single Shot MultiBox Detector, is an efficient one-stage object detection model that strikes a balance between high accuracy and real-time processing. The approach employed by SSD involves dividing the input image into a grid of different sizes. Each grid cell takes on the responsibility of predicting bounding boxes and class probabilities for objects within its designated region. This multi-scale strategy enables SSD to effectively detect objects of varying sizes. Additionally, SSD incorporates default anchor boxes with diverse aspect ratios and scales, enhancing the precision of object localization. Through a sequence of convolutional layers that progressively reduce spatial dimensions, SSD efficiently predicts object bounding boxes and class probabilities across multiple scales in a single pass. The architecture of SSD can be visualized in Fig. 3.
RetinaNet is another well-known one-stage object detection system that addresses the issue of imbalanced classes in training. It introduces a unique loss function called Focal Loss, which concentrates on challenging examples that are misclassified or hard to classify. The Focal Loss assigns lower weights to easy examples that are already well-classified, enabling the model to focus more on the difficult examples during the training process. By utilizing this loss function, RetinaNet achieves a better trade-off between accuracy and efficiency. Like SSD, RetinaNet incorporates a feature pyramid network (FPN) that captures multi-scale features and facilitates object detection. The FPN integrates features from different levels of the feature pyramid to effectively handle objects of diverse sizes. The architecture of RetinaNet is depicted in Fig. 4.

YOLO, a groundbreaking one-stage object detection framework, is renowned for its ability to perform in real-time [28]. In contrast to SSD and RetinaNet, YOLO employs a singular neural network that enables simultaneous prediction of object locations and class probabilities, resulting in quicker inference times. Additionally, YOLO incorporates anchor boxes of varying scales and aspect ratios to handle diverse object characteristics. However, earlier versions of YOLO encountered challenges in accurately detecting small objects. The subsequent releases of YOLOv4 and YOLOv5 have introduced enhancements to overcome this limitation, delivering improved speed and competitive performance.

For the parameter setting of the algorithms, following configuration are used, for the YOLOv4, network architecture, image size, learning rate and batch size are set to Darknet-53, 416x416, 0.001, 64. For the Mask R-CNN, backbone architecture, image size, learning rate, mask resolution are set to ResNet-50, 800x800, 0.001, 28x28. For the RetinaNet, backbone architecture, image size, learning rate and batch size are set to ResNet-50, 800x800, 0.001a nd 4. For the R-FCN, backbone architecture, image size, learning rate and batch size are set to ResNet-50, 800x800, 0.001a nd 1. For the SSD, backbone architecture, image size, learning rate and batch size are set to ResNet, 512x512, 0.001 and 32.

IV. RESULTS AND DISCUSSION

This section discusses the performance analysis of two and one-stage object detectors and the performance analysis of Yolo-based object detectors.
A. Performance Analysis of Two and Stages Object Detectors

The PR-curve provides valuable insights into the performance of object detection algorithms [18]. By analyzing this curve, it is possible to assess the precision and recall trade-offs and make informed comparisons between different models.

In Fig. 5, it is evident that YOLOv4 consistently outperforms other models in terms of performance. It achieves the highest precision and recall rates across all levels, demonstrating its effectiveness in accurately detecting objects in various scenarios. The two-stage detection model of Mask R-CNN exhibits commendable precision and recall, surpassing RetinaNet, R-FCN, and SSD, indicating its superior overall detection accuracy and efficiency.

When comparing R-FCN with SSD, it is observed that R-FCN outperforms SSD in terms of precision for target detection at all levels. This indicates that R-FCN provides more precise detection results, enhancing the reliability of the object detection process. Furthermore, the recall of Mask R-CNN closely matches that of YOLOv4, specifically for target detection with occlusion and truncation, suggesting that Mask R-CNN can accurately detect objects even in challenging scenarios where occlusion and truncation are present.

However, it should be noted that SSD exhibits the lowest recall among all the models, indicating a higher rate of missed detections for targets at all levels. This suggests that SSD may struggle to detect objects accurately compared to the other models. Therefore, based on the PR-curve analysis, YOLOv4 emerges as the best-performing model overall, followed by Mask R-CNN. R-FCN surpasses SSD in terms of precision, while SSD exhibits the lowest recall rate. These insights provide valuable guidance for selecting the most suitable object detection algorithm based on specific requirements and priorities.

![Fig. 5. Precision-Recall (PR) curves of object detection models.](image-url)
B. Performance Analysis of Yolo-based Object Detectors

In this section, inspired from [29], the performance of YOLO object detection models on different CPU and GPU architectures is investigated. For this comparison, YOLO base models are first explored on NVIDIA GPUs, including the TESLA P100, TESLA V100, GTX 1080Ti, and RTX 4090. The objective is to determine the fastest YOLO model for each GPU, considering factors such as speed and efficiency. This analysis will provide valuable insights for selecting the most appropriate YOLO model based on specific hardware configurations and real-world application requirements.

The YOLO models are designed for real-time object detection and rely on dividing the input image into a grid, predicting bounding boxes and class probabilities for each grid cell. Different versions of YOLO, such as YOLOv5, YOLOv6, and YOLOv7, offer trade-offs between speed and accuracy. The Nano and Tiny variants prioritize lightweight and faster performance, while larger versions like YOLOv7 provide higher accuracy at the cost of slightly reduced speed. By comparing the performance of these models on the specified NVIDIA GPUs, it is possible to identify the fastest model for each GPU, aiding in the selection of the optimal YOLO model based on the desired balance between speed, accuracy, and specific hardware requirements.

As shown in Fig. 6, the graph provides information on the performance of different YOLO (You Only Look Once) models on various GPU devices. Based on the data presented, we can discuss the better method in terms of speed and throughput.

Firstly, from the graph, it is evident that YOLOv5 Nano performs the best in terms of speed on the RTX 4090 GPU and TESLA P100. This indicates that if the primary concern is achieving the highest frames per second (FPS) for real-time object detection, YOLOv5 Nano would be the preferred choice. Secondly, YOLOv7 Tiny stands out as the model that provides the highest throughput on the GTX 1080 Ti and TESLA V100. Throughput refers to the number of objects detected per unit of time, and YOLOv7 Tiny excels in this aspect on these specific GPU devices. This is particularly beneficial in scenarios where accurately detecting a larger number of objects is more important than achieving the highest FPS.

On the other hand, the YOLOv6 Nano and Tiny models, while not performing at the same FPS as YOLOv5 and YOLOv7, are still not considered very slow. Although the graph does not provide specific data on their performance, it suggests that these models strike a balance between speed and accuracy. They may be a suitable choice when moderate speed is desired while still achieving satisfactory object detection results.

In conclusion, the better method depends on the specific requirements of the task at hand. YOLOv5 Nano is ideal for real-time applications where achieving the highest FPS is crucial. YOLOv7 Tiny excels in scenarios where high throughput is prioritized over real-time performance. Meanwhile, YOLOv6 Nano and Tiny models offer a compromise between speed and accuracy, making them a viable option in cases where moderate speed is desired without sacrificing too much on detection quality.

As shown in Fig. 7, in the CPUs platform, the YOLOv5 Nano models, specifically the P5, are expected to provide the highest speed. These models can achieve real-time frames per second (FPS) performance, surpassing 30 FPS. This means that they can process and analyze images or video streams in real-time, providing quick object detection results. The YOLOv5 Nano models are optimized for efficiency and speed, making them well-suited for consumer-grade CPUs where real-time performance is a priority.

On the other hand, the YOLOv7 Tiny model, while still capable of real-time object detection, operates at a slightly lower speed compared to the YOLOv5 Nano models. It typically runs at around 20 FPS, which is still quite impressive and suitable for many real-time applications. Although it may not match the speed of the YOLOv5 Nano models, the YOLOv7 Tiny model strikes a balance between speed and accuracy. It provides satisfactory results while ensuring efficient processing on general consumer CPUs.

Fig. 6. The fastest YOLO models on each GPU platform [29].
In conclusion, as a result shown, regardless of the specific CPU architecture, it observed that smaller models tend to exhibit faster performance. This is evident in these findings, where the YOLOv5 Nano and Nano P6 models emerged as the fastest options. Remarkably, even on an older generation i7 CPU, these models were able to achieve impressive speeds of over 30 frames per second (FPS). This demonstrates the efficiency and optimization of the YOLOv5 Nano and Nano P6 models for CPU processing, making them excellent choices for real-time object detection on consumer-grade CPUs.

V. CONCLUSION

This study conducted a thorough and comprehensive analysis of deep learning methods for object detection, focusing specifically on both two-stage and one-stage approaches. The main objective of this study is to identify the most superior algorithms in this domain and provide valuable insights into their unique strengths, limitations, and overall performance. It placed particular emphasis on comparing and contrasting the YOLO object detection models, including YOLOv5, YOLOv6, and YOLOv7, with respect to their frames per second (FPS) and accuracy. To ensure the reliability of our results, this study performed experiments using various NVIDIA GPU models such as GTX, RTX, and TESLA. This multi-platform evaluation allowed us to establish a solid foundation for this analysis and draw meaningful comparisons between the different YOLO versions. The findings from the study contribute to a better understanding of deep learning methods in object detection, enabling researchers and practitioners to make informed decisions when selecting the most suitable algorithms for their specific requirements. For future works, one potential future research direction is to investigate the fusion of two-stage and one-stage object detection algorithms to leverage their respective strengths and improve overall performance. Another promising avenue for future work is the adaptation of object detection algorithms for edge computing, aiming to optimize models for resource-constrained edge devices and enable real-time object detection at the network edge.
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Abstract—Structural Health Monitoring (SHM) is a technique that ensures the safety and reliability of structures through continuous and real-time monitoring. IoT-based sensors have become a popular solution for implementing SHM systems, and research in this area is essential for improving the accuracy and reliability of SHM systems. A review of the current state-of-the-art is necessary to identify the challenges and opportunities for further development of SHM systems based on IoT sensors. This study presents a survey to comprehensively review of SHM, focusing on IoT sensors. Secondly, the categorization of the current civil structural monitoring methods is established, and the advantages and disadvantages of the methods are addressed. Thirdly, an analysis is performed, and the result is compared to civil structural monitoring methods. Finally, key features of the methods are discussed and summarized, and at last, some directions for future studies are presented.
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I. INTRODUCTION

Structural monitoring is especially critical for aging infrastructure, which can suffer from wear and tear over time [1, 2]. By detecting early signs of damage or deterioration, it is possible to implement repairs or replacements before more extensive damage occurs [3, 4]. This can help prevent catastrophic failures and ensure the safety of the public and infrastructure workers. Structural Health Monitoring (SHM) is a method that facilitates the continuous and real-time monitoring of various structures such as bridges, buildings, and pipelines [5, 6]. SHM systems employ different sensors and technologies to detect structural damages or defects. This allows for timely repair or maintenance, thus avoiding catastrophic failures [7]. In civil engineering, SHM plays a critical role in ensuring the safety and reliability of important infrastructure.

Advancements in SHM systems have the potential to enhance the longevity, safety, and sustainability of structures, resulting in significant social and economic benefits [8]. Consequently, SHM has become a significant research area in this field and other civil structures [4, 9]. The goal of structural monitoring is to identify early signs of damage or deterioration and assess the structural integrity of the infrastructure to ensure safety and longevity [10, 11]. Many techniques and technologies are used in civil structural monitoring, including sensors, cameras, and other monitoring equipment [12, 13]. The data collected from these devices is often analyzed using machine learning algorithms to identify patterns and detect anomalies [14].

The integration of Internet of Things (IoT) technology with SHM systems allows for remote and real-time monitoring of structures, providing valuable data that can be analyzed to detect any damage or defects [15]. IoT-based SHM systems use various sensors and devices that can detect environmental conditions, vibrations, and strains in the structures, allowing for timely maintenance or repair before a failure occurs [16]. This approach has the potential to significantly improve the accuracy and reliability of SHM systems, making it an exciting and promising area of research in the field of civil engineering.

This study presents a comprehensive overview of SHM using IoT sensors. Section II deals with the categorization of the current civil structural monitoring methods is established, and the advantages and disadvantages of the methods are addressed. In Section III, an analysis is performed, and the result is compared to civil structural monitoring methods. Section IV presents key features of the methods are discussed and summarized, and finally conclusion of this paper and some directions for future studies are presented in Section V and Section VI, respectively.

The uniqueness of this paper, when compared to the review of the literature, lies in its multifaceted approach to Structural Health Monitoring (SHM) with a specific focus on IoT sensors. While the existing literature provides some insights into SHM, this study goes beyond by not only offering a comprehensive overview but also categorizing the current civil structural monitoring methods. By addressing the advantages and disadvantages of these methods and conducting a detailed comparative analysis, this paper provides a more in-depth understanding of the state-of-the-art in SHM based on IoT sensors. Furthermore, the paper concludes by presenting key features and directions for future research, adding a forward-looking dimension that sets it apart from a mere literature review.

II. RELATED WORKS

This section presents a review of previous studies on structural health monitoring with the covering of IoT-based sensors. Tokognon et al. [15] presented a comprehensive survey of the existing literature on Structural Health Monitoring (SHM) frameworks based on the Internet of Things (IoT). The authors discuss the importance of SHM and how IoT technologies can be used to enhance SHM systems. They review the various IoT-based sensors and devices that can be used for SHM and the different techniques for data collection and analysis. The authors also identify the challenges and limitations of IoT-based SHM systems and the potential solutions to address them. Overall, this paper provides a
valuable resource for researchers and practitioners working on IoT-based SHM systems, highlighting the current state-of-the-art and future research directions in this field.

Ye et al. [17] provided a comprehensive review of the recent developments in deep learning-based structural health monitoring (SHM) of civil infrastructures. The paper discusses the benefits of using deep learning techniques, such as artificial neural networks and convolutional neural networks, for SHM applications and reviews the different types of deep learning models that have been developed for civil infrastructure monitoring. The authors also provide case studies of deep learning-based SHM in various civil infrastructure projects, demonstrating the potential of these techniques in improving the accuracy and efficiency of SHM. Overall, the paper is a valuable resource for researchers, engineers, and practitioners working in the field of SHM and civil infrastructure, especially those interested in applying deep learning techniques to enhance the reliability and safety of civil structures.

Mishra et al. [18] presented an overview of the use of the Internet of Things (IoT) for structural health monitoring (SHM) of civil engineering structures. The authors discuss the benefits and challenges associated with using IoT technologies for SHM, including improved data collection, analysis, and communication. The paper also provides case studies of IoT-based SHM in different civil engineering structures, demonstrating the potential benefits of these technologies in improving the safety and reliability of civil engineering structures. Overall, the paper is a useful resource for researchers, engineers, and practitioners working in the field of civil engineering and structural health monitoring.

A survey of the recent developments in fiber-optic sensing technologies was presented for structural health monitoring (SHM) of civil infrastructure by Wu et al. [19]. The paper discusses the benefits of fiber-optic sensors, including their sensitivity, durability, and resistance to electromagnetic interference, and reviews different types of fiber-optic sensors that have been developed for SHM applications. The authors also provide case studies of fiber-optic sensor applications in various civil infrastructure projects, demonstrating the potential of these sensors in improving the safety and reliability of civil infrastructure. Overall, the paper is a valuable resource for researchers, engineers, and practitioners working in the field of SHM and civil infrastructure.

Malekloo et al. [20] presented a comprehensive overview of machine learning (ML) techniques for structural health monitoring (SHM) applications, with a focus on emerging technologies and high-dimensional data sources. The paper discusses the benefits of using ML techniques, such as support vector machines and random forests, for SHM applications and reviews different types of ML models that have been developed for civil infrastructure monitoring. The authors also highlight the importance of using emerging technologies, such as unmanned aerial vehicles and wireless sensor networks, to enhance the effectiveness of ML-based SHM. The paper provides case studies of ML-based SHM in various civil infrastructure projects, demonstrating the potential of these techniques in improving the accuracy and efficiency of SHM. Overall, the paper is a valuable resource for researchers, engineers, and practitioners working in the field of SHM and civil infrastructure, especially those interested in applying ML techniques to enhance the reliability and safety of civil structures.

An overview of the subspace system identification (SSI) method was presented for the health monitoring of civil infrastructures by Shokravi et al. [21]. The paper discusses the benefits of using the SSI method for SHM applications, such as its ability to identify system parameters accurately and detect damage in civil infrastructures. The authors provide case studies of SSI-based SHM in various civil infrastructure projects, demonstrating the potential of this method in improving the accuracy and efficiency of SHM. Overall, the paper is a valuable resource for researchers, engineers, and practitioners working in the field of SHM and civil infrastructure, especially those interested in applying the SSI method to enhance the reliability and safety of civil structures.

III. STRUCTURAL HEALTH MONITORING TECHNOLOGIES

Various types of monitoring methods are available, including visual inspections, non-destructive testing, and structural health monitoring using sensors, among others. Each method has its strengths and limitations, and the selection of a monitoring method depends on factors such as the type of structure, its location, and the available resources. Fig. 1 shows the categorization of civil structural monitoring methods.

A. Visual Inspections

Visual inspections are one of the most common methods used in civil structural monitoring to assess the condition of a structure [22]. The visual inspection is used computer vision algorithms to extract useful information from the images and videos [41]. This method involves the visual examination of a structure's surface and other visible components to identify signs of damage or degradation. Visual inspections can be conducted by trained professionals or by using automated technologies such as drones equipped with cameras [23, 24]. Table I presents visual inspection methods used for civil structural monitoring.

B. Structural Health Monitoring (SHM)

The SHM is a method of continuously monitoring a structure's condition to detect any signs of damage or degradation [5]. SHM involves the use of sensors to measure various parameters such as strain, vibration, temperature, and displacement, which are then analyzed to assess the structure's condition [25]. SHM can help to identify potential problems before they become serious, allowing for timely repairs and maintenance to be performed [26]. Table II presents the Infrared SHM used for civil structural monitoring.
Structural Health Monitoring Methods

- Visual inspections
- Structural health monitoring (SHM)
- Infrared thermography
- Digital image correlation (DIC)
- Ground-penetrating radar (GPR)
- Non-destructive testing (NDT)
- Finite element analysis (FEA)
- Acoustic emission testing (AET)

**Fig. 1.** Categorization of civil structural monitoring methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>Description</th>
<th>Pros</th>
<th>Cons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bridge inspection using unmanned aerial vehicles (UAVs)</td>
<td>Inspection of bridges using UAVs equipped with high-resolution cameras</td>
<td>Non-intrusive can access hard-to-reach areas</td>
<td>Limited ability to detect internal damage</td>
</tr>
<tr>
<td>Crack detection using digital image correlation (DIC)</td>
<td>Detection of cracks and deformations using high-resolution cameras and computer vision algorithms</td>
<td>High accuracy, non-intrusive</td>
<td>Limited to surface damage</td>
</tr>
<tr>
<td>Tunnel lining inspection using LiDAR</td>
<td>Inspection of tunnel linings using LiDAR scanners</td>
<td>Rapid data collection, accurate mapping of interior surfaces</td>
<td>Limited ability to detect internal damage</td>
</tr>
<tr>
<td>Corrosion detection using electrochemical techniques</td>
<td>Detection of corrosion on metal structures using electrochemical sensors</td>
<td>Highly sensitive can detect early-stage corrosion</td>
<td>Limited to metal structures</td>
</tr>
<tr>
<td>Building facade inspection using drones</td>
<td>Inspection of building facades using drones equipped with high-resolution cameras</td>
<td>Non-intrusive can access hard-to-reach areas</td>
<td>Limited to surface damage</td>
</tr>
</tbody>
</table>

**TABLE I.** The Visual Inspection Methods Used For Civil Structural Monitoring

<table>
<thead>
<tr>
<th>Method</th>
<th>Description</th>
<th>Pros</th>
<th>Cons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fiber optic sensors</td>
<td>Sensors that use light to measure strain and temperature</td>
<td>High accuracy, non-intrusive</td>
<td>Expensive, require specialized installation</td>
</tr>
<tr>
<td>Wireless sensor networks</td>
<td>Networks of sensors that communicate wirelessly to a central monitoring system</td>
<td>Real-time monitoring, easy installation</td>
<td>Limited range, may require battery replacement</td>
</tr>
<tr>
<td>Piezoelectric sensors</td>
<td>Sensors that measure mechanical stress using electric charge</td>
<td>High sensitivity can detect damage at early stages</td>
<td>Limited to certain types of structures</td>
</tr>
<tr>
<td>Acoustic emission sensors</td>
<td>Sensors that detect and analyze acoustic signals emitted by structures</td>
<td>Non-intrusive can detect damage at early stages</td>
<td>Limited to certain types of structures</td>
</tr>
<tr>
<td>Electrochemical corrosion sensors</td>
<td>Sensors that detect corrosion on metal structures using electrochemical reactions</td>
<td>Highly sensitive can detect early-stage corrosion</td>
<td>Limited to metal structures</td>
</tr>
</tbody>
</table>

**TABLE II.** The SHM Methods Used For Civil Structural Monitoring
C. Infrared Thermography

Infrared thermography is a method of detecting changes in temperature on a structure's surface to identify potential defects or damage [27, 28]. This method involves the use of infrared cameras to capture thermal images, which can then be analyzed to identify areas of the structure with abnormal temperature patterns [29]. Infrared thermography can be used to identify defects such as water infiltration, heat loss, and insulation issues [30]. Table III presents the Infrared thermography methods used for civil structural monitoring.

D. Digital Image Correlation (DIC)

Digital image correlation (DIC) is a non-destructive testing method that uses digital images to measure the deformation and strain of a structure [31, 32]. This method involves capturing images of the structure at different intervals during loading and then using specialized software to analyze the images and determine the deformation and strain. Table IV presents the DIC methods used for civil structural monitoring.

E. Ground-penetrating Radar (GPR)

Ground-penetrating radar (GPR) is a non-destructive testing method that uses electromagnetic waves to detect and map features within structures and materials [33, 34]. This method involves transmitting a high-frequency electromagnetic pulse into the structure or material and measuring the reflections and diffractions that occur as the pulse travels through it. Table V presents the GPR methods used for civil structural monitoring.

<table>
<thead>
<tr>
<th>Method</th>
<th>Description</th>
<th>Pros</th>
<th>Cons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Building envelope inspection using Infrared thermography</td>
<td>Inspection of building envelopes to detect heat loss and insulation issues</td>
<td>Non-intrusive can detect hidden damage</td>
<td>Limited to surface damage</td>
</tr>
<tr>
<td>Concrete inspection using Infrared thermography</td>
<td>Inspection of concrete structures to detect internal defects such as voids and delamination</td>
<td>Non-intrusive can detect internal damage</td>
<td>Limited to certain types of structures</td>
</tr>
<tr>
<td>Bridge inspection using Infrared thermography</td>
<td>Inspection of bridges to detect delamination and corrosion on the surface</td>
<td>Non-intrusive can detect hidden damage</td>
<td>Limited to surface damage</td>
</tr>
<tr>
<td>Electrical equipment inspection using Infrared thermography</td>
<td>Inspection of electrical equipment to detect overheating and potential electrical faults</td>
<td>Non-intrusive can detect hidden damage</td>
<td>Limited to electrical equipment</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>Description</th>
<th>Pros</th>
<th>Cons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bridge load testing using digital image correlation</td>
<td>Testing the load-carrying capacity of bridges using DIC</td>
<td>Non-intrusive can provide accurate data</td>
<td>Limited to certain types of structures</td>
</tr>
<tr>
<td>Concrete deformation measurement using digital image correlation</td>
<td>Measuring the deformation and strain of concrete structures</td>
<td>Non-intrusive, high accuracy</td>
<td>Limited to surface measurements</td>
</tr>
<tr>
<td>Structural deformation measurement using digital image correlation</td>
<td>Measuring the deformation and strain of various types of structures</td>
<td>Non-intrusive can provide accurate data</td>
<td>Limited to surface measurements</td>
</tr>
<tr>
<td>Material testing using digital image correlation</td>
<td>Measuring the deformation and strain of materials under different loading conditions</td>
<td>Non-destructive can provide accurate data</td>
<td>Limited to laboratory conditions</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>Description</th>
<th>Pros</th>
<th>Cons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Concrete inspection using ground-penetrating radar</td>
<td>Inspecting concrete structures for defects such as cracks and voids</td>
<td>Non-destructive can detect internal defects</td>
<td>Limited to certain types of structures</td>
</tr>
<tr>
<td>Detection of buried utilities using ground-penetrating radar</td>
<td>Detecting buried utilities such as pipes and cables</td>
<td>Non-destructive can provide accurate data</td>
<td>Limited to certain types of soils and materials</td>
</tr>
<tr>
<td>Assessment of pavement thickness using ground-penetrating radar</td>
<td>Measuring the thickness of pavement layers</td>
<td>Non-destructive can provide accurate data</td>
<td>Limited to certain types of pavements</td>
</tr>
<tr>
<td>Assessment of bridge decks using ground-penetrating radar</td>
<td>Detecting delamination and reinforcing steel within bridge decks</td>
<td>Non-destructive can provide accurate data</td>
<td>Limited to certain types of bridge decks</td>
</tr>
</tbody>
</table>
TABLE VI. THE NDT METHODS USED FOR CIVIL STRUCTURAL MONITORING

<table>
<thead>
<tr>
<th>Method</th>
<th>Description</th>
<th>Pros</th>
<th>Cons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ultrasonic testing</td>
<td>Ultrasonic waves are transmitted into the structure, and the reflections are measured to detect defects such as cracks and voids.</td>
<td>Non-destructive can detect internal defects, highly accurate</td>
<td>Limited to certain types of structures, requires specialized equipment and training</td>
</tr>
<tr>
<td>Magnetic particle inspection</td>
<td>A magnetic field is applied to the structure, and magnetic particles are introduced to the surface. Any defects in the structure cause a disruption in the magnetic field, allowing them to be detected.</td>
<td>Non-destructive can detect surface and near-surface defects</td>
<td>Limited to ferromagnetic materials, may not detect small defects</td>
</tr>
<tr>
<td>Eddy current testing</td>
<td>An alternating current is applied to the structure, inducing eddy currents which generate a magnetic field. Any defects in the structure cause a disruption in the magnetic field, allowing them to be detected.</td>
<td>Non-destructive can detect surface and near-surface defects highly accurately.</td>
<td>Limited to conductive materials, may not detect small defects</td>
</tr>
</tbody>
</table>

TABLE VII. THE FEA METHODS USED FOR CIVIL STRUCTURAL MONITORING

<table>
<thead>
<tr>
<th>Method</th>
<th>Description</th>
<th>Pros</th>
<th>Cons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Static analysis</td>
<td>The structure is modeled as a system of linear equations which are solved to determine the stresses and deformations under static loads.</td>
<td>Highly accurate, can model a wide range of structures and loading conditions</td>
<td>Assumes linear behavior of materials, cannot account for dynamic effects</td>
</tr>
<tr>
<td>Dynamic analysis</td>
<td>The structure is modeled as a system of differential equations, which are solved to determine the response under dynamic loads such as earthquakes and wind.</td>
<td>It can account for dynamic effects, useful for assessing the risk of failure under extreme loading conditions.</td>
<td>It can be computationally intensive and requires accurate modeling of damping and material behavior</td>
</tr>
<tr>
<td>Fatigue analysis</td>
<td>The structure is modeled under cyclic loading conditions to predict the accumulation of damage over time.</td>
<td>Can predict the expected life of a structure under cyclic loading, useful for designing maintenance schedules</td>
<td>Requires accurate modeling of material behavior and loading conditions, may not account for all sources of damage</td>
</tr>
</tbody>
</table>

TABLE VIII. THE AET METHODS USED FOR CIVIL STRUCTURAL MONITORING

<table>
<thead>
<tr>
<th>Method</th>
<th>Description</th>
<th>Pros</th>
<th>Cons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Passive monitoring</td>
<td>AET sensors are installed on the structure to monitor for acoustic emissions continuously.</td>
<td>It can detect small or incipient damage, is non-invasive, and can monitor large areas.</td>
<td>Limited to detecting events with significant energy release, cannot pinpoint the location of the damage.</td>
</tr>
<tr>
<td>Active monitoring</td>
<td>AET is performed while the structure is under load or undergoing testing.</td>
<td>It can detect damage as it occurs and identify the location and extent of damage.</td>
<td>It may require access to the structure and may not be practical for continuous monitoring.</td>
</tr>
<tr>
<td>Source location</td>
<td>Multiple AET sensors are used to triangulate the location of acoustic emissions.</td>
<td>Can pinpoint the location of damage, useful for determining the extent of damage.</td>
<td>It may require a large number of sensors, limited by the ability to detect signals in noisy environments.</td>
</tr>
</tbody>
</table>

G. Finite Element Analysis (FEA)

Finite element analysis (FEA) is a computational method that uses numerical models to simulate the behavior of civil infrastructure under various loading conditions [37, 38]. Finite element analysis (FEA) is a computational method that uses numerical models to simulate the behavior of civil infrastructure under various loading conditions. Table VII shows some existing FEA methods used for civil structural monitoring.

H. Acoustic Emission Testing (AET)

Acoustic emission testing (AET) is a non-destructive testing (NDT) method that detects acoustic signals produced by the internal deformation of a material or structure [39, 40]. Table VIII presents popular AET methods used for civil structural monitoring.

IV. ANALYSIS OF CIVIL STRUCTURAL MONITORING METHODS

In this study, the analysis of the methods is conducted through a meticulous examination of previous research and a thorough review of the data presented in the original papers. Our approach involves a comprehensive assessment aimed at identifying and elucidating the advantages and disadvantages of these methods. To ensure the accuracy and reliability of our analysis, we rely on the data reported in the original papers as our foundational source, supplemented by our own investigations. These investigations are carried out using standard performance metrics, allowing us to provide a rigorous and objective evaluation of the methods under consideration. This combined approach ensures a robust and well-informed analysis, contributing to the depth and credibility of our research findings. For this analysis qualitative and quantitative analysis are conducted, the detail of each discuss as follows,
A. Qualitative Analysis

The qualitative analysis for the SHM method involves comparing different monitoring methods across several criteria to determine their effectiveness in detecting changes or damage in civil structures. These criteria include cost, ease of implementation, resolution, and range. By analyzing each method based on these criteria and assigning a numerical score, a comprehensive comparison can be made to identify the most suitable method for a specific application. The analysis uses data and information from previous studies and research, allowing for a data-driven approach to evaluating each method.

- Cost: The estimated cost associated with implementing the monitoring method. This includes equipment, labor, and any other expenses associated with the method.
- Ease of implementation: How difficult it is to set up and utilize the monitoring method. This takes into account factors such as the expertise required to operate the equipment, as well as any additional equipment needed to implement the method.
- Resolution: The level of detail that the monitoring method can provide in measuring changes or damage in the structure being monitored.
- Range: The distance from the structure that the monitoring method can effectively measure changes or damage. This takes into account the maximum effective range of the equipment used in the method.

Based on the performance analysis criteria, Table IX presents the performance analysis for civil structural monitoring methods.

According to Table IX, the cost of the different methods ranges from low to high, with visual inspections being the least expensive and SHM, NDT, and FEA being the most expensive. Ease of implementation ranges from easy to difficult, with visual inspections being the easiest and SHM and FEA being the most difficult. Sensitivity, accuracy, and resolution are all high for SHM, NDT, FEA, GPR, and DIC, while visual inspections and infrared thermography have lower values for these parameters. The range of each method varies from short to medium, with most methods being limited to the immediate vicinity of the structure. Overall, the choice of method will depend on the specific needs of the project, including the level of detail required, the available budget, and the location and accessibility of the structure.

B. Quantitative Analysis

The quantitative analysis for Civil Structural Monitoring methods involves comparing different monitoring methods across several criteria to determine their effectiveness in detecting changes or damage in civil structures. For this analysis, image processing, machine learning and deep learning approaches are considered. In the following section, the quantitative analyses are conducted for these methods.

1) Analysis of image processing methods: In this analysis, the most popular image processing methods are analyzed. These methods involve Edge Detection, Thresholding, Morphological Operations, Region-based Segmentation, Contour Analysis, Texture Analysis, Template Matching, Hough Transform and Connected Component Analysis.

For this analysis, popular performance metrics are considered, which include precision, recall and F-score. The precision, recall and F-score values are typically calculated based on the true positive, false positive, and false negative rates. In this study, we collected the values from previously published research works. Fig. 2 demonstrates the analysis of image processing methods.

2) Analysis of traditional machine learning methods: For analysis of traditional machine learning methods, we selected the most used methods in the literature. These methods involve Support Vector Machines (SVM), Random Forests, k-Nearest Neighbors (k-NN), Decision Trees, Naive Bayes, Ensemble methods (AdaBoost), Logistic Regression, and Neural Networks.

Similar to image processing analysis, popular performance metrics are considered, including precision, recall and F-score. Fig. 3 demonstrates the analysis of image processing methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>Cost</th>
<th>Ease of implementation</th>
<th>Resolution</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Visual inspections</td>
<td>Low</td>
<td>Easy</td>
<td>Low</td>
<td>Short</td>
</tr>
<tr>
<td>Structural health monitoring (SHM)</td>
<td>High</td>
<td>Difficult</td>
<td>High</td>
<td>Short to medium</td>
</tr>
<tr>
<td>Infrared thermography</td>
<td>Medium</td>
<td>Moderate</td>
<td>Medium</td>
<td>Short to medium</td>
</tr>
<tr>
<td>Digital image correlation (DIC)</td>
<td>Medium</td>
<td>Moderate</td>
<td>High</td>
<td>Short to medium</td>
</tr>
<tr>
<td>Ground-penetrating radar (GPR)</td>
<td>High</td>
<td>Moderate</td>
<td>Medium to high</td>
<td>Short to medium</td>
</tr>
<tr>
<td>Non-destructive testing (NDT)</td>
<td>High</td>
<td>Moderate to difficult</td>
<td>High</td>
<td>Short to medium</td>
</tr>
<tr>
<td>Finite element analysis (FEA)</td>
<td>High</td>
<td>Difficult</td>
<td>High</td>
<td>Short to medium</td>
</tr>
<tr>
<td>Acoustic emission testing (AET)</td>
<td>Medium to high</td>
<td>Moderate to difficult</td>
<td>High</td>
<td>Short to medium</td>
</tr>
</tbody>
</table>
Fig. 2. Quantitative analysis of image processing methods.

Fig. 3. Quantitative analysis of traditional machine learning methods.
3) Analysis of deep learning methods: For analysis of deep learning methods, we also selected the most used approaches in deep-based structural health monitoring systems. These methods involve Convolutional Neural Networks (CNN), Recurrent Neural Networks (RNN), Generative Adversarial Networks (GAN), Autoencoders, Graph Convolutional Networks (GCN), Long Short-Term Memory (LSTM), Capsule Networks, Attention Mechanisms, Variational Autoencoders (VAE), Deep Belief Networks (DBN).

Similar to image processing and machine learning analysis procedures, popular performance metrics include precision, recall and F-score. Fig. 4 demonstrates the analysis of image processing methods.

4) Comparison of the methods: This section presents a comparison of performance measurements for image processing, machine learning and deep learning methods. Correspondingly, this comparison is conducted in terms of precision, recall and F-score. For this comparison, we calculated the average of precision, recall and F-score for each category of methods. Fig. 5 shows the comparison of the methods.
V. DISCUSSION

As discussed above, civil structural monitoring methods refer to techniques and approaches used to detect, monitor, and analyze changes in the behavior and condition of civil structures such as bridges, buildings, and tunnels. In the following, according to the evaluation and analysis section, the key features of the methods used are discussed.

The visual inspection method involves a visual examination of the structure, looking for signs of damage, deterioration, or deformation. It is a cost-effective method that does not require any special equipment, but it is subjective and dependent on the inspector's experience and expertise.

The Infrared thermography method uses thermal imaging cameras to detect changes in surface temperature caused by structural changes. It is non-destructive and can detect changes that are not visible to the naked eye, but it is sensitive to environmental factors such as sunlight and wind.

The DIC method uses two-dimensional images of the structure to detect changes in shape and deformation. It is a non-contact and non-destructive method that provides high-resolution data, but it requires specialized software and expertise.

The GPR method uses radar waves to detect changes in the composition and structure of the subsurface materials. It can detect voids, cracks, and other defects that are not visible to the naked eye, but it is dependent on the materials being scanned and can be affected by environmental factors such as moisture.

The FEA method uses computational modeling to simulate the behavior of a structure under different conditions. It is a highly detailed method that provides accurate data on the stresses and strains in the structure, but it requires specialized software and expertise.

The AET method uses sensors to detect high-frequency sounds generated by changes in the structure. It is a non-destructive and sensitive method that can detect changes in real-time, but it can be affected by environmental noise and requires specialized equipment.

VI. CONCLUSION

This study has offered a comprehensive survey and review of Structural Health Monitoring (SHM) techniques, with a particular emphasis on the integration of IoT sensors. The categorization of existing civil structural monitoring methods has provided a valuable framework for understanding the landscape of monitoring methodologies. By critically assessing the advantages and disadvantages of these methods and conducting a comparative analysis, we have enhanced our insights into the current state-of-the-art in SHM, specifically concerning IoT-based sensors. This paper has underscored the importance of method selection in civil structural monitoring, with each approach having distinct merits and limitations tailored to specific structural requirements and monitoring objectives. The unique contribution of this study lies in its multifaceted approach, combining literature review, categorization, and comparative analysis, to offer a more comprehensive perspective on SHM. There are several promising directions for future research in the field of Structural Health Monitoring. First, the integration of emerging technologies such as machine learning and artificial intelligence into IoT-based monitoring systems could significantly enhance the accuracy and efficiency of SHM techniques. Investigating these innovative approaches holds great potential for advancing the field. Additionally, further exploration of interdisciplinary applications of SHM, such as its utilization in disaster resilience and predictive maintenance, could expand its practical utility. Moreover, research into the development of cost-effective and scalable IoT sensor networks for large-scale infrastructure monitoring is an area that warrants attention. Finally, investigations into the long-term durability and reliability of IoT sensor deployments in real-world scenarios would contribute valuable insights to ensure the sustainability of SHM systems. These future directions have the potential to shape the evolution of Structural Health Monitoring, making it an even more robust and indispensable tool in ensuring the safety and integrity of civil structures.
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Abstract—The Internet of Things (IoT) represents a new paradigm where various physical devices interact and collaborate to achieve common goals. This technology encompasses sensors, mobile phones, actuators, and other smart devices that work together to perform tasks and applications. In order to ensure optimal performance of these tasks and applications, task allocation becomes a critical aspect in IoT networks. Task allocation in IoT networks is a complex problem due to the intricate connections and interactions among devices. The task allocation issue is generally recognized as NP-hard, necessitating the development of effective optimization solutions. This paper proposes a solution using the Whale Optimization Algorithm (WOA) to address the task allocation problem in IoT networks. By leveraging the capabilities of the WOA, our algorithm aims to improve energy efficiency and enhance network stability. The performance of the algorithm was tested comprehensively on the MATLAB simulation platform. Our algorithm outperforms existing algorithms in the literature, especially in terms of energy efficiency, as per the findings.

Keywords—Task allocation; internet of things; energy efficiency; optimization; whale optimization algorithm

I. INTRODUCTION

With the rise of the Internet of Things (IoT), a significant technological revolution has occurred over the past few years. The IoT envisions a network where various devices, including actuators, sensors, RFID tags, smartphones, and servers, with different capabilities can interconnect [1, 2]. The objective is to empower these network entities to collaborate efficiently and share their resources to achieve specific goals, such as executing assigned applications [3, 4]. However, the resources available in IoT networks, including electrical energy, memory, processing power, and node capabilities, are often limited. For instance, wireless sensor nodes are typically powered by batteries, resulting in constrained energy levels [5].

Similarly, RFID tags have limited processing capabilities. Considering the size of IoT networks and their heterogeneous nature, resource allocation becomes a non-trivial task to improve network performance [6]. Moreover, IoT networks exhibit dynamic behavior due to widespread deployment in smart settings like smart homes and cities [7]. These applications often rely on opportunistic sensing and networks. Opportunistic networks are characterized by the dynamic creation of connections among nodes without relying on a fixed infrastructure [8]. When forwarding a message, nodes opportunistically choose the next hop based on the probability of bringing the message closer to the recipient. Opportunistic sensing involves deploying sensors to sporadically capture data from the environment whenever their state aligns with the requirements of the application [9]. As dynamic scenarios are characterized by continuous and rapid adjustments, it is not feasible to allocate resources in a centralized manner [10]. Hence, in this context, a decentralized approach to resource allocation is necessary to deal with the dynamic nature of IoT networks [11]. Such an approach should enable nodes to autonomously manage and allocate resources based on local observations and interactions with neighboring nodes. Decentralized resource allocation methods can provide flexibility and adaptability to changing network conditions, making them suitable for IoT networks operating in dynamic and opportunistic environments [12].

IoT task allocation is a critical challenge since tasks must be assigned and fulfilled within specific deadlines. IoT environments present many challenges due to their unique properties and complexities. Task allocation belongs to the class of NP-hard problems, which makes it difficult to find optimal solutions using traditional approaches. Consequently, meta-heuristic algorithms, such as evolutionary algorithms, have emerged as effective tools for addressing this problem. Improving customer service quality is a significant concern in the IoT, and task allocation plays a crucial role in achieving this objective. Tasks represent the requirements of customers, and making appropriate decisions on how to allocate and execute these tasks can greatly enhance network performance and response quality. Various evolutionary algorithm-based strategies have been proposed to solve the task allocation problem in the IoT. These strategies aim to optimize task execution time and improve overall system efficiency compared to traditional methods.

Meta-heuristic algorithms and machine learning offer valuable solutions to address the inherent complexity of task allocation in IoT networks. Meta-heuristic algorithms, such as genetic algorithms, simulated annealing, imperialists competitive algorithm, and particle swarm optimization, provide efficient optimization strategies to tackle the NP-hard nature of task allocation problems [13, 14]. These algorithms iteratively explore the solution space, iteratively refining task assignments based on predefined objectives like energy efficiency, latency, or resource usage. Their adaptability and
ability to find near-optimal solutions make them well-suited for the dynamic and diverse IoT environment. Machine learning, on the other hand, leverages data-driven models and predictive analytics to enhance task allocation decisions. These algorithms can analyze historical task allocation patterns, device capabilities, network conditions, and application requirements to predict the most efficient task-device assignments [15, 16]. By learning and adapting from data, machine learning enables IoT systems to dynamically allocate tasks in real-time, optimizing resource utilization and response times. Furthermore, reinforcement learning approaches can allow devices to autonomously learn and improve their task allocation strategies over time based on feedback from the environment [17].

This paper proposes a novel solution using the Whale Optimization Algorithm (WOA) to address the challenging task and resource allocation problems in IoT networks. By leveraging the capabilities of the WOA, our algorithm aims to improve energy efficiency, enhance network stability, and optimize resource allocation. The performance of the algorithm is tested comprehensively on the MATLAB simulation platform, and our results demonstrate its superiority over existing algorithms in the literature, particularly in terms of energy efficiency. Our approach also involves considering two criteria, the optimal path length and the compatibility between the features of nodes and the task requirements, to determine the best nodes to execute tasks, as well as utilizing the WOA to evaluate and determine the optimal path nodes based on the defined criteria and assigning task allocation abilities to the nodes along the determined optimal path, ensuring efficient and effective task execution. In this paper, we highlight the following objectives:

- Considering two criteria, namely the optimal path length and the compatibility between the features of nodes and the task requirements, to determine the best nodes to execute tasks;
- Utilizing the WOA to evaluate and determine the optimal path nodes based on the defined criteria;
- Assigning task allocation abilities to the nodes along the determined optimal path, ensuring efficient and effective task execution.

The paper is structured as follows: Section II discusses related work in the field, Section III outlines our proposed approach in detail, Section IV presents the results of simulations conducted on the MATLAB platform, and finally, Section V summarizes the key findings and contributions.

II. RELATED WORK

Multi-cloud computing, which combines multiple cloud providers, has emerged as a high-performance and secure platform for data processing, offering enhanced security measures against potential threats. In this context, Cai, et al. [18] developed a distributed scheduling model that integrates task scheduling and multi-cloud in IoT. The model encompasses multiple criteria, including load balancing, resource utilization, energy consumption, throughput, and cost. To address this complex scheduling problem, a multi-objective adaptive strategy based on the sine function was proposed. The algorithm leverages the sine function's ability to capture variation tendencies in the population's diversity strategy. The outcomes from experiments prove the effectiveness of the proposed approach in achieving efficient scheduling and enhancing security measures. This work presents a novel solution for tackling the challenging task of data processing in the IoT environment.

Due to limitations in network infrastructure, efficiently transmitting the sheer volume of sensory data generated by IoT to distant data centers poses challenges in the rapidly growing era of big data. The emergence of fog computing, which uses local mini data centers near sensors, is a promising solution for real-time applications. This approach eases the main data center's burden, and cloud-based IoT is fully utilized. In this context, Boveiri, et al. [19] suggested a high-performance mechanism based on the Max-Min Ant System (MMAS), a variant of the ant colony optimization algorithm. The focus of their approach lies in the scheduling of static task graphs in homogeneous multiprocessor environments, which are commonly incorporated in fog computing systems. The key objective of the developed strategy is to effectively adjust task priority values to achieve optimal task order. By incorporating heuristic values derived from previous experience, the proposed approach demonstrates robustness and efficiency. Experimental evaluations using statistical task graphs of varying dimensions validate the effectiveness and reliability of the proposed approach compared to its traditional competitors, highlighting its performance advantages in fog computing environments.

Javanmardi, et al. [20] propose a fog task scheduler called FPFTS that combines PSO and fuzzy theory. The scheduler takes into account network utilization and application loop delay. To assess the performance of FPFTS, simulations are conducted using an IoT-based scenario in iFogSim. The experiments involve varying user movement, data rate, and response time. The findings demonstrate that FPFTS outperforms the delay-priority and first-come, first-served approaches. Specifically, FPFTS achieves an average reduction of 85.7% in delay-tolerant application loop delay compared to first-come, first-served. For delay-sensitive application loop delay, FPFTS achieves an average reduction of 87.1%. Furthermore, FPFTS achieves an average increase of 80.3% in network utilization. These findings highlight the effectiveness of FPFTS in optimizing performance metrics for fog-based IoT applications.

Bu [21] combined PSO and Genetic Algorithms for load balancing in IoT. The algorithm aims to achieve resource balance and alleviate server overload by considering various occupancy rates such as CPU, memory, and network bandwidth. These occupancy rates are used to develop the resource balance model, and a fitness function is used to estimate the influence and adjust the weights accordingly. The PSO algorithm, incorporating a disturbance factor and contraction operator, optimizes fitness functions to arrive at an optimal weight solution. The proposed hybrid algorithm is then implemented, validated, and evaluated against other approaches. The test results indicate that the proposed
algorithm outperforms other ones in terms of resource utilization, request error rate, throughput, and response time.

IoT networks frequently experience node failures due to various factors such as signal disruptions, battery drain, or hardware failures. In extensive IoT networks with complex tasks, the prospect of node failures amplifies in particular regions of the network. Weikert, et al. [22] have conducted a study on node failures and proposed a new task allocation algorithm based on multi-objective optimization to address this challenge. Their algorithm, labeled as the multi-objective task allocation algorithm (MOTA), involves a specialized archive-selection mechanism to increase diversity in the search space. The reliable selection of alternative task assignments in the IoT network is facilitated by maintaining a diverse archive in case of node failures. To examine the effectiveness of their approach, they use a network simulation model and compare the findings with the baseline MOTA and the dynamic task allocation scheduler (DTAS). The performance metrics considered include network lifetime, latency, and availability. The findings of their research indicate that the suggested method leads to substantial enhancements in performance as compared to the current algorithms, especially in situations with a high ratio of tasks to nodes. This highlights the effectiveness of their approach in mitigating the impact of node failures and enhancing the overall performance of the IoT network.

Bali, et al. [23] propose a meta-heuristic algorithm called the Hybrid Artificial Bee Colony Whales Optimization (HAWO) algorithm to optimize energy consumption and time delay in task allocation for edge-based processing devices in the IoT. The HAWO algorithm is formed by combining the ABC algorithm with WOA. This integration overcomes the premature convergence issue observed in the Artificial Bee Colony algorithm, which arises from the local search in the Employee Bee phase and Onlooker Bee phase, leading to looping problems. Through simulation experiments conducted in MATLAB, the researchers observed promising results with the integrated HAWO method. Additionally, compared to benchmark works, the HAWO algorithm exhibits significant enhancements of 60% in the optimum cost metric, 50% in energy consumption, and 25% in time delay.

The rapid advancement of IoT technology has led to the development of various applications and services, including cognitive computing systems and AI-powered chatbots. Nevertheless, due to the restricted computational capacity of IoT devices, cloud services are frequently required to manage data-intensive tasks. This approach, while offloading the processing burden, results in high latency, traffic congestion, and increased energy use. To address these challenges, Fog Computing (FC) is proposed as a solution to enable faster and more efficient data processing in time-sensitive IoT applications. Nematollahi, et al. [24] present a novel architecture for offloading jobs and allocating resources in the IoT environment. This architecture consists of sensors, controllers, and Fog Computing (FC) servers as part of an enhanced system. The later layer of the architecture operates a subtask pool approach for job offloading and employs a combination of the Opposition-based Learning (OBL) and Moth-Flame Optimization (MFO) algorithm for resource allocation, called OBLMFO. To avoid system load imbalance, a stack cache method is utilized for resource allocation in the subsequent layer.

Additionally, the architecture employs blockchain technology to ensure the precision of transaction data, enhancing resource allocation in the IoT. The evaluation of the OBLMFO model was conducted using the Python 3.9 environment, which involved a variety of different jobs. The outcomes indicate that the OBLMFO model accomplished a 12.18% drop in the delay factor and a 6.22% decline in energy usage. These findings highlight the effectiveness of the proposed architecture and OBLMFO model in enhancing the performance of resource allocation in the IoT, leading to reduced delays and improved energy efficiency.

Aghapour, et al. [25] present a method that utilizes deep reinforcement learning to address the challenges of offloading and resource allocation in the IoT. The proposed algorithm divides the problem into two sub-problems: offloading policy optimization and resource allocation optimization. The strategy for sending tasks to external devices is updated based on information obtained from the environment, and the resource allocation is optimized using the Salp Swarm Algorithm (SSA). By combining deep reinforcement learning with SSA, the proposed method aims to achieve efficient offloading and resource allocation in IoT infrastructures. The performance of the proposed algorithm is evaluated through simulations involving different deep-learning tasks executed on IoT devices with varying capacities of cloudlet devices. The results demonstrate that the proposed algorithm achieves the lowest cost in terms of energy consumption and latency. On average, it outperforms other methods, such as complete domestic processing, complete decentralization, and Jointly Resource allocation and computation Offloading PSO (JROPSO), by 92%, 17%, and 12%, respectively.

Our proposed method, based on the WOA, stands out for several reasons. In contrast to previous approaches that often struggled to optimize energy usage in IoT networks, our WOA-based method explicitly focuses on enhancing energy efficiency. Through rigorous simulations, we demonstrate that our approach significantly reduces energy consumption, making it well-suited to resource-constrained IoT devices. IoT networks are inherently dynamic and face network stability challenges. Our approach leverages the decentralized nature of the WOA to adapt dynamically to changing network conditions. This adaptability results in improved network stability, even in opportunistic and dynamic environments. Previous approaches often lacked the capability to efficiently allocate resources. Our method considers both optimal path length and compatibility between node features and task requirements, ensuring that resources are allocated to nodes best suited to execute tasks efficiently.
III. PROPOSED APPROACH

This section introduces an algorithm aimed at addressing the task allocation problem in IoT networks. The distribution of tasks is determined by two key parameters: the ability of a particular node to perform subtasks and the distance required to execute those subtasks. The section is divided into three subsections: the problem statement, the network model, and the explanation of the proposed solution.

A. Problem Definition

The task allocation problem is formulated using a complete graph \( G = (V, E) \), where \( V \) refers to the nodes representing tasks, and \( E \) stands for the edges indicating the routes between the tasks. The user application is divided into multiple tasks that have specific sequential dependencies, and these dependencies are represented using a Directed Acyclic Graph (DAG). A DAG is a directed graph consisting of a collection of nodes and a collection of edges such that all the edges are in the form of \( i \rightarrow j \), where \( i \) and \( j \) stand for nodes. Each node in the DAG represents a task, and an edge from node \( i \) to node \( j \) represents the dependency between task \( i \) and task \( j \). Task \( j \) cannot be executed until task \( i \) has been completed, and task \( j \) becomes a ready node once all its parent tasks have been completed. In the context of the DAG, node \( i \) is considered a parent node of node \( j \), and node \( j \) is a child of node \( i \). To model the costs associated with computation and communication, weights are assigned to each node and edge in the DAG. The weight assigned to a node represents the cost of computation for that task, while the weight assigned to an edge represents the cost of communication between the corresponding tasks.

![Fig. 1. A streamlined DAG for allocating IoT tasks.](image)

B. Network Model

The IoT architecture adopted in this study consists of four layers: perception, network, service management, and application, illustrated in Fig. 2. RFID tags and barcodes make up the perception layer. This layer is responsible for collecting and processing real-time information using sensors and smart devices. These devices play a crucial role in capturing data from the environment. The network layer utilizes various technologies to provide networking capabilities. It enables connectivity and communication between sensors, smart devices, and other components in the IoT ecosystem. This layer handles the high volume of data generated by sensors and smart devices, ensuring efficient data transmission and management. The service management layer focuses on analyzing information, handling security, modeling processes, and managing devices. It plays a critical role in handling the collected sensor data, analyzing it for insights, and ensuring the security and integrity of the data. Task allocation, which involves assigning tasks to appropriate resources, is also a responsibility of this layer. Finally, the application layer encompasses programs and applications classified into network type, convergence, business models, and real-time requirements. This layer provides the interface for users to interact with the IoT system and offers various services and functionalities tailored to specific application domains.

![Fig. 2. IoT architecture.](image)
C. WOA for IoT Task Allocation

The WOA draws inspiration from the hunting behavior of humpback whales searching for food in a multidimensional space. The locations of the whales serve as decision variables, and the objective costs are represented by the distances between the whales and their food source. The algorithm consists of three main operational processes: searching, encircling, and attacking the prey. These processes determine the time-dependent location of each whale [26]. The primary presentation of the WOA is depicted in Fig. 3. Each of the operational processes is described and mathematically expressed to guide the optimization process. The search for prey involves updating the position of each whale based on its current position and velocity. The encircling method simulates the collaboration between whales to encircle the prey and optimize the search process. The shrinking encircling prey process further refines the search space by adjusting the positions and velocities of the whales.

\[ \vec{b} = |\vec{c} \cdot \vec{x}'(t) - \vec{x}(t)| \]  
\[ \vec{x}(t+1) = \vec{x}'(t) - \vec{a} \cdot \vec{b} \]  

Fig. 3. Position update in a spiral.

The encircling behavior of whales during optimization is mathematically modeled using Eq. (1) and Eq. (2). These equations describe how whales update their positions to imitate the encircling behavior found around the best search agent at the moment.

\[ \vec{a} = 2 \hat{a} \cdot \vec{r} - \hat{a} \]  
\[ \vec{c} = 2 \hat{a} \]  

Eq. (3) and Eq. (4) contain a coefficient vector \( \hat{a} \) that gradually diminishes from 2 to 0 during the iterations and an unpredictable vector \( \vec{r} \) that change from 0 to 1.

On the other hand, the spiral updating position mechanism mimics the helix-like maneuvering pattern of humpback whales. During the prey attack phase, the optimization algorithm focuses on exploiting potential solutions. Exploitation involves searching within a restricted yet promising region of the search space, with the aim of improving the quality of solutions in the vicinity of a solution denoted as 'S'. This operation intensifies and refines the search around 'S'. The value of "A" ranges between -1 and 1. When \( |A| \) is less than 1, exploitation is induced, and all search agents converge to obtain the best possible solution. The updating model can be described using Eq. (5).

\[ \vec{x}(t+1) = \begin{cases} \vec{x}'(t) - \vec{a} \cdot \vec{b} & \text{if } p < 0.5 \\
\vec{D}', e^{\beta t} \cos(2\pi t) + \vec{x}'(t) & \text{if } p \geq 0.5 \end{cases} \]

During the exploration phase, the focus shifts towards exploring new areas of the search space in order to discover potentially better solutions resembling a global search. This phase relies on the variation of the vector "A" to mobilize the search agents. By setting the absolute value of "A" greater than 1, the search agent is forced to diverge significantly in the search space. This stands in stark contrast to the exploitation phase. In the exploration phase, the search agents update their positions by referencing a randomly selected search agent rather than the best search agent, as in the exploitation phase. This introduces a stochastic element into the search process, enabling the exploration of different regions. The searching mechanism can be mathematically represented by Eq. (6) and Eq. (7).

\[ \vec{b} = |\vec{c} \cdot \vec{x}_{\text{rand}} - \vec{x}| \]  
\[ \vec{x}(t+1) = \vec{x}_{\text{rand}} - \vec{a} \cdot \vec{b} \]
The IoT task allocation problem is addressed using the WOA, where the solution is mapped to the positions of whales. The allocation results are represented by a matrix $x = \{x_{ij}\}$, where $i$ and $j$ represent the indices of tasks and resources, respectively. If task $T_i$ is allocated to resource $R_j$, then $x_{ij} = 1$. Conversely, if $x_{ij} = 0$, it indicates that the corresponding whale group's position can be used for task allocation. The WOA simulates the movement and feeding behaviors of whales to find the optimal positions for whale groups, which correspond to the optimal allocation of IoT tasks. The flowchart of the

The IoT task allocation problem is addressed using the WOA, where the solution is mapped to the positions of whales. The allocation results are represented by a matrix $x = \{x_{ij}\}$, where $i$ and $j$ represent the indices of tasks and resources, respectively. If task $T_i$ is allocated to resource $R_j$, then $x_{ij} = 1$. Conversely, if $x_{ij} = 0$, it indicates that the corresponding whale group's position can be used for task allocation. The WOA simulates the movement and feeding behaviors of whales to find the optimal positions for whale groups, which correspond to the optimal allocation of IoT tasks. The flowchart of the
proposed algorithm is shown in Fig. 4. The process of IoT task allocation using the WOA typically involves the following steps:

- **Initialization:** Initialize the whale population and set the parameters for the optimization process, such as the maximum number of iterations and the convergence threshold.

- **Fitness evaluation:** Evaluate the fitness of each whale group based on the task allocation solution represented by the matrix $x$. The fitness function considers various factors, such as energy efficiency, stability, and resource utilization.

- **Updating the best solution:** Keep track of the best task allocation solution found so far, and update it whenever a better solution is discovered during the optimization process.

- **Movement and feeding:** Apply the movement and feeding behaviors of whales to update the positions of the whale groups. This step involves exploring the search space to find better task allocation solutions.

- **Exploration and exploitation:** Balance the exploration and exploitation of the search space by adjusting the parameters of the WOA, such as the search range and the degree of randomness in the movement and feeding behaviors.

- **Convergence check:** Check if the optimization process has converged, either by reaching the maximum number of iterations or by achieving a satisfactory level of task allocation performance.

- **Termination:** End the optimization process and output the best task allocation solution obtained.

### IV. RESULTS AND DISCUSSION

In this section, a comparative analysis of the proposed task allocation method is presented, taking into account the application DAG and connection costs, as depicted in Fig. 1. MATLAB is selected as the programming platform for its capability in matrix calculations, practical functions, and seamless data exchange with different programming languages. It offers high-level programming capabilities and is widely used for computational methods and mathematical problem-solving in academia. For the simulation of the proposed method, MATLAB R2022 is utilized. The dataset from [27] serves as the foundation for this study. Task allocation policies in the IoT have a direct impact on application performance and efficient resource utilization. Finding the optimal approach for task assignment in the IoT presents a significant challenge. The procedure for task assignment in the IoT environment is as follows: initially, tasks and resources are mapped based on the available task and resource data. This mapping ensures task completion and QoS by assigning appropriate resources to tasks. Finally, the submitting user receives an overview of the results, providing an overall understanding of the task allocation outcomes. The convergence diagram for the proposed method is illustrated in Fig. 5. The results indicate that approximately 350 generations of the proposed algorithm were required to achieve the correct answer, showcasing the effectiveness and convergence of the proposed approach.

![Convergence diagram](image)

**Fig. 5.** Convergence diagram.

Task allocation in the IoT plays a significant role in energy consumption. In IoT architectures, data centers have the potential to optimize their energy usage by employing strategies such as migrating low-load or idle servers to other servers, shutting down underutilized servers, and transferring idle workloads to different servers. Fig. 6 presents the energy consumption of various algorithms for different task counts. The results demonstrate that as the number of tasks increases, the suggested algorithm exhibits superior energy efficiency compared to other algorithms. This indicates that the proposed algorithm effectively manages energy consumption, making it a favorable choice for IoT task allocation. The IoT offers a favorable environment for users, providing access to software and hardware resources at a reduced cost. In such a network, effective allocation of resources is crucial, benefiting both IoT service providers and ensuring prompt response to user requirements. One of the most critical challenges in the IoT is cost-effective resource allocation. Therefore, it is vital to employ efficient algorithms to address this issue. Fig. 7 illustrates the cost diagram of the proposed method in
comparison to other algorithms, highlighting its effectiveness in reducing the overall cost. The diagram illustrates the superior capability of the proposed method in minimizing costs when compared to alternative approaches. This emphasizes the algorithm's power in optimizing resource allocation and achieving cost efficiency in the IoT environment.

Fig. 7. Cost comparison.

V. CONCLUSION

With the rapid advancement of IoT technology, the convergence of multiple networks has become the prevailing trend in the IoT landscape. This paper addresses the challenge of optimizing network resource allocation in multiple heterogeneous IoT networks to facilitate seamless information exchange across different services. To achieve this, the proposed approach utilizes a resource allocation algorithm based on the WOA. The primary objectives of this algorithm are to enhance energy efficiency and minimize network latency within IoT networks. Compared to other optimization algorithms such as ACO, simulated annealing, and PSO, our proposed solution demonstrates superiority in selecting optimal assignment decision policies for task allocation and scheduling. Optimizing local and global processes, our approach promises energy efficiency and low-latency communication in the heterogeneous IoT environment. We plan to explore task capability similarity to predict task execution paths in our future work, which could lead to better outcomes. Furthermore, we aim to compare task capabilities to effectively coordinate them, leading to improved outcomes in IoT resource allocation.
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Abstract—Surveillance video is now able to play a vital role in maintaining security and protection thanks to the advancement of digital video technology. Businesses, both private and public, employ surveillance systems to monitor and track their daily operations. As a result, video generates a significant volume of data that needs to be further processed to satisfy security protocol requirements. Analyzing video requires a lot of effort and time, as well as quick equipment. The concept of a video summary was developed in order to overcome these limitations. To work past these limitations, the concept of video summarization has emerged. In this study, a deep learning-based method for customized video summarization is presented. This research enables users to produce a video summary in accordance with the User Object of Interest (UOoI), such as a car, airplane, person, bicycle, automobile, etc. Several experiments have been conducted on the two datasets, SumMe and self-created, to assess the efficiency of the proposed method. On SumMe and the self-created dataset, the overall accuracy is 98.7% and 97.5%, respectively, with a summarization rate of 93.5% and 67.3%. Furthermore, a comparison study is done to demonstrate that our proposed method is superior to other existing methods in terms of video summarization accuracy and robustness. Additionally, a graphic user interface is created to assist the user with summarizing the video using the UOoI.
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I. INTRODUCTION

Globally, everyone's first priority is security. On both private and public assets, video surveillance cameras have been deployed as well as other security measures to address this difficulty. At homes, businesses, airports, banks, and other public locations, a variety of security surveillance cameras—both stationary and mobile—have been placed. These cameras are extremely important for monitoring and spotting anomalous activities. They are also useful for assisting with the investigation of incidents or crime scenes, such as car accidents, robberies, murders, and terrorist activities. Additionally, there are presently expected to be over 770 million cameras in use worldwide [1]. Over 2,500 petabytes of video data are produced each day by these cameras, which are typically always in use [2]. It is also estimated that projection growth will exceed 120 zettabytes in 2023 [3]. Every minute, 500 hours of videos are posted to YouTube [4]. Fig. 1 displays daily statistics on the actual data generated by the video surveillance cameras around the world.

Motion detection, time monitoring, facial recognition, recognition of license plates, and other content-based video analysis technologies have already made great progress in the development of video analytic technology. The issue is that manual analysis of the video recordings still needs human intervention (camera operator, security personnel, etc.). Because visual inspection requires concentration and watching the entire video, it is challenging and time-consuming to extract useful information from video footage. In the event of lengthy videos, it could potentially lead to false negatives. Therefore, it is imperative to find a solution that reduces the human time and effort required for manual analysis. To solve this issue, attempts are being made to create a video summary that quickly conveys the essence of the entire video [5]. By identifying and presenting the most interesting and up-to-date content to potential consumers, video summarizing (VS) creates a summary of substantial video content. Security surveillance systems use video surveillance to detect and analyze suspicious or anomalous activity. Individuals also use VS to share sporadic videos on social media, create highlights of different sports, create movie and television trailers, index video content to enable quick browsing of large amounts of video through video search engines, etc. [6, 7]. There have been various attempts by the researchers to propose an automated VS. The majority of VS approaches provide a summary based on choosing key frames that best depict the video during the skimming procedure. For video summarization, the shot boundary detection techniques [8–15] are widely known. Instead of concentrating on a single item, feature-based techniques [16–34] for VS provide a generalized video summary. These methods have trouble accurately recognizing the item, which prevents them from meeting the user's needs. The video is distilled using trajectory-based [6, 25] and clustering [17, 22, 35–38] algorithms that highlight related objects, actions, and events. These methods, however, do not produce a summary of any video that provides information based on the user's interests. As a result, these methods restrict the usage of retrieval tasks and do little to improve users' observing experiences. The summarizing of a video may be accomplished during the video skimming process by choosing shot portions with the use of video editing software like Filmora [38], SpenShot [39], and Davinci [40].

The aforementioned tools are expensive, need extensive storage, and require user skill. In order to capture the user's attention, it is also important to carefully choose segments that accurately portray the complete video. However, the key-frame extraction process appears appropriate for bandwidth-constrained devices and gives the video's core subject in a few frames. Similarly most of the existing techniques work on the principle of key-frame selection by eliminating the redundant
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The aforementioned tools are expensive, need extensive storage, and require user skill. In order to capture the user's attention, it is also important to carefully choose segments that accurately portray the complete video. However, the key-frame extraction process appears appropriate for bandwidth-constrained devices and gives the video's core subject in a few frames. Similarly most of the existing techniques work on the principle of key-frame selection by eliminating the redundant
frames that may result in loss of important information related to a user’s interest and create vagueness. Many surveillance cameras have been erected in public locations to monitor suspicious actions such as mobile phone snatching, terrorism, robbery, and so on, where the information contained in every single frame is critical. As a result, these strategies restrict the usage of retrieval tasks and do not contribute to improving the users’ observing experience. Due to the limitation (disappearance of object and event), these techniques are unable to produce significant results. Though there are various ways that summarize the video based on the user’s interest, their fundamental issue is their high processing power needs and limited accuracy.

- The experiments analysis demonstrates that the proposed method works better than cutting-edge techniques in the field of VS.

The remainder of the article is structured as follows: The literature review for departing strategies is described in Section II. The proposed VS method that describes the video summarizing technique is presented in Section III. Section IV discussed the experimental analysis and results. However, the comparative analysis is performed in Section V. Section VI provides an overview of the graphical user interface. Finally, Section VII addresses the conclusion and future work.

II. LITERATURE REVIEW

Several VS approaches have been put forth in the literature. A technique for summarizing the video developed by Ngo et al. [33] is based on content balance and perceptual quality. The task was completed by immediately identifying moving objects, which were then used to apply video optimization. An event-based video clarification approach has been presented by Damnjanovic et al. [19]. The method first totals the absolute difference in pixel values between the current frame and the reference frame before calculating each frame’s energy. All of the current events in the frames are identified in this manner. The technique for video summarization is then used to extract keyframes. Using three processes to produce the video summary: extracting visual elements, summarizing the movie, and filtering it.

A two-stage technique is presented by Miniakhmetova and Zymbler [10] to produce a personalized summary of the video. The first step is video structure, which involves using different scene identification algorithms to produce a video summary. Using the detection bank, items are picked out of the frames of videos in the second step. The most influential sequences in which items are recognized, which later form a region of the user’s interest, are included in the video summary that is produced. Three primary steps—shot boundary identification, redundant frame reduction, and stroboscopic imaging—can be used to summarize video according to a method suggested by Varghese and Nair [8].

The neighboring frame is compared to the current frame to determine the shot boundary. After that, the Structural Similarity Index (SSI) is adopted to eliminate repeating frames. The strobe is also used to display the activities that are already taking place in the film and to grasp the common backdrop. In comparison to the original video, the summarized video’s overall volume has decreased by 55%. Lai et al. [15] developed a frame re-composition-based technique utilizing a clustering algorithm, optical flow, and background reduction with the goal of recognizing foreground elements. The foreground object has been identified thanks to the fusion of several pixels. Once the objects or actions have been seen, a sliding window has been utilized to integrate the recognized elements in succeeding frames to produce a spatiotemporal trajectory. The full spatiotemporal trajectory is combined to produce the video summary, and the algorithm has a 97% accuracy rate.

Three factors may be employed to determine a video’s summary, according to Srinivas et al. [17]. First, each frame is given a score based on a variety of factors, such as color,
statistical attention, quality, demonstration, temporal segment, and uniformity. After that, it assigns a weight to each value based on the position of the attribute for producing key frames. The weighting is determined using the standard deviation. Lastly, the repeated frames are removed, with frames being gathered in ascending order by considering score. In comparison to previous strategies, this keyframe selection method yields outcomes that are 1.8% better. Frame selection in lecture clips has been studied by Davila and Zanibbi [32], who focused on segmentation by reducing content section conflicts, deleting objects, and re-building every frame to produce a summary of the video. The Kalman filter has been used to monitor human movements in Ajmal et al.’s [27] approach to determining the trajectory. The properties of color are useful for video since the color histogram may be utilized to identify shots and provide a synopsis of the video.

To identify an aberrant frame and eliminate noisy information from the video, Ma et al. [9] have developed a shared representation of neighboring frames. Keyframes are chosen using minimal sparse reconstruction to minimize noise and preserve critical information. A keyframe is the frame with a significant aberrant representation inaccuracy. The average percentage of reconstruction (APOR) and the sparse border are used to manage the keyframe count in a greedy iterative technique for model optimization. A cloud-based system called HOMER was introduced by Meyer et al. [41] for the creation of video highlights. With this technology, the user's emotions may be detected in order to provide a video summary. A dataset captured using a dual-camera system and a video of a home randomly chosen from Microsoft's Video Titles in the Wild (VTW) dataset are both used for experimental research. As a result, HOMER improved by 38% above baseline. Uncertainty detection and image processing technique in decision making has been presented [42-43]. ResNet 152 and a Gated Recurrent Unit (GRU) were used in tandem to summarize a movie, according to Afzal and Tabir [44]. The deep features that were present in the movie are extracted using ResNet 152 in this technique. Similarly, a GRU is utilized to increase the approach's performance and resilience. Utilizing the F-measure 43.7 and the SumMe dataset, an experimental study is conducted. A brief overview of current VS approaches is discussed in Table I.

The majority of current solutions remove unnecessary frames and a few key frames that can lose crucial information pertaining to a user's interest. In order to monitor suspicious actions like mobile theft, terrorism, robberies, etc., where the information contained in each single frame is crucial, numerous surveillance cameras have been erected in public spaces. These methods are unable to yield meaningful results because of the restriction (the disappearance of objects and events). Additionally, no method produces a summary of a video according to the user's specifications, such as one based on a single item (person, car, etc.). The proposed VS method is straightforward and incredibly reliable; it quickly and accurately generates a summary of a video depending on the user's requirements. The user chooses the UOoI as an input in the proposed method, and the algorithm generates the output in accordance with the user's requirements.

<table>
<thead>
<tr>
<th>Sr. No.</th>
<th>Authors</th>
<th>Methodology</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Varghese and Nair [8]</td>
<td>For the purpose of inspecting the common backdrop frames, stroboscopic effect is used.</td>
<td>55% reduces of video duration.</td>
</tr>
<tr>
<td>2</td>
<td>Lai et al. [15]</td>
<td>By using frame re-composition, it is deleting the irrelevant spatio-temporal segments. For the purpose of creating a video summary, the extracted items are reconnected in the spatiotemporal trajectory.</td>
<td>Only a stationary camera is capable of detecting objects.</td>
</tr>
<tr>
<td>3</td>
<td>Ma et al. [9]</td>
<td>To optimize the model based on the adjacent frame, utilize the iteration method that use the average percentage of frame reconstruction.</td>
<td>Dedicated only to fixed-size frames.</td>
</tr>
<tr>
<td>4</td>
<td>Davila and Zanibbi [32]</td>
<td>Focusing the lecture video on the hand-written material that was present on the whiteboard and summarizing the film by removing any uncertainty between the topic sections.</td>
<td>Lower in term of accuracy.</td>
</tr>
<tr>
<td>5</td>
<td>Damnjanovic et al. [19]</td>
<td>Identifying and grouping the events shown in CCTV footage. Additionally, two summary types static and dynamic were added.</td>
<td>The main drawback is the possibility of falsely detecting events when the backdrop environment changes.</td>
</tr>
<tr>
<td>6</td>
<td>Ngo et al. [33]</td>
<td>This method of video summary caught both attention values and the structure of the video. Video can be organized in a hierarchical tree depending on scenes, groups, etc. to eliminate redundancy.</td>
<td>Low summarization rate about 10-15%</td>
</tr>
<tr>
<td>7</td>
<td>Miniakhmetova and Zymbler [10]</td>
<td>Make a description of the video based on user comments that include likes, dislikes, and neutral criticism in light of aspects influencing the scenario, including item appearance.</td>
<td>Prototype is missing.</td>
</tr>
<tr>
<td>8</td>
<td>Ajmal et al. [27]</td>
<td>The Support Vector Machine (SVM) classifier may be used to recognise the individual using a Histogram of Oriented Gradient (HOG), and the Kalman filter can be used to monitor mobility.</td>
<td>By making browsing quickly, the technology decreases video storage and saves time.</td>
</tr>
</tbody>
</table>

III. PROPOSED METHODOLOGY

Fig. 2 depicts the architecture of the proposed VS system based on the UOoI. The following key modules make up the suggested system:

- UOoI detection module: detect UOoI in videos using deep learning.
- Dictionary: The UOoI's data repository.
- The video summary is produced by the video summarization module using the frames having a UOoI in the video.

www.ijacsa.thesai.org
A. User Object of Interest (Repository)

Defining the UOoI is the initial stage for VS. An 80-item UOoI dictionary is made specifically for this purpose. The COCO dataset, which comprises 330 thousand pictures and more than 200 thousand labeled images, is used to define the UOoI. It also offers 80 categories for things like cars, people, and handbags [45].

B. Object Type Detection

Yolo (You Look Only Once) v3 is employed in the intended attempt to identify the OoI. The position of the scene and picture where the UOoI is detected and categorized according to the category, such as a person, automobile, bicycle, etc., is determined by the object's detection. Yolo v3 employs a 53-layer modified darknet that is trained on Imagenet. In addition, 53 more layers have been added for job identification, giving Yolo v3's underlying architecture a total of 106 layers. To avoid losing low-level data, there is no pooling layer, and the feature maps are down-sampled using a convolutional layer with stride 2. YOLOv3 is substantially quicker at identifying objects than other object recognition methods [46]. The entire video is processed by Yolo v3 using just one neural network. The network divides the images into areas and generates bounding boxes and probabilities for each region. Logistic regression is used in YOLO v3 to forecast each class score, and a threshold may be used to predict an object's multiple labels. The courses that have scores over a certain level, however, are put in the box [47]. Fig. 3 describes the prediction of bounding box.

where, the bounding-box's x and y dimensions are \((b_x, b_y)\). However, four coordinates predicted by YOLO v3 such \(t_x, t_y, t_w, t_h\) for each bounding box. The predictions are shown as follows if the cell is offset by \(C_x, C_y\) from the image's top-left corner and the bounding box prior has dimensions of \(p_w, p_h\):
an object with box convergence, as mentioned in the following equations:

\[
\text{Confidence}(M) = \Pr(\text{cls} | \text{obj}). \Pr(\text{obj}). IOU_{\text{prediction}}(7)
\]

\[
= \Pr(\text{cls}_M). IOU_{\text{truth}}^{\text{prediction}} \quad (8)
\]

C. Comparison in Terms of Speed and Accuracy

In terms of speed, when compared to other models, Yolo v3 is the best object detection model. YOLO v3 processes data at a rate of 45 fps, which is rather fast in contrast to single-shot detectors (SSD), Faster-RCNN, and R-FCN. YOLO v3’s speed performance against other object identification models is shown in Fig. 4. Accuracy, taken into account for the comparison, is another crucial element, as mentioned in Fig. 5. The model Faster-RCNN executes with an accuracy rate greater than YOLO v3, but YOLO v3 has significantly better accuracy than most of the other models. It operates in a realistic situation considerably more slowly than Yolo v3 does. Many other algorithms, like the R-CNN family and SSDs, operate similarly but take longer to complete because of their numerous, intricate phases. On the other hand, YOLO v3 uses single-stage detection to complete the same task using a single neural network. When compared to other models, YOLO v3 operates precisely and executes more quickly, for example, detecting 45 frames per second as opposed to the Faster-RCNN family’s detecting just five frames per second [48–49].

![Comparison of object detection models in term of speed.](image.png)

**Fig. 4.** Comparison of object detection models in term of speed.

![Comparison of object detection models in term of accuracy coco dataset.](image.png)

**Fig. 5.** Comparison of object detection models in term of accuracy coco dataset [48–49].

D. Video Summary Generation Algorithm

The key collection process based on objects of interest in videos using the YOLOv3 deep learning model can be described mathematically as follows:

Let:

\( Vs \) be the collection of videos, it is denoted by \( v_{si}, \ i \in [1, n] \).

\( UO \) be the collection of desired object, it is denoted by \( u_{oj}, j \in [1, m] \).

\( \text{Fm}(v_{si}) \) be the set of frames in video \( v_{si} \), where each frame is denoted by \( f_{mk} \).

The YOLOv3 model calculates the bounding-boxes \( (b_k) \) and associated class-probabilities \( (p_k) \) for each frame \( f_{mk} \) in the video \( v_{si} \). The item’s size, location, and bounding box coordinates \((x, y, w, h)\) are displayed, and the likelihood that it belongs to a certain class is indicated by the class probabilities. Confidently selecting the frames that include interesting items is a necessary step in the key collection process. This may be achieved by setting a threshold for the class probability. The symbol \( \alpha \) will be used to represent this threshold, where \( 0 \leq \alpha \leq 1 \).

The mathematical method for key collection using YOLOv3 depending on desired object is defined below:

\[
\text{Key} = \{(v_{si}, f_{mk}) | v_{si} \in Vs, f_{mk} \in \text{Fm}(v_{si}), \exists u_{oj} \in UO, p_{ik}(u_{oj}) \geq \alpha \}\quad (9)
\]

where:

Key is the set of key frames containing user objects of interest. \( p_{ik}(u_{oj}) \) represents the class probability of user object \( u_{oj} \) in frame \( f_{mk} \).

In this equation, each video \( v_{si} \) and its frames \( f_{mk} \) are repeated a number of times. We include the video-frame pair \((v_{si}, f_{mk})\) in the set of key frames \( K \) if an object \( u_{oj} \) appears in frame \( f_{mk} \) with a class probability \( p_{ik}(u_{oj}) \) greater than or equal to the threshold. Additionally, to summarize the video using all crucial frames, we may alter the equation mentioned earlier as follows:

\[
\text{Smv} = \{(v_{si}, f_{mk}) | v_{si} \in Vs, f_{mk} \in \text{Fm}(v_{si}), \exists u_{oj} \in UO, p_{ik}(u_{oj}) \geq \beta \}\quad (10)
\]

where:

\( \text{Smv} \) is the collection of frames containing interesting items whose class probabilities are larger than or equal to the summary threshold \( \beta \), and where \( 0 \leq \beta \leq 1 \).

Now that we have set a threshold on the class probabilities, we may collect important frames and also summarize the video by looking at all frames that meet the threshold and include relevant elements. With these adjustments, the key frame collection procedure is more adaptable, and YOLOv3-based movie summaries are now possible. Utilizing the suggested architecture, the process for creating video summaries is depicted in Algorithm.
Algorithm: YOLOv3-Based Video Key Frame Selection and Summarization

Input
Vs: Collection of videos (vsᵢ, i ∈ [1, n])
UO: Collection of desired objects (uoⱼ, j ∈ [1, m])
Fm(vsᵢ): Set of frames in video vsᵢ (fᵢmᵢ, k ∈ [1, p])
α: Class probability threshold for key frame selection (0 ≤ α ≤ 1)
β: Class probability threshold for video summarization (0 ≤ β ≤ 1)

Output
Key: Set of key frames containing desired objects
Smv: Summarized collection of frames containing desired objects

Algorithm:
1. for
2. Initialize an empty set Key to store key frames.
3. Initialize an empty set Smv to store summarized video frames.
4. for
5. Iterate over each video vsᵢ in Vs:
6. Iterate over each frame fᵢmᵢ in Fm(vsᵢ):
7. Load object detection model YOLOv3 on frame (fᵢmᵢ).
8. For each detected object uoⱼ with its corresponding class pik(uoⱼ):
9. if (pik(uoⱼ) ≥ α):
10. Add the video-frame pair (vsᵢ, fᵢmᵢ) to set Key.
11. if (pik(uoⱼ) ≥ β):
12. Add the video-frame pair (vsᵢ, fᵢmᵢ) to set Smv.
13. else
14. Frame discarded
15. end if
16. end for
17. end for
18. end for
19. Output [Sets Key and Smv]

IV. EXPERIMENTAL ANALYSIS AND RESULT

Python is used as the programming language, and all experiments are done on a computer with specifications such as an Intel Core i5 6th generation with 8 GB of RAM.

In this study, the effectiveness of the proposed method is assessed using a subjective technique. Each test stream has a summarized movie that is produced both manually (using the video editing application Davinci) and automatically using the proposed scheme. In simple terms, this is considered a frame-level comparison. Precision, recall, F1-score, and accuracy are used to assess the performance of the proposed method. The following equations provide the mathematical expressions for various evaluation parameters:

\[
\text{Precision}(P) = \frac{TP}{TP+FP} \tag{11}
\]

\[
\text{Recall}(R) = \frac{TP}{TP+FN} \tag{12}
\]

\[
F1 - \text{Score}(F1) = \frac{2\times P \times R}{P + R} \tag{13}
\]

\[
\text{Accuracy} = \frac{TP+TN}{TP+FP+FN+TN} \tag{14}
\]

Two distinct datasets, the SumMe dataset and the author’s dataset, are utilized to evaluate and compare the effectiveness of our approach with the manual method. 25 videos that have each had at least 15 human video tags are included in a video summarizing dataset called SumMe. The videos gathered from various sources are included in our own dataset. The videos come in numerous sizes, including 320 x 240, 352 x 240, 640 x 360, 854 x 480, and 1920 x 1080, and are in the AVI and MP4 formats. The example test video sequences from the SumMe dataset and our self-created datasets are listed in Tables II and III, along with their parameters.

<table>
<thead>
<tr>
<th>Sr. No.</th>
<th>Sequences</th>
<th>Duration</th>
<th>No. of Frames</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>River Crossing</td>
<td>408 sec</td>
<td>10,200</td>
</tr>
<tr>
<td>2</td>
<td>Playing ball</td>
<td>104 sec</td>
<td>3,120</td>
</tr>
<tr>
<td>3</td>
<td>Kids playing</td>
<td>106 sec</td>
<td>3,180</td>
</tr>
<tr>
<td>4</td>
<td>St Maarten Landing</td>
<td>70 sec</td>
<td>1750</td>
</tr>
<tr>
<td>5</td>
<td>Documentary</td>
<td>74 sec</td>
<td>2220</td>
</tr>
</tbody>
</table>

The efficiency of our approach is assessed by a number of tests on video of various lengths and resolutions. The following sections discuss the evaluation of both datasets.

A. Evaluation of SumMe dataset

For the evaluation of the SumMe dataset, different scenarios have been taken from it, as mentioned in Table III. However, the first scenario belongs to a river crossing where several people are crossing the river. In which some of them have a handbag. So, in this scenario, collect all those scenes where a handbag (a user object of interest) appears.

<table>
<thead>
<tr>
<th>Sr. No.</th>
<th>Sequences</th>
<th>Duration</th>
<th>No. of Frames</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Car mirror breaking</td>
<td>10 sec</td>
<td>300</td>
</tr>
<tr>
<td>2</td>
<td>Robbery</td>
<td>7 sec</td>
<td>210</td>
</tr>
<tr>
<td>3</td>
<td>Dog Activity</td>
<td>9 sec</td>
<td>900</td>
</tr>
<tr>
<td>4</td>
<td>Street video</td>
<td>10 sec</td>
<td>300</td>
</tr>
<tr>
<td>5</td>
<td>Person Activity</td>
<td>15 sec</td>
<td>450</td>
</tr>
</tbody>
</table>

Similarly, the second scenario is related to playing ball, in which a dog is playing with the ball, so in this video, keep tracking all the movements of the dog. In kid’s scenarios, a bicycle appears for a limited duration, so it is taken as an object of interest. In the next video, St. Martin is taken as UOoI, and the final video is related to the documentary Under Water, where people are searching for different things, so here the person is taken as UOoI. Fig. 6 describes these scenarios, and Fig. 7 shows the efficiency of our approach by presenting UOoI-detection shots.

1) Results of SumMe dataset: As can be seen, the proposed method showed tremendous results on the SumMe dataset. However, some frames can be falsely predicted as well as missed, as mentioned in Scenario 2 of Fig. 7. This is because of distortion in the video, so such frames can only be viewed with the naked eye. In the best case, like Scenario 5, all the frames are properly detected by the proposed method and achieve the highest accuracy. Fig. 8 shows the confusion matrices. The SumMe dataset results are mentioned in Table IV.
B. Evaluation of Self Created Dataset

For the evaluation of the self-created dataset, different scenarios have been taken from online repositories, as mentioned in Table III. However, the first scenario belongs to a car mirror breaking, in which a person broke the car mirror and took the car from it, so the handbag is considered an object of interest. The second scene belongs to a robbery, so the person is taken as UOoI. The third scene is related to monitoring dog activity, so the dog is UOoI. In the fourth and fifth scenarios, bicycles and people are taken as UOoI. Fig. 9 describes these scenarios along with UOoI detection shots in order to show the efficiency of our method. Fig. 10 shows UOoI-based shot detection in order to show the efficiency of the proposed method.

1) Result of self created dataset: On a self-created dataset, as can be seen, the proposed strategy yields superior results. However, some frames can be falsely predicted as well as missed because of low resolution or low light in the video, so such frames can only be viewed with the naked eye. In the best case, like Scenarios 1, 3, and 5, all the frames are accurately detected by our method with the highest accuracy. The confusion matrices are shown in Fig. 11. Table V describes the result of the self-created dataset.
Fig. 7. Detection of UOol on SumMe dataset.

Fig. 8. Confusion matrices of SumMe dataset.
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Fig. 9. Sample shot of own dataset.
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Fig. 10. Detection of UOoI on self-created dataset.
V. COMPARATIVE ANALYSIS

The comparative analysis of the proposed method with the existing state-of-the-art method is done in this section. The following core characteristics serve as the foundation for the comparison analysis:

- C1. Customised User object type (UOoI),
- C2. Frame Extraction based on UOoI,
- C3. Accuracy,
- C4. Rate of Summarization

Table VI demonstrates that the majority of the strategies now in use focus on the general detection of objects rather than one particular, specific object (UOoI). Similar to this, numerous algorithms extracted the video summary by eliminating unnecessary frames and scenes rather than concentrating on the objects. This research demonstrates that our method is distinctive in that it includes the most important qualities for VS. Like the proposed method, it considers the user’s input to summarize the video and produce the output according to the user. So the proposed method extracted those frames that were in the region of the user’s interest. Furthermore, the proposed method is more accurate and achieved 98.7% accuracy with the highest summarization rate of 93.5% as compared to existing state-of-the-art methods.

Table VII provides another comparison of the proposed work with the existing method.

<table>
<thead>
<tr>
<th>Authors</th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
<th>C4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Srinivas et al. [17]</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>1.8% Improved block frame method</td>
</tr>
<tr>
<td>Ma et al. [9]</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>35%-48.28%</td>
</tr>
<tr>
<td>Varghese and Nair [8]</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>55%</td>
</tr>
<tr>
<td>Ngo et al. [33]</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>25%</td>
</tr>
<tr>
<td>Davila and Zanibbi [32]</td>
<td>X</td>
<td>✓</td>
<td>✓</td>
<td>50%</td>
</tr>
<tr>
<td>Wang and Ngo [16]</td>
<td>X</td>
<td>✓</td>
<td>✓</td>
<td>94%</td>
</tr>
<tr>
<td>Proposed Model</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>98.7%</td>
</tr>
</tbody>
</table>

Table VI. COMPARATIVE ANALYSIS WITH EXISTING METHODS BASED ON FACTORS

Fig. 11. Confusion matrices of self created dataset.
**TABLE VII. ANALYSIS OF THE PROPOSED METHOD’S EFFICIENCY IN COMPARISON TO MODERN TECHNIQUES**

<table>
<thead>
<tr>
<th>Authors</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>F1-Score (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FSM[16]</td>
<td>40.73</td>
<td>54.43</td>
<td>46.59</td>
</tr>
<tr>
<td>SVM[16]</td>
<td>49.7</td>
<td>71.2</td>
<td>58.53</td>
</tr>
<tr>
<td>A-HHMM[16]</td>
<td>77.2</td>
<td>74.83</td>
<td>75.99</td>
</tr>
<tr>
<td>DT[9]</td>
<td>42.57</td>
<td>32.04</td>
<td>35.30</td>
</tr>
<tr>
<td>STIMO[9]</td>
<td>41.12</td>
<td>47.81</td>
<td>42.50</td>
</tr>
<tr>
<td>VSU MM[9]</td>
<td>50.43</td>
<td>45.34</td>
<td>46.51</td>
</tr>
<tr>
<td>MSRa[9]</td>
<td>40.03</td>
<td>52.05</td>
<td>43.56</td>
</tr>
<tr>
<td>SOMP[9]</td>
<td>41.83</td>
<td>55.02</td>
<td>45.53</td>
</tr>
<tr>
<td>AGDS[9]</td>
<td>41.35</td>
<td>58.40</td>
<td>46.27</td>
</tr>
<tr>
<td>CRavg[9]</td>
<td>44.94</td>
<td>56.44</td>
<td>48.28</td>
</tr>
<tr>
<td>DSNET on SumMe[50]</td>
<td>50.8</td>
<td>51.9</td>
<td>51.2</td>
</tr>
<tr>
<td>Proposed method on SumMe dataset</td>
<td>97.8</td>
<td>91.8</td>
<td>94.48</td>
</tr>
<tr>
<td>Proposed method on Self-created dataset</td>
<td>100</td>
<td>93.1</td>
<td>96.2</td>
</tr>
</tbody>
</table>

VI. GRAPHIC USER INTERFACE (GUI APPLICATION)

In the current study, a desktop application is also created utilizing PYQT5 and a Python-based GUI to give users an interactive interface for performing VS after finding objects. The interface of the application created for the selection of input video is shown in Fig. 12. Additionally, it does validation to verify the supplied input's format and contains information about the input. The system requires a video file in MP4 or AVI format. The explanation is that MP4 and AVI are both standardized file types. The application does not regard the input as a video if it has fewer than two frames. As a result, a warning notice to the user. The next step is choosing the input video is shown in Fig. 12. Additionally, it does validation and flexible construct the pertinent video summary. The proposed approach can detect diverse object types accurately and efficiently using YOLOv3. The proposed approach is extensively tested on two different datasets, including the SumMe dataset and my personal dataset. The proposed approach achieves an accuracy of 98.7% with a quick processing rate and a time savings of 93.5% when the complete video is viewed to detect the UOoI on the SumMe dataset. Accuracy is 97.5% on the self-created dataset, and overall time reductions are 67.3%. Similarly, a comparative analysis has been performed that shows the proposed work contains novelty with the highest accuracy as well as the highest summarization rate. Furthermore, a GUI that provides ease and configurable object selection is also developed. Future work on this project will expand it to include multiple objects of interest and concentrate on improving its accuracy and summary rate.

VII. CONCLUSION AND FUTURE DIRECTION

This article provides a useful VS technique for summarizing videos using the UOoI. The proposed approach is notably more efficient, optimal, and quick as compared to current state-of-the-art techniques for summarizing the video.
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Abstract—The categorization of brain images into normal or abnormal categories is a critical task in medical imaging analysis. In this research, we propose a software solution that automatically classifies MRI brain scans as normal or abnormal, specifically focusing on glioblastoma as an abnormal condition. The software utilizes first-order statistical features extracted from brain images and employs seven different classifiers, including Support Vector Machine (SVM) and K-Nearest Neighbors (KNN), for classification. The performance of the classifiers was evaluated using an open-source dataset, and our findings showed that SVM and KNN classifiers performed equally well in accurately categorizing brain scans. However, further improvements can be made by incorporating more images and features to enhance the accuracy of the classifier. The developed software has the potential to assist healthcare professionals in efficiently identifying abnormal brain scans, particularly in cases of glioblastoma, which could aid in early detection and timely intervention. Further research and development in this area could contribute to the advancement of healthcare technology and patient care.
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I. PREFACE

Brain tumors are abnormal cell growths in the brain or the tissues around it. They can develop from several types of brain cells and can either be benign (non-cancerous) or malignant (cancerous). Patients may experience a variety of neurological symptoms and functional impairments as a result of brain tumors, which can have a serious influence on their health.

The National Cancer Institute (NCI) reports that only 1.4% of all new occurrences of cancer in the United States each year are caused by brain tumors, which makes them very uncommon. Unfortunately, they can have a terrible effect on patients’ survival rates and quality of life. There has been a rise in the prevalence of brain tumors in recent years, with an estimated 87,720 new cases being diagnosed in the United States in 2021 [1].

Primary brain tumors and metastatic brain tumors are two broad categories of brain cancers. Primary brain tumors are those that develop inside the brain itself, and they can be further divided into groups according to the cells they originate from. The majority of primary brain tumors, gliomas, which arise from glial cells, make up roughly 81% of malignant brain tumors [2]. Meningiomas, which develop from the meninges (the brain’s protective coverings), and pituitary tumors, which develop from the pituitary gland, are other primary brain tumor forms.

Based on their cellular features and aggressiveness, gliomas are further divided into distinct classes. Glioblastoma multiforme (GBM), commonly known as grade IV gliomas, is the most aggressive and malignant type of glioma and is regarded as the least aggressive [2]. Despite rigorous treatment methods, glioblastoma multiforme has a terrible prognosis with a median survival of only approximately 15 months [3].

The symptoms and treatment options of patients may be significantly impacted by the location of brain tumors within the brain, which can also vary. For instance, tumors in the cerebral hemispheres, which control motor, sensory, and cognitive abilities, might result in symptoms including seizures, weakness, language problems, and cognitive deficits. Other parts of the brain, such as the brainstem or cerebellum, can also develop tumors, which can result in deficiencies in the cranial nerves and symptoms including balance and coordination issues [2].

In conclusion, brain tumors can be benign or malignant abnormal cell growths in the brain or its surrounding tissues. They may develop from glial cells, meninges, and the pituitary gland, among other types of brain cells. Examples of primary brain tumors include gliomas, meningiomas, and pituitary tumors, whereas metastatic brain tumors are malignant cells that have traveled to the brain from other parts of the body. Patients who have brain tumors may have a variety of symptoms depending on where in the brain the tumor is located.

II. INTRODUCTION

A. Research Goals

The development of early detection and diagnostic tools is essential for enhancing patient outcomes in the case of brain tumors. The development of accurate and sensitive techniques for the early detection and identification of brain cancers should be the main emphasis of research. In order to achieve early identification and precise diagnosis of brain tumors, this may entail investigating cutting-edge image processing techniques. A better prognosis and better patient outcomes might result from early diagnosis, which enables prompt intervention and treatment. There are Computer Aided Detection (CADe) algorithms concerned with zero-one decision identifying normal from abnormal images. However, Computer Aided Diagnosis (CADx) algorithms can identify the type of malignancy within the image. In this research, we are developing a CADe system to identify normal from abnormal images; we are not investigating the type of malignancy.
B. Literature Review

In a study by Kim et al. deep learning techniques were used to create a computer-aided detection (CAD) system for MRI brain cancers. The algorithm was trained using a dataset of 700 MRI brain scans, and the researchers were able to identify brain cancers with a remarkable 92.5% accuracy. For feature extraction and classification, they used the ResNet-50 convolutional neural network (CNN) architecture. The CAD system has shown encouraging results in helping radiologists quickly and reliably identifying brain cancers. The research by Kim et al. shows how ResNet-50 CNN architecture, a deep learning system, can improve the identification of brain cancers in MRI scans. Their CAD system's excellent accuracy indicates that it might be an effective tool for radiologists in the early diagnosis of brain tumors, which might improve patient outcomes. The integration of CAD systems into clinical practice and the assessment of their effects on patient care could be the main topics of future study in this field [4].

Li et al. Used a 3D deep convolutional neural network, proposed a CAD system for brain tumor segmentation in MRI data (DCNN). By using a dataset of 392 MRI scans to train their classifier, they were able to segment brain tumors with a high dice similarity coefficient of 0.91. They came to the conclusion that their 3D DCNN model has the potential to help radiologists in precise tumor segmentation for treatment planning because their CAD system performed better in tumor segmentation than other systems currently in use [5].

Dhara et al. proposed a CAD system that combines region-based active contour and fuzzy clustering to segment brain tumors in MRI images. To segment MRI images and extract tumor patches, they used the region-based active contour model. Fuzzy clustering was then applied to further refine the tumor regions. Their CAD system outperformed other current techniques, achieving a high accuracy of 96.4% in tumor segmentation [6].

CAD system for brain tumor diagnosis in MRI images was proposed by Raza et al. using a combination of machine learning and level set-based active contour. To categorize tumor locations taken from MRI images, they used machine learning methods like decision tree and SVM. Their CAD technology demonstrated promising results in detecting brain cancers with a 97.3% accuracy rate [7].

Patel and Patel (2020) conducted an extensive review on computer-aided detection/diagnosis (CAD) of brain tumor types in MRI images. The authors provided a comprehensive analysis of various computational methods and algorithmic strategies used in CAD systems, including traditional machine learning and deep learning models. They found that while the CAD systems showed promise in enhancing diagnostic accuracy, there were still significant challenges, including handling heterogeneous tumor shapes, sizes, and locations. The research highlights the need for enhanced CAD systems that can effectively address these challenges [8].

Chen et al. (2021) explored the efficacy of deep learning models for brain tumor classification and segmentation in MRI images. They noted that deep learning-based solutions outperformed traditional machine learning methods in terms of accuracy, efficiency, and generalizability. However, they pointed out the need for larger, more diverse datasets and more computing power to fully leverage deep learning's potential for CAD of brain tumors. This work underscores the significance of leveraging advanced machine learning architectures in the development of enhanced CAD systems [9].

Mallah et al. (2022) evaluated the potential of radiomics and machine learning for brain tumor classification. They found that combining radiomics features with machine learning models significantly improved the classification accuracy. However, the researchers also noted limitations, such as overfitting due to high dimensionality of radiomics features. This study suggests the need for CAD systems that integrate radiomics and machine learning while addressing potential limitations such as overfitting [10].

Dutta, Gupta, and Zisserman (2021) reviewed the role of artificial intelligence (AI) in the detection and classification of brain tumors. They noted that AI, particularly machine learning and deep learning, showed great potential for improving diagnostic speed and accuracy. However, they also highlighted the need for systems that can handle real-world variations and provide interpretability of the decision-making process. This work further supports the development of enhanced CAD systems that incorporate AI while addressing real-world variations and interpretability [11].

Bakas et al. (2022) discussed the challenges and opportunities in MRI brain tumor segmentation. They noted that despite the advancements in CAD systems, segmentation of brain tumors is still a challenging task due to the high variability of tumor appearance. They suggested the need for systems that can adapt to the variability of brain tumors and provide reliable and robust segmentation. This research underscores the need for enhanced CAD systems that can effectively segment brain tumors in MRI images [12].

In their study, Verma and Dev (2020) compared various machine learning techniques for MRI brain tumor classification. They revealed that while several techniques show promise, there is no one-size-fits-all solution, and the choice of technique depends on the specific characteristics of the dataset. They emphasized the need for systems that can choose the optimal technique based on the dataset characteristics. This study highlights the importance of adaptability in the design of enhanced CAD systems for MRI brain tumor detection [13].

Using MATLAB-based image processing techniques, several researches have suggested computer-aided detection (CAD) systems for finding brain tumors in MRI data. For instance, Moshavegh et al. created a CAD system that segmented tumor regions from MRI images using region growth and active contour methods in MATLAB, followed by morphological procedures for post-processing. Their CAD system demonstrated outstanding tumor segmentation accuracy of 94.6%, demonstrating the promise of MATLAB-based methods for precise tumor detection [14].

Similar to this, Jeyalakshmi et al. created a CAD system for classifying brain tumors utilizing feature extraction from MATLAB data and support vector machine (SVM)
classification. They used MATLAB to extract several image features—such as intensity, texture, and shape features—and trained an SVM classifier to recognize tumors. Their system successfully classified brain tumors with a high accuracy of 95.7%, illustrating the value of MATLAB-based methodologies for precise tumor classification [15].

In another paper, Shanthi and Kannmani proposed a CAD system for brain tumor detection in MRI images using MATLAB-based image processing techniques such as intensity-based thresholding, morphological operations [7], and feature extraction. To categorize tumor areas, they used pixel intensity and texture information extracted from MRI scans. Their CAD system identified brain tumors with an accuracy of 94.5%, demonstrating the potential of MATLAB-based techniques for precise tumor diagnosis [16].

Moreover, Shukla et al. suggested a CAD system for level set-based MATLAB-based brain tumor segmentation in MRI images. After extracting tumor regions from MRI images using the level set method in MATLAB, they processed the data with morphological procedures. Their CAD system successfully segmented tumors with a high accuracy of 96.3% [8], demonstrating the potency of the level-set method based on MATLAB for precise tumor detection [17].

Using magnetic resonance imaging (MRI) scans, Khan et al. (2019) created a computer-aided diagnostic (CAD) method for classifying brain tumors. Their system was built using a MATLAB implementation of a deep belief network (DBN), a subtype of deep neural network. Automatically extracting hierarchical features from MRI images was done using the DBN, and a classifier was trained to identify different types of tumors. The potential of DBNs for precise tumor classification is shown by the suggested system's accuracy of 92.4% in classifying brain tumors [18].

Convolutional neural networks (CNNs) and recurrent neural networks (RNNs), among other deep learning methods, were combined with MATLAB to create a CAD system by Choudhury et al. (2020) for the detection of brain tumors in MRI scans. CNNs are effective for image recognition jobs because they can automatically identify pertinent characteristics from unprocessed picture input. For modeling the dynamic changes in image sequences over time, RNNs, on the other hand, are built to capture temporal relationships in sequences of data. In this study, RNNs were used to predict the temporal progression of picture sequences, and CNNs were utilized to extract features from MRI scans. The proposed CAD system identified brain cancers with a high accuracy of 95.6%, demonstrating the value of deep learning algorithms for accurate tumor detection [19].

In MATLAB, Kumar et al. combined the watershed technique and k-means clustering to create a CAD system for segmenting brain tumors in MRI images. The common image segmentation algorithm K-means clustering involves assembling groupings of pixels with comparable brightness. On the other hand, the watershed algorithm is a method for improving the borders between various sections in an image. In this study, tumor regions from MRI scans were segmented using k-means clustering, and the watershed technique was then utilized to further refine the tumor borders. The proposed CAD system successfully segmented tumors with a high accuracy of 95.2% [20].

From [21]-[25], these researches show how MATLAB may be used to create CAD systems for finding brain tumors in MRI images. The creation of precise and effective CAD systems to aid radiologists in the early detection and categorization of brain tumors is made possible by the robust and adaptable platform provided by MATLAB for image processing and machine learning. These studies have achieved great accuracy in tumor segmentation and classification using MATLAB-based algorithms, demonstrating the promise of MATLAB as a useful tool in the study of brain cancer.

In summary, several CAD systems have been proposed for brain tumor detection and classification using MRI images. These systems utilize various deep learning algorithms, such as deep belief networks (DBNs), convolutional neural networks (CNNs), recurrent neural networks (RNNs), as well as optimization algorithms like genetic algorithms (GAs), and clustering algorithms like fuzzy c-means and k-means clustering. These CAD systems demonstrate impressive accuracies ranging from 92.4% to 97.8% in accurately detecting and classifying brain tumors, indicating the potential of these approaches for improving the accuracy and efficiency of brain tumor diagnosis. Further research and development in this field hold promise for advancing the field of medical imaging and enhancing the clinical decision-making process in brain tumor diagnosis and treatment.

III. METHODOLOGY

In this research paper, data of 167 brain images were analyzed using MATLAB. The analysis took place in five steps in order to discern the normal images from the abnormal ones. These steps are as shown in Fig. 1.
A. Data Collection
The dataset was obtained from The Cancer Imaging Archive (TCIA) [26], which consists of 167 brain images that are well-suited for the research purpose. Out of these, 117 images were used for training, with 47 labeled as normal and 70 labeled as abnormal (brain tumor Glioblastoma). The remaining 50 images were used for testing, with 20 labeled as normal and 30 labeled as abnormal. The dataset is labeled, making it easy to interpret and use.

Fig. 2 shows a sample of tumor image, and a normal brain image. The dataset from TCIA contains a variety of images with different angles and views, which can be utilized for classification and feature extraction in the research process. It is open source and can be accessed online, with full details and descriptions available. The full dataset consists of 8798 images from 20 patients, providing a good number of images for analysis.

B. Feature Extraction
We want to choose features that might distinguish between benign and malignant conditions or those that are highly accurate, as well as those that do not correlate with disease and are not independent. Only first-order statistical features are taken into account in this study because they haven't been employed exclusively in other studies. The features that are employed are the absolute mean of the derivative of each image, the standard deviation of each image, and the mean of integration of the real images. Also, the same features were retrieved from the photos following a quick Fourier transformation. MATLAB functions like "mean," "std," "mode," "median," and "diff" are used to extract features.

The most noticeable color pixel and frequency of repetition in an image will be determined by the image's mean. The remaining pixels will depart from the mean brightness to a certain extent, as measured by the standard deviation. The derivative is then calculated and employed as a feature to determine which boosts abrupt variations in image brightness. Each type of tumor's retrieved features was plotted in a single figure. Each characteristic is derived from a compilation of photos taken from various perspectives and showing the same condition. Feature extraction from the combination of photos is then applied in the classification procedure.

C. Classification
The next step in the process is to classify the data after choosing a database and extracting features from the database's photos. We utilize two methods to determine the classifier that performs best: Support vector machine (SVM) with four kernels (Linear, RBF, Polynomial Order2, and Order3), and k-nearest neighbor (KNN) classifiers are some examples of diverse classifier types [7]. The information is divided into two categories—normal and pathological brain images—in this step.

The classifier utilized in that software will have the highest accuracy among the roughly seven classifiers that will be employed and compared in this paper. SVM classifiers with discriminant functions of the types "RBF," "POLYNOMIAL," and "LINEAR" make up the classifiers. The remaining classifiers are KNN classifiers with k values of 1, 3, and 5.

IV. RESULTS AND DISCUSSION
Most of the research's findings are numerical. The accuracy of the image classification is the key criterion for the outcomes. The accuracy of the classifier's classification of the two brain states is the most crucial aspect that is being evaluated. The accuracy and error are the most crucial factors for the purpose of this research because they show how effective the classifier is. The TCIA datasets' MRI images were binarily categorized as benign vs. malignant instances by feature extractions; the two classifiers (support vector machine (SVM) and K-nearest Neighbor (KNN)) were evaluated while the system was being trained on 70% of the datasets. Signal & Image Processing: The 11th issue of SIPJ, published in February 2020 All of these operations were carried out using the MATLAB R2023b programmed, which was tested by 30%.

Furthermore, each classifier uses the same selected feature parameters, with the results displayed in Table I. The accuracy and error of the classifiers are shown in the table. These factors are crucial in choosing the optimal classifier to employ in such software or applications. Tables II and III show comparison of our results with the results of [21]-[25], the comparison is in terms of standard performance indicators including sensitivity, specificity, accuracy, error, and area under the curve (AUC) of the receiver operator characteristic (ROC). There is a very good enhancement in classifiers SVM Linear and KNN with K=5. Also, it shows similarities with the best results of other studies.
The purpose of this research is to create software that automatically divides brain images into two categories. Images can be categorized as either normal or abnormal. The unique aspect of this study is that the program will distinguish between normal and abnormal brain scans. Glioblastoma is the only condition of the brain taken into consideration for this study. In this study, the created software was trained and tested using brain scans from an open source.

The features were then retrieved from the photos after further analysis. First order statistical features were taken into consideration. To ensure that the most precise classifier is chosen, this was done. In addition to a KNN classifier, the classifiers included an SVM classifier. Our findings suggested that SVM and KNN classifiers were equally as accurate.

Future work can adopt more photos and the acquisition of more features is advised since this will undoubtedly improve the classifier's accuracy. Also, it is recommended to apply the method on some other disease like Alzheimer.
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Abstract—Quantum technology has been introduced in the IR 4.0, breeding a new era of advanced technology revolutionizing the future. Hence, understanding the key resources of quantum technology, quantum entanglement is vital. Growing interests in quantum technologies has raised comprehensive studies of quantum entanglement, especially on the entanglement classification. Special Linear group, SL(n) of multipartite entanglement classification under the SLOCC protocol is not widely studied due to its complex structure, creating a curb in developing its classification method. Therefore, this paper developed and delivered a classification method of pure multipartite, three-qubit quantum state using a combination of Special Linear group, SL(2) x SL(2) x SL(2) model operator under the SLOCC, classifying entanglement using the model operator with certain selected parameters. Further analysis was done resulting in the determination of the six subgroups, namely fully separable (A-B-C), bi-separable (A-BC, B-AC and C-AB) and genuinely entangled (W and GHZ).
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I. INTRODUCTION

The utilization of quantum entanglement is important in quantum computing, quantum cryptography, and quantum teleportation. This research main focus is the three-qubit quantum system entanglement classification as multipartite entanglement is considered complex and still an open problem [1, 2].

Quantum entanglement is one of the key resources in quantum information processing [3]. An entanglement can be described simply as multiple quantum subsystems states that cannot be described independently, regardless the distances between the subsystems [4]. To put it simply, an object’s properties between two or more objects are dependent to each other. Over the years, quantum entanglement has sparked a massive interest of research in numerous fields namely quantum computing, quantum cryptography and quantum teleportation [5-15].

In quantum computing, the utilization of quantum entanglement principles would be a great power fuel [16, 17]. The concept of superposition and quantum bit also known as qubit is the core of a quantum computer. Yu [15] coined, superposition and qubit allows a quantum computer to process information at a significantly higher rate compared to its classical counterpart. It is reported that the most recent achievement made by one of the leader in the game, IBM quantum computer has exceeded over 1000 qubits and the organization has mapped their journey for the next few years [18].

Kumari and Adhikari [19] and Walter, et al. [20] has stated that in multipartite entanglement classification, there exists six inequivalent classes under Stochastic Local Operations and Classical Communication: One fully separable state (A – B – C), three bi-separable state (A – BC, B – AC, C – AB), and two genuinely entangled state (W and GHZ). To ensure a successful quantum information processing tasks, entanglement classifications is definitely a must.

In a three-qubit system classification, three main transformation protocols are Local Unitary (LU) protocol, Local Operations and Classical Communication (LOCC) protocol and Stochastic Local Operations and Classical Communication (SLOCC) protocol [21]. In this research, SLOCC protocol is utilized. According to Zha, et al. [22], SLOCC is the key in classifying higher dimensions qubit states and assists in dictating its entanglement within. However, Zha, et al. [22] added along with Lin and Wei [23], the entanglement classification can be challenging with a higher qubit quantum system mainly due to its infinite inequivalent SLOCC classes.

The classification of entanglement under the SLOCC protocol remains a significant challenge in multipartite entanglement. This event is still not well understood and rather complicated to be generally analysed [3, 20-22, 24-26]. Consequently, any transformed quantum state cannot be observed to execute the similar quantum information processing tasks [24].
The purpose of classifying entanglement under the SLOCC is to classify the quantum states respectively to its tasks [21, 27, 28]. Two states $|\psi\rangle$ and $|\phi\rangle$ are SLOCC equivalent if both can execute a similar quantum information processing tasks [22]. According to M. Cunha, et al. [29], pure three-qubit GHZ and W states are non-equivalent under SLOCC. It means that it is impossible to transform a class state into another class state conversely. Li, et al. [30] stated SLOCC holds an advantage over LOCC that is SLOCC take on an uncomplicated mathematical form.

Research on a different group and protocol, namely Special Unitary group, $SU(n)$ under Local Unitary (LU) protocol has been conducted to unfold the issue in multipartite state transformation. Nevertheless, the classification of multipartite entanglement in Special Linear group, $SL(n)$ has its limitation in determining the particular quantum state classes as a consequence of the complexity of multipartite concept under SLOCC protocol [20, 31, 32]. Reason for this complication is that there are infinite number of SLOCC classes and the overlapping Special Linear group, $SL(n)$ subgroups [20, 31].

The main purpose of this research is to develop a straightforward multipartite entanglement classification model under the SLOCC protocol. This study employed Von Neumann entropy measurement, $S(\rho) = -\text{Tr}(\rho \ln \rho)$, $i = A, B, C$, specifically to detect an entanglement of the quantum states. The paper is organized as follows. The research methodology is detailed in Section II, followed by results and discussion in Section III and Section IV concludes the research.

II. METHODOLOGY

The modeling process of the $SL(2) \times SL(2) \times SL(2)$ operator model included the following steps:

1) Understanding the measurement for $SL(2)$ parameterization. The variables of both the generator and parameters were thoroughly investigated at this stage.

2) Aligning the selected parameters with the used generator. This step established the parameter range to be used.

3) Developing the matrix for the operator model and implementing it in Mathematica 13.2.

4) The $SL(2) \times SL(2) \times SL(2)$ operator model full development. The process starts with combining the developed operator model with the initial pure quantum states to create a three-qubit quantum system.

Mathematica 13.2 software was chosen for its symbolic and numerical computations processing capabilities, making it suitable for simulations and mathematical modeling. It offers a powerful platform for creating and manipulating mathematical expressions and formulations, which is crucial for the development of the $SL(2) \times SL(2) \times SL(2)$ operator model.

Three parameters were selected and incorporated into the $SL(2) \times SL(2) \times SL(2)$ operator model because they have a significant influence on the correlated qubits:

1) The translation parameter $w$ was represented within the range of $-\infty \rightarrow +\infty$, illustrating the position of a particle, which can take both positive and negative values.

2) The scaling parameter $r$ was represented within the range of $0 \rightarrow +\infty$, illustrating the size of a particle, which can only take a positive value.

3) The rotation parameter $t$ was represented within the range of $0 \rightarrow 2\pi$, illustrating the precise position of a particle within a plane.

The specific parameter values selected for every initial pure quantum state system are presented in the results section. Both operator model, $SL(2)$ and $SL(2) \times SL(2) \times SL(2)$ was developed in Mathematica 13.2. Fig. 1 shows the steps in developing the matrix for $SL(2) \times SL(2) \times SL(2)$ operator model.

![Fig. 1. $SL(2) \times SL(2) \times SL(2)$ operator model matrix development.](image)

The development of the $SL(2)$ operator model began with the representation of $SL(2)$ as series expansions of exponential, cosine, and sine functions. The mathematical model was extended after completing the matrix development of the initial $SL(2)$ operator model. The $SL(2) \times SL(2) \times SL(2)$ model is designed to represent a multi-qubit quantum system, as the initial $SL(2)$ operator model only accounted for a single-qubit quantum system. The tensor product of $SL(2) \times SL(2) \times SL(2)$ operator model resulted in a large 8 x 8 composite matrix. Illustrated in Fig. 3 is the operator model for $SL(2) \times SL(2) \times SL(2)$. The $SL(2) \times SL(2) \times SL(2)$ operator model is denoted as $SL2$ from this point onward. The development went through several critical steps for its completion as illustrated in Fig. 2.

Fig. 2 shows the $SL2$ operator model in action on a fully separable quantum state, resulting in $SL2|000\rangle$. In this study, the $SL2$ operator model is also applied to bi-separable ($A - BC$) and genuinely entangled ($W$ and $GHZ$) quantum states. The combination procedure of $SL2$ is illustrated in Fig. 4.
Fig. 2. SL(2) x SL(2) x SL(2) operator model development.

\[
SL(2) = \begin{pmatrix}
2.718282 \cos \theta & \cos \theta & - \sin \theta \\
- \sin \theta & \cos \theta & \cos \theta \\
0 & - \sin \theta & \cos \theta
\end{pmatrix}
\]

\[
SL(2) \otimes SL(2) \otimes SL(2) = \begin{pmatrix}
20.08554 \cos \theta & \cos \theta & - \sin \theta & - \sin \theta & \cos \theta \\
- \sin \theta & \cos \theta & \cos \theta \\
0 & - \sin \theta & \cos \theta \\
0 & \cos \theta & \cos \theta & \cos \theta \\
0 & - \sin \theta & \cos \theta
\end{pmatrix}
\]

Fig. 3. SL(2) x SL(2) x SL(2) operator model.

Fig. 4. SL 2 operator model combination procedure.
III. RESULTS AND DISCUSSION

As shown in Fig. 4, the SL2 operator model is applied to a fully separable quantum state, resulting in a new combined quantum state denoted as $|\psi\rangle$. It was also applied to bi-separable ($A - BC$) as well as genuinely entangled ($W$ and $GHZ$) quantum states. Each quantum state was simulated using two sets of translation and scaling values, each of which contained 24 rotation values. The simulations provide valuable insights into the characteristics of the quantum states when acted upon by the operator model under various values of translation, scaling, and rotation.

The translation parameter was selected within the range of $-\infty \rightarrow +\infty$ while the scaling parameter is selected within the range of $0 \rightarrow +\infty$. The rotation angle parameters were determined and selected within $0 \rightarrow 2\pi$, which encompassed all four quadrants of the Cartesian plane. There are two main case simulations: Case 1 and Case 2. In each case, the translation and scaling values were fixed while different rotation angles were used. Table I shows the values used for translation and scaling, while Table II shows the values used for rotation.

<table>
<thead>
<tr>
<th>Case</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$w = 1, r = 1$</td>
</tr>
<tr>
<td>2</td>
<td>$w = -1, r = \frac{1}{2}$</td>
</tr>
</tbody>
</table>

The classification process was influenced by the values of all three parameters, as listed in Table I and II. The von Neumann entropy is given by $S(\rho) = -\text{Tr}(\rho \ln \rho)$, $i = A, B, C$. The value of this entropy range between $0 \leq S(\rho) \leq 1$ for all density matrix $\rho$, with 0 indicating a fully separable quantum state and 1 indicating the maximum value of entanglement. These values enable us to observe the degree of entanglement for specific quantum states and further classify them based on the parameter combinations used in each simulation.

The simulation’s initial quantum states cover four out of six entanglement classes under the SLOCC protocol: fully separable ($A - B - C$), bi-separable ($A - BC$, $B - AC$, $C - AB$), and genuinely entangled ($W$ and $GHZ$). The other two classes of bi-separable ($B - AC$ and $C - AB$) were not considered separately because their attributes are similar and can be represented by the $A - BC$ class. The combination of these initial quantum states with the operator model generated a new quantum state, representing the combination after the transformation. The new quantum state was then acted upon by three selected parameters: translation, scaling, and rotation.

Table III summarizes the classification of pure three-qubit entanglement simulations for fully separable, bi-separable, and genuinely entangled states using a special linear group under the SLOCC protocol and the von Neumann entropy measurement. The study successfully classified pure three-qubit entanglement of the initial quantum states as fully separable, bi-separable, and genuinely entangled. The simulations revealed that the final quantum state remained unchanged from the initial quantum state in some cases, while the parameter selection manipulation changed the final quantum state in others. The simulation results demonstrated that the entanglement class of a quantum state can be altered or maintained by controlling the translation, scaling, and rotation parameters while adhering to the SLOCC protocol. This demonstrates the significance of these parameters in influencing the entanglement properties of a quantum system.

<table>
<thead>
<tr>
<th>Quadrant</th>
<th>Angle ($\pi$)</th>
<th>Angle (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st</td>
<td>$\frac{\pi}{2}$</td>
<td>90</td>
</tr>
<tr>
<td></td>
<td>$\frac{\pi}{4}$</td>
<td>45</td>
</tr>
<tr>
<td></td>
<td>$\frac{\pi}{6}$</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>$\frac{\pi}{8}$</td>
<td>22.5</td>
</tr>
<tr>
<td></td>
<td>$\frac{\pi}{10}$</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>$\frac{\pi}{12}$</td>
<td>15</td>
</tr>
<tr>
<td>2nd</td>
<td>$\pi$</td>
<td>180</td>
</tr>
<tr>
<td></td>
<td>$\frac{3\pi}{4}$</td>
<td>135</td>
</tr>
<tr>
<td></td>
<td>$\frac{5\pi}{6}$</td>
<td>150</td>
</tr>
<tr>
<td></td>
<td>$\frac{7\pi}{8}$</td>
<td>157.5</td>
</tr>
<tr>
<td></td>
<td>$\frac{9\pi}{10}$</td>
<td>162</td>
</tr>
<tr>
<td></td>
<td>$\frac{11\pi}{12}$</td>
<td>165</td>
</tr>
<tr>
<td>3rd</td>
<td>$\frac{3\pi}{2}$</td>
<td>270</td>
</tr>
<tr>
<td></td>
<td>$\frac{7\pi}{4}$</td>
<td>225</td>
</tr>
<tr>
<td></td>
<td>$\frac{5\pi}{6}$</td>
<td>210</td>
</tr>
<tr>
<td></td>
<td>$\frac{7\pi}{8}$</td>
<td>202.5</td>
</tr>
<tr>
<td></td>
<td>$\frac{9\pi}{10}$</td>
<td>198</td>
</tr>
<tr>
<td></td>
<td>$\frac{13\pi}{12}$</td>
<td>195</td>
</tr>
<tr>
<td>4th</td>
<td>$2\pi$</td>
<td>360</td>
</tr>
<tr>
<td></td>
<td>$\frac{7\pi}{4}$</td>
<td>315</td>
</tr>
<tr>
<td></td>
<td>$\frac{11\pi}{6}$</td>
<td>330</td>
</tr>
<tr>
<td></td>
<td>$\frac{15\pi}{8}$</td>
<td>337.5</td>
</tr>
<tr>
<td></td>
<td>$\frac{19\pi}{10}$</td>
<td>342</td>
</tr>
<tr>
<td></td>
<td>$\frac{23\pi}{12}$</td>
<td>345</td>
</tr>
</tbody>
</table>
### TABLE III. PURE THREE-QUBIT ENTANGLEMENT CLASSIFICATION

<table>
<thead>
<tr>
<th>Initial Quantum State</th>
<th>Case</th>
<th>Rotation (t)</th>
<th>Final Quantum State</th>
</tr>
</thead>
<tbody>
<tr>
<td>A-B-C</td>
<td>1</td>
<td>π π π 5π 7π 9π 11π 2π 7π 9π 11π 13π 7π 9π 11π 13π/12 4/6</td>
<td>A-B-C</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>π π π 5π 7π 9π 11π 3π 7π 9π 11π 13π 7π 9π 11π 8π 10π 12π 4/6</td>
<td>A-B-C</td>
</tr>
<tr>
<td>A-BC</td>
<td>1</td>
<td>π π π 5π 7π 9π 11π 3π 7π 9π 11π 13π 7π 9π 11π 13π/12 4/6</td>
<td>7π/4</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>π π π 7π 9π 2π 10π 12π 4/6 8π 10π 12π 4/6</td>
<td>A-B-C</td>
</tr>
<tr>
<td>W</td>
<td>1</td>
<td>π π π 5π 7π 9π 11π 3π 5π 7π 9π 11π 13π 7π 9π 11π 8π 10π 12π</td>
<td>A-B-C</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>π π π 7π 9π 2π 10π 12π 4/6 8π 10π 12π 4/6</td>
<td>A-B-C</td>
</tr>
<tr>
<td>GHZ</td>
<td>1</td>
<td>π π π 5π 7π 9π 11π 3π 7π 9π 11π 13π 7π 9π 11π 13π/12 4/6</td>
<td>A-B-C</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>π π π 15π 8π 8π 4π 6π 4π 6π</td>
<td>GE</td>
</tr>
</tbody>
</table>

### IV. CONCLUSION

This study focused on the entanglement classification of the pure three-qubit quantum system using a novel mathematical operator model $SL2$ based on the special linear group principles under the SLOCC protocol. The $SL2$ operator model derived was successfully developed using Mathematica.

The utilization of special linear group definitely has its advantage over special unitary group, as it can principally increase and decrease the degree of entanglement of the quantum systems, while special unitary group maintains the entanglement of quantum states. The simulations resulted in the entanglement classification of the three-qubit quantum system into fully separable ($A\overline{B}C$), bi-separable ($A\overline{B}C$), and genuinely entangled (GE) states, which were validated with previous studies to demonstrate the success of the developed operator model.

Additionally, the operator model has the potential to be extended to entanglement classification for mixed quantum states for three-qubit quantum systems. Valuable conclusions about the effects of parameter manipulation on entanglement states can be drawn, contributing to a better understanding of quantum entanglement and its potential applications in quantum information processing.
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Abstract—Human posture recognition is an essential link in the development of human-computer interaction. Currently, the existing dance movement training methods often require students to constantly watch videos or find a tutor to correct them during practice to achieve good results, which not only takes a lot of time and energy but also creates some difficulties and challenges for students. The research goal of this paper was to use computer recognition technology to detect dance movements and identify body postures. This paper develops a Kinect dance auxiliary training system based on the body skeleton tracking technology of the Kinect 3D sensor, combined with auxiliary dance training. This article not only introduced a fixed axis-based expression method for joint angles to improve the stability of joint angles but also improved the body position detection algorithm using the angle of joint spots to realize the accurate recognition of human body posture. In the experiment, the trainee's arm was raised to the highest position, which could not meet the requirements, and the trainer's wrist should be raised by another 200 mm. Moreover, retracting the hand was too fast, which did not meet the standard action. The test results showed that the system could effectively improve the dance movements of the students.

Keywords—Dance motion detection; computer vision; human posture recognition; Kinect 3D sensor

I. INTRODUCTION

Dance is a captivating and culturally significant form of expression that has gained popularity not only in the realm of entertainment but also in educational and daily life contexts. Achieving excellence in dance requires rigorous adherence to standards, often necessitating the guidance of specialized instructors. However, the subjective nature of human judgment and the lack of standardized guidance in dance practice present challenges for learners. Furthermore, relying solely on expert feedback can limit the flexibility and accessibility of dance training. This underscores the increasing importance of leveraging intelligent machinery to provide precise regulation and supervision of dance movements, particularly in scenarios where human guidance is unavailable.

In the backdrop of a rapidly evolving society, the field of dance motion detection has seen a surge in research interest. Recognizing the crucial role of subtle, momentary cues in synchronized movements, recent studies have delved into exploring multifaceted dimensions of dance. For instance, Skoe et al. [1] have investigated the nuanced objectives of worldly dance, shedding light on the intricate connection between dance cognition and auditory perception. Thornquist [2] has explored the potential of dance exercise therapy as a means to reduce individuals' reliance on self-expressive substances. Additionally, research methodologies have emerged to assess the efficacy of diverse dance modalities. Reddy and Pereira [3] have proposed a compelling link between performers' and audiences' inner experiences, suggesting the possibility of generating non-local interactions through dance. Sun et al. [4] have introduced a pioneering dance self-learning framework grounded in Laban Movement Analysis (LMA) principles, enabling trainees to autonomously analyze and refine their. However, the algorithm for dance motion detection can be described in combination with sensors and human bones. Shiratori et al. [5] investigated motion structure detection by use of musical information and classified them as primitive motions. Chang et al. [6] employed the Feature Interaction Augmented Sparse Learning algorithm for motion detection based on three public Kinect-based entertainment.

Computer vision has become increasingly important and effective in recent years due to its wide application in many fields. Barbu et al. [7] proposed a new efficient learning scheme that tightens the sparsity constraint by gradually removing variables based on criteria and schedules. His experiments on real and synthetic data showed that the proposed method outperformed other state-of-the-art methods in regression, classification, and ranking. Furthermore, computer vision is computationally efficient and scalable and providing a foundation for dance motion detection. Cha et al. [8] proposed a damage detection method by integrating nonlinear recursive filters and non-contact computer vision-based algorithms to measure structural dynamic responses. His experimental results showed that the prediction of stiffness and damping characteristics was reasonable and accurate compared with dynamic analysis calculations, which gave a new idea for dance motion detection. Khan et al. [9] described and discussed case studies on applying Convolutional Neural Networks (CNN) in computer vision, including image classification, object detection, and semantic segmentation. The case study provides more contrastive content for dance motion detection algorithms. Fang et al.[10] developed an automatic computer vision-based method that uses two CNN models to determine whether a worker is wearing a seat belt while working at heights, which plays a good role in promoting a dance motion detection algorithm. However, these algorithms do not consider the complex factors affecting reality, so the algorithm's performance needs to be improved. In another study, Cha et al. [11] proposed a CNN architecture for diagnosing the weaknesses of concrete cracks with no fault detection extraction. Roberts et al. [12] employed the CNN for the classification of cranes to monitor the safety dangers with
utilizing UAVs (Unmanned Aerial Vehicles). Ding et al. [13] recommended an integrated learning model that employs the CNN and long-short-term memory (LSTM) combination to examine the unsafe treatment of the workers. Lecun et al. [14] investigated a combination of CNN and the Mixed National Institute of Standards and Technology (MNIST) for handwritten number detection.

Aiming at the problem of the regulation and supervision of dance movements when performing independent dance exercises without human guidance, this paper used the Kinect method to detect dance movements. Through gesture recognition, key point feature processing, and action classification, a human pose estimation algorithm was established, and motion recognition was performed. The innovation of this paper is that a set of dance assistant training systems based on Kinect is constructed based on Kinect. The system is able to receive and identify trainers’ dance steps automatically. Standard moves are not compared in the database and evaluated regarding joint point coordinates and angles, so corresponding operation comparison charts and guidance can be provided.

In the presented paper, a comprehensive methodology is presented in Section II. The experimental procedure to train the dance according to Kinect in conjunction with a discussion on the obtained data is presented in Section III. Eventually, a brief conclusion is brought out about the conducted study.

II. METHODS OF HUMAN POSE RECOGNITION

A. Computer Vision

Humans obtain information through hearing, vision, taste, touch, and other senses, among which vision is the most important source of information. Therefore, replacing human eyes with computers for observation has become a hot topic. The perceptor of a computer is generally composed of different image sensors and electronic images. It functions like the human brain, which collects, transmits, stores, and processes image information. Computer vision technology aims to enable computers to observe the outside world independently, recognize the specific information it contains, and adapt to the environment. It can observe and understand the world like a human instead of using the eyes to do specific work. In computer vision technology, acquiring and understanding static objects is relatively easy. However, for the human body, the activities of the body are more dynamic, so it is very meaningful to capture and analyze the action posture of the human body [15], [16].

Dance training is complex and multifaceted, while basic training cultivates basic skills. The purpose of the training is to exercise the strength of each part of the trainer's body and the extensibility of the joints so that the trainer can better control his body when performing actions such as jumping, rotating, and kicking, thereby achieving better results [17], [18]. Based on retaining the original dance form has become a difficult problem in the current dance teaching to achieve accurate and graceful movements.

Kinect was originally used in games and has been used in other ways, as shown in Fig. 1. Since Kinect has open source code, low prices, rich imaging, and powerful performance, many scholars have combined the Kinect platform to develop many different applications while developing somatosensory games [19].

Kinect can get profundity pictures of the human body through profundity distance. Kinect's imaging guideline depends on optical coding. Its functioning standard is displayed in Fig. 2. The laser shoots the laser light on the article, which the crooked medium dissipates. The laser produces a dot, which is projected on the item. Then, the spot is caught by the sensor. Because of the arbitrariness of the spot, it is important to utilize likelihood and factual techniques to break down the dot's differentiation, force dispersion, and development laws. The dissemination of laser spots is likewise arbitrary and has specific factual regulations [20], [21].

In order to solve the problem of frame rate, the theoretical frame rate of the Kinect sensor is 30 frames per second, and the depth map of each frame can reflect the true depth of a person.

The depth image taken after a period can record the next person's real-time location [22]. Kinect can identify and track human bones. First, 25 key spots of the body are identified. Then, the body's skeletal structure is constructed and combined with depth information to form a three-dimensional human skeleton. The skeleton joint point model is shown in Fig. 3.

In order to identify the human body and track the bones of the target, it is first necessary to perform a deep scan on it to obtain the corresponding bone point information, which is then converted into a complete human body model. The color image is a two-dimensional image coordinate system (X, Y), and the depth image is a three-dimensional coordinate system. In the human skeleton coordinate system, (X, Y, and Z) are used as the coordinates. Bone tracking technology separates the background from the human body. Methods such as matrix transformation and machine learning are used to identify the key parts and three-dimensional coordinates of human skeletons combined with depth data, which provides convenience for future research [23].

![Fig. 1. Application of Kinect.](image-url)
Fig. 2. Depth imaging system.

Fig. 3. Human skeleton joint spot figure identified by Kinect.

Fig. 4. Specific steps of Kinect bone tracking.
The per-pixel information can be obtained through body part recognition inference, which defines a density estimate for the body part as follows:

$$f_{\nu}(\hat{c}) \propto \sum_{i=1}^{M} e_{\rho \nu} \exp(-\|\hat{c} - \hat{c}_i\|_q^2)$$ (1)

Through Formula (1), the coordinate $\hat{c}$ in a three-dimensional space is obtained. $M$ is the number of pixels and $e_{\rho \nu}$ is the weight of the pixels. $\hat{c}_i$ represents the projection of pixel $\hat{c}$. $q_\rho$ represents the width of each component. $e_{\rho \nu}$ is balanced between pixel inference and the probability of spatial regions.

$$e_{\rho \nu} = A(v\|o,c_\rho\|) \cdot h_\nu(c_\rho)^2$$ (2)

This approach improves joint prediction accuracy while guaranteeing a constant density estimate for depth.

This paper introduces a gesture-based action recognition method. First, the image is divided into a pose recognition network with a size of 368*368. The residual network recognizes the key spots of the body. Combining the feature classification of key points and image classification, the classification of the human body can be completed, and the classification of dance movements can be achieved. The specific process of dance action detection based on gesture recognition is shown in Fig. 5.

B. Establishment of the Human Skeleton Model

In attitude estimation, when using computer vision for attitude estimation, the first thing to solve is how to detect the human body, that is, the detection of moving objects. The recognition of moving objects is the premise of pose estimation and action recognition, and it is also the basis of skeleton tracking technology in pose estimation. The detection of moving objects is a method of using the flow information of light, or according to the difference between frames, to find the moving points of moving objects to realize the extraction of moving objects [24]. The algorithm is the first step in the human body's pose estimation and pose recognition. The moving objects are extracted to remove redundant background information, which is only analyzed for moving objects to achieve better results and accuracy.

Because the data acquisition in Kinect is 30 frames per second, the movement of the human skeleton can be regarded as an accelerated linear movement. $L'\nu$ is the number of frames, that is, discrete moments. Then, $x_\nu(l)$ can represent the position of the joint point $o$ in the X-axis direction at time $l\Delta u$. $\dot{x}_\nu(l)$ is the speed of the joint point $o$ in the X-axis direction at time $l\Delta u$. If any point in the body is defined as $o$, then the Taylor expansion of the formula for the position and velocity of the articulation point on the x-axis is as follows:

$$x_\nu(l) = x_\nu(l - 1) + \dot{x}_\nu(l - 1)\Delta u + \frac{\Delta u^2}{2!}\ddot{x}_\nu(l - 1) + \cdots$$ (3)

$$\dot{x}_\nu(l) = \dot{x}_\nu(l - 1) + \ddot{x}_\nu(l - 1)\Delta u + \frac{\Delta u^2}{2!}\dddot{x}_\nu(l - 1) + \cdots$$ (4)

Similarly, in the Y-axis and Z-axis directions, the position and velocity can be expanded by Taylor. Then, according to Formula (3) and Formula (4), the mathematical model is filtered:

$$x_\nu(l + 1) = SX_\nu(l) + E(l)$$ (5)

Among them:

$$x_\nu(l + 1) = \begin{bmatrix} x_\nu(l + 1) \\ \dot{x}_\nu(l + 1) \\ y_\nu(l + 1) \\ \dot{y}_\nu(l + 1) \\ z_\nu(l + 1) \\ \dot{z}_\nu(l + 1) \end{bmatrix}$$

$$S = \begin{bmatrix} 1 & \Delta u & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & \Delta u & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & \Delta u \\ 0 & 0 & 0 & 0 & 0 & 1 \end{bmatrix}$$ (6)

$$E(l) = [e_x(l) \ e_y(l) \ e_z(l) \ e_{\dot{x}}(l) \ e_{\dot{y}}(l) \ e_{\dot{z}}(l)]^T$$ (7)

$S$ is the state transfer matrix of the system. It estimates the movement of skeletal points through the $W(l)$-diagonal matrix method and the process noise covariance matrix $E(l)$. 

---

![Gesture Recognition Network](image)
The following is the mathematical model for the observation matrix:

\[ Z_o(l) = JX_o(l) + B(l) \]  

(8)

Among them:

\[ Z_o(l) = \begin{bmatrix} x_o^u(l) \\ y_o^u(l) \\ z_o^u(l) \end{bmatrix} \cdot \begin{bmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \end{bmatrix} \cdot B(l) \begin{bmatrix} b_x(l) \\ b_y(l) \\ b_z(l) \end{bmatrix} \]  

(9)

The observed variable is \( Z \in T^n \). \( T \) is the measurement matrix. \( T(l) \) is used as the covariance matrix of measurement noise \( B(l) \).

The above Formulas (5) and (8) are the mathematical model and observation model of the state matrix in the three-dimensional coordinate system of the joint points of the human body. Among them, the joint point models are the position and velocity components under the X, Y, and Z axes. \( X_o(l), E(l), Z_o(l), B(l) \), etc. are the results in six dimensions. In the actual solution, the X, Y, and Z axes are independent and similar to each other, which can be calculated under the X, Y, and Z axes, respectively, by using the dimensionality reduction method. Then, the estimated value of the current skeleton point in the x dimension is as follows:

\[ x_o(l) = \begin{bmatrix} x_o(l) \\ \dot{x}_o(l) \end{bmatrix} = \begin{bmatrix} 1 & \Delta t \end{bmatrix} \begin{bmatrix} x_o(l-1) \\ \dot{x}_o(l-1) \end{bmatrix} + \begin{bmatrix} \epsilon_xo(l) \\ \epsilon_{\dot{x}o(l)} \end{bmatrix} \]  

(10)

\[ z_o(l) = \begin{bmatrix} 1 & 0 \end{bmatrix} \begin{bmatrix} x_o(l) \\ \dot{x}_o(l) \end{bmatrix} + b_o(l) \]  

(11)

With extensive data collection, \( S = \begin{bmatrix} 1 & \Delta t \end{bmatrix} \), \( J = \begin{bmatrix} 1 & 0 \end{bmatrix} \), \( W(l) \) and \( T(l) \) can be derived. Through multiple data acquisition and calculation, \( W(l) \) is a diagonal matrix with a value of 0.25 on the diagonal. \( T(l) \) is a diagonal matrix with values three on the diagonal. Then, the Kalman gain matrix \( L \) of the intermediate operation is derived from this formula. The estimated position of the skeletal joint point \( o \) in l frame time is obtained.

C. Trainer Gesture Recognition

In dance training, a trainer's posture assessment is an important factor in measuring the standard of his movements. The images produced by Kinect contain dance trainers and training scenes. Therefore, the target is extracted from the training object. In this paper, the inter-frame difference method is used to extract the moving objects of athletic dance trainers.

When using the inter-frame difference method to extract the moving target of the athletic dance trainer, it is necessary to compare the two frames of images and set the threshold. If the difference between two adjacent images is less than a threshold, the content of this image is a training scene, not a training object. If the difference between two adjacent images is greater than a threshold, then the content of this image is the trained object. This program can be expressed as:

\[ Q(x, y) = |O_{t+1}(x, y) - O_t(x, y)| \]  

(12)

\[ F(x, y) = \begin{cases} 0 & Q(x, y) < U \\ 255 & Q(x, y) \geq U \end{cases} \]  

(13)

In the formula, \( Q(x, y) \) is the difference image of \( O_{t+1}(x, y) \) and \( O_t(x, y) \) for two adjacent frames. \( F(x, y) \) To \( Q(x, y) \) binarized image. \( U \) is the set threshold.

After identifying the training object, feature extraction is performed. In this paper, the Canny algorithm is used to extract the features of the training objects. The Canny algorithm detects the boundaries of the objects being trained. Then, feature extraction is performed by connecting edges. When Canny's algorithm extracts features, it must smooth them:

\[ G(x, y) = \frac{1}{2\pi\sigma^2} \exp\left(-\frac{x^2+y^2}{2\sigma^2}\right) \]  

(14)

Next, in the image \( (x, y) \), the gradient magnitude \( Z(x, y) \) and the direction \( f(x, y) \) on the pixel point are found:

\[ Z(x, y) = \sqrt{a_x^2(x, y) + a_y^2(x, y)} \]  

(15)

\[ f(x, y) = \arctan\left(\frac{a_x(x, y)}{a_y(x, y)}\right) \]  

(16)

Then, the non-maximum denoising of gradient magnitude \( Z(x, y) \) and direction \( f(x, y) \) are used to get candidate edges. An edge point extraction method based on the double-threshold method is proposed and stitched to realize the feature extraction of images.

In response to this situation, a gradient direction-based suppression algorithm is proposed, which is used to extract and connect candidate edge points.

By detecting human body points, the location of the human body can be realized through the point information in the sample library. This paper uses the Euclidean distance method to perform the matching operation between nodes. The specific steps are as follows:

\[ J = \sqrt{(x_1-x_2)^2 + (y_1-y_2)^2} \]  

(17)

In the formula, \( J \) is used to represent the corresponding pose, and the node coordinates and joint point coordinates detected in the sample library are \( (x_1, x_2) \) and \( (y_1, y_2) \).

Using the above steps, the body poses estimation of the sports dance trainer is completed.

III. EXPERIMENT OF DANCE-ASSISTED TRAINING BASED ON KINECT

In light of Kinect, this paper fosters a dance partner preparing framework in view of Kinect. This paper utilizes Kinect innovation to gather standard movement information for a PC. A data set of standard dance acts is made and utilized format. The mentor's development information and the layout pose are contrasted to understand the assessment of the learner's development pose, which brings the digitalization of dance preparation into another stage.

Ballet is the most logical and standard dance. It focuses on the accuracy of the developments and communicates the artists' feelings and contemplations with exclusive requirement dance steps. Expressive dance essential preparation is an expert, standard, and logical dance education. To this end, this article treats fundamental artful dance preparation as a trial dance-helped workout.
A. System Design

The centre substance of the framework incorporates information securing, handling, and examination. On this premise, the movement boundaries are investigated. A set of standard dance developments is built using the mentor’s development data. The information handling is, for the most part, to fix the impeded joints and re-establish them. Information examination is to think about the development data between the mentor and the standard developments. The related preparation plan is acquired in order to work on the capacity of the mentor rapidly. The engineering of the framework is displayed in Fig. 6.

Hardware for this article includes Kinect for Microsoft Windows 2.0 and a PC with Windows 8. The Kinect is connected to the computer using a USB interface. Kinect is used to acquire 2D, deep images of the human body, which are also analyzed and processed.

In terms of software, it mainly includes capturing the action and analyzing action information. The motion information collection part mainly completes the collection of two-dimensional images of the human body, skeletal nodes, and depth. The movement information analysis compares the coach's motion information with the corresponding data in the confirmed dance motion database. The key point is to compare each link's positions and joint angles. Fig. 7 shows the operation interface design of the system.

B. Data Collection

To justify the dance steps of the students, it is necessary to have a standard dance step for comparison. This part uses the trainer's action extraction and the occlusion point information to restore and obtain the standard motion data.

This article maps each data label to an action name. It is stored uniformly as exercise information for training personnel to compare. There is a whole of 30 sets of primary instructing moves in the info archive. Every group is divided into four decomposing movements, with a total of 120 movements, which meets the basic requirements of the students.

Using Kinect technology, data collection of ballet hand positions is carried out. The trainer performs a series of dance steps before the Kinect. Kinect can capture the trainer's dance in real time and correct it through the occlusion point to obtain the trainer's physical condition. Finally, the training results are compared with the standard motion data.
C. Dance Auxiliary Training
This section of dance-assisted training mainly analyzes the trainer's key parts and the joints' angles. The auxiliary training system (see Tables I and II) collects each trainee's movement key point coordinates, which are compared with the standard movements of the choreographer (see Table III). By comparing the movement trajectories of various points, it is easy to find the dissimilarity between the couch's move and the approved move.

### TABLE I. COUCH 1 ACTION JOINT COORDINATES

<table>
<thead>
<tr>
<th>Part</th>
<th>Standard dance joint point coordinates</th>
<th>Abscissa</th>
<th>Y-axis</th>
</tr>
</thead>
<tbody>
<tr>
<td>head</td>
<td></td>
<td>-79.2</td>
<td>217.1</td>
</tr>
<tr>
<td>Neck</td>
<td></td>
<td>-24.6</td>
<td>31.7</td>
</tr>
<tr>
<td>left shoulder</td>
<td></td>
<td>-149.9</td>
<td>-49.1</td>
</tr>
<tr>
<td>left elbow</td>
<td></td>
<td>-376.1</td>
<td>-51.8</td>
</tr>
<tr>
<td>left hand</td>
<td></td>
<td>-652.9</td>
<td>-60.2</td>
</tr>
<tr>
<td>Right hand</td>
<td></td>
<td>96.5</td>
<td>-7.4</td>
</tr>
<tr>
<td>Right elbow</td>
<td></td>
<td>81.4</td>
<td>222.7</td>
</tr>
<tr>
<td>Right shoulder</td>
<td></td>
<td>48.0</td>
<td>508.4</td>
</tr>
<tr>
<td>Right knee</td>
<td></td>
<td>-106.4</td>
<td>-864.6</td>
</tr>
<tr>
<td>Right foot</td>
<td></td>
<td>-67.0</td>
<td>-1158.7</td>
</tr>
<tr>
<td>left knee</td>
<td></td>
<td>-236.7</td>
<td>-936.7</td>
</tr>
<tr>
<td>left foot</td>
<td></td>
<td>-312.5</td>
<td>-1169.7</td>
</tr>
</tbody>
</table>

### TABLE II. TRAINER 2 JOINTS ACTION COORDINATES

<table>
<thead>
<tr>
<th>Part</th>
<th>Standard joint dance spot coordinates</th>
<th>Abscissa</th>
<th>Y-axis</th>
</tr>
</thead>
<tbody>
<tr>
<td>head</td>
<td></td>
<td>-81.4</td>
<td>217.2</td>
</tr>
<tr>
<td>Neck</td>
<td></td>
<td>-26.6</td>
<td>31.0</td>
</tr>
<tr>
<td>left shoulder</td>
<td></td>
<td>-151.5</td>
<td>-51.3</td>
</tr>
<tr>
<td>left elbow</td>
<td></td>
<td>-376.1</td>
<td>-53.6</td>
</tr>
<tr>
<td>left hand</td>
<td></td>
<td>-652.8</td>
<td>-62.5</td>
</tr>
<tr>
<td>Right hand</td>
<td></td>
<td>96.8</td>
<td>-9.6</td>
</tr>
<tr>
<td>Right elbow</td>
<td></td>
<td>80.9</td>
<td>222.7</td>
</tr>
<tr>
<td>Right shoulder</td>
<td></td>
<td>47.4</td>
<td>508.1</td>
</tr>
<tr>
<td>Right knee</td>
<td></td>
<td>-108.0</td>
<td>-866.4</td>
</tr>
<tr>
<td>Right foot</td>
<td></td>
<td>-68.8</td>
<td>-1160.2</td>
</tr>
<tr>
<td>left knee</td>
<td></td>
<td>-238.5</td>
<td>-938.4</td>
</tr>
<tr>
<td>left foot</td>
<td></td>
<td>-314.6</td>
<td>-1172.0</td>
</tr>
</tbody>
</table>

### TABLE III. STANDARD ACTION JOINT COORDINATES

<table>
<thead>
<tr>
<th>Part</th>
<th>The trainer's joint spot coordinates</th>
<th>Abscissa</th>
<th>Y-axis</th>
</tr>
</thead>
<tbody>
<tr>
<td>head</td>
<td></td>
<td>-68.5</td>
<td>269.9</td>
</tr>
<tr>
<td>Neck</td>
<td></td>
<td>-68.5</td>
<td>74.9</td>
</tr>
<tr>
<td>left shoulder</td>
<td></td>
<td>-208.7</td>
<td>-2.4</td>
</tr>
<tr>
<td>left elbow</td>
<td></td>
<td>-407.7</td>
<td>-108.5</td>
</tr>
<tr>
<td>left hand</td>
<td></td>
<td>-634.8</td>
<td>-180.2</td>
</tr>
<tr>
<td>Right hand</td>
<td></td>
<td>309.9</td>
<td>373.1</td>
</tr>
<tr>
<td>Right elbow</td>
<td></td>
<td>237.0</td>
<td>153.2</td>
</tr>
<tr>
<td>Right shoulder</td>
<td></td>
<td>91.2</td>
<td>1.6</td>
</tr>
<tr>
<td>Right knee</td>
<td></td>
<td>-127.4</td>
<td>-828.1</td>
</tr>
<tr>
<td>Right foot</td>
<td></td>
<td>-161.0</td>
<td>-994.5</td>
</tr>
<tr>
<td>left knee</td>
<td></td>
<td>-23.6</td>
<td>-856.9</td>
</tr>
<tr>
<td>left foot</td>
<td></td>
<td>-12.4</td>
<td>-1000.3</td>
</tr>
</tbody>
</table>
It can be seen from Table I, Table II, and Table III that the height of the trainer's arm raises to the highest point does not meet the requirements. The difference between the data of Trainer 1 and Trainer 2 is not particularly large, which is within a certain range. It can be seen that the abscissa of the coordinates of the two trainers is slightly different from the abscissa of the standard dance joint point. The standard abscissa is -12.4, Trainer 1 is -312.5, and Trainer 2 is -314.6, which is over 300 errors. The comparison of Fig. 8 can be drawn from the above data. As can be seen from the graphs in Fig. 8(a) and 8(b), the trainer's wrist should be raised by approximately 200 mm. Moreover, the speed of closing the hand is too fast, which does not meet the standard action.

Fig. 8. Comparison of the movement trajectories of the two trainers and the standard movement trajectories.
On this basis, three hand movements in dance are analyzed. The included angle of each joint in this action is obtained. It can be seen that there is a certain difference between the movements of the trainer and the standard movements. Teachers of different ranks would be able to carry out aimed teaching based on their own abilities. Fig. 9 shows the disparity of the joint angles between the trainer and the standard movement. Fig. 9(a), (b), and (c) are the comparisons between Action 1, Action 2, and Action 3, respectively.

The following description is made with reference to operation 1 (operation at five positions) of Fig. 9(a). As can be seen from the figure, the angle between the trainer's right wrist-right elbow-right shoulder is rather big. The included angle of the waist-right knee-right ankle is also rather big. Therefore, the next time the trainer exercises, the five elbows and right arms should be straightened. At the same time, the trainer should lean the waist slightly forward and bend the right leg. The angle between the neck-right shoulder-right elbow is too big, and the angle between the left wrist-left elbow-left shoulder is relatively tiny. Therefore, in the next exercise, the trainer should try to reduce the curvature of the left elbow and left wrist as much as possible.

![Comparison of the joint angles of the trainer and the standard movement](image-url)
In order to more intuitively compare the movements of the trainer and the dance instructor, the system shows the dissimilarity between the teacher’s and the approved moves, as shown in Fig. 10. Fig. 10(a) is the operation of five hand exercise trainers. Fig. 10(b) is a standard five-hand exercise.

The equipment and programming portions of the framework are talked about exhaustively above as far as information assortment and standard dance moves are placed into the framework. A standard human dance present data set is built. The information handling part fixes the covered key parts and re-establishes the skeleton of the human body. Assistant preparation incorporates joint point situating and joint point-based helper preparation. The artist’s dance act is examined by the directions of the endpoint and the point framed by the joints. The framework can acquire the related preparing program through correlation, which empowers understudies to make fitting changes as indicated by the prompts of the product in order to accomplish the impact of helper preparing.

IV. CONCLUSION

In this study, we leveraged the capabilities of the Kinect3D sensor and harnessed its skeletal tracking technology to capture comprehensive dance movements and training data. These data were meticulously compared to standard movements, providing users with a valuable tool to discern the nuances of their own performance. This innovative approach has far-reaching implications for dance instructors, professional dancers, and dance enthusiasts seeking to refine their skills through dedicated training and self-education.

The primary achievement of our work lies in its capacity to empower individuals to make precise adjustments to their dance postures, thereby ensuring the utmost accuracy in their dance practice. A significant advantage of this method is the liberation from the constraints of geographical location, time limitations, and spatial boundaries. Dancers can now engage in training sessions at their convenience, transcending traditional barriers. This expanded accessibility to training opportunities enhances the versatility and adaptability of our dance motion detection algorithm.

Furthermore, our system offers an interactive experience that not only facilitates correct posture adjustments but also cultivates a sense of rhythm among users through computer-assisted feedback. By embracing digitalization and informatization, we contribute to the ongoing modernization of dance training methods.

In conclusion, our work demonstrates the potential of computer vision and Kinect technology to revolutionize dance training. The ability to receive real-time feedback and guidance, combined with the freedom of practice, opens new avenues for dancers to hone their skills. However, it is essential to acknowledge that our approach does have limitations, including [mention limitations here], and we envision several exciting directions for future research. As we continue to explore these frontiers, we anticipate further advancements in the field of dance motion detection and its application in enhancing dance education and practice.
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Abstract—The rapid digitization of healthcare records has led to the accumulation of vast amounts of sensitive patient data, stored across various systems and platforms. To ensure the secure and efficient exchange of Electronic Health Records (EHRs) among healthcare providers, researchers, and patients themselves, the concept of cross-chain interoperability within blockchain technology emerges as a promising solution. Nevertheless, existing blockchain platforms exhibit several limitations. In order to address the issue of non-interoperability, the suggested method involves creating a connection between two similar blockchain networks. This solution is exemplified through the use of an Electronic Health Records (EHR) structure, which is distributed across distinct Ethereum Testnets and implemented via a Solidity Smart Contract. The paper aims to demonstrate the viability of bridging the gap and fostering seamless interoperability between blockchain networks. However, establishing effective communication between these smart contracts proves to be a complex endeavor, whether within a singular blockchain or spanning multiple blockchains. This complexity presents a formidable obstacle, particularly when diverse hospitals require the sharing or exchange of critical information. Consequently, a solution becomes imperative to facilitate cross-chain communication among smart contracts. This solution provides seamless operation both within the confines of a single blockchain and across disparate blockchains. By achieving this, cross-chain interoperability can be realized, enabling distinct blockchain networks to mutually comprehend and actively engage with each other.
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I. INTRODUCTION

Telecare Medicine Information System (TMIS) takes use of the dramatic improvement in telecommunications and information technologies to deliver healthcare to patients in their homes. TMIS enables doctors to collaborate and share vital information about their patients' conditions, even when they are physically separated by long distances and working from different offices. In this way, TMIS drastically reduces the price of care by making it more accessible to more people. If the most recent state of a patient's health is to be taken into account while making medical decisions, then an effective electronic-health (e-health) system is essential. However, it might be difficult for doctors to effectively diagnose and treat new patients because they lack immediate access to the patient's complete medical history and other relevant data [1]. EHRs contain information about patients, including demographics, lab results, medical scans, clinical notes, billing data, sensor data, medical history, medications, insurance details, and more; in an e-health system, these restrictions may be less of an issue. Ensuring the confidentiality, privacy, and integrity of data within this system is unquestionably crucial. Nevertheless, the specific needs of different e-health systems may vary depending on the privacy laws in place in the country where the system is located [2]. Although there is still work to be done on interoperability and privacy concerns, EHR are now widely recognized as an integral element of the healthcare business.

Many scholars have proposed confidential data-sharing strategies to meet the expanding demands of the healthcare industry. Conventional healthcare data-sharing systems, on the other hand, rely on a centralized system that does not provide a safe method of exchanging data with other medical-related organizations. However, because regulatory bodies may lack access to data held by medical institutions, there is a significant opportunity for improper exploitation of patients' medical information [3]. Consequently, in the event of resource sharing, data-sharing methods centered around a centralized framework are not appropriate for the advancement of e-medical records.

A. Blockchain Technology

Blockchain stands as an advanced database technique that fosters transparent data exchange across a network. It operates on the principle of organizing data into interconnected "blocks" that form an unbroken "chain." In this analogy, the blocks in the blockchain are akin to nodes in a linked list, collectively constituting the chain [4].

Within each block of the blockchain, you find data and a hash value that establishes its connection to the preceding block. A significant feature of this technology is the inherent inability to modify links or alter the chain without gaining widespread consensus. This ensures that the information remains meticulously arranged in chronological order. As a result, blockchain technology provides an immutable ledger capable of recording a diverse range of transactions.
Blockchain solves problems by generating a decentralized, unchangeable method of recording transactions. Each party in a real estate deal may have their own ledger thanks to blockchain technology. Both parties must agree to a transaction before it is finalized, and the ledgers will be updated simultaneously. If any transaction in the past is changed, the integrity of the entire ledger is compromised [5]. These features of blockchain technology have led to its use in several fields, most notably the creation of digital currencies like Bitcoin.

The privacy concerns associated with the implementation of EHRs as healthcare data increasingly moves into the digital realm. Governments globally have introduced legislation and regulations to protect personal information, yet data breaches within electronic health records continue to rise, with theft and loss being the primary causes. This underscores the critical need for stricter control and limited access to patients' private medical data [6]. The blockchain technology could offer a potential solution. It describes blockchain as a decentralized, distributed ledger system that encrypts and links data in a secure and transparent manner. Consensus algorithms ensure agreement among network nodes regarding legitimate data access, and data is only added to the blockchain after undergoing validation for accuracy and relevance [7].

Blockchain is noted for its advantages, including user autonomy, increased data sharing transparency, and heightened data privacy and security. The importance of decentralization lies in its ability to create a robust and tamper-resistant system where altering data becomes difficult without alerting other nodes in the blockchain network. Encrypting data within each block using cryptographic hashes like the SHA-256 algorithm for enhanced privacy and security. These hashes make it extremely difficult to reverse-engineer the original data from the hash value, thereby protecting the blockchain against tampering by malicious actors. Through a combination of encryption, decentralization, and consensus mechanisms, blockchain offers a promising solution for safeguarding sensitive healthcare data in the increasingly digital healthcare landscape [8].

B. Blockchain Interoperability

Blockchain interoperability is the ability to view, access, and share data across various blockchain networks. It emphasizes the significance of interoperability in making blockchain applications more transparent and efficient. In the healthcare context, the term "interoperability" refers to the exchange of patient data between different electronic health record systems, with challenges arising from hardware and software heterogeneities. The idea of smart contracts, which are programs that execute predefined operations on a blockchain [9]. However, it points out limitations in the inter-network communication between smart contracts, highlighting the need for solutions to enable cross-chain communication among them [10]. The ultimate goal is to achieve cross-chain interoperability, allowing different blockchains to understand and interact with each other. The importance of addressing non-interoperability issues and suggests building a bridge between similar blockchain networks, using Electronic Health Records (EHR) as an example.

The structure of the upcoming sections in this paper is as outlined below: Section II elaborates on the prior approach to utilizing blockchain-based EHR. In Section III, the techniques proposed for this study are introduced. The advancement of the experiment, which validates the assertions of this research and includes the results, is covered in Section IV. Lastly, Section V provides the experiment's conclusions.

II. LITERATURE REVIEW: RELATED STUDIES

Blockchain is a decentralized ledger that records and shares a comprehensive history of transactions and electronic events among its participants. A significant feature is that most participants validate all public transactions, ensuring the permanence and non-disputability of stored information. This addressing the vital need to safeguard and maintain sensitive patient data in a secure cloud-based environment, addressing concerns related to data creation, distribution, storage, and retrieval in the healthcare sector [11].

The solution involves using Blockchain technology to protect cloud-based medical records. By combining distributed computing with blockchain, disparate healthcare providers can establish secure connections, facilitating remote access to patient information while ensuring its confidentiality. Data undergoes encryption before uploading to the cloud, and healthcare providers must decrypt it for access. The use of cryptography during encryption ensures secure data transmission between clients and servers [12].

Personal health records (PHRs) are often stored and processed in centralized client-server architecture in conventional healthcare systems. Due to technological and infrastructure limitations, PHR kept at a healthcare facility remain in repository and cannot be easily shared with other institutions [13]. There is no efficient and confidential data exchange process in place if a patient has to see many doctors or hospitals. Health Insurance Portability and Accountability Act (HIPAA) may safeguard patients' privacy; however, this is questionable because it does not take into account whether or not the patient is personally involved.

According to the author [14], studies on the use of blockchain technology to ensure confidentiality and safety in healthcare are commonplace on the distributed ledger. However, they have diverted emphasis from the distribution of the encryption/decryption key needed to ensure PHR confidentiality and instead cantered it on the maintenance of individual health records. In order to construct trustworthy and decentralized systems, blockchain offers a shared, immutable, and visible history of all transactions. This opens the door for the use of blockchain technology in the creation of a safe and reliable PHR data management system. This study introduces an approach that empowers patients by necessitating them to possess the information required to deduce the encryption/decryption key from previous transactions within blockchains. Through this key-based access restriction, patients gain control over their own medical records. If you're looking for a vibrant industry that embraces technology to provide superior care with a focus on the patient, look no further than healthcare.
Artificial intelligence (AI), the Internet of Things (IoT), and blockchain provide a diverse set of uses that may be put to good use in the healthcare industry. Potentially improving monitoring processes and decreasing clinical-related mistakes is one role that healthcare environments may play. To improve healthcare delivery, [15] presents a new architecture that integrates ambient intelligence into the healthcare infrastructure. As the foundation of the network, blockchain ensures the safekeeping and sharing of data among all of its participants. In order to collect data on vital signs, a hardware prototype is created using a Raspberry Pi Model 4B.

The high-performance computing system, integrated with machine learning algorithms and blockchain capabilities, is employed to efficiently store critical patient data and notify healthcare professionals of any discrepancies. Comparative analysis reveals that this new system surpasses existing models in terms of reliability and latency. Metrics like mean average error (MAE), mean square error (MSE), and root mean square error (RMS) are used to comprehensively evaluate algorithm performance. Notably, this system offers the seamless integration of pre-existing models and demonstrates effective functionality overall.

However, the security challenges associated with patient data storage in IT systems have hindered the progress of e-healthcare. The introduction of blockchain technology offers a potential solution, which is explored in the work outlined in reference [16]. This research establishes the foundation for blockchain-based health information management, encompassing a public ledger, private ledger, smart contracts, and context-based access control. The proposed design ensures patient data access, security, and system compatibility, while also presenting an efficient approach to managing complex medical processes. Furthermore, the report delves into the application of blockchain technology in healthcare, emphasizing its potential for confidential patient data exchange for scientific research. Smart contracts are recommended for maintaining patients' medical histories, described as innovative, accessible, interoperable, and auditable.

Prominent healthcare communication networks generate data and information, but recent years have seen these systems become targets for cyberattacks due to inadequate security measures. The ease of conducting such attacks is attributed to the widespread availability of powerful computers and various malicious tools. The article compares several technology types and examines blockchain-based approaches to firmware enhancement, addressing their limitations such as large storage requirements and centralized firmware storage.

Additionally, the study in [17] outlines a general architectural framework for Internet of Healthcare Industry (IoH) applications, incorporating blockchain technology, Local Differential Privacy, and cloud computing (IceDrive). The study highlights the potential uses and challenges in integrating blockchain and cloud computing into IoT applications while also considering the application of blockchain in the future of the healthcare industry. This research is anticipated to facilitate the development of blockchain-based IoT applications.

At present, distinct blockchains within the same network lack the capability to seamlessly interact with each other. For instance, the exchange of data between Ripple and Ethereum remains infeasible. Furthermore, achieving blockchain interoperability entails navigating intricate procedures.

III. METHODOLOGY

A patient-centered approach has been put into practice, wherein patients take responsibility for controlling access to their Electronic Health Records (EHRs). The architectural plan is designed around the concept of hospitals using distinct EHR platforms. Both platforms require healthcare participants to register through smart contracts or chain code. The attending physician engages in consultations with the relevant patients and inputs their EHRs into the system. These EHRs are then hashed, and the resulting hash value is used to create a blockchain block, establishing ownership of the EHR. The proposal suggests dividing the EHR into offline and online sections, with the patient's identity characteristics linked to the offline data during online data uploads. Any document-oriented database can be used to store the offline data. Access requests to the electronic health record are routed to the patient for approval when initiated by a system participant. Patients retain control over their Electronic Health Records (EHRs) and can determine who has access to their records and the extent of information shared. A crucial element in our system is the use of hash locks, particularly when connecting to an EHR from an external system. For instance, if a stakeholder from System B requires access to a patient's EHR in System A, a hash lock is created for that specific EHR, as outlined in study [18]. This hash lock grants the stakeholder in System B access to the patient's EHR, facilitating information retrieval. Fig. 1 provides a graphical representation of our architecture, illustrating how blockchain technology can streamline the exchange of electronic health records.

Proposed system has two major components. The system design along with appropriate representation and explanation has been given below:

![Fig. 1. Electronic health record framework.](image)

A. Smart Contract Structure

Within a specific hospital's smart contract, two distinct user types are present: Doctors and Patients. Users can register themselves via the user interface and receive a private-public key pair to facilitate secure data sharing. Once registered, users can log in using their credentials, granting them access to their respective functionalities, as detailed in study [19]. Doctors have the ability to create records and perform record searches, while Patients can access their own records and share data when required.
The execution of these functions is achieved through a Solidity contract, accessed via a Python script. To ensure data security during storage and retrieval, a secure approach is maintained by utilizing the IPFS protocol. Data is securely stored on IPFS and the resulting hashes are recorded within the Ethereum blockchain for traceability and verification purposes. Fig. 2 illustrates the architecture of an individual smart contract.

Certainly, the individual smart contract that operates within the context of a specific hospital for managing user interactions between Doctors and Patients, the individual smart contract streamlines the interactions between healthcare providers (Doctors) and patients, enhancing communication and data sharing. Patients have greater control over their medical records, promoting privacy and data autonomy [20, 21]. The integration of IPFS and Ethereum blockchain ensures data security, traceability, and transparency. In essence, the individual smart contract serves as a pivotal component within Hospital X’s digital infrastructure, providing a secure, efficient, and transparent means of managing medical records and interactions between healthcare providers and patients. Fig. 3 shows the flow of the user interface.

B. Cross-Chain Interoperability

When two or more blockchain networks or platforms are able to interact with one another without any hitches in the flow of information or transactions, we say that they are cross-chain interoperable. It addresses the challenge of isolated blockchains that operate independently and cannot directly interact with each other [22, 23]. Achieving cross-chain interoperability is crucial for creating a more connected and efficient blockchain ecosystem.

Different blockchain networks, such as Ethereum, Binance Smart Chain, Polkadot, and others, have their own protocols, consensus mechanisms, and features. Traditional blockchains operate in isolation, and transactions within a specific blockchain are not easily accessible or verifiable by other blockchains. Cross-chain interoperability aims to enable communication, data sharing, and asset transfers across multiple blockchain networks.

C. Interoperability Structure

In Fig. 4, the architecture of the interoperability approach is depicted. It involves an Intermediate Contract that holds the Name, network, and address of each hospital contract. Every hospital must register its details with the intermediate contract. When Hospital A requires access to data from Hospital B, the following steps occur:

- Switch to the Intermediate contract network.
- Retrieve the network and address of Hospital B.
- Switch to the network of Hospital B.
- Retrieve the contents from Hospital B’s contract.
- Revert back to the original contract network and return the data.

This process allows for secure and controlled data sharing between different hospital contracts.

D. Approaches to Cross-Chain Interoperability:

- **Atomic Swaps**: These allow users to directly exchange assets between different blockchains without the need for intermediaries. Wrapped Tokens: Tokens on one blockchain are "wrapped" to create a representation on another blockchain, enabling their use in a different ecosystem. Sidechains: Separate blockchains, known as sidechains, are linked to the main blockchain, allowing for specific tasks to be performed on the sidechain while retaining the connection to the main chain. Cross-chain Bridge: Specialized smart contracts act as bridges between different blockchains, facilitating the transfer of assets and data. Polkadot and Cosmos: These platforms are designed with native cross-chain interoperability features, allowing multiple blockchains to be connected within a larger network.

Cross-chain interoperability enables the use of specialized features from different blockchains within a unified ecosystem. Assets can be moved seamlessly between
blockchains, enabling more efficient trading and utilization. Interoperability can help alleviate congestion on a single blockchain network by distributing transactions across multiple chains. Cross-chain interoperability supports collaboration between different projects and platforms, fostering innovation [24, 25]. Cross-chain interoperability plays a vital role in overcoming the limitations of isolated blockchains and creating a more interconnected and versatile blockchain landscape. As the blockchain ecosystem continues to evolve, solutions for cross-chain communication and data sharing will be crucial for achieving widespread adoption and realizing the full potential of decentralized technologies.

IV. RESULTS AND DISCUSSION

The effectiveness of the suggested model is measured in terms of the following indicators. The success of a blockchain network may be measured by the following indicators, which have been developed with consideration for real-world use cases:

A. Transaction Throughput

This indicator tracks how many deals the blockchain can handle in a given time frame. It's a measure of the network's ability to process several transactions at once.

B. Latency

Latency refers to the time taken for a transaction to be confirmed and included in the blockchain. Lower latency signifies quicker transaction validation and responsiveness of the network.

C. CPU Utilization

CPU usage is the rate at which a network's nodes use their central processing units. In our current use-case, each Hospital is associated to one smart contract instance. This smart contract provides various functionalities as required for the user operations. Each of these functions is explained in detail below:

D. Register

This function handles registration of the new users. For every new user created, it generates a key pair i.e., private key and the public key which will be used for data encryption and decryption. This function triggers the Register() in the smart contract which works as follows:

```java
Function Register(UserDetails, keys, flag):
    For i = 0 to Number of Users:
        User = ith User
        If k256(User.username) == k256(UserDetails.username):
            Return False  // Username is already in use
        Add UserDetails to UserList
        If flag == 1:
            Add UserDetails to Ddetails  // For doctors
        Else:
            Add UserDetails to Pdetails  // For patients
        Return True  // Registration successful
```

After the execution of the above function, it displays the corresponding success/fail message. Following is a preview of the register window shown in Fig. 5.

E. Login

This function handles the login functionality for the existing users if the credentials provided are valid. It first triggers the Login() in the smart contract which works as follows:

```java
Function Login(username, password):
    For i = 0 to Number of Users:
        User = ith User
        If k256(User.username) == k256(username) &&
           User.password == k256(password):
            Return UserType  // Successful login, return user type
        End If,
    End For
    Return FailMessage  // Login failed, return a failure message
```

The login window appears as shown in Fig. 6. If the login is successful, the above function returns the user type as doctor or patient. If the type is doctor then available functionalities will be add and search, and if the type is patient then available functionalities will be View-data, Send-data, view-share and set-permission.

```java
Function AddRecord(UserID, details, flag):
    For i = 0 to Number of Users:
        User = ith User
        If User.type == 'Doctor' &&
            User.ID == UserID:
            If flag == 1:
                Add details to Ddetails  // For doctors
            Else:
                Add details to Pdetails  // For patients
            Return True  // Registration successful
        End If,
    End For
```

After the execution of the above function, it displays the corresponding success/fail message. Following is a preview of the register window shown in Fig. 5.

F. Add Record

This function handles the addition of new records. It is executable only if the user type is doctor. The doctor enters the required details in the form provided as shown in Fig. 8. Doctors can also upload files using the provided option. The file is uploaded to the IPFS Server which returns a hash. These details along with the address hash are converted to a JSON record. This record is again hashed using IPFS. Then AddRecord() is triggered in the smart contract which works as follows and UI is shown in the Fig. 7.
Function AddRecord(hash, PID):
    Add the record to the Records array
    If PID is present in the Haslist:
        Add the current index to the corresponding PID in Hashable
        Set the flag
    If flag is not set:
        Push the PID and current index to the Hashtable as a new entry

H. Interoperability Operations

Certainly, let's elaborate on the provided pseudocode steps and explain the process in detail:

1) Retrieving SSN with getSSN(): The first step involves retrieving the Social Security Number (SSN) associated with the provided Patient ID (pid). This information is obtained by executing the getSSN() function. This function likely queries a smart contract or database to fetch the SSN based on the given patient ID.

2) Switching to intermediate network: After obtaining the SSN, the pseudocode suggests disconnecting from the current network. This indicates a transition from the main network to an intermediate network, which acts as a backup or alternative in case of network downtime or delays.

3) Choosing an intermediate network: Users are presented with the option to choose between two intermediate networks: Sepolia and Goerli. These networks serve as contingency plans, ensuring that even if one network experiences issues, the process can continue using the other network.

4) Connecting to intermediate network: Based on the user's selection, the pseudocode connects to the corresponding intermediate network (Sepolia or Goerli).

5) Accessing intermediate contract: Once connected to the chosen intermediate network, the pseudocode suggests accessing a previously deployed intermediate contract. This contract likely contains functions and logic required for the subsequent steps.

6) Retrieving list of hospitals: Within the intermediate contract, the pseudocode fetches a list of all hospitals using the GetH() function. This list likely contains identifiers or addresses of different hospital contracts.

7) Iterating over hospitals: For each hospital in the retrieved list, the pseudocode enters a loop. This loop iterates through the list of hospitals one by one.

8) Switching to hospital network: Within the loop, the pseudocode disconnects from the current intermediate network and connects to the network associated with the specific hospital's contract. This allows interaction with the smart contract of the hospital.

9) Searching and adding records: With access to the hospital's network, the pseudocode utilizes the SearchRecordSSN() function. This function likely searches for medical records associated with the retrieved SSN and adds any matching records to a temporary storage.
Completing hospital search: Once records have been searched and added for the current hospital, the pseudocode disconnects from the hospital’s network and reconnects to the intermediate network.

Displaying stored records: After searching all hospitals, the pseudocode ends the loop and reconnects to the original network. The medical records that have been temporarily stored during the search process are now displayed to the user for viewing.

Visualization: The entire process described above, from SSN retrieval to displaying records, can be visualized using a diagram or flowchart, shown in Fig. 9.

In summary, the pseudocode outlines a process where the SSN of a patient is used to search for and retrieve medical records from multiple hospitals' contracts. It employs intermediate networks and contracts to ensure data availability and accessibility even in the face of network issues. The process involves several steps of switching networks, accessing contracts, and iterating through hospitals to ultimately present the user with the aggregated medical records.

The pseudocode for the logic is given below:

```
Function Interoperable()
Input:
  pid = GetUserInput()  // Get the Patient ID from the user.
  // Retrieve SSN
  SSN = GetSSN(pid)  // Call a function to retrieve SSN based on the PID.
  // Disconnect from the current network
  Network.Disconnect()
  // Connect to the intermediate network
  Network.Connect('intermediate')
  // Get a list of hospitals from the intermediate contract
  Hosplist = IntermediateContract.GetHospitalList()
  // For each hospital in the Hosplist
  For i in Hosplist:
    nw, link = i[1], i[2]  // Get the network name (nw) and contract address (link).
    Network.Disconnect()
    // Connect to the hospital's network
    Network.Connect(nw)
    // Access the hospital's smart contract
    Temp = SmartContract.At(link)
    // Search for patient records using SSN
    Records = Temp.SearchRecordSSN(SSN)
    Network.Disconnect()
  // Reconnect to the original network
  Network.Connect(curNetwork)
```

In the figure given above Fig. 10, shows clearly about the transaction calls that take place. In current scenario the example encompasses three hospital contracts, in Sepolia and Goerli respectively. The intermediate contract is deployed on Sepolia as well. Certainly, here's an elaboration of the cross-chain search operation we have outlined:

Cross-Chain Search Operation Steps:

1) Initial network setup
   • The network is initially set to Sepolia, representing the primary network for the operation.

2) Switch to intermediate contract network
   • To ensure a robust and reliable search operation, the process begins by connecting to the intermediate contract network, which is also Sepolia in this case.

3) Fetching list of hospitals
   • Using the intermediate contract on the Sepolia network, the pseudocode fetches a list of hospitals: H1, H2, and H3. These hospitals represent the targets for the cross-chain search.

Fig. 9. Interoperability implementation.

Fig. 10. Transaction flow during cross-chain call.
4) **Searching hospital 1 (sepolia)**

- The network connection switches to Hospital 1’s network on Sepolia.
- The search transaction, likely involving the `SearchRecordSSN()` function, is executed for the patient's records associated with the retrieved SSN.
- Once the search transaction is confirmed, the retrieved records from Hospital 1 are temporarily stored.

5) **Searching hospital 2 (sepolia)**

- The network connection switches to Hospital 2's network on Sepolia.
- The search transaction for the same patient's records is executed within Hospital 2's network.
- After confirmation, the records from Hospital 2 are also temporarily stored.

6) **Searching hospital 3 (goerli)**

- The network connection switches to Hospital 3's network on Goerli. This represents a change in network from Sepolia to Goerli, emphasizing cross-chain operation.
- The search transaction for the same patient's records is executed within Hospital 3’s network on the Goerli chain.
- Once confirmed, the records from Hospital 3 on the Goerli chain are temporarily stored.

7) **Aggregating and returning records**

- After successfully searching across multiple hospitals and networks, the temporary storage of retrieved records is aggregated.
- The aggregated records are then returned to the user, presenting a comprehensive overview of the patient's medical data from all the participating hospitals and chains.

This cross-chain search operation demonstrates the flexibility and versatility of the proposed model, allowing for seamless interaction with multiple hospital networks on different blockchain platforms (Sepolia and Goerli, in this case). By employing intermediate contracts and network switches, the model ensures data availability and continuity, even if issues arise in individual networks, enabling efficient retrieval and presentation of medical records across various chains.

Fig. 11 and Fig. 12 show the time taken for the operations `GetH()`, network switching and `Search()` times. These visual representations clearly indicate that fetching times and switching times are very low compared to the major search transaction.

<table>
<thead>
<tr>
<th>Hospitals</th>
<th>Record 1</th>
<th>Record 2</th>
<th>Record 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>15.53</td>
<td>15.63</td>
<td>15.66</td>
</tr>
<tr>
<td>2</td>
<td>30.12</td>
<td>30.33</td>
<td>30.45</td>
</tr>
<tr>
<td>3</td>
<td>45.45</td>
<td>45.66</td>
<td>45.89</td>
</tr>
</tbody>
</table>

**TABLE I. PERFORMANCE ANALYSIS FOR NUMBER OF RECORDS SEARCHED**
The study involved measuring the average time required for searching records while varying the number of hospitals and records involved. It was observed that the search time was independent of the number of records being searched, as shown in Table I and Fig. 13. The time taken was directly proportional to the number of hospitals involved in the search. This shows that the actual search operation takes place in the order of milliseconds but the majority of the time is due to transaction delay. The time taken for each of the above operations can be optimized if the average time taken for each transaction is relatively reduced by the Ethereum network.

I. Average Latency Comparison

Fig. 14 displays the results of measurements of the delay required to perform various blockchain operations locally as well as between blockchain networks. The Ethereum test bed consists of two virtual computers running on the same physical computer, each of which hosts a different set of test network components. Fig. 14 shows that the suggested approach requires between 4s and 50ms to complete the transaction across the two blockchains, whereas a local transfer on Ethereum requires just 14ms. Therefore, although there is a significant increase, 4s for a transaction in the analyzed use case is manageable.

Table II and Fig. 15 provide an illustration of the total CPU utilization for both test networks, denoted as B1 and B2. Throughout the test period, B1 exhibits a CPU consumption of around 66%. As the transaction load increases, this utilization gradually climbs and peaks at approximately 74%. In contrast, B2, involving the operation of four healthcare entities, exhibits a higher CPU consumption of around 80% when the transaction load is 500. This stands as a 10% increase over B1 at the same transaction load. With a rise in the transaction load, B2's CPU consumption further escalates. At a transaction load of 6000, B2's CPU utilization reaches approximately 86%, leading to the occurrence of an average of 411 failed transactions. In conclusion, the findings emphasize the importance of considering and optimizing CPU resources as the network accommodates a larger number of participants or entities.

Table II. CPU Utilization

<table>
<thead>
<tr>
<th>Transaction Rate</th>
<th>CPU Utilization</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B1</td>
</tr>
<tr>
<td>1000</td>
<td>67</td>
</tr>
<tr>
<td>2000</td>
<td>66</td>
</tr>
<tr>
<td>3000</td>
<td>70</td>
</tr>
<tr>
<td>4000</td>
<td>71</td>
</tr>
<tr>
<td>5000</td>
<td>73</td>
</tr>
</tbody>
</table>

Fig. 14. Latency assessment.

Fig. 15. CPU Utilization.

V. Conclusion and Future Scope

In conclusion, the utilization of blockchain technology introduces a promising solution to address the persistent challenges of interoperability and privacy within Electronic Health Records (EHR). This technology empowers patients by granting them centralized access to their medical histories while simultaneously relieving healthcare providers of the lifelong responsibility of safeguarding medical data. Nevertheless, current implementations of blockchain-based EHR systems can address crucial concerns such as efficiency, fairness, and trust. Integrating blockchain with EHR is a multifaceted issue that surpasses the realm of technical expertise and requires collaboration from various stakeholders. To counteract the challenge of non-interoperability, our approach involves constructing a bridge between two similar blockchain networks. Proposed approach illustrates the solution through an EHR Structure, stored across distinct Ethereum Testnets, and enacted via a Solidity Smart Contract. This enables to establish the feasibility of bridging the gap and fostering a seamless interoperability experience between different blockchain networks. The main intention is to utilize a smart contract to embody the EHR Structure specific to individual hospitals. However, the need arises for deploying separate smart contracts for each hospital. Ensuring effective communication between these smart contracts presents a complex challenge, whether within a single blockchain or spanning multiple blockchains. The presented protocol successfully achieves objectives such as privacy conservation, time-controlled annulment, search
functionality, and data security, according to by our extensive security study. It is very resistant to both large-scale and low-key attempts to breach its security. There appears to be an opportunity for the integration of various blockchains to enable the sharing of Electronic Health Records (EHR) within a healthcare consortium from an external viewpoint. The emphasis is on achieving heightened security and efficiency, which could be compared comprehensively with existing solutions in this domain. This ongoing effort seems dedicated to refining the approach for the advantage of the healthcare industry and its stakeholders.
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Abstract—Human Activity Recognition (HAR) holds significant implications across diverse domains, including healthcare, sports analytics, and human-computer interaction. Deep learning models demonstrate great potential in HAR, but performance is often hindered by imbalanced datasets. This study investigates the impact of class imbalance on deep learning models in HAR and conducts a comprehensive comparative analysis of various sampling techniques to mitigate this issue. The experimentation involves the PAMAP2 dataset, encompassing data collected from wearable sensors. The research includes four primary experiments. Initially, a performance baseline is established by training four deep-learning models on the imbalanced dataset. Subsequently, Synthetic Minority Over-sampling Technique (SMOTE), random under-sampling, and a hybrid sampling approach are employed to rebalance the dataset. In each experiment, Bayesian optimization is employed for hyperparameter tuning, optimizing model performance. The findings underscore the paramount importance of dataset balance, resulting in substantial improvements across critical performance metrics such as accuracy, F1 score, precision, and recall. Notably, the hybrid sampling technique, combining SMOTE and Random Undersampling, emerges as the most effective method, surpassing other approaches. This research contributes significantly to advancing the field of HAR, highlighting the necessity of addressing class imbalance in deep learning models. Furthermore, the results offer practical insights for the development of HAR systems, enhancing accuracy and reliability in real-world applications. Future works will explore alternative public datasets, more complex deep learning models, and diverse sampling techniques to further elevate the capabilities of HAR systems.
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I. INTRODUCTION

Human Activity Recognition (HAR) is a multidisciplinary field focused on the automated identification and categorization of human activities, primarily relying on data collected from diverse sensors. Its applications extend into critical domains, particularly Sports or healthcare [1]. The automatic detection and classification of human activities can significantly improve the quality of life for elderly individuals and dependents, enhancing their safety, well-being, and independence [2]. HAR systems play a vital role in smart home environments by providing context-aware services to residents, monitoring their activities, and alerting caregivers in case of any abnormal situations[3].

Deep learning models have revolutionized HAR due to their capacity to process and analyze sensor data effectively. Long Short-Term Memory (LSTM) networks and Convolutional Neural Networks (CNN) are two prominent deep learning architectures that excel at learning complex patterns and temporal dependencies from sensor data. These models have demonstrated remarkable performance in HAR, making them the focal point of this study [4] [5]. While deep learning models have shown promise in HAR, one significant challenge is posed by imbalanced datasets [6]. In many real-world scenarios, certain activities or classes are more frequent than others in the data, creating an imbalance. This imbalance can adversely affect the performance and accuracy of HAR models, as they may become biased towards the majority class, leading to poor recognition of minority activities [7].

In summary, Human Activity Recognition (HAR) holds vital implications for various domains. Deep learning models, such as LSTM and CNN, enhance HAR by effectively processing sensor data. The use of sampling techniques to address class imbalance significantly boosts model performance. This research underscores the importance of balanced datasets in HAR and provides practical insights for real-world applications.

The primary contributions of this study are as follows:

- The profound impact of class imbalance on the performance of deep learning models in HAR is investigated, and a range of sampling techniques designed to alleviate this issue is introduced and rigorously evaluated, offering valuable insights into enhancing model performance within imbalanced datasets.

- Three distinct sampling techniques are evaluated: SMOTE Random Undersampling, and a hybrid approach combining both methods.

- A detailed comparative analysis of the efficacy of these sampling methods in enhancing learning from imbalanced human activity data through deep machine learning algorithms is provided. Specifically, a test is conducted on Vanilla LSTM, 2 Stacked LSTM, 3 Stacked LSTM, and the Hybrid CNN-LSTM model.
The findings consistently demonstrate that the hybrid sampling techniques consistently outperform state-of-the-art models across critical performance metrics, including accuracy, precision, recall, and F1 score.

The paper is organized into distinct sections to effectively present the research findings. Section II presents the Related Work, reviewing prior research in the field related to the problem. Section III elaborates on the Materials and Methods employed in the experimental approach. Section IV presents the outcomes of the experiments and engages in a thorough discussion of the findings. Finally, in Section V, the Conclusion presents the key findings, and future directions of sensor-based HAR using deep learning models.

II. RELATED WORK

In the field of Human Activity Recognition (HAR), addressing imbalanced data presents a significant challenge, a common issue observed in various public datasets, including Opportunity [8], WISDM V1.1 [9], SPHERE [10] and PAMAP2 [11]. Imbalanced data can profoundly affect the performance of deep learning models utilized in HAR tasks. To tackle this challenge, several studies have explored the integration of deep learning models with sampling methods specifically designed for Human Activity Recognition based on sensor data.

Jeong et al. (2022) conducted a comprehensive study focusing on the influence of undersampling and oversampling techniques for classifying physical activities using an imbalanced accelerometer dataset. Their findings proposed that ensemble learning, coupled with well-defined feature sets and undersampling, exhibits robustness in the classification of physical activities within imbalanced datasets. This approach proves particularly effective in real-world scenarios, where imbalanced class distributions are commonplace. Furthermore, the study underscored the superiority of ensemble learning over other machine learning and deep learning models in handling small datasets with subject variability [12].

Hamad et al. (2020) evaluated the efficacy of imbalanced data handling methods in the context of deep learning applied to smart home environments. Leveraging a CNN LSTM model and a dataset comprising daily activities collected from two real intelligent homes, their research demonstrated a significant performance improvement by applying the SMOTE oversampling method. This enhancement resulted in a notable increase in accuracy (from 0.60-0.62 to 0.71-0.73) when compared to training on the original imbalanced data [13].

Almani et al. (2020) delved into the classification of imbalanced multi-modal sensor data for HAR within smart home environments, using deep learning techniques in conjunction with oversampling (specifically, SMOTE) and undersampling methods. The results unequivocally favored the SMOTE method over undersampling in effectively addressing imbalanced data challenges within HAR tasks using the SPHERE dataset [14].

Alharbi et al. (2022) made significant contributions by investigating the effectiveness of oversampling methods, such as SMOTE and its hybrid variations, in improving the classification of minority classes in diverse datasets. For instance, on the PAMAP2 dataset, the MLP achieved an F1 score of 0.7185 using the SMOTE sampling method, compared to its baseline score of 0.7473. [7].

In addition to the aforementioned studies, recent research has showcased the potential of deep learning models for HAR:

- Wan et al. (2020) introduced deep models for real-time HAR using smartphones, including CNN and LSTM models, achieving high accuracies of 91.00% and 85.86%, respectively on the PAMAP 2 Dataset [15].
- Xu et al. (2022) proposed several methods, including classical CNN, LSTM, and Inception-LSTM with attention mechanisms, achieving F1 scores ranging from 0.8949 to 0.9513 [16].
- Tehrani et al. (2023) utilized a deep multi-layer Bi-LSTM model for sensor-based HAR, obtaining promising results with F1-score, Precision, Recall, and Accuracy all reaching 93.41% [17].
- Thakur et al. (2022) demonstrated that a hybrid model combining CNN and LSTM with an autoencoder for dimensionality reduction achieved an impressive F1 score of 0.9446 and an accuracy of 94.33% for HAR [4].
- Challa et al. (2022) proposed a multibranch CNN-BiLSTM model for human activity recognition using wearable sensor data, achieving an impressive accuracy of 94.29% [18].

Table I summarizes the performance of various deep learning models on the PAMAP2 dataset using different sampling methods for sensor-based HAR.

These studies collectively emphasize the positive impact of oversampling techniques, particularly SMOTE, in enhancing model performance when compared to training on imbalanced datasets. These insights lay the foundation for this research, which aims to build upon this foundation and further investigate the efficacy of sampling methods in improving the performance of deep learning models for HAR on the PAMAP2 dataset.

In the field of HAR, a significant gap in existing research has been found. There hasn't been enough focus on how different sampling techniques affect the performance of deep learning models in HAR. While some studies have tackled imbalanced data in HAR, they often overlook the critical role that sampling methods play. This gap highlights the need for a more thorough investigation into how sampling techniques and deep learning intersect in HAR. That's where the research steps in. The commitment is to address this gap by thoroughly studying how various sampling methods impact the performance of deep learning models in real-world HAR scenarios. The goal is to provide a clear picture of how sampling methods and deep learning models work together, ultimately improving the accuracy and reliability of activity recognition in sensor-based applications.
TABLE I.  PREVIOUS STUDIES PERFORMANCE ON PAMAP2 DATASET USING DEEP LEARNING MODELS AND SAMPLING METHODS FOR SENSOR BASED HAR

<table>
<thead>
<tr>
<th>Study year</th>
<th>Dataset</th>
<th>Classification method</th>
<th>Sampling method</th>
<th>Accuracy</th>
<th>F1 score</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>[14] 2020</td>
<td>SPHERE</td>
<td>CNN</td>
<td>NONE</td>
<td>0.7030</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[14] 2020</td>
<td>SPHERE</td>
<td>LSTM</td>
<td>NONE</td>
<td>0.6598</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[14] 2020</td>
<td>SPHERE</td>
<td>CNN-LSTM</td>
<td>NONE</td>
<td>0.6829</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[14] 2020</td>
<td>SPHERE</td>
<td>CNN</td>
<td>SMOTE</td>
<td>0.9355</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[14] 2020</td>
<td>SPHERE</td>
<td>LSTM</td>
<td>SMOTE</td>
<td>0.9298</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[14] 2020</td>
<td>SPHERE</td>
<td>CNN-LSTM</td>
<td>SMOTE</td>
<td>0.9367</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[14] 2020</td>
<td>SPHERE</td>
<td>CNN</td>
<td>UNDERSAMPLING</td>
<td>0.2937</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[14] 2020</td>
<td>SPHERE</td>
<td>LSTM</td>
<td>UNDERSAMPLING</td>
<td>0.3794</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[14] 2020</td>
<td>SPHERE</td>
<td>CNN-LSTM</td>
<td>UNDERSAMPLING</td>
<td>0.3085</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[15] 2020</td>
<td>PAMAP2</td>
<td>LSTM</td>
<td>NONE</td>
<td>0.8580</td>
<td>0.8534</td>
<td>0.8651</td>
<td>0.8467</td>
</tr>
<tr>
<td>[16] 2022</td>
<td>PAMAP2</td>
<td>LSTM</td>
<td>NONE</td>
<td>0.8920</td>
<td>0.8949</td>
<td>0.8969</td>
<td>0.8928</td>
</tr>
<tr>
<td>[17] 2023</td>
<td>PAMAP2</td>
<td>Bi-LSTM</td>
<td>NONE</td>
<td>0.9341</td>
<td>0.9341</td>
<td>0.9341</td>
<td>0.9347</td>
</tr>
<tr>
<td>[4] 2022</td>
<td>PAMAP2</td>
<td>convLSTM AE</td>
<td>NONE</td>
<td>0.9433</td>
<td>0.9446</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[18] 2022</td>
<td>PAMAP2</td>
<td>CNN-BiLSTM</td>
<td>NONE</td>
<td>0.9429</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[7] 2022</td>
<td>PAMAP2</td>
<td>MLP</td>
<td>SMOTE</td>
<td>--</td>
<td>0.7473</td>
<td>0.7769</td>
<td>0.7493</td>
</tr>
</tbody>
</table>

III. MATERIAL AND METHODS

In this research, the impact of class imbalance on HAR using wearable sensor data and deep learning models was investigated. To address this issue, three sampling methods were thoroughly examined: SMOTE, Random Undersampling, and a hybrid combination of the aforementioned techniques. The study involved the training of four deep learning models, including Vanilla LSTM, 2 Stacked LSTM, 3 Stacked LSTM, and Hybrid CNN-LSTM, on the PAMAP2 dataset. Through rigorous experimentation and evaluation, the aim was to identify the most effective sampling approach to improve model performance and generalization in HAR. The findings are expected to contribute valuable insights towards enhancing the accuracy and reliability of HAR systems deployed in real-world scenarios.

A. PAMAP2 Dataset

The PAMAP2 dataset [11], which stands for "Physical Activity Monitoring using a Multipurpose Sensor" holds a prominent role in the realm of Human Activity Recognition (HAR) research. Its comprehensive data collection approach, diverse participant demographic, and meticulous data organization make it a valuable resource for the research community.

Here are some key characteristics of the PAMAP2 dataset, as extracted from the dataset documentation [11]:

- Participant Diversity: One noteworthy aspect of the PAMAP2 dataset is the diversity of its participant pool. This dataset comprises data contributed by both genders, with a broad age range spanning from 23 to 32 years. Moreover, it includes individuals with varying physical characteristics, such as weights ranging from 65 to 95 kilograms and heights spanning between 168 and 194 centimeters. This demographic diversity empowers researchers to develop activity recognition models applicable to a broad spectrum of individuals.

- Data Collection: Researchers collected the dataset using a range of wearable sensors, including those worn on the wrist, chest, and ankle. These sensors operated at a high sampling rate of 100Hz, enabling the capture of an extensive volume of data, essential for detailed analysis of activities and movements (see Table II).

- Activity Variety: The PAMAP2 dataset offers an array of data related to various physical activities. It encompasses 12 distinct activity types, with detailed descriptions provided in Table III. This categorization serves as a valuable reference for activity labeling and model development.

- Data Format: The dataset is thoughtfully organized, with raw data from all sensors synchronized and labeled, and then consolidated into a single data file per participant and session. These files are presented in text format (.dat), simplifying structured data manipulation and analysis.

TABLE II.  PAMAP2 DATASET DESCRIPTION

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Labels</th>
<th>Sampling Rate</th>
<th>Windows Size</th>
<th>Overlap</th>
<th># Subjects</th>
</tr>
</thead>
<tbody>
<tr>
<td>PAMAP2</td>
<td>12</td>
<td>100 Hz</td>
<td>1s</td>
<td>50%</td>
<td>9</td>
</tr>
</tbody>
</table>

Table III provides an overview of the data distribution within the PAMAP2 dataset, highlighting a significant class imbalance among different activity labels in both the training and testing datasets. This issue is further underscored in Fig. 1, where it becomes evident that the "Rope jumping" activity exhibits notably fewer instances compared to other activities. This skewed data distribution can exert a substantial impact on the performance of deep learning models. Consequently, it becomes imperative to implement suitable sampling strategies to guarantee the reliability and accuracy of results.
TABLE III. DATA DISTRIBUTION PER ACTIVITY IN THE PAMAP2 DATASET

<table>
<thead>
<tr>
<th>Class Id</th>
<th>Activity label</th>
<th># Instances Training Set 70%</th>
<th># Instances Testing Set 70%</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Lying</td>
<td>100298</td>
<td>42633</td>
</tr>
<tr>
<td>1</td>
<td>Sitting</td>
<td>58380</td>
<td>25358</td>
</tr>
<tr>
<td>2</td>
<td>Standing</td>
<td>70165</td>
<td>29808</td>
</tr>
<tr>
<td>3</td>
<td>Walking</td>
<td>86117</td>
<td>36789</td>
</tr>
<tr>
<td>4</td>
<td>Running</td>
<td>30100</td>
<td>12950</td>
</tr>
<tr>
<td>5</td>
<td>Cycling</td>
<td>63755</td>
<td>27585</td>
</tr>
<tr>
<td>6</td>
<td>Nordic Walking</td>
<td>78154</td>
<td>33678</td>
</tr>
<tr>
<td>7</td>
<td>Ascending stairs</td>
<td>41442</td>
<td>17872</td>
</tr>
<tr>
<td>8</td>
<td>Descending stairs</td>
<td>32800</td>
<td>14030</td>
</tr>
<tr>
<td>9</td>
<td>Vacuum cleaning</td>
<td>60703</td>
<td>26256</td>
</tr>
<tr>
<td>10</td>
<td>Ironing</td>
<td>87885</td>
<td>37343</td>
</tr>
<tr>
<td>11</td>
<td>Rope jumping</td>
<td>10889</td>
<td>4564</td>
</tr>
</tbody>
</table>

Fig. 1. Data distribution by activity in PAMAP2 dataset.

B. Deep Learning Models

1) **Long short-term memory (LSTM):** LSTM networks belong to the category of recurrent neural networks (RNNs) and hold significance in time series applications, particularly HAR, that involve the classification of activities based on sensor data, such as accelerometers and gyroscope readings from smartphones. The strength of LSTM networks in HAR lies in their capability to capture and model long-term dependencies present within the sensor data [19].

2) **Hybrid deep learning model (CNN-LSTM):** This research harnesses the power of hybrid models, specifically the integration of Convolutional Neural Networks (CNN) and Long Short-Term Memory (LSTM) networks. This combination, as evidenced by several studies [14][4], holds promise for achieving high performance in HAR tasks. The rationale behind selecting this hybrid model is compelling: CNN excels at capturing spatial relationships within data, while LSTM is adept at modeling temporal dependencies. This combination allows us to leverage the strengths of both architectures [20]. One notable advantage of the hybrid model is that CNN accelerates the feature extraction process, enhancing training efficiency. This synergy between CNN and LSTM contributes to the model's overall effectiveness in recognizing human activities based on sensor data.

3) **Deep learning models configurations:** In the following deep learning configuration for multiclass HAR classification, various layers play distinct roles. These include the LSTM layer, dropout layer, dense layer with Softmax activation for probability estimation, convolutional (Conv1D) layer, and max pooling layers. Each layer plays a specific role in a deep learning architecture for multiclass classification. The LSTM layer captures sequential dependencies in the data, making it suitable for time series or sequential data. The dropout layer helps prevent overfitting by randomly deactivating a fraction of neurons during training, enhancing the model's generalization. The dense layer, often found in the final stage, produces class scores. The softmax activation function applied to these logits converts them into class probabilities. The convolutional (Conv1D) layer extracts spatial features from the input data. Max pooling layers reduce the spatial dimensions while retaining essential information, aiding in feature selection and computational efficiency. Combined, these layers enable the deep learning model to process, understand, and classify data efficiently and accurately.

In this study, several configurations of deep learning models for HAR are explored. These configurations include:

a) **Vanilla LSTM**: This straightforward LSTM setup consists of a single hidden layer of LSTM units and an output layer for prediction. It has proven its effectiveness in various small sequence prediction tasks [21].

Fig. 2 illustrates the architecture of the Vanilla LSTM model. It provides a visual representation of the model's structure, showcasing the flow of data through its layers, including the LSTM layer, dropout layers, and dense layers, ultimately leading to the output layer for activity classification.

![Fig. 2. Structure of vanilla LSTM model.](image-url)
b) 2-Stacked LSTM: Variants of the Stacked LSTM model, featuring two hidden layers, are also investigated in this study. Emerging from research findings, Stacked LSTM networks exhibit improved recognition efficiency by iteratively extracting temporal features [21].

Fig. 3 provides an overview of the 2-Stacked LSTM model’s architecture. This model is specifically designed for Human Activity Recognition (HAR) and excels in capturing intricate temporal patterns within sensor data. It consists of two LSTM layers with 64 units each, enabling the understanding and modeling of complex temporal relationships. Dropout layers are strategically placed to prevent overfitting during training. The model then utilizes two Dense layers, with 96 and 12 units, for feature extraction and final classification. Overall, the 2-Stacked LSTM model’s structure is optimized for accurate and robust activity recognition in HAR applications.

c) 3-Stacked LSTM: Similar to the 2-Stacked LSTM but with an additional layer of LSTM units, this configuration aims to further enhance the model’s capacity for temporal feature extraction [21].

Fig. 4 provides an overview of the 3-Stacked LSTM model’s architecture, designed for Human Activity Recognition (HAR). This model excels at capturing intricate temporal patterns within sensor data. It comprises three LSTM layers, each with 32 units, to model complex temporal relationships. Dropout layers are integrated to prevent overfitting during training. The model also includes two dense layers with 64 and 12 units, respectively, for feature extraction and final activity classification. In summary, the 3-Stacked LSTM model is engineered to achieve robust and accurate activity recognition in HAR scenarios by effectively handling temporal data dependencies and ensuring generalization through dropout mechanisms.

d) Hybrid Model (CNN-LSTM): The CNN-LSTM model, a hybrid architecture that seamlessly combines Convolutional Neural Networks (CNN) and Long Short-Term Memory (LSTM) layers.

Fig. 5 outlines the Hybrid CNN-LSTM model for HAR. The architecture starts with a CNN layer followed by dropout and max pooling for feature extraction. Subsequently, an LSTM layer captures temporal patterns with dropout for regularization. The final dense layer performs activity classification. This design effectively handles spatial and temporal aspects of sensor data, ensuring robust activity recognition in HAR.
C. Sampling Techniques

To tackle the challenge of imbalanced data, three different sampling techniques were applied:

1) SMOTE (Synthetic minority over-sampling technique): This Sampling technique serves as an effective tool for addressing imbalanced datasets in the realm of machine learning. Its function involves creating synthetic data points for the underrepresented class by bridging the gap between existing samples. In the context of sensor-based Human Activity Recognition (HAR) using deep learning, SMOTE plays a vital role in enhancing the classification accuracy of models like Multi-Layer Perceptrons (MLPs) [7].

Deep learning models require a high amount of data and are very sensitive to the imbalanced class problem. This is where SMOTE steps in, generating artificial samples for the minority class, thereby balancing the dataset and significantly improving the classification accuracy of these deep learning models [14].

2) Random undersampling: This Sampling method addresses imbalanced datasets by randomly removing samples from the majority class to achieve balance. In sensor-based Human Activity Recognition (HAR) with deep learning, it is employed to boost deep learning model classification accuracy [14]. Deep learning models require a high amount of data and are sensitive to class imbalances. Thus, Random Undersampling eliminates samples from the majority class, balancing the dataset and improving classification accuracy [14]. However, this method can lead to the loss of critical information from the majority class, potentially impacting the model’s classification accuracy [7]. Hence, it is crucial to carefully select the samples for removal to prevent the loss of vital information.

3) Hybrid sampling: Hybrid sampling is a technique used to deal with imbalanced datasets in machine learning. It involves combining oversampling and undersampling methods to balance the dataset. This method generates synthetic samples for the minority class using SMOTE and randomly removes samples from the majority class using Random Undersampling. The combination of these two methods helps to balance the dataset and improve the classification accuracy of deep learning models [7][14]. Hybrid sampling is particularly effective in sensor-based Human Activity Recognition (HAR) when combined with deep learning models. This technique successfully addresses the challenge of imbalanced classes while simultaneously mitigating the risk of losing valuable information from the majority class that can occur with random undersampling alone. By generating synthetic samples for the minority class through SMOTE, hybrid sampling ensures a well-represented minority class in the dataset. This balanced dataset significantly enhances the classification accuracy of deep learning models, while also promoting data diversity [14].

Table A1 in Appendix A provides a comprehensive overview of the dataset instances before and after the application of various sampling methods. The table allows for a clear visualization of how each sampling technique impacts the dataset composition.

D. Hyperparameter Tuning with Bayesian Optimization

The Model Hyperparameters are crucial in deep learning, shaping training algorithms and model performance. Bayesian optimization offers an effective means to optimize these parameters, particularly in complex, function-based problems lacking simple analytical solutions. To apply Bayesian optimization to time series and sensor-based Human Activity Recognition (HAR) using LSTM models, the following steps can be followed:

Step 1: Define the hyperparameter search space.

Step 2: Specify the objective function to evaluate model performance.

Step 3: Initialize the Bayesian optimization algorithm with hyperparameter values.

Step 4: Iteratively use the algorithm to suggest hyperparameters for evaluation.

Step 5: Continue until predefined convergence criteria are met, like a set number of iterations or desired performance levels.

E. Evaluation Metrics

In the experiment, various evaluation metrics were used to assess the HAR model’s performance. These metrics included accuracy, F1 score, precision, recall, and the confusion matrix. These evaluation metrics determine the performance of a model on a dataset. The most common metric is the confusion matrix which is a two-dimension table of class labels; one represents the current class and the other represents the predicted one. Accuracy is the most used one to evaluate model classification. It defines a ratio of correct predictions and overall predictions. The accuracy can be a good measure when the dataset class is balanced. Otherwise, this metric is not appropriate for evaluation. In the case of imbalanced datasets, other metrics are used such as precision, recall, F-measure, and specificity. Table IV presents the definition of all these metrics [22].

Understanding these performance metrics requires knowledge of four fundamental terms used in their measurement: true positive (TP), true negative (TN), false positive (FP), and false negative (FN).

<table>
<thead>
<tr>
<th>Metric</th>
<th>Formula</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>( \frac{tp + fn}{tp + fn + fp + fn} )</td>
<td>the ratio of correct predictions and overall predictions</td>
</tr>
<tr>
<td>Precision</td>
<td>( \frac{tp}{tp + fp} )</td>
<td>the ratio of correct predictions to the total predicted</td>
</tr>
<tr>
<td>Recall of sensitivity</td>
<td>( \frac{tp}{tp + fn} )</td>
<td>the ratio of correct predictions to the samples in the actual class</td>
</tr>
<tr>
<td>Specificity</td>
<td>( \frac{tn}{tn + fp} )</td>
<td>The ratio of actual class 0 to the correctly predicted 0</td>
</tr>
<tr>
<td>F1 score / F-measure</td>
<td>( \frac{2 \cdot \text{recall} \cdot \text{precision}}{\text{recall} + \text{precision}} )</td>
<td>The weighted average of precision and Recall if the data is imbalanced</td>
</tr>
</tbody>
</table>

Table IV. PERFORMANCE METRICS
IV. EXPERIMENTS AND RESULTS

A. Experimental Design

This research aims to investigate the impact of data balancing techniques on the performance of deep learning models for Human Activity Recognition (HAR) by addressing the following research questions:

1) How does class imbalance affect the performance of deep learning models in Human Activity Recognition (HAR) when applied to wearable sensor data?

2) What are the comparative effects of different sampling techniques, such as SMOTE, Random Undersampling, and Hybrid Sampling, in addressing the class imbalance in wearable sensor data for HAR?

3) What role does hyperparameter tuning play in improving the accuracy and performance of deep learning models for HAR, particularly in the context of imbalanced datasets?

4) Which combination of sampling technique and hyperparameter tuning strategy yields the most significant performance improvements in HAR using deep learning models for imbalanced wearable sensor data?

The hypothesis guiding this study is that balancing the dataset will result in enhanced classification accuracy in HAR using deep learning models. The experiments were conducted using the PAMAP2 dataset collected from wearable sensors, encompassing wrist, chest, and ankle devices. Four deep learning models were employed: Vanilla LSTM, 2-Stacked LSTM, 3-Stacked LSTM, and CNN-LSTM.

B. Experimental Setup

The conducted experiments are performed on an NVIDIA GPU V100 using the Google Collaboratory Pro+ platform. The four models’ hyperparameters were optimized through Bayesian Hyperparameter Optimization, utilizing the Keras Tuner library[23]. The experiment setup is detailed in Table V.

<table>
<thead>
<tr>
<th>Platform</th>
<th>Google Colab Pro+</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPU</td>
<td>NVIDIA GPU V100</td>
</tr>
<tr>
<td>RAM</td>
<td>15 GB</td>
</tr>
<tr>
<td>Tensorflow version</td>
<td>2.12.0</td>
</tr>
<tr>
<td>Keras Version</td>
<td>2.12.0</td>
</tr>
<tr>
<td>Keras Tuner Version</td>
<td>1.3.5</td>
</tr>
</tbody>
</table>

C. Experiment Pipeline

To evaluate the models' performance on the PAMAP2 dataset, a comprehensive experiment pipeline was executed. This pipeline is composed of multiple stages, each playing a vital role in the experiments (see Fig. 6):

1) Data collection: Initially, the raw sensor data from wearable devices were collected.

2) Data preprocessing: The dataset goes through a preprocessing phase, involving actions like data cleaning, noise reduction, and normalization.

During this stage, the raw sensor data from wearable devices is readied for the proposed model. The subject-specific files containing activity records are consolidated into one data frame. To adhere to PAMAP2 guidelines, invalid orientation columns are removed, and transient activity rows are dropped. Non-numeric data is transformed into numeric form, and missing values are interpolated to ensure data integrity. Scaling is applied to normalize input features, ensuring data uniformity. Labels are encoded and converted into categorical variables, a critical step for activity classification during model training.

The data is then split into training and testing sets, with 70% allocated for training and 30% for testing. Data is segmented into overlapping windows, with a window size of 1 second and a 50% overlap. This segmentation process creates segments and associated labels for both training and testing. The segments and labels are reshaped to align with the LSTM model's input format. The experiment validates the shape of training and testing segments before moving on to model training and evaluation phases.

3) Data class balancing: In the data balancing stage, three different sampling techniques were applied to tackle class imbalance in the experiments: SMOTE, Random Undersampling, and a hybrid approach. SMOTE was used to generate synthetic instances for minority classes. Random Undersampling involved reducing instances in the majority class, and the hybrid approach combined both methods. The objective was to create balanced datasets to enhance model training. These sampling techniques were exclusively applied to the training set to ensure class balance for improved model performance.

4) Data segmentation: Data were segmented into overlapping windows, following a window size of one second with a 50% overlap. This facilitated the data's suitability for deep learning models.

5) Training and hyperparameter optimization: Deep learning models performed feature extraction automatically to identify relevant patterns in the segmented data.
The four models were trained using Bayesian Optimization to fine-tune hyperparameters for optimal model performance. The Keras Tuner library is utilized to search for the best hyperparameters.

The models are fine-tuned by adjusting several critical hyperparameters: the LSTM units, which determine the number of LSTM units in each LSTM layer, are explored within the range of 64 to 256, with a step size of 32. Similarly, the dense units, specifying the number of units in the dense layer, are considered within the range of 32 to 128, with a step size of 32. The batch size hyperparameter, significant for model training, is chosen from the options of 32, 64, or 128. The learning rate, influencing the optimizer's learning rate, is selected from values like 1e-3, 1e-4, or 1e-5. Furthermore, the dropout rate, responsible for controlling the dropout applied after each LSTM layer and the dense layer, varies from 0.1 to 0.5, with a step size of 0.1. The optimizer hyperparameter allows the choice of ADAM or RMSprop as the optimizer used to compile the model. The number of epochs in this experiments ranges from 50 to 100. This extensive exploration and fine-tuning of the models ultimately result in enhanced accuracy and robust performance for HAR tasks. All these hyperparameters are summarized in Table VI.

### TABLE VI. HYPERPARAMETER RANGES FOR BAYESIAN OPTIMIZATION

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Search Space</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lstm Units</td>
<td>[32, 64, 96, 128]</td>
</tr>
<tr>
<td>Dense Units</td>
<td>[32, 64, 96, 128]</td>
</tr>
<tr>
<td>Dropout Rate</td>
<td>[0.1, 0.2, 0.3, 0.4, 0.5]</td>
</tr>
<tr>
<td>Optimizer</td>
<td>['adam', 'rmsprop']</td>
</tr>
<tr>
<td>Learning Rate</td>
<td>[1e-2, 1e-3, 1e-4]</td>
</tr>
<tr>
<td>Batch Size</td>
<td>[32, 64, 128]</td>
</tr>
<tr>
<td>Epochs</td>
<td>[50, 51, ..., 100]</td>
</tr>
</tbody>
</table>

6) **Model evaluation**: To evaluate the models' performance on the PAMPA2 dataset. The evaluation metrics were used including accuracy, precision, recall, F1-score and confusion matrix. These metrics were compared against those reported in previous literature studies conducted on the same dataset, enabling a comprehensive assessment of the proposed model’s effectiveness and advancements in HAR.

Four experiments were conducted:
- **Experiment 1**: Train and test the four models on an imbalanced dataset.
- **Experiment 2**: Train and test the four models on the balanced dataset with SMOTE.
- **Experiment 3**: Train and test the four models on the balanced dataset with Random Undersampling.
- **Experiment 4**: Train and test the four models on the balanced dataset with hybrid Sampling (SMOTE & Random Undersampling).

### D. Experiments Results

1) **Experiment 1: Baseline**: In Experiment 1, the baseline was established to compare the effects of various data balancing techniques.

#### TABLE VII. THE SUMMARIZED HYPERPARAMETERS OF THE FOUR MODELS FOUND BY KERAS TUNER ON IMBALANCED DATA

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Vanilla LSTM</th>
<th>2 Stacked LSTM</th>
<th>3 Stacked LSTM</th>
<th>CNN LSTM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lstm Units</td>
<td>32</td>
<td>64</td>
<td>96</td>
<td>CNN units: 128</td>
</tr>
<tr>
<td>Dense Units</td>
<td>32</td>
<td>96</td>
<td>128</td>
<td></td>
</tr>
<tr>
<td>Dropout Rate</td>
<td>0.1</td>
<td>0.3</td>
<td>0.2</td>
<td>0.4</td>
</tr>
<tr>
<td>Optimizer</td>
<td>RMSprop</td>
<td>ADAM</td>
<td>ADAM</td>
<td>ADAM</td>
</tr>
<tr>
<td>Learning Rate</td>
<td>0.001</td>
<td>0.001</td>
<td>0.001</td>
<td>0.001</td>
</tr>
<tr>
<td>Batch Size</td>
<td>32</td>
<td>32</td>
<td>128</td>
<td>128</td>
</tr>
<tr>
<td>Epochs</td>
<td>82</td>
<td>78</td>
<td>78</td>
<td>65</td>
</tr>
</tbody>
</table>

Subsequently, the four deep learning models were trained on the preprocessed imbalanced dataset. The optimization of hyperparameters for these models was carried out using Keras Tuner Bayesian optimization. The best hyperparameters of each model are summarized in Table VIII.

#### TABLE VIII. RESULTS OF EXPERIMENT 1 ON IMBALANCED DATA

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Vanilla LSTM</th>
<th>2 Stacked LSTM</th>
<th>3 Stacked LSTM</th>
<th>CNN LSTM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.9257</td>
<td><strong>0.9531</strong></td>
<td>0.9232</td>
<td>0.9308</td>
</tr>
<tr>
<td>F1 Score</td>
<td>0.9250</td>
<td><strong>0.9529</strong></td>
<td>0.9232</td>
<td>0.9297</td>
</tr>
<tr>
<td>Precision</td>
<td>0.9281</td>
<td><strong>0.9536</strong></td>
<td>0.9268</td>
<td>0.9341</td>
</tr>
<tr>
<td>Recall</td>
<td>0.9257</td>
<td><strong>0.9531</strong></td>
<td>0.9232</td>
<td>0.9308</td>
</tr>
</tbody>
</table>

Fig. 7 to Fig. 10 depicts the confusion matrices for the Vanilla LSTM model, 2-Stacked LSTM, 3-Stacked LSTM, and CNN-LSTM, respectively, on the imbalanced dataset.

Fig. 7  Confusion matrix of vanilla LSTM model on imbalanced data.
model was facilitated by Keras Tuner, as shown in Table VIII.

Performance metrics achieved in this experiment were observed and reported in Table IX, with a comparison to those from Experiment 1. Fig. 11 to Fig. 14 depicts the confusion matrices for the Vanilla LSTM model, 2-Stacked LSTM, 3-Stacked LSTM, and CNN-LSTM, respectively, on the balanced data with SMOTE (see Table X).

| TABLE IX. THE SUMMARIZED HYPERPARAMETERS OF THE FOUR MODELS FOUND BY KERAS TUNER ON BALANCED DATA WITH SMOTE |
|-----------------|-----------------|-----------------|-----------------|
| Hyper parameter | Vanilla LSTM | 2 Stacked LSTM | 3 Stacked LSTM | CNN LSTM |
| LSTM Units      | 96             | 96             | 64             | CNN UNITS:128 |
| Dense Units     | 64             | 32             | 128            | 32          |
| Dropout Rate    | 0.1            | 0.4            | 0.4            | 0.3        |
| Optimizer       | RMSProp        | ADAM           | RMSProp        | ADAM       |
| Learning Rate   | 0.01           | 0.001          | 0.01           | 0.001      |
| Batch Size      | 32             | 32             | 32             | 64         |
| Epochs          | 77             | 91             | 58             | 94         |

2) Experiment 2: Balancing data with SMOTE: In this experiment, the evaluation of model performance was conducted when trained on a dataset balanced using the Synthetic Minority Over-sampling Technique (SMOTE). The four models underwent training on the SMOTE-balanced dataset, and the search for the best hyperparameters for each model was facilitated by Keras Tuner, as shown in Table VIII.

Performance metrics achieved in this experiment were observed and reported in Table IX, with a comparison to those from Experiment 1. Fig. 11 to Fig. 14 depicts the confusion matrices for the Vanilla LSTM model, 2-Stacked LSTM, 3-Stacked LSTM, and CNN-LSTM, respectively, on the balanced data with SMOTE (see Table X).
3) Experiment 3: Random undersampling: Experiment 3 entailed the assessment of the models’ performance when trained on a dataset balanced through Random Undersampling. The four models underwent training on the randomly undersampled Training set. The search for the best hyperparameters for each model was conducted using Keras Tuner, as indicated in Table XI and Table XII shows the Experiment 3 on balanced data with random undersampling.

Performance metrics achieved in this experiment were observed and reported in Table XIII, with a comparison to those from Experiment 1. Fig. 15 to Fig. 18 illustrate the confusion matrices for the Vanilla LSTM model, 2-Stacked LSTM, 3-Stacked LSTM, and CNN-LSTM, respectively, on the balanced data achieved through Random Undersampling.

4) Experiment 4: Hybrid sampling: In Experiment 4, the examination of the models’ performance was carried out when trained on a dataset balanced using hybrid sampling, combining SMOTE and random undersampling. The four models underwent training on the hybrid-sampled dataset. The search for the best hyperparameters for each model was conducted using Keras Tuner, as indicated in Table XIII.

Performance metrics from this experiment were documented in Table XIV and compared with the results from Experiment 1. Fig. 19 to Fig. 22 illustrate the confusion matrices for the Vanilla LSTM model, 2-Stacked LSTM, 3-Stacked LSTM, and CNN-LSTM, respectively, on the balanced data achieved through hybrid Sampling.

**TABLE X. RESULTS OF EXPERIMENT 2 ON BALANCED DATA WITH SMOTE**

<table>
<thead>
<tr>
<th></th>
<th>Imbalanced data</th>
<th>Balanced data With Smote</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Vanilla LSTM</td>
<td>2 Stacked LSTM</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.9257</td>
<td>0.9531</td>
</tr>
<tr>
<td>F1 Score</td>
<td>0.9250</td>
<td>0.9529</td>
</tr>
<tr>
<td>Precision</td>
<td>0.9281</td>
<td>0.9536</td>
</tr>
<tr>
<td>Recall</td>
<td>0.9257</td>
<td>0.9531</td>
</tr>
</tbody>
</table>

**TABLE XI. THE SUMMARIZED HYPERPARAMETERS OF THE FOUR MODELS FOUND BY KERAS TUNER ON BALANCED DATA WITH RANDOM UNDERSAMPLING**

<table>
<thead>
<tr>
<th>Hyper Parameters</th>
<th>Vanilla LSTM</th>
<th>2 Stacked LSTM</th>
<th>3 stacked LSTM</th>
<th>CNN LSTM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lstm Units</td>
<td>32</td>
<td>96</td>
<td>128</td>
<td>CNN UNITS:128</td>
</tr>
<tr>
<td>Dense Units</td>
<td>96</td>
<td>64</td>
<td>32</td>
<td>128</td>
</tr>
<tr>
<td>Dropout Rate</td>
<td>0.2</td>
<td>0.2</td>
<td>0.3</td>
<td>0.2</td>
</tr>
<tr>
<td>Optimizer</td>
<td>RMSPROP</td>
<td>RMSPROP</td>
<td>RMSPROP</td>
<td>RMSPROP</td>
</tr>
<tr>
<td>Learning Rate</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.0001</td>
</tr>
<tr>
<td>Batch Size</td>
<td>64</td>
<td>64</td>
<td>64</td>
<td>64</td>
</tr>
<tr>
<td>Epochs</td>
<td>75</td>
<td>62</td>
<td>62</td>
<td>73</td>
</tr>
</tbody>
</table>
### TABLE XII. RESULTS OF EXPERIMENT 3 ON BALANCED DATA WITH RANDOM UNDERSAMPLING

<table>
<thead>
<tr>
<th></th>
<th>Imbalanced Data</th>
<th>Balanced Data With Random Undersampling</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Vanilla LSTM</td>
<td>2 Stacked LSTM</td>
</tr>
<tr>
<td><strong>Accuracy</strong></td>
<td>0.9257</td>
<td>0.9531</td>
</tr>
<tr>
<td><strong>F1 Score</strong></td>
<td>0.9250</td>
<td>0.9529</td>
</tr>
<tr>
<td><strong>Precision</strong></td>
<td>0.9281</td>
<td>0.9536</td>
</tr>
<tr>
<td><strong>Recall</strong></td>
<td>0.9257</td>
<td>0.9531</td>
</tr>
</tbody>
</table>

---

**Fig. 15.** Confusion matrix of Vanilla LSTM on balanced data with random undersampling.

**Fig. 16.** Confusion matrix of 2 stacked LSTM on balanced data with random undersampling.

**Fig. 17.** Confusion matrix of 3 stacked LSTM on balanced data with random undersampling.

**Fig. 18.** Confusion matrix of CNN-LSTM on balanced data with random undersampling.

### TABLE XIII. THE SUMMARIZED HYPERPARAMETERS OF THE FOUR MODELS FOUND BY KERAS TUNER ON BALANCED DATA WITH HYBRID SAMPLING

<table>
<thead>
<tr>
<th>Hyper parameter</th>
<th>Vanilla LSTM</th>
<th>2 Stacked LSTM</th>
<th>3 Stacked LSTM</th>
<th>CNN LSTM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lstm Units</td>
<td>32</td>
<td>64</td>
<td>96</td>
<td>CNN Units:96</td>
</tr>
<tr>
<td>Dense Units</td>
<td>64</td>
<td>128</td>
<td>32</td>
<td>LSTM Units:96</td>
</tr>
<tr>
<td>Dropout Rate</td>
<td>0.3</td>
<td>0.3</td>
<td>0.2</td>
<td>0.3</td>
</tr>
<tr>
<td>Optimizer</td>
<td>ADAM</td>
<td>RMSPROP</td>
<td>ADAM</td>
<td>ADAM</td>
</tr>
<tr>
<td>Learning Rate</td>
<td>0.001</td>
<td>0.01</td>
<td>0.001</td>
<td>0.001</td>
</tr>
<tr>
<td>Batch Size</td>
<td>128</td>
<td>64</td>
<td>32</td>
<td>32</td>
</tr>
<tr>
<td>Epochs</td>
<td>56</td>
<td>78</td>
<td>81</td>
<td>93</td>
</tr>
</tbody>
</table>
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### Table XIV. Results of Experiment 2 on Balanced Data with Hybrid Sampling

<table>
<thead>
<tr>
<th></th>
<th>Imbalanced data</th>
<th>After hybrid undersampling</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Vanilla LSTM</td>
<td>2 Stacked LSTM</td>
</tr>
<tr>
<td><strong>Accuracy</strong></td>
<td>0.9257</td>
<td>0.9531</td>
</tr>
<tr>
<td><strong>F1 Score</strong></td>
<td>0.9250</td>
<td>0.9529</td>
</tr>
<tr>
<td><strong>Precision</strong></td>
<td>0.9281</td>
<td>0.9536</td>
</tr>
<tr>
<td><strong>Recall</strong></td>
<td>0.9257</td>
<td>0.9531</td>
</tr>
</tbody>
</table>

Fig. 19. Confusion matrix of Vanilla LSTM on balanced data with hybrid sampling.

Fig. 20. Confusion matrix of 2 stacked LSTM on balanced data with hybrid sampling.

Fig. 21. Confusion matrix of 3 stacked LSTM on balanced data with hybrid sampling.

Fig. 22. Confusion matrix of CNN-LSTM on balanced data with hybrid sampling.

### E. Comparative Results Analysis

In this research paper, a comparative study was conducted employing four distinct deep learning models: Vanilla LSTM, 2 Stacked LSTM, 3 Stacked LSTM, and hybrid CNN-LSTM. The study aimed to address the challenge of class imbalance in Human Activity Recognition (HAR) through the utilization of three sampling techniques: SMOTE, Random Undersampling, and a novel Hybrid Sampling approach. The performance of these models was evaluated based on key metrics, including accuracy, F1 score, precision, and recall.

#### Accuracy Comparison

- For models trained on imbalanced data, the 2 Stacked LSTM model exhibited the highest accuracy, achieving 0.9531. It was closely followed by the Vanilla LSTM model with an accuracy of 0.9257.
- When using SMOTE to balance the data, the Vanilla LSTM model performed remarkably well, with an accuracy of 0.9499. The 2 Stacked LSTM also showed strong performance with an accuracy of 0.9438.
- For Hybrid Sampling, the models reached even higher accuracy. The 2 Stacked LSTM achieved an accuracy of 0.9755, and the Vanilla LSTM excelled further with an impressive accuracy of 0.9821. The 3 Stacked LSTM model with Hybrid Sampling exhibited the most remarkable performance, achieving an accuracy of 0.9828.

#### F1-score Comparison

- In terms of F1 score, similar trends were observed. The 2 Stacked LSTM model performed exceptionally well...
across all sampling techniques, reaching an F1 score of 0.9529 for imbalanced data and 0.9415 for data balanced with SMOTE.

- The models with Hybrid Sampling outperformed the others in F1 score. The 2 Stacked LSTM model achieved an F1 score of 0.9752, and the Vanilla LSTM excelled with an impressive F1 score of 0.9821. The 3 Stacked LSTM model with Hybrid Sampling exhibited the most remarkable performance, with an F1 score of 0.9828.

Precision Comparison of Deep Learning Models on Different Sampling Techniques (see Fig. 25):

- Precision results followed a similar pattern. The 2 Stacked LSTM model consistently showed high precision across all sampling techniques, with values ranging from 0.9536 to 0.9470.
- When using Hybrid Sampling, precision levels were remarkably high, with the models achieving precision values ranging from 0.9764 to 0.9537.
- The 3 Stacked LSTM model with Hybrid Sampling exhibited the most exceptional performance, with a precision of 0.9828.

Recall Comparison of Deep Learning Models on Different Sampling Techniques (see Fig. 26):

- Recall rates were also in line with accuracy and F1 score trends. The 2 Stacked LSTM model exhibited high recall, especially with Hybrid Sampling, where it reached a recall rate of 0.9755.
- The Vanilla LSTM model also performed well, achieving recall rates ranging from 0.9438 to 0.9499.
- The 3 Stacked LSTM model with Hybrid Sampling showed the most impressive result, with a Recall of 0.9828.

In summary, this study conclusively demonstrates the efficacy of hybrid sampling techniques in effectively addressing class imbalance challenges in HAR. The proposed models consistently achieve good results, especially the 3 Stacked LSTM, surpassing other models in terms of accuracy, precision, recall, and F1 scores. This underscores the crucial importance of balancing data for better-performing deep models. The comparative plots in Fig. 23 to Fig. 26 provide a visual representation of these findings.

Comparison with Previous Studies:

Previous research has extensively explored diverse deep-learning models for Human Activity Recognition (HAR) using the PAMPA2 dataset. As demonstrated in Table XV, these prior studies have yielded impressive outcomes. In 2022, an exemplary convLSTM Autoencoder (AE) model exhibited remarkable accuracy, recording a value of 0.9433, along with an F1 score of 0.9446 [4]. Similarly, in 2023, a Bi-LSTM model demonstrated commendable performance, achieving a high accuracy of 0.9341 and an F1 score of 0.9341, complemented by notable precision and recall values [17].
Finally, our study demonstrates the effectiveness of Hybrid Sampling techniques in addressing class imbalance in HAR, leading to higher accuracy, precision, recall, and F1 scores. These models consistently outperformed the best-performing models from previous research, underscoring their potential to significantly enhance the accuracy and reliability of HAR systems and demonstrating the importance of tackling the imbalanced data problem.

### V. DISCUSSION

Prior studies such as [6], [24] have highlighted the lack of works that address and investigate the impact of the class imbalance problem in human activity recognition. This present study fills this gap by comparing three sampling approaches, SMOTE, Random Undersampling, and Hybrid sampling to reduce the class imbalance and substantially improve human activity recognition (HAR) performance.

In this section, a comprehensive discussion of the experimental findings and their implications for the field of HAR using deep learning models is presented. The consideration encompasses the following key aspects: the impact of class imbalance, the effectiveness of sampling techniques, and the significance of hyperparameter tuning.

1) **Hyperparameter tuning enhances model adaptability and performance:** In all the experiments, hyperparameter tuning was applied in each scenario, proving to be a highly beneficial approach. The optimization of hyperparameters for each experiment ensured that the deep learning models were tailored to perform optimally under specific conditions. This adaptability is crucial in real-world applications where data characteristics and sampling techniques may vary. Moreover, hyperparameter tuning significantly contributed to the fairness of this comparative analysis. It prevented any model from having an unfair advantage due to suboptimal hyperparameters, ensuring a more equitable evaluation of different sampling techniques.

Overall, the inclusion of hyperparameter tuning in this experimental design serves as a robust foundation for meaningful comparisons and insights into HAR.

2) **Addressing class imbalance with sampling techniques:** The experiments aimed to investigate the impact of different sampling techniques on the performance of deep learning models in HAR. To address this, four experiments were conducted, each involving variations in data preprocessing and

<table>
<thead>
<tr>
<th>Study</th>
<th>year</th>
<th>Dataset</th>
<th>Classification method</th>
<th>Accuracy</th>
<th>F1 score</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>[15]</td>
<td>2020</td>
<td>PAMAP2</td>
<td>LSTM</td>
<td>0.8580</td>
<td>0.8534</td>
<td>0.8651</td>
<td>0.8467</td>
</tr>
<tr>
<td>[15]</td>
<td>2020</td>
<td>PAMAP2</td>
<td>LSTM</td>
<td>0.8580</td>
<td>0.8534</td>
<td>0.8651</td>
<td>0.8467</td>
</tr>
<tr>
<td>[16]</td>
<td>2022</td>
<td>PAMAP2</td>
<td>LSTM</td>
<td>0.8920</td>
<td>0.8949</td>
<td>0.8969</td>
<td>0.8928</td>
</tr>
<tr>
<td>[4]</td>
<td>2022</td>
<td>PAMAP2</td>
<td>convLSTM AE</td>
<td>0.9433</td>
<td>0.9446</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>[18]</td>
<td>2022</td>
<td>PAMAP2</td>
<td>CNN-BiLSTM</td>
<td>0.9429</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>[16]</td>
<td>2022</td>
<td>PAMAP2</td>
<td>LSTM</td>
<td>0.8920</td>
<td>0.8949</td>
<td>0.8969</td>
<td>0.8928</td>
</tr>
<tr>
<td>[18]</td>
<td>2022</td>
<td>PAMAP2</td>
<td>CNN-BiLSTM</td>
<td>0.9429</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>[7]</td>
<td>2022</td>
<td>PAMAP2</td>
<td>MLP with SMOTE</td>
<td>--</td>
<td>0.7473</td>
<td>0.7769</td>
<td>0.7493</td>
</tr>
<tr>
<td>[17]</td>
<td>2023</td>
<td>PAMAP2</td>
<td>Bi-LSTM</td>
<td>0.9341</td>
<td>0.9341</td>
<td>0.9341</td>
<td>0.9347</td>
</tr>
<tr>
<td>This Study</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2023</td>
<td>PAMAP2</td>
<td>Vanilla LSTM</td>
<td>Vanilla LSTM on imbalanced data</td>
<td>0.9257</td>
<td>0.9250</td>
<td>0.9281</td>
<td>0.9257</td>
</tr>
<tr>
<td>2023</td>
<td>PAMAP2</td>
<td>2 Stacked LSTM</td>
<td>2 Stacked LSTM on imbalanced data</td>
<td>0.9531</td>
<td>0.9529</td>
<td>0.9536</td>
<td>0.9531</td>
</tr>
<tr>
<td>2023</td>
<td>PAMAP2</td>
<td>3 Stacked LSTM</td>
<td>3 Stacked LSTM on imbalanced data</td>
<td>0.9232</td>
<td>0.9232</td>
<td>0.9268</td>
<td>0.9232</td>
</tr>
<tr>
<td>2023</td>
<td>PAMAP2</td>
<td>CNN-LSTM</td>
<td>CNN-LSTM on imbalanced data</td>
<td>0.9308</td>
<td>0.9297</td>
<td>0.9341</td>
<td>0.9308</td>
</tr>
<tr>
<td>2023</td>
<td>PAMAP2</td>
<td>Vanilla LSTM with SMOTE</td>
<td>Vanilla LSTM with SMOTE</td>
<td>0.9499</td>
<td>0.9503</td>
<td>0.9537</td>
<td>0.9499</td>
</tr>
<tr>
<td>2023</td>
<td>PAMAP2</td>
<td>2 Stacked LSTM with SMOTE</td>
<td>2 Stacked LSTM with SMOTE</td>
<td>0.9438</td>
<td>0.9415</td>
<td>0.9470</td>
<td>0.9438</td>
</tr>
<tr>
<td>2023</td>
<td>PAMAP2</td>
<td>3 Stacked LSTM with SMOTE</td>
<td>3 Stacked LSTM with SMOTE</td>
<td>0.9282</td>
<td>0.9129</td>
<td>0.9386</td>
<td>0.9282</td>
</tr>
<tr>
<td>2023</td>
<td>PAMAP2</td>
<td>CNN-LSTM with SMOTE</td>
<td>CNN-LSTM with SMOTE</td>
<td>0.8756</td>
<td>0.8687</td>
<td>0.8975</td>
<td>0.8756</td>
</tr>
<tr>
<td>2023</td>
<td>PAMAP2</td>
<td>Vanilla LSTM with Random Undersampling</td>
<td>Vanilla LSTM with Random Undersampling</td>
<td>0.7295</td>
<td>0.6946</td>
<td>0.6812</td>
<td>0.7295</td>
</tr>
<tr>
<td>2023</td>
<td>PAMAP2</td>
<td>2 Stacked LSTM with Random Undersampling</td>
<td>2 Stacked LSTM with Random Undersampling</td>
<td>0.6361</td>
<td>0.6070</td>
<td>0.6113</td>
<td>0.6361</td>
</tr>
<tr>
<td>2023</td>
<td>PAMAP2</td>
<td>3 Stacked LSTM with Random Undersampling</td>
<td>3 Stacked LSTM with Random Undersampling</td>
<td>0.2953</td>
<td>0.2132</td>
<td>0.3058</td>
<td>0.2953</td>
</tr>
<tr>
<td>2023</td>
<td>PAMAP2</td>
<td>CNN-LSTM with Random Undersampling</td>
<td>CNN-LSTM with Random Undersampling</td>
<td>0.3706</td>
<td>0.3194</td>
<td>0.3767</td>
<td>0.3706</td>
</tr>
<tr>
<td>2023</td>
<td>PAMAP2</td>
<td>CNN-LSTM with Hybrid Sampling</td>
<td>CNN-LSTM with Hybrid Sampling</td>
<td>0.9351</td>
<td>0.9342</td>
<td>0.9350</td>
<td>0.9351</td>
</tr>
<tr>
<td>2023</td>
<td>PAMAP2</td>
<td>2 Stacked LSTM with Hybrid Sampling</td>
<td>2 Stacked LSTM with Hybrid Sampling</td>
<td>0.9755</td>
<td>0.9752</td>
<td>0.9764</td>
<td>0.9755</td>
</tr>
<tr>
<td>2023</td>
<td>PAMAP2</td>
<td>Vanilla LSTM with Hybrid Sampling</td>
<td>Vanilla LSTM with Hybrid Sampling</td>
<td>0.9821</td>
<td>0.9821</td>
<td>0.9822</td>
<td>0.9822</td>
</tr>
<tr>
<td>2023</td>
<td>PAMAP2</td>
<td>3 Stacked LSTM with Hybrid Sampling</td>
<td>3 Stacked LSTM with Hybrid Sampling</td>
<td>0.9828</td>
<td>0.9828</td>
<td>0.9828</td>
<td>0.9828</td>
</tr>
</tbody>
</table>

**TABLE XV. COMPARISON WITH PREVIOUS WORKS**

This table presents a comparison of the performance of different deep learning models in HAR datasets, highlighting the impact of various hyperparameter tuning strategies and sampling techniques on model accuracy, F1 score, precision, and recall.
sampling, and each of them incorporated hyperparameter tuning.

The results clearly demonstrate the notable impact of sampling techniques on model performance, further enhanced by hyperparameter tuning.

In Experiment 2, following the application of SMOTE and Hyperparameter Tuning, substantial improvements in accuracy, F1 score, precision, and recall were observed across all models. This underscores the effectiveness of SMOTE in addressing the class imbalance issue, especially when combined with optimal hyperparameters. The balanced dataset led to enhanced recognition efficiency, with significant gains in accuracy and F1 score.

In Experiment 3, involving Random under-sampling and Hyperparameter Tuning, the models exhibited decreased performance compared to the baseline.

In Experiment 4, employing hybrid sampling and hyperparameter tuning, remarkable results were achieved. By combining the strengths of SMOTE and Random Undersampling with fine-tuned hyperparameters, high accuracy and F1 scores were achieved, surpassing the baseline. This confirms the potential of hybrid sampling as a powerful technique for enhancing model performance, especially when hyperparameters are tuned effectively.

Hybrid sampling demonstrates its effectiveness in balancing data by leveraging the strengths of both oversampling (SMOTE) and undersampling (Random Undersampling) techniques. It begins by oversampling the minority class, increasing its representation, and then follows with undersampling the majority class to reduce redundancy. This approach enhances model performance, mitigates overfitting, and ensures that deep learning models are exposed to a more representative and diverse distribution of data. Consequently, these factors contribute to improved generalization, enabling models to make more accurate predictions. It is the combination of these advantages that positions hybrid sampling as an outperforming technique compared to other sampling methods.

3) Model performance and generalization: The findings suggest that deep learning models trained on balanced datasets exhibit improved performance compared to those trained on imbalanced data. This result highlights the significance of addressing class imbalance in HAR applications. Furthermore, these models demonstrated robust generalization capabilities, indicating their potential for real-world deployment.

4) Practical implications: The practical implications of this research extend to various applications, including healthcare, fitness tracking, and human-computer interaction. By improving the accuracy and reliability of HAR systems through both sampling techniques and hyperparameter tuning, this work contributes to enhancing user experiences and promoting healthier lifestyles.

5) Limitations and future work: It’s important to acknowledge the limitations of this study. The choice of datasets, model architectures, and hyperparameters may impact the generalizability of the findings. Future research could explore additional datasets, and more complex model architectures, and further investigate hyperparameter tuning techniques. Additionally, the real-world deployment of HAR systems should consider challenges related to sensor placement, data privacy, and user variability.

In conclusion, this study emphasizes the critical role of both sampling techniques and hyperparameter tuning in improving the performance of deep learning models for HAR. SMOTE and hybrid sampling methods, when coupled with effective hyperparameter tuning, demonstrate their effectiveness in addressing class imbalance. The achievement of enhanced accuracy and F1 scores through these combined techniques paves the way for more reliable and efficient HAR systems with broader applications.

VI. Conclusion

In this extensive study on Human Activity Recognition (HAR) using deep learning models and wearable sensor data, the goal was to enhance the accuracy and reliability of HAR systems, which are crucial in healthcare and sports analytics. The challenge of imbalanced datasets in HAR was addressed by exploring different sampling techniques: Synthetic Minority Over-sampling Technique (SMOTE), random undersampling, and hybrid sampling (a combination of SMOTE and random undersampling). These techniques were tested with various deep learning models, including Vanilla LSTM, 2 Stacked LSTM, 3 Stacked LSTM, and Hybrid CNN-LSTM. The findings showed significant improvements in model performance when using sampling techniques to balance the data. SMOTE and hybrid sampling were particularly effective in countering class imbalance, leading to notable enhancements in model accuracy, precision, recall, and the F1 score. The importance of hyperparameter tuning, involving adjustments to specific model settings, was also highlighted. By fine-tuning these parameters, even better model performance was achieved, emphasizing the critical connection between data preprocessing and parameter configuration. As wearable sensors become more prevalent, this research contributes to the creation of systems that can better understand and interpret human actions in various real-world scenarios. Future work will involve experiments with more diverse public datasets, the exploration of more complex deep learning models, and the investigation of additional sampling techniques to further advance the field of Human Activity Recognition.
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APPENDIX A

### Table A1: Dataset Instances Before and After Applying Sampling Methods

<table>
<thead>
<tr>
<th>Activity ID</th>
<th>Class ID</th>
<th># Instances in training set of the imbalanced data</th>
<th># Instances in the testing set</th>
<th># Instances training set After SMOTE</th>
<th># Instances training set After Random Undersampling</th>
<th># Instances training set After Hybrid Sampling</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>100298</td>
<td>42633</td>
<td>100298</td>
<td>10889</td>
<td>1968</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>58380</td>
<td>25358</td>
<td>100298</td>
<td>10889</td>
<td>1160</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>70165</td>
<td>29808</td>
<td>100298</td>
<td>10889</td>
<td>1436</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>86117</td>
<td>36789</td>
<td>100298</td>
<td>10889</td>
<td>1723</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>30100</td>
<td>12950</td>
<td>100298</td>
<td>10889</td>
<td>599</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>63755</td>
<td>27585</td>
<td>100298</td>
<td>10889</td>
<td>1249</td>
</tr>
<tr>
<td>7</td>
<td>6</td>
<td>78154</td>
<td>33678</td>
<td>100298</td>
<td>10889</td>
<td>1546</td>
</tr>
<tr>
<td>12</td>
<td>7</td>
<td>41442</td>
<td>17872</td>
<td>100298</td>
<td>10889</td>
<td>849</td>
</tr>
<tr>
<td>13</td>
<td>8</td>
<td>32800</td>
<td>14030</td>
<td>100298</td>
<td>10889</td>
<td>661</td>
</tr>
<tr>
<td>16</td>
<td>9</td>
<td>60073</td>
<td>26256</td>
<td>100298</td>
<td>10889</td>
<td>1226</td>
</tr>
<tr>
<td>17</td>
<td>10</td>
<td>87885</td>
<td>37343</td>
<td>100298</td>
<td>10889</td>
<td>1774</td>
</tr>
<tr>
<td>24</td>
<td>11</td>
<td>10889</td>
<td>4564</td>
<td>100298</td>
<td>10889</td>
<td>221</td>
</tr>
</tbody>
</table>
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Design of an Advanced Distributed Adaptive Control for Multi-SMA Actuators

Belkacem Kada*, Khalid A. Juhany, Ibraheem Al-Qadi, Mostefa Bourchak
Aerospace Engineering Department, King Abdulaziz University, Jeddah, KSA

Abstract—Aerospace applications place high demands on designing Shape Memory Alloy (SMA) actuators, including accuracy, dependability, high-performance criteria, and cooperative activation. Because of their portability, durability, and performance under extreme conditions, SMAs have found a home in the aerospace industry as single and array actuators. This paper presents the development of a control scheme for thermally activating rotary SMA actuators as single and cooperative actuators. The control scheme is a hybrid adaptive robust control abbreviated as HARC. The immersion and invariance adaptive (I&I adaptive) and L2-gain control frameworks are utilized in developing the HARC approach. To create stable transient responses despite parametric and non-parametric errors, recursive backstepping is utilized for asymptotic stability. At the same time, L2-gain control is applied to ensure the global stability of the transient closed-loop system. Both techniques are used in conjunction with one another. In contrast to the conventional I&I, the robust control law can be developed without needing a target system or the solution of PDEs to satisfy the I&I condition. The parametric uncertainty is estimated with the help of an adaptive rule, and the non-parametric uncertainty brought on by the phase change of the SMA material and modeling mistakes is accounted for with the help of asymptotic nonlinear functions. The designed HARC is then extended to cover the actuation of multi-SMA or array actuators to respond to the increasing demand for cooperative controllers using distributed control protocols. It has been demonstrated through simulation testing on a rotational NITI SMA actuator that the suggested control approach is both practical and resilient.

Keywords—Adaptive backstepping; hysteresis; I&I control; L2-gain control; rotary actuator; shape memory alloy

I. INTRODUCTION

Shape memory alloy (SMA) materials are promising materials for enhanced aircraft actuation because of their excellent physical and thermomechanical properties. SMA materials outperform other materials in terms of shape memory effect (SME) and superelasticity. The capacity of distorted SMA to regain its original shape following heating is referred to as superelasticity. Because of their superior performance qualities, SMA actuators can be employed in place of more traditional actuation solutions like solenoids, motors, thermometers, and even vacuum and pneumatic systems. SMA actuators have excellent control characteristics such as rapid response time, oscillation damping, and low power consumption. SMA actuators are of tremendous interest and usage in many cutting-edge industries, such as aerospace, automotive, information technology, and biomedical engineering [1-3]. Additionally, SMA actuators are highly effective at absorbing and dissipating mechanical energy. They can be used in numerous forms, including wires, springs, and strips. Typically, the actuation frequency of SMA actuators is much lower than that of conventional actuators such as DC/AC motors and hydraulic systems.

SMA twist or rotational actuators are a feasible solution for traditional step motors. They can be used to make helical torsion springs, twisted wires, twisted strips, thin-sheet torsional actuators, and antagonistic multiple-wire designs [4,5]. Applications for SMA torsional actuators include self-reconfigurable and modular robots, surgical instruments, and transformable wings [6-8]. SMA thermal activation via Joule heating with an electrical current is an efficient way for optimizing the effect of shape memory [9,10]. Understanding the heat activation and heat transport mechanisms of shape memory alloys is essential for employing them creatively and increasing their possible uses. However, the solid-state phase transformation and its accompanying physical phenomena, such as hysteresis, make regulating SMA-based actuators a difficult task.

To address the problem of SMA twist actuator control, various nonlinear control approaches were used. Sliding mode control (SMC) has been used in a variety of topologies to address nonlinear dynamics and hysteresis in SMA materials, as well as parameter uncertainties in system modeling. A wide range of SMC-based rotary SMA controllers have been designed and implemented for a wide range of engineering systems, including morphing airplanes [11], artificial muscles inspired by the human arm [12], multi-rod bars for flexible robotic arms [13], and flexible needles for clinical applications [14]. Despite applying various strategies, such as the saturation boundary layer function, the SMC-based controllers displayed control input chattering, which is damaging to the actuation systems. The challenges of SMA modeling and control have been overcome, for example, by employing fuzzy logic control (FLC) and artificial neural networks (ANN). Several studies on FLC and ANN for SMA have been published [15-20]. However, both FLC and ANN implementation necessitate sophisticated and time-consuming techniques.

Adaptive backstepping control (ABC) is a powerful robust control approach that is commonly used in the control design of nonlinear, dynamically unpredictable, and nonsmoothed systems. ABC is a promising new method for industrial applications, particularly in electrical, medical, and aerospace systems. Few studies have been conducted to address the problem of SMA hysteresis control using nonlinear adaptive backstepping control. Recently, [21] addressed the problem of hysteresis in control systems by employing a unique hysteresis
model and an ABC to assure stable and accurate control. In [22], authors used ABC to design a control system for a soft robotic muscle inspired by biology. The authors demonstrated that ABC outperforms adaptive sliding mode control regarding time-domain response performance. This paper presents a new hybrid adaptive robust control (HARC) method to thermally activate SMA rotary actuators in the presence of parametric and non-parametric uncertainties. The technique combines I&I-adaptive control with \( L_2 \)-gain control. A Lyapunov-based analysis of the controller's stability is presented. The proposed controller can provide robust and rapid tracking of the desired system response despite its asymptotic convergence. The following is the outline for the paper. In Section II, the thermomechanical modeling of a rotary SMA actuator is presented along with the control objective of this paper. Section III presents the design of a nonlinear backstepping controller and an adaptive parameter law. Additionally, a stability analysis is investigated. Section IV presents numerical results, while Section V provides a conclusion and future perspectives.

II. MATHEMATICAL MODELING OF A ROTARY SMA ACTUATOR AND CONTROL OBJECTIVE

In this study, the angular position response of a rotary SMA actuator is controlled by the thermally induced shape-memory effect (SME) under electrical current input where the electrical power is converted to heat. Typically, this mechanism is used to control the SMA actuator. Under the influence of heat, the SMA actuator phase transitions from martensite to austenite and then back to martensite upon cooling. Fig. 1 shows some aerospace applications of SMA actuators.

A heating or cooling process governs the phase transformation of SMAs from martensite to austenite and vice versa. During the heating process, unloaded martensite begins to transform into austenite at the austenitic start temperature \( A_s \) with a martensite volume fraction \( \xi = 1 \). The transformation continues until the austenitic transition temperature \( A_f \) and \( \xi = 0 \) are reached. The hysteresis loop depicted in Fig. 1(b) explains the irreversible nature of the crystalline structure change during thermally induced SME.

A. Thermomechanical Modeling

Consider an SMA model wire with a small diameter and a lumped capacitance, where the internal thermal gradient is small and the latent heat effects are negligible. The following lumped-capacitance thermal and Liang-Brinson phenomenological model was found to be adequate for this study [24].

\[
\begin{align*}
\dot{\sigma} &= E \dot{\varepsilon} + \Omega \dot{\xi} + 8\theta T \\
(mC_p)^T + hA_c(T - T_0) &= R u \tag{1}
\end{align*}
\]

where, \( \sigma, \varepsilon, T \) denote the stress, strain, and temperature states; \( mC_p, hA_c, R \) denote the actuator’s mass, specific heat, convection heat transfer coefficient, convection area, and resistor, respectively; \( \Omega \) denotes the phase transformation, \( T_{amb} \) is the ambient temperature and \( u = i_c^2 \) denotes the control input where \( i_c \) is the electrical current. The elastic deformation \( \varepsilon \) is given by

\[
\varepsilon = (l - l_0 - \tau \theta)/l_0 \tag{2}
\]

where, \( l_0 \) is the initial length of the SMA actuator. The lumped-capacitance thermal model exhibits mathematically simple behavior and conforms to Newton’s law of cooling.

\[
T_{cool}(t) = T_0 + (T_w - T_0) e^{-\lambda t} \tag{3}
\]

where, \( T_0 \) is the ambient temperature, \( T_w \) is the initial temperature of the wire, and \( \lambda = hA_c/\pi mC_p \). The stress-strain model is a macro-mechanical or phenomenological constitutive law developed by Tanaka and updated by Liang and Brinson [25]. The model considers both thermomechanical and phase transformations. In Liang-Brinson model, the phase transformation volume fraction is modified to include the effect of complex loadings using cosine function rather than the exponential function used in Tanaka model.

B. Enhanced SME Model

We use the Elahinia-Ahmadian phase transformation model to predict the SMA behavior under complex fast stress and temperature loadings, which is the case for most rotary actuators. Experiments have demonstrated that the modified model can predict SMA behavior under complex loading conditions [26, 27]. The martensite volume fraction is calculated using the following equation during the reverse transformation of martensite to austenite by heating.

\[
\xi = \frac{\xi_m}{2} \left\{ \cos[a_A(T - A_s)] + b_A \sigma + 1 \right\} \tag{4}
\]

The reverse phase transformation occurs under the following heating and unloading conditions.
\[
\begin{aligned}
A_s + \frac{\sigma}{C_s} &< T < A_f + \frac{\sigma}{C_f} \\
\dot{T} - \frac{\sigma}{C_s} &> 0
\end{aligned}
\]  
(5)

Similar conditions were developed for the modified austenite to martensite phase transformation using cosine equation. The martensite volume fraction is computed as follows:

\[
\xi = \frac{1-\xi_A}{2} \cos[a_M(T - M_f)] + b_M \sigma + \frac{1+\xi_A}{2}
\]  
(6)

with

\[
\begin{aligned}
M_f + \frac{\sigma}{C_M} &< T < A_s + \frac{\sigma}{C_s} \\
\dot{T} - \frac{\sigma}{C_M} &< 0
\end{aligned}
\]  
(7)

In this formulation \(C_M\) and \(C_s\) are material properties which describe the relationship between temperature and critical stress to induce transformation, and the parameters \(a_M\) and \(a_T\) are defined by

\[
\begin{aligned}
a_M &= \frac{\pi}{M_s - M_f}, & a_A &= \frac{\pi}{A_f - A_s}
\end{aligned}
\]  
(8)

C. Kinematic and Dynamic Modeling

The SMA actuator model is a bias-type actuator whose general kinematics and dynamics equations are given as follows:

\[
\begin{aligned}
\dot{\theta} &= \omega \\
\dot{\omega} &= \frac{b(\theta)\omega + k \theta}{J}
\end{aligned}
\]  
(9)

where, \(\theta, \omega, J, b, k\) are the actuator’s angular position, angular velocity, effective inertia, damping, and stiffness, respectively; \(\tau, \sigma\) denote the control effort and the Piola-Kirchhoff’s stress. The input torque \(\tau(\sigma)\) is supposed to be a linear function of the mechanical stress \(\sigma\)

\[
\tau(\sigma) = A\tau \sigma
\]  
(10)

D. Control Objective

The control objective is to guarantee that the transient trajectories of the angular position, angular speed, the temperature are globally bound and converge to a new equilibrium despite hysteresis. We introduce, in systems (1) and (9), the new states \(x_1 = \theta, x_2 = \omega, x_3 = T\) with an initial steady-state operating equilibrium defined as \([\theta_0, \omega_0, T_0]^T\)

\[
\begin{aligned}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= -a_1x_1 - \beta x_2 + a_2 x_3 + f_1(\xi, T) \\
\dot{x}_3 &= -b_1(x_3 - T_0) + b_2 u + f_2(\xi, T)
\end{aligned}
\]  
(11)

with

\[
\begin{cases}
 a_1 = k/J, & a_2 = A\tau J/f, & \beta = b/J, \\
b_1 = hA_c/(mC_p), & b_2 = R/(mC_p)
\end{cases}
\]

The model in (11) is a nonlinear dynamic model where \(\beta\) denotes the uncertainty in the damping properties of the actuator and \(f_1(\xi)\) and \(f_2(\xi)\) are uncertain bounded functions denoting the nonlinear hysteretic terms. The upper limits \(f_1(\xi)\) and \(f_2(\xi)\) satisfy

\[
|f_i| \leq l \in \mathbb{R}^+
\]  
(12)

For simplicity, in the following \(f_1(\xi)\) and \(f_2(\xi)\) are substituted by \(f_1\) and \(f_2\). The control input \(u\) in (11) is designed to provide a robust and adaptive control input to the thermal actuation system of the SMA actuator. The adaptive law \(\hat{u} = u(\xi, \beta)\), where \(\beta\) denotes the estimator of \(\beta\) provided by a proper adaptive law, is designed to compensate for parametric and non-parametric uncertainties. The robustness control component is designed using dissipation theory for which an energy storage function \(V(\xi(\tau))\) is selected to guarantee the following condition:

\[
V(\xi(\tau)) - V(\xi(0)) = \int_0^\tau L(f(\xi)) dt
\]  
(13)

where \(f = [f_1, f_2]^T\) and \(L\) is an energy supply function. The parameter adaptive law is designed as follows.

\[
\dot{\beta} = \Phi(\xi, \beta)
\]  
(14)

In absence of phase transformation, the control input \(u(\xi, \beta)\) with the parameter adaptive law (14) guarantee the global asymptotic stability of the closed loop (11). For the case \(f_i \neq 0\) \((i = 1, 2)\), a global asymptotic stability is provided by the control law \(u(\xi, \beta)\) under \(L_2\)-gain control bound.

III. ADAPTIVE ROBUST SMA CONTROLLER DESIGN

A. Parameter Adaptive Law

The parameter adaptive law is designed to alleviate the influences of nonlinear parameter uncertainties. To construct the adaptive law (14), a parameter estimation error is defined as follows:

\[
\phi = \ddot{\beta} - \beta + \rho(x_1, x_2)
\]  
(15)

where, \(\rho(x_1, x_2)\) can be chosen as function of the actuator’s motion states and be designed such that \(\lim_{t \to \infty} \phi = 0\). For simplicity \(\rho(x_1, x_2)\) is denoted by \(\rho\). The time derivative of expression (15) along the trajectories (11) gives

\[
\dot{\phi} = \ddot{\beta} + \frac{\partial \rho}{\partial x_1} \dot{x}_1 + \frac{\partial \rho}{\partial x_2} \dot{x}_2
\]  
(16)

Using the dynamic model in (11), the time derivative \(\dot{\phi}\) is written as follows

\[
\dot{\phi} = \ddot{\beta} + \frac{\partial \rho}{\partial x_1} x_1 + \frac{\partial \rho}{\partial x_2} (-a_1x_1 - b_2x_2 + a_2x_3 + f_1)
\]  
(17)

Consider the case of \(f_i = 0\) and suppose that \(\phi\) is asymptotically convergent function with \(\lim_{t \to \infty} \phi = 0\), the estimator \(\dot{\beta}\) can be chosen as

\[
\dot{\beta} = -\frac{\partial \rho}{\partial x_1} \dot{x}_1 - \frac{\partial \rho}{\partial x_2} (-a_1x_1 - (\beta + \rho)x_2 + a_2x_3)
\]  
(18)

which yields to

\[
\dot{\phi} = -\frac{\partial \rho}{\partial x_2} (\phi x_2 - f_1)
\]  
(19)
B. Robust Control Law Design

To design a robust SMA controller, we define for the dynamic system the following tracking errors

\[
\begin{align*}
\dot{e}_1 &= x_1 - x^*_1 \\
\dot{e}_2 &= x_2 - x^*_2
\end{align*}
\]  

(20)

where, \(x^*_1, x^*_2\) are of class \(C^0\) and define the desired states that serve as virtual control inputs to the first and second equations of model in (11).

Step 1: Angular position subdynamics stabilization

From the first equation in system in (20), the dynamic of \(\dot{e}_1\) is obtained as

\[
\dot{e}_1 = x_2 + e_2
\]  

(21)

With \(e_2 = 0\), the system in (21) is stable under the following virtual control law.

\[
x^*_2 = -k_1 x_1
\]  

(22)

Step 2: Angular velocity subdynamics stabilization.

\[
\dot{e}_2 = -a_1 x_1 - \beta x_2 + a_2 x_3 + f_1 + k_1 x_2
\]  

(23)

For the effect of the phase transformation on the actuator dynamics, we propose the following dissipation function.

\[
\sum_{i=1}^{3} \left( \frac{1}{2} e_i^2 \right) + \frac{1}{2} \left( \|h\|^2 - \mu^2 f_i^2 \right)
\]  

(24)

One can write (23) as follows:

\[
L_1 = -a_1 e_1^2 - \frac{1}{2} \left( \mu f_1 - \frac{e_2}{\mu} \right)^2 - \frac{1}{4} \mu^2 f_1^2 + e_2 \left[ a_2 x_1 + \left( -\beta + a_3 \right) x_2 + a_3 x_3 \right]
\]  

with

\[
a_1 = k_1 - \frac{1}{2} p_2^2 k_1 - \frac{1}{2} p_2^2, \quad a_2 = k_1 \left( \frac{1}{\mu^2} - \frac{1}{2} p_2^2 \right) + 1 - a_1, \quad a_3 = k_1 + \frac{1}{2} p_2^2 + \frac{1}{\mu^2}
\]

To satisfy the dissipation condition for the function \(f_1\), a virtual control \(x^*_3\) is chosen as follows

\[
x^*_3 = -a_2 x_1 - \left( \hat{\beta} + \beta + \alpha_3 \right) x_2
\]  

(27)

where \(\hat{\beta}\) is the estimation of \(\beta\) to be provided by the adaptive law and \(\rho\) is a smooth function to be designed later. Substituting (26) into (27), the function \(F_1\) becomes

\[
L_1 = -a_1 e_1^2 - \frac{1}{2} \left( \mu f_1 - \frac{e_2}{\mu} \right)^2 - \frac{1}{4} \mu^2 f_1^2 - e_2 x_2 \left( \hat{\beta} - \beta + \rho \right)
\]  

(28)

It follows that the condition \(F_1 < 0\) is satisfied only if

\[
\hat{\beta} - \beta + \rho > 0
\]  

(29)

Step 3: Real control law

The real control input to system in (11) is designed to ensure the dissipation condition in (13). Thus, a new function \(F_2\) is constructed as follows

\[
L_2 = \frac{d}{dt} \sum_{i=1}^{3} \left( \frac{1}{2} e_i^2 \right) + \frac{1}{2} \left( \|h\|^2 - \mu^2 \sum_{i=1}^{3} f_i^2 \right)
\]  

(30)

With \(e_3 = x_2 - x^*_2\), one can obtain

\[
\dot{e}_3 = -b_1 (x_3 - T_0) + b_2 u + f_2 - \frac{a_2 x_1 - \left( \hat{\beta} - \beta + \rho \right) x_2}{a_2}
\]  

(31)

It follows that

\[
L_2 = -a_1 e_1^2 - \frac{1}{2} \left( \mu f_1 - \frac{e_2}{\mu} \right)^2 - \frac{1}{4} \mu^2 f_1^2 - e_2 x_2 \left( \hat{\beta} - \beta + \rho \right) + e_3 \left( -b_1 (x_3 - T_0) + b_2 u + f_2 - \frac{a_2 x_1 - \left( \hat{\beta} - \beta + \rho \right) x_2}{a_2} \right)
\]  

(32)

The real control law for system in (11) is obtained as follows

\[
u = \frac{1}{b_3} \left[ b_1 (x_3 - T_0) + \frac{a_2 x_1 - \left( \hat{\beta} - \beta + \rho \right) x_2}{a_2} \right]
\]  

(33)

C. Stability Analysis

To address the global stability of the SMA actuator, the dynamic model in (11) is put in an error form using the definitions (21), (23), and (30).

\[
\begin{align*}
\dot{e}_1 &= e_2 + k_1 e_1 \\
\dot{e}_2 &= -a_1 x_1 - \beta x_2 + a_2 x_3 + f_1 + k_1 \dot{e}_1 \\
\dot{e}_3 &= (b_1 x_2 (x_3 - T_0) + b_2 u + f_2 - \frac{a_2 x_1 - \left( \hat{\beta} + \beta + \rho \right) x_2}{a_2})
\end{align*}
\]  

(34)

Consider a Lyapunov candidate function \(V = \sum_{i=1}^{3} \left( \frac{1}{2} e_i^2 \right)\), the function \(L_2\) given in (30) can be written as follows.

\[
L_2 = \dot{V} + \frac{1}{2} \left( \|h\|^2 - \mu^2 \sum_{i=1}^{3} f_i^2 \right)
\]  

(35)

From (33), it follows that \(L_2 \leq 0\) if and only if \(\lim_{t \rightarrow \infty} (\hat{\beta} - \beta + \rho) = 0\), thus.

\[
\dot{V} \leq -\frac{1}{2} \left( \|h\|^2 - \mu^2 \sum_{i=1}^{3} f_i^2 \right)
\]  

(36)

The integration of (36) for the case of \(f_1 = f_2 = 0\) gives

\[
V(t) \leq V(0) - \frac{1}{2} \int_{0}^{t} \|h(t)\|^2 \, dt \leq V(0)
\]  

(37)
It can be seen from system in (35), that the origin \((e_1 = e_2 = e_3 = 0)\) is globally stable. For the case of non-parametric uncertainties where \(f_1 \neq 0, f_2 \neq 0\), the following semi-defined function is considered:

\[
W(e, f) = -\alpha_1 e_1^2 - \frac{1}{2} \left( \mu f_1 - \frac{e_2}{\mu} \right)^2 - \frac{1}{2} \left( \mu f_2 - \frac{e_3}{\mu} \right)^2 - \left( \frac{1}{2} \mu f_1 - \frac{(a_2 + \hat{\beta} + \rho)e_3}{\mu a_3} \right)^2 - \left( \frac{e_2 - \left( \frac{a_2 + \hat{\beta} + \rho}{\mu a_3} \right)e_3}{\mu a_3} \right)^2 \phi x_2
\]

(38)

From (35), it follows that

\[
\dot{V} \leq -W(e, f) \leq 0
\]

(39)

According to Lasalle-Yoshizawa theorem [26], all solutions of (11) are globally uniformly asymptotically stable and satisfy the following condition.

\[
lim_{t \to \infty} W = 0
\]

D. SMA-based Array Actuator

Consider the case of an array actuator where all the individual actuators are connected to the power supply source. The following distributed heat law is considered for thermal activation of the \(i^{th}\) SMA actuator.

\[
u_i = \frac{1}{b_3} \left[ b_1 (x_{3,i} - T_0) + \alpha_2 \dot{x}_{1,i} - \left( \hat{\beta} + \rho + a_3 \right) \dot{x}_{2,i} - \left( \hat{\beta} + \rho \right) x_{2,i} \right] + k \left[ \sum_{j \in N} a_{ij} (x_i - x_j) + a_{i0} (x_i - x_d) \right] +
\]

(40)

with \(k \in \mathbb{R}^+\) is a control gain.

The control objective is achieved when all the actuators’ states reach the desired value according to the following consensus

\[
\lim_{t \to t_s} \| x_i - x_d \|_2 = 0
\]

(41)

where, \(t_s\) is the settling time and \(a_{ij}\) are the coefficients of the adjacency matrix of the activation topology.

IV. NUMERICAL RESULTS

To demonstrate the efficacy of the theoretical developments, numerical calculations have been performed. Since the twist angle \(\theta\) measures the actuating capability of the SMA rotary actuator, two desired twist angle paths are considered. First, the SMA wire is heated to its final austinite temperature \(A_f\) to achieve the desired steady angle \(\theta_1 = 100^\circ\). The SMA actuator was then heated between \(A_s\) and \(A_f\) to track a desired time-varying sinusoidal twist angle in the presence of external disturbances. The non-parametric uncertainties \(f_1\) and \(f_2\) are determined as follows:

\[
\begin{align*}
\begin{cases}
 f_1 = ae^{b(T - T_0)} \sin(\xi) \\
 f_2 = ae^{b(T - T_0)} \cos(\xi)
\end{cases}
\end{align*}
\]

with \(a = 1e - 7, b = 0.25\).

The thermomechanical properties of the selected NiTi material and the actuator parameters used in this simulation are shown in Table 1.

<table>
<thead>
<tr>
<th>NiTi Material and Actuator Properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>NiTi material</td>
</tr>
<tr>
<td>property</td>
</tr>
<tr>
<td>(M_s, M_f (\text{C}))</td>
</tr>
<tr>
<td>(A_s, A_f (\text{C}))</td>
</tr>
<tr>
<td>(\gamma_{\text{m}}, \gamma_{\text{a}} (\text{Pa}^\circ\text{C}))</td>
</tr>
<tr>
<td>(\alpha_{\text{m}}, \alpha_{\text{a}} (\text{Pa}))</td>
</tr>
<tr>
<td>(\sigma_{L}, \sigma_{f} (\text{Pa}))</td>
</tr>
<tr>
<td>(\varepsilon_L)</td>
</tr>
</tbody>
</table>

Scenario 1: A simulation of angle-temperature actuation was run to validate the single actuator control law (33). The twist angle achieved the desired \(\theta_1 = 100^\circ\) without overshooting, the temperature \(T\) saturated around 70°C and the equivalent stress \(\sigma\) reached 600 MPa. Fig. 2 shows the simulation results for with tuning of parameter \(\mu\).

Fig. 3 demonstrates that when the suggested HARC method is applied, the transient response of the actuator states converges faster and without oscillation compared to other conventional adaptive backstepping control (CABC) methods.

![Actuator transient response](image-url)
Fig. 3. Comparison between proposed HARC and CABC methods: (a) Twist angle $\theta$, (b) rotary velocity $\omega$, and (c) heating temperature $T$, (d) parametric estimator $\beta$.

**Scenario 2:** To simulate the cooperative actuation of an array SMA actuator to overcome individual actuator load bearing limitation, a cooperative task is attributed to a set of four actuators to track a sinusoidal twist angle $\theta(t) = 60\sin(0.5t)$°. The actuators were put under initial conditions of temperature $T = [25, 50, 65, 80]^\circ C$ and initial twist angle $\theta = [-20, -60, 60, 120]^\circ$. A disturbance of $\Delta T = 5^\circ C$ is introduced at $t = 20$ s simulating a sudden change in the electrical current and checking the controller's robustness.

The four actuators were actuated according to activation topology shown in Fig. 4. The distributed control law in (41) is used to activate the array controller and the results are shown in Fig. 5.
 terms of stability and robustness. Future works will consider the trade-off between actuator performance and parameter tuning and will extend the proposed control method to other types of SMA controllers.
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Dimensionality Reduction with Truncated Singular Value Decomposition and K-Nearest Neighbors Regression for Indoor Localization
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Abstract—Indoor localization presents formidable challenges across diverse sectors, encompassing indoor navigation and asset tracking. In this study, we introduce an inventive indoor localization methodology that combines Truncated Singular Value Decomposition (Truncated SVD) for dimensionality reduction with the K-Nearest Neighbors Regressor (KNN Regression) for precise position prediction. The central objective of this proposed technique is to mitigate the complexity of high-dimensional input data while preserving critical information essential for achieving accurate localization outcomes. To validate the effectiveness of our approach, we conducted an extensive empirical evaluation employing a publicly accessible dataset. This dataset covers a wide spectrum of indoor environments, facilitating a comprehensive assessment. The performance evaluation metrics adopted encompass the Root Mean Squared Error (RMSE) and the Euclidean distance error (EDE)—widespread embraced in the field of localization. Importantly, the simulated results demonstrated promising performance, yielding an RMSE of 1.96 meters and an average EDE of 2.23 meters. These results surpass the achievements of prevailing state-of-the-art techniques, which typically attain localization accuracies ranging from 2.5 meters to 2.7 meters using the same dataset. The enhanced accuracy in localization can be attributed to the synergy between Truncated SVD’s dimensionality reduction and the proficiency of KNN Regression in capturing intricate spatial relationships among data points. Our proposed approach highlights its potential to deliver heightened precision in indoor localization outcomes, with immediate relevance to real-time scenarios. Future research endeavors involving comprehensive comparative analyses with advanced techniques hold promise in propelling the field of accurate indoor localization solutions forward.
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I. INTRODUCTION

Indoor positioning has become a prominent research area in recent years, driven by the increasing demand for location-based services in various applications, such as indoor navigation, asset tracking, and context-aware services. Traditional positioning systems relying on Global Positioning System (GPS) are not always reliable indoors due to limited satellite signals penetration and multi-path effects, making them less accurate for indoor environments. This limitation has led to the emergence of alternative techniques, with machine learning proving to be a promising approach for indoor positioning tasks. Machine learning methods offer the ability to model complex relationships between Wi-Fi Received Signal Strength Indicator (RSSI) measurements and indoor locations, enabling accurate predictions in indoor settings. Among the diverse machine learning algorithms, the K-Nearest Neighbors (KNN) algorithm has garnered significant attention and success in indoor positioning applications [1]. Among the diverse machine learning algorithms, the K-Nearest Neighbors (KNN) algorithm has garnered significant attention and success in indoor positioning applications [2, 3]. KNN is a non-parametric and instance-based learning algorithm that classifies or predicts a target value based on the similarity of features from neighboring data points. Its simplicity and effectiveness have made it a popular choice for indoor positioning tasks. However, the conventional KNN algorithm can be sensitive to noise and imbalanced data, necessitating the exploration of specialized variants to improve performance.

One such variant is the Weighted K-nearest neighbors (WKNN), which assigns different weights to neighboring data points based on their distance or other factors [4]. This enables WKNN to give higher importance to closer points, leading to more accurate predictions and better handling of imbalanced data distributions. The authors in study [4] propose a method that utilizes Improved W-KNN to enhance indoor localization performance based on fingerprinting by leveraging the relationship between the nearest fingerprint and (K-1) auxiliary fingerprints to determine the position. In the quest for enhanced adaptability, Adaptive KNN adjusts the number of neighbors (K) based on the local density of data points, dynamically tailoring the algorithm to varying spatial distributions within the indoor environment [5]. The paper introduces an enhanced KNN algorithm featuring a variable K. The fundamental concept revolves around dynamically modifying the K value according to the discrepancies between measured signals and the corresponding values within the database. In this paper, adaptability contributes to improved performance across different regions with distinct data densities. Additionally, KNN Regression is used when predicting continuous target variables, such as indoor coordinates, making it particularly suitable for regression tasks in indoor positioning. Apart from KNN-based methods, deep learning techniques have also been explored for indoor positioning. Convolutional Neural Networks (CNN) [6, 7] and Long Short-Term Memory (LSTM) [8] networks are notable examples. CNN can effectively extract spatial features from Wi-Fi images, while LSTM can model temporal dependencies in time-series data, such as RSSI signals. In [7], the authors introduce an innovative method for converting Wi-Fi signatures into
images, establishing a scalable fingerprinting framework utilizing convolutional neural networks (CNNs). These deep learning models have shown promise in achieving high accuracy in indoor positioning tasks, but they may require more extensive datasets and computation resources.

The authors in [9, 10] conducted an overview study on several data dimensionality reduction methods and their effectiveness in reducing computation time while preserving information. Data preprocessing is of paramount importance in indoor positioning tasks to enhance model performance and reduce computational complexity. High-dimensional Wi-Fi Received Signal Strength Indicator (RSSI) data can be computationally intensive and challenging to handle. To address this issue, dimensionality reduction techniques are applied to retain critical information while significantly reducing the number of features. Principal Component Analysis (PCA) is a popular method for dimensionality reduction, but it may not be ideal for all scenarios due to its requirement for the data to be centered and scaled. As an alternative, Truncated Singular Value Decomposition (Truncated SVD) [11] is employed, which is a variant of PCA that can efficiently handle large datasets and does not require data centering. In this paper, we propose an approach for indoor positioning that combines Truncated SVD for dimensionality reduction of Wi-Fi RSSI data with KNN regression for accurate indoor location estimation. The solutions mentioned above all aim to reduce errors in location estimation. However, a challenge arises in studies using Wi-Fi signals, where the use of high-dimensional data complicates the training process due to the time required for both training and prediction. Therefore, reducing data dimensionality is considered an effective solution to reduce model complexity and simultaneously enhance data processing flexibility. Combining Truncated SVD and KNN Regression yields a flexible method applicable to various indoor positioning scenarios, not constrained by specific data structures or characteristics. The proposed approach will be extensively evaluated and compared with other state-of-the-art methods to demonstrate its effectiveness and applicability.

In the subsequent sections, we will delve into the details which are as follows: Section II is about the related works, Section III deals with the proposed approach. Section IV gives results, and discussion, and concludes with implications for future research in Section V, thereby contributing to the advancement of indoor positioning technology and its real-time applications.

II. RELATED WORKS

A. Challenges in Indoor Localization using Wi-Fi Signals

Addressing the problem of enhancing accuracy in indoor positioning still encounters numerous difficulties due to the persistence of challenges such as limited GPS signals. Unlike outdoor environments where Global Positioning System (GPS) signals are readily available, indoor spaces often lack direct access to GPS signals due to signal attenuation caused by walls, ceilings, and other structural elements. This limitation hampers the effectiveness of traditional GPS-based localization techniques. Multipath effects further complicate indoor positioning. Indoor environments introduce multipath effects, where wireless signals bounce off surfaces and create multiple signal paths. This leads to signal interference, phase shifts, and fluctuations, making signal strength-based localization less accurate and reliable. Moreover, signal propagation variability within indoor spaces can vary significantly due to factors such as furniture placement, architectural elements, and interference from electronic devices. This variability challenges the establishment of consistent and reliable signal patterns for accurate localization. Non-line-of-sight (NLOS) conditions due to obstructions like walls and obstacles can block the direct line between the transmitter and receiver, introducing additional complexities in signal propagation and affecting accuracy. The phenomenon of multipath fading, where signals arriving via different paths interfere constructively or destructively, contributes to signal fluctuations and inaccuracies in distance estimation. Dealing with high-dimensional data, such as Wi-Fi Received Signal Strength Indicator (RSSI) readings from multiple access points, is a computational challenge in indoor localization. The presence of interference and noise from electronic devices further impacts the accuracy of localization algorithms. Different indoor environments with unique layouts and architectural features add complexity to localization algorithms, as a one-size-fits-all approach may not be effective. Privacy concerns arising from collecting and analyzing personal data in indoor localization require careful consideration of data handling and user consent. Furthermore, many indoor localization applications demand real-time accuracy for guiding users or tracking assets, posing a challenge in achieving both precision and speed. Addressing these challenges necessitates innovative techniques that consider the intricacies of indoor environments. The proposed methodology aims to tackle these obstacles by combining dimensionality reduction and regression techniques for accurate indoor localization. In the context of employing methods such as K-Nearest Neighbors (KNN), Weighted K-Nearest Neighbors (WKNN), Adaptive K-Nearest Neighbors (Adaptive KNN), Convolutional Neural Networks (CNN), and Long Short-Term Memory (LSTM) for indoor position prediction, various limitations become apparent. For K-Nearest Neighbors (KNN), its sensitivity to the choice of K neighbors introduces computational complexities as K increases. Additionally, KNN is sensitive to noise and imbalanced data. Weighted K-Nearest Neighbors (WKNN) presents challenges in effectively setting weight parameters to enhance prediction performance. Adaptive K-Nearest Neighbors (Adaptive KNN) involves uncertainty in dynamically determining the optimal number of neighbors (K) for individual cases. Convolutional Neural Networks (CNN) demand substantial training data and computational resources, especially in real-time scenarios. Long Short-Term Memory (LSTM) requires longer time-series data for complex pattern recognition. Overall, while these methods offer unique strengths to tackle indoor positioning challenges, they also exhibit limitations, necessitating careful customization and consideration of the specific environment for an effective solution.

To address these challenges comprehensively, innovative techniques that account for the intricacies of indoor environments are indispensable. The proposed methodology aims to overcome these hurdles by synergistically employing dimensionality reduction techniques and regression methodologies for accurate indoor localization. The ensuing
sections delve into the details of this approach, experimental evaluation, and results, underscoring its efficacy in tackling these persistent challenges and enhancing indoor positioning accuracy.

B. Dimensionality Reduction Techniques

In the realm of indoor positioning, addressing the challenges posed by high-dimensional data is crucial for achieving accurate and efficient results. This section provides an overview of various dimensionality reduction techniques that have been employed to tackle the complexity of indoor positioning datasets. Dimensionality reduction aims to extract essential information from the data while reducing its dimensionality, thus enhancing the efficiency of subsequent analysis and prediction processes.

One commonly used technique is Principal Component Analysis (PCA) [12-14], which projects the original data onto a new orthogonal coordinate system defined by its principal components. By retaining the most significant dimensions and discarding less informative ones, PCA simplifies the data representation while preserving as much variance as possible. Another approach, [15] Truncated SVD, is a variant of PCA that efficiently approximates the original data matrix by retaining only the top singular values and corresponding singular vectors. This method is particularly suitable for large datasets and offers advantages in terms of computational efficiency.

In addition to these techniques, various other methods can also play a role in dimensionality reduction. However, the choice of method depends on the characteristics of the data and the specific requirements of the indoor positioning task. By effectively reducing the dimensionality of the input data, these techniques contribute to enhancing the performance of subsequent algorithms and models for accurate indoor positioning. The following sections will delve into the details of how these techniques are applied and their impact on the proposed methodology.

1) Truncated singular value decomposition (Truncated SVD) Method: The Truncated Singular Value Decomposition (Truncated SVD) method is a dimensionality reduction technique commonly employed to mitigate the challenges associated with high-dimensional data in various applications, including indoor positioning. This approach builds upon the concept of Singular Value Decomposition (SVD), which decomposes a data matrix into three separate matrices representing its singular values and corresponding left and right singular vectors. In the context of indoor positioning, Truncated SVD involves retaining only the top singular values and their corresponding singular vectors, effectively reducing the dimensionality of the data while preserving its essential information. This process is particularly beneficial for managing large datasets, as it significantly decreases the computational burden and enhances the efficiency of subsequent analysis. The core idea of Truncated SVD is to approximate the original data matrix using a lower-dimensional representation that captures the most significant patterns and relationships within the data. By selecting a specific number of singular values to retain, this method allows researchers and practitioners to balance between dimensionality reduction and preserving relevant information.

Truncated SVD finds applications in various fields, including image processing, natural language processing, and data compression. In the context of indoor positioning, it offers a valuable tool for preprocessing Wi-Fi Received Signal Strength Indicator (RSSI) data, effectively reducing its dimensionality while maintaining its inherent structure. The reduced-dimension representation obtained through Truncated SVD can then be used as input for subsequent algorithms, such as K-Nearest Neighbors (KNN) regression, to enhance the accuracy and efficiency of indoor positioning predictions. The goal of Truncated SVD is to reduce the dimensionality of the data by retaining a limited number of important singular values and vectors. This helps to simplify the complexity of the original data and create a reduced version that can be used in various tasks such as classification, prediction, and indoor positioning. Algorithm 1 presents Truncated SVD Algorithm.

Algorithm 1: Truncated SVD Algorithm

Input: The initial data is a matrix A with dimensions m x n, where m is the number of samples and n is the dimensionality of the data.

Output: The matrix A_reduced represents the reduced data and includes the most important components from the original data.

Step 1: Compute Singular Value Decomposition (SVD):
Perform the Singular Value Decomposition on the data matrix A:

\[ A = U \Sigma V^T \]

Where:
- \( U \) is the matrix containing the left singular vectors (columns) of A.
- \( \Sigma \) is the diagonal matrix containing the singular values of A.
- \( V^T \) is the matrix containing the right singular vectors (rows) of A.

Step 2: Select Number of Components:
Choose the number of components (singular values and vectors) that you want to retain after dimensionality reduction. This is an important parameter to adjust the level of dimensionality reduction.

Step 3: Truncate Singular Values and Vectors:
Keep only the singular values and vectors corresponding to the number of components selected in the previous step. Create the truncated matrices U_reduced and Vt_reduced.

Step 4: Reconstruct Reduced Data:
Generate a new data matrix (reduced data) by multiplying the truncated matrix U_reduced, the diagonal matrix \( \Sigma \) reduced (containing singular values), and the transpose of the matrix Vt_reduced:

\[ A_{\text{reduced}} = U_{\text{reduced}} \Sigma_{\text{reduced}} V_{t \text{reduced}}^T \]

2) K nearest neighbors regression algorithm: KNN regression is a non-parametric algorithm that relies on the similarity of feature vectors to make predictions. It assumes that similar instances will have similar target values. The algorithm doesn’t involve model training like some other regression algorithms; instead, it stores the entire dataset and calculates predictions based on the K nearest neighbors of the
query instance. The choice of K is crucial, as a small K might lead to noisy predictions, while a large K might lead to overly smoothed predictions. KNN regression can be sensitive to outliers and irrelevant features, so preprocessing the data and feature selection can impact its performance. Fig. 1 describes the KNN regression for improving the accuracy of indoor localization.

![Algorithm Diagram](image)

**Fig. 1.** The algorithm of WKNN for indoor positioning system.

### III. PROPOSED APPROACH

This section presents the proposed solution that combines dimensionality reduction using Truncated Singular Value Decomposition (Truncated SVD) with KNN regression for indoor position prediction.

#### A. Proposal Model Block Diagram

Fig. 2 describes the block diagram illustrates the proposed approach that integrates two main components: Truncated Singular Value Decomposition (Truncated SVD) and K Nearest Neighbors (KNN) regression. The process begins with the collection of Wi-Fi RSSI data, which is the initial step for indoor position prediction.

![Block Diagram](image)

**Fig. 2.** The structure of proposed approach based on KNN regression.

#### Data collection and preprocessing:

- Wi-Fi RSSI data is gathered from multiple access points within the indoor environment.
- The collected data is preprocessed to remove noise, handle missing values, and normalize the features.

#### Truncated Singular Value Decomposition (Truncated SVD):

- The preprocessed Wi-Fi RSSI data undergoes Truncated SVD, a dimensionality reduction technique.
- Truncated SVD reduces the dimensionality of the data while retaining the most significant features that capture the underlying patterns.
- The transformed data is then ready for further processing.

#### K Nearest Neighbors (KNN) regression:

- The transformed data from Truncated SVD serves as input to the KNN regression model.
- KNN regression aims to predict the indoor position based on the similarity of the transformed data points.
- The model identifies the K nearest neighbors to the input data point and uses their positions to estimate the target position.

#### Indoor position prediction:

- The combination of Truncated SVD and KNN regression results in an accurate indoor position prediction.
- The estimated position is output as the final result of the model.

The block diagram demonstrates how the proposed method utilizes Truncated SVD for dimensionality reduction to handle the high-dimensional Wi-Fi RSSI data effectively. The reduced-dimensional data is then fed into the KNN regression model, which leverages the spatial relationships between data points to predict the indoor position accurately. This integrated approach aims to overcome the challenges of noise, signal variability, and dimensionality while providing enhanced precision in indoor position prediction.

#### B. Indoor Positioning Dataset

In this study, we assessed our proposed solution using an online dataset [16], previously standardized for indoor positioning research. This dataset, employed in previous work including [17] aimed to enhance indoor positioning precision by LSTM algorithms. The study in [6] achieved a positioning error are range 2.5 meters to 2.7 meters on the public dataset [16]. The paper [16] verified the dataset’s normalization and reliability for indoor localization research. The dataset covered a library space of over 300 square meters on the 3rd and 5th floors, collected over 15 months, and comprising 60,000 measurements. It included object positions, Wi-Fi AP access point RSSI values, execution time, and identification data. With 448 Wi-Fi AP access points at around 2.65 meters above the ground on both floors, a fingerprint database was created from multiple locations and directions, including front, back, left, and right measurements. Offline training involved known reference points and a Samsung Galaxy S3 phone equipped with an application to capture RSSI data. The dataset was divided into training (16,704 fingerprints from 24 reference points) and test sets (46,800 fingerprints from 106 reference points), each containing 448 RSSI indicators from access points. Following the approach of [6], our experiments on the
normalized public dataset utilized the Minmaxscale() function and Formula (1).

\[
X_{\text{scaled}} = \frac{X - X_{\text{min}}}{X_{\text{max}} - X_{\text{min}}}
\]  

(1)

where \(X\) is the initial value of the feature, \(X_{\text{max}}\) and \(X_{\text{min}}\) are the maximum and minimum values in the feature.

C. Error Estimation Criteria

We employed four machine learning-based evaluation criteria to assess the proposed solution’s effectiveness. Initially, we used the mean absolute error (MAE) to gauge the average absolute error within the prediction dataset. Further evaluation employed mean squared error (MSE) or RMSE, widely utilized in machine learning regression problems, to quantify the squared error between predicted and actual values. Additionally, the determination coefficient \(R^2\) was employed as a measure of the model’s predictive capability. \(R^2\) assesses how well the model predicts the dependent variable based on independent variables, showcasing the goodness-of-fit. Higher \(R^2\) values signify better model fit, with a range from 0 to 1. Negative values can emerge if the model performs worse than a constant model, predicting the mean. Despite its usefulness, \(R^2\) has assumptions and limitations that warrant consideration. This coefficient’s range lies between 0 and 1. A value closer to 1 indicates strong model fit and accurate prediction of position.

Furthermore, we introduced the EDE as an additional metric to measure prediction accuracy. The EDE calculates the direct geometric distance between predicted and actual positions, offering a straightforward measure of how far the predictions deviate from the true positions. This distance was calculated using the Euclidean distance formula, providing valuable insight into the spatial accuracy of the proposed solution.

\[
MAE = \frac{1}{N_{\text{test}}} \sum_{i=1}^{N_{\text{test}}} |Pos_{\text{true}} - Pos_{\text{test}}|
\]  

(2)

\[
MSE = \frac{1}{N_{\text{test}}} \sum_{i=1}^{N_{\text{test}}} (Pos_{\text{true}} - Pos_{\text{test}})^2
\]  

(3)

\[
RMSE = \sqrt{\frac{1}{N_{\text{test}}} \sum_{i=1}^{N_{\text{test}}} (Pos_{\text{true}} - Pos_{\text{test}})^2}
\]  

(4)

\[
R^2 = 1 - \frac{\sum_{i=1}^{N_{\text{test}}} (Pos_{\text{true}} - Pos_{\text{test}})^2}{\sum_{i=1}^{N_{\text{test}}} (Pos_{\text{true}} - \text{avg}(y))^2}
\]  

(5)

\[
EDE = \frac{1}{N_{\text{test}}} \sum_{i=1}^{N_{\text{test}}} \sqrt{(Pos_{\text{true}} - Pos_{\text{test}})^2}
\]  

(6)

Where \(Pos_{\text{true}}\) is the \(i\)-th observed position, \(Pos_{\text{test}}\) is the \(i\)-th estimation position, \(i\)-th is the number of samples in the test dataset.

IV. RESULTS AND DISCUSSION

In this study, we conducted a thorough investigation to determine the optimal number of principal components (components) to retain when applying the truncated SVD technique. The objective was to minimize the EDE, a critical metric for assessing the accuracy of our proposed indoor positioning solution.

The process of choosing the appropriate value for components began with a systematic survey across a range of values, assessing the performance of the solution at each step. We employed the EDE as the primary evaluation criterion, aiming to identify the component's value that yielded the lowest error. Our experimentation revealed that at the number of components = 35, the solution achieved the minimal EDE. This observation was consistent with our goal of minimizing error while ensuring computational efficiency, as retaining 35 principal components struck an optimal balance between accuracy and resource consumption. By retaining 35 principal components, we effectively reduced the dimensionality of the data while preserving the critical information necessary for accurate indoor localization. This choice optimized the model's ability to capture relevant spatial relationships among data points, resulting in a significant reduction in the EDE. In conclusion, our survey and experimentation led us to select the number of components = 35 as the optimal configuration for the truncated SVD algorithm. This choice aligns with our objective of achieving the lowest EDE while maintaining efficiency, demonstrating the effectiveness of this approach in improving indoor positioning accuracy.

The analysis of Fig. 3, which depicts the relationship between the number of components in truncated SVD (n) and the EDE, reveals several key insights:

Firstly, at n = 35, we observe the lowest EDE, indicating that this configuration results in the most accurate indoor positioning predictions. This point aligns with our earlier discussion, highlighting n = 35 as the optimal choice for retaining principal components. When n is smaller than 35, the reduction in dimensionality becomes excessive, leading to a loss of critical information required for accurate localization.

In this study, we conducted a thorough investigation to determine the optimal number of principal components (components) to retain when applying the truncated SVD technique. The objective was to minimize the EDE, a critical metric for assessing the accuracy of our proposed indoor positioning solution.
Conversely, when the numbers of components (n) are greater than 35, the model becomes overly complex, potentially introducing noise and diminishing its predictive capabilities. The fact that the EDE consistently rises for values of n smaller or larger than 35 emphasizes the importance of careful parameter tuning in the truncated SVD technique. It highlights the delicate balance between dimensionality reduction and information preservation.

Fig. 4, which illustrates the relationship between the number of nearest neighbors (k) and the EDE, provides crucial insights into our study. The plot demonstrates a clear trend that supports the idea that selecting $k = 30$ is an optimal choice for our KNN regression-based indoor positioning solution. This specific k-value results in the lowest EDE, indicating the highest precision in predicting indoor positions. When $k$ deviate from this optimal k-value, either by choosing $k$ values smaller or larger than 30, we consistently observe an increase in EDE. This pattern emphasizes the sensitivity of our model's performance to the choice of $k$. If $k$ is smaller than 30, the model may not adequately capture essential spatial relationships, leading to less accurate predictions. Conversely, when $k$ exceeds 35, the model might over-smooth the data, potentially losing critical local information, which results in increased prediction errors. The observation that EDE increases for $k$ values smaller or larger than 30 underscores the importance of selecting the appropriate parameter for KNN regression. It reinforces the idea that finding the right balance in the number of neighbors considered is vital for achieving accurate indoor localization. Fig. 4 highlights the significance of choosing $k = 30$ as the optimal parameter for our KNN regression-based indoor positioning solution. This choice leads to the lowest EDE value, indicating the highest accuracy in position prediction. Deviating from this value consistently results in increased EDE, affirming the effectiveness of our proposed approach in enhancing indoor localization accuracy.

Fig. 5 provides a visual representation of 100 randomly selected real positions (depicted as blue dots) and their corresponding predicted positions (depicted as red dots). This graph serves as a valuable illustration of the performance of our indoor positioning model. The meanings of the parameters on Fig. 5 are described below:

1) **Blue dots - real positions**: The blue dots represent the actual positions of objects in the indoor environment, providing a reference for the ground truth. These positions are based on the collected dataset.

2) **Red dots - predicted positions**: The red dots, on the other hand, signify the positions predicted by our proposed indoor positioning model. These predictions are generated using the combination of Truncated SVD for dimensionality reduction and KNN regression for position estimation.

3) **Visual comparison**: By visually comparing the red and blue dots, it's evident that our model's predictions are generally very close to the actual positions. This alignment between the predicted and actual positions highlights the accuracy and effectiveness of our proposed solution.

4) **Scattered distribution**: The distribution of both red and blue dots across the graph demonstrates that the model is capable of predicting positions in various locations throughout the indoor environment. This showcases the versatility and applicability of our approach across different scenarios.

5) **Few outliers**: While most of the red dots closely match the blue dots, there may be a few outliers where the predicted positions slightly deviate from the actual positions. These outliers could be attributed to factors such as signal interference or complex spatial relationships in the indoor environment.

Fig. 5 visually reinforces the accuracy and reliability of our proposed indoor positioning solution. The close alignment between the predicted and actual positions across a range of locations underscores the model's effectiveness in accurately estimating indoor positions, thus contributing to enhanced indoor localization.

Fig. 6 shows the CDF of our proposed solution compared to the research [15]. The results in Fig. 6 clearly indicate that our solution performs significantly better in predicting locations when compared to the reference paper on the same
public dataset and similar situations. Fig. 6 also demonstrates that, for distance errors of two meters or less, our solution achieves an accuracy rate of over 50%, while the research [15] reaches around 30%. These results provide valuable insights into the performance distribution of the solution concerning distance errors. Observing this relationship, it is evident that:

For distance errors less than or equal to 1 meter, the probability of achieving such accuracy is approximately 20%.

Expanding the acceptable error threshold to two meters significantly increases the probability of success to around 52%.

This visualization is further reinforced by the visual representation in Fig. 7, which vividly illustrates the proportion of predictions falling within different error ranges. It is evident that the proposed solution demonstrates a notable capability in achieving sub-2 meters accuracy, making it suitable for a range of indoor positioning applications. In accordance with the evaluation criteria outlined in Section III(C), the performance metrics for our model are as follows: a Root Mean Square Error (RMSE) stand is 1.97 meters, EDE is 2.23 meters, Mean Squared Error (MSE) is calculated at 3.91 meters, and R-squared (R2) demonstrates a value of 0.69. Additionally, our model shows promising results in terms of error percentages, with 19.41% of errors falling within a 1-meter range and 52.36% within a 2-meter range. The RMSE value is approximately 1.97 meters, indicating a relatively small average deviation between predictions and actual values. This reflects the model's accuracy in estimating positions. The average Euclidean distance is around 2.23 meters, signifying the average difference between predictions and actual values. This is a critical evaluation criterion widely used in location-related tasks. Mean Squared Error (MSE) value is approximately 3.91 meters, representing the average squared error between predictions and actual values. This value indicates the variability of errors and can be used for model comparison. R-squared (R2): The R2 value is approximately 0.69, indicating the model's accuracy in explaining data variance. A high R2 value close to 1 suggests that the model is reasonably good at explaining the data. Percentage of errors within 1 meter: Around 19.41% of predictions have errors within 1 meter, demonstrating that the model achieves a relatively good level of accuracy in predicting positions with errors less than 1 meter. Percentage of errors within 2 meters: Approximately 52.36% of predictions have errors within 2 meters, which is an acceptable threshold for many real-time applications.

In conclusion, our study highlights the significant effectiveness of the proposed solution, which combines Truncated Singular Value Decomposition (Truncated SVD) with K-Nearest Neighbors (KNN) regression for indoor positioning. This innovative approach brings about a substantial improvement in prediction accuracy while meeting
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**Fig 6.** CDF of the positioning error distance.

In [17], the authors applied deep learning models, specifically RNN/LSTM, to predict indoor positions, achieving accuracy with distance errors ranging from 2.5 meters to 2.7 meters. A significant contribution of our study lies in the substantial enhancement of position prediction accuracy offered by our proposed solution. More precisely, we reduced the error margin from the range of 2.5 meters - 2.7 meters to a mere 2.23 meters, marking a remarkable improvement ranging from 10.8% to 17.4%. The simulation results demonstrate the effectiveness of the Truncated SVD and KNN Regression combination in significantly bolstering position prediction capabilities, particularly in error reduction. Furthermore, our solution also made substantial strides in prediction time efficiency when compared to the findings in reference [17]. As indicated in [17], the training time using the RNN model was 564.1396 seconds, with 10.0848 seconds required for testing. When LSTM was employed, the training process took 581.3599 seconds, and testing consumed 10.1721 seconds. In contrast, our solution demonstrated remarkable efficiency, taking only 4.5523 seconds to complete the same experimental scenario. These results underscore not only the enhancement in accuracy achieved by our approach but also its superior efficiency in prediction time. Additionally, our method simplifies the intricate training process commonly associated with traditional machine learning and deep learning methodologies.

V. CONCLUSIONS

In conclusion, our study highlights the significant effectiveness of the proposed solution, which combines Truncated Singular Value Decomposition (Truncated SVD) with K-Nearest Neighbors (KNN) regression for indoor positioning. This innovative approach brings about a substantial improvement in prediction accuracy while meeting
real-time requirements. One of the notable advantages lies in the simplicity and efficiency of KNN regression. Unlike traditional machine learning and deep learning solutions that require complex pre-training processes, our method does not burden the user with such complexities. This streamlines the implementation and makes it an attractive choice for various indoor localization scenarios. By integrating Truncated SVD as a dimensionality reduction technique, we enhance the model’s robustness and precision. Through rigorous experimentation, we determined that setting Truncated SVD’s number of components to 35 minimizes EDEs in predictions, further showcasing the effectiveness of this hybrid approach. This combined methodology not only advances indoor positioning accuracy but also ensures that the solution is practical for real-time applications. In summary, our work presents a powerful and efficient solution for indoor positioning, opening doors to improved location-based services and applications.
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I. INTRODUCTION

Natural Language Processing (NLP) represents a branch of artificial intelligence dedicated to enabling both machines and humans to comprehend, interpret, and deduce significance from human languages [1]. In the contemporary landscape, NLP encounters its most noteworthy challenges in the complexity of human communication. The process of deciphering and manipulating language is highly intricate, hence the common practice of employing diverse techniques to address a multitude of challenges.

This area of research encompasses numerous expanding and valuable applications. Natural Language Processing (NLP) encompasses a wide spectrum of tasks, ranging from straightforward ones like spell checking, keyword search, synonym identification, data extraction, classification, summarization, and text simplification, to more complex tasks like machine translation. In the future, NLP holds the potential to revolutionize task assistance. In this chapter, we will delve into past research related to a specific NLP task—text simplification.

Text simplification involves the transformation of a sentence into one or more straightforward sentences, making it more understandable for both machines and humans while preserving the original context and content. Additionally, text simplification serves as a valuable application that can improve various Natural Language Processing (NLP) tasks. Study by [2] highlights that text simplification tasks encompass several operations, including theoretical simplification to streamline content and structure, elaborate modification to clarify key points, and text summarization to remove peripheral or irrelevant information. The primary goal of text simplification is to enhance the accessibility of information for individuals with disabilities [3-4], those with low literacy levels [5-6], and non-native speakers [7].

In the Malay language, the exploration of text simplification is a relatively new area of study. Recent years have witnessed extensive research in Malay language studies, particularly in the domains of text summarization and sentence compression [8-11]. Researchers have been keen on enhancing the quality and cohesiveness of generated summaries. Sentence compression, a technique that involves eliminating non-essential details while preserving sentence grammar patterns, has garnered significant attention. This process identifies and removes frequently occurring sequences of adjacent words across a collection of documents, resulting in heuristic knowledge for sentence compression with an 85% confidence value [8].

Study by [8] primarily focuses on the Frequent Pattern growth tree, which stores compressed and critical information related to frequent patterns in large databases. However, it's worth noting that this study of text summarization does not encompass semantic compression, potentially leading to issues of ambiguity. Existing literature suggests that Malay language studies primarily concentrate on text summarization, specifically sentence compression, without delving into semantic comprehension. Fig. 1 illustrates the distinction between text simplification and text summarization.
In Text Simplification (TS), information extraction stands as a pivotal phase. The primary output of the information extraction process is the Syntax Tree, which illustrates the sentence’s structure [12]. However, the syntax tree can become ambiguous when a sentence adheres to multiple grammar rules. To address this issue, machine learning techniques are commonly employed. These methods encompass Support Vector Machine (SVM) (e.g., [13-14]), Maximum Entropy (e.g., [15]), Decision Tree (DT) (e.g., [16]), and Conditional Random Field (e.g., [17]).

Among these techniques, the Support Vector Machine (SVM) has been recognized as the most effective classifier for text simplification, achieving an accuracy of approximately 70% [18]. It is important to note that studies employing SVM for text simplification have predominantly concentrated on the English language. In contrast, there is a lack of research on text simplification in the Malay language.

Furthermore, within the domain of Text Simplification, the primary objective is to condense a given sentence. This task necessitates a process of comprehending the inherent meaning of the sentence, commonly referred to as semantic compression.

In many text simplification approaches, a singular method is typically employed, whether it's a machine learning method or semantic compression. Studies solely focused on machine learning methods tend to overlook the significance of sentence structure properties crucial for semantic interpretation. Conversely, research exclusively centered on semantic compression may encounter challenges in predicting syntax trees, leading to potential ambiguity problems. Therefore, there is a growing recognition of the necessity to combine machine learning methods and semantic compression. In this hybrid approach, machine learning is applied to identify ambiguous sentence structures, while semantic compression is employed to simplify sentences based on relevant semantic content.

Troll is a prime example necessitating text simplification, as it often comprises sentences laden with concealed meanings. Originally, trolling involved the use of deceptive posts as bait to elicit responses from other online community members, often luring them into engaging with a fabricated story. Trolling encompasses various forms, and the term “trolling” has been broadly applied to describe various malicious or harassing activities on the internet. These activities may include instigating contentious discussions, targeting individuals or groups with harassment, sharing offensive content, vandalizing community-contributed pages, defacing memorial pages, and even being used interchangeably with cyberbullying. As a result, this study focuses on trolls associated with cyberbullying as the domain for testing a proposed text simplification method.

The motivation by engaging in TS research in a minority language offers the opportunity to develop language-specific techniques and tools, enriching the broader NLP field while deepening insights into the unique linguistic features and challenges of that language. This paper introduces a hybrid approach for text simplification in the Malay language. The model effectively distinguishes between complex and non-complex words, offering a potential solution to combat cyberbullying in Malaysia through means like machine translation and relation extraction. The key steps involve developing text simplification features that emphasize semantic aspects. Additionally, lexical features, including stemmed words, are incorporated into the study. Subsequently, hand-crafted features encompassing lexical, syntactic, and semantic attributes are organized and classified using machine learning techniques to attain the highest accuracy results.

II. RELATED WORKS

The NLP components employed in TS encompass five levels: lexical, syntactic, semantic, discourse, and pragmatic. According to [19], the TS process primarily involves the lexical and syntactic levels. However, it's worth noting that semantic considerations play a crucial role in both the lexical and syntactic approaches to ensure the preservation of word and sentence meanings.

The lexical level, referred to as lexical simplification (LS), concentrates on replacing complex words with simpler synonyms. For instance, it involves substituting “facile” with “easy.” Previous research in psycholinguistics has shown that such substitutions of complex terms within a sentence, as done by comprehensive lexical simplification, have significant potential to enhance sentence readability [20]. LS involves altering the intricate or unusual phrasing within a sentence by replacing it with a synonymous word that is more straightforward and comprehensible [21].

In the realm of syntactic simplification, it encompasses distinct elements like idiomatic phrases, apposition, coordination, subordination, and voice. Study by [22] employ the typed dependency representations provided by the Stanford Parser. They argue that these formatted dependencies offer a high level of precision, facilitating the creation of straightforward standards and the automation of corporate acquisition processes.

Recent research demonstrates that the semantic approach has been applied in text simplification tasks, as evidenced by studies such as [22-27]. Study by [28] also highlights that
semantic compression can serve as a valuable technique for intelligently generalizing terms while minimizing information loss. To address structural mismatches, study by [29] suggests employing semantic parsing to rephrase sentences.

There are various approaches employed for text simplification (TS) tasks. Recent research has shown a growing interest in hybrid approaches that integrate multiple techniques for simplification such as deep semantic and monolingual machine translation have been combined in the hybrid approach, as demonstrated by [30], structural semantics and neural methods are another focus in recent studies, exemplified by [27], hybrid approaches may involve a combination of hand-crafted transformation rules, machine learning (ML) techniques, and semantic parsers, as explored by [31], these hybrid approaches often merge natural language processing (NLP) components with machine learning techniques. The research conducted by [20] advocate for the use of Machine Learning (ML) techniques as a means to achieve more reliable solutions in text simplification. These hybrid methods represent a multifaceted approach to text simplification, leveraging various techniques to enhance the quality and effectiveness of simplification processes.

As a relatively new language within the field of text simplification, a more comprehensive investigation of each feature is essential to achieve higher accuracy. The study in [32] involved the utilization of all relevant features, with a subsequent comparison of results to identify the most effective features for future use. Thus, the primary objective of this study is to combine the strengths of semantic compression and machine learning methods through hybridization. This approach aims to leverage the benefits of both techniques to enhance the practice of text simplification.

### III. METHODOLOGY

The research methodology of the study can be segmented into five distinct phases: a literature review phase, a phase dedicated to defining data sets and specifications, a phase focused on designing text simplification features for the TS model, a phase involving the construction of the TS model based on SVM classifier and selected features, and finally, a phase dedicated to performance evaluation.

#### A. Datasets

In this study, the primary data sources include news articles, online resources, and existing datasets for the Malay language. Additionally, a corpus from previous studies, including [33-36], covering Parts of Speech (POS) and Noun Phrases, was used to create the Malay Text Simplification Dataset (Malay TS Dataset) with 6,836 instances categorized as complex or non-complex.

The work begins by utilizing the state-of-the-art corpus developed by [34], known as the Malay corpus. This corpus comprises 18,387 tokens, each of which is accompanied by word category information and is written using the Rumi script. It includes 21 word categories for part-of-speech (POS) tagging, following the standard provided by the Dewan Bahasa dan Pustaka (DBP). You can find the Malay part-of-speech tagset within the corpus in Table I.

<table>
<thead>
<tr>
<th>Tag Set</th>
<th>Description</th>
<th>Example in Malay language with English gloss</th>
<th>Number of tokens</th>
</tr>
</thead>
<tbody>
<tr>
<td>KN</td>
<td>Noun</td>
<td>chair (kerusi)</td>
<td>6108</td>
</tr>
<tr>
<td>KK</td>
<td>Verb</td>
<td>eat (makan)</td>
<td>2539</td>
</tr>
<tr>
<td>ADJ</td>
<td>Adjective</td>
<td>black, beautiful, deep (hitam, cantik, dalam)</td>
<td>1623</td>
</tr>
<tr>
<td>KSN</td>
<td>Preposition</td>
<td>at, to, from, to (di,ke, dari, kepadan)</td>
<td>1409</td>
</tr>
<tr>
<td>KB</td>
<td>Auxiliary verb</td>
<td>will, not yet, can (akan, belum, boleh)</td>
<td>390</td>
</tr>
<tr>
<td>KG</td>
<td>Pronoun</td>
<td>me, you (saya, awak)</td>
<td>496</td>
</tr>
<tr>
<td>KH</td>
<td>Conjunction</td>
<td>which, and, or (yang, dan, atau)</td>
<td>1608</td>
</tr>
<tr>
<td>ADV</td>
<td>Adverb</td>
<td>perhaps (bahasawanya, barangkali)</td>
<td>817</td>
</tr>
<tr>
<td>KT</td>
<td>Question</td>
<td>what, how much (apa, berapa)</td>
<td>49</td>
</tr>
<tr>
<td>KBIL</td>
<td>Cardinal</td>
<td>one, two (satu, dua)</td>
<td>258</td>
</tr>
<tr>
<td>KPM</td>
<td>Narrator</td>
<td>is (adalah, ialah)</td>
<td>100</td>
</tr>
<tr>
<td>KP</td>
<td>Command</td>
<td>don’t, please (jangan, sila)</td>
<td>5</td>
</tr>
<tr>
<td>KAR</td>
<td>Direction</td>
<td>in, up, down (dalam, atas, bawah)</td>
<td>48</td>
</tr>
<tr>
<td>PW</td>
<td>Discourse mark</td>
<td>even, then (hatta, maka)</td>
<td>9</td>
</tr>
<tr>
<td>KEP</td>
<td>Short form</td>
<td>UNCR, PBB</td>
<td>179</td>
</tr>
<tr>
<td>#E</td>
<td>Clitic</td>
<td>try it (cubalah)</td>
<td>31</td>
</tr>
<tr>
<td>KN@</td>
<td>Clitic</td>
<td>His/her book (Bukanya)</td>
<td>235</td>
</tr>
<tr>
<td>KNF</td>
<td>Deny</td>
<td>No, it’s not (tidak, bukan)</td>
<td>171</td>
</tr>
<tr>
<td>KNK</td>
<td>Proper noun</td>
<td>Allah, Muhammad</td>
<td>236</td>
</tr>
<tr>
<td>SEN</td>
<td>List number</td>
<td>(i), (ii), (iii), etc</td>
<td>3</td>
</tr>
<tr>
<td>SYM</td>
<td>Any symbol or punctuation</td>
<td>, “ , + etc</td>
<td>2073</td>
</tr>
</tbody>
</table>

The study in [37] established a process for identifying complex words in three languages. This study follows the same process developed by Yimam, known as Complex Word Identification (CWI). In this process, a survey was conducted using 10 TS control samples and 10 TS non-control samples from the Malay corpus. For instance, the study focuses on TS users, who are non-native speakers. Therefore, 10 non-native speakers of the language were selected as a control sample, along with 10 native speakers. Native speakers are individuals who learned their first language in childhood, often referred to as their mother tongue [38]. Non-natives are individuals who learned a different language as their first language in childhood. Respondents were provided with texts from the Malay corpus and asked to annotate each word based on its complexity.

The results of the answers provided by the 10 native speakers and the 10 non-native speakers will determine whether a word is classified as complex or not. The label assigned to the target word is based on the responses of these 10 native and 10 non-native speakers. If at least one annotator marks the word as complex, the label will be "COMPLEX" (1); otherwise, it will be "NOT COMPLEX" (0).
Afterward, data cleaning is an integral part of this study, which involves removing punctuation and converting all letters to lowercase. This is done to address data sparsity within the dataset. The dataset comprises original sentences, target word indices, counts of annotations by native and non-native speakers for the sentences, counts of markings by native and non-native speakers for the target words, and binary and classification labels for the target words. Subsequently, a dataset consisting of 6,836 instances with labels indicating complexity or non-complexity is created. The detailed description of the Malay TS Dataset, including complexity information after data cleaning, is provided in Table II.

### Table II. Part-of-Speech DBP Tagset in Malay TS Dataset with the Complex Information

<table>
<thead>
<tr>
<th>Tag Set</th>
<th>Description</th>
<th>Number of tokens</th>
<th>Complex word</th>
<th>Non-complex word</th>
</tr>
</thead>
<tbody>
<tr>
<td>KN</td>
<td>Noun</td>
<td>2459</td>
<td>299</td>
<td>2160</td>
</tr>
<tr>
<td>KK</td>
<td>Verb</td>
<td>1103</td>
<td>88</td>
<td>1015</td>
</tr>
<tr>
<td>ADJ</td>
<td>Adjective</td>
<td>687</td>
<td>82</td>
<td>605</td>
</tr>
<tr>
<td>KSN</td>
<td>Preposition</td>
<td>591</td>
<td>3</td>
<td>588</td>
</tr>
<tr>
<td>KB</td>
<td>Auxiliary verb</td>
<td>136</td>
<td>1</td>
<td>135</td>
</tr>
<tr>
<td>KG</td>
<td>Pronoun</td>
<td>210</td>
<td>6</td>
<td>204</td>
</tr>
<tr>
<td>KH</td>
<td>Conjunction</td>
<td>735</td>
<td>14</td>
<td>721</td>
</tr>
<tr>
<td>ADV</td>
<td>Adverb</td>
<td>332</td>
<td>12</td>
<td>320</td>
</tr>
<tr>
<td>KT</td>
<td>Question</td>
<td>22</td>
<td>2</td>
<td>20</td>
</tr>
<tr>
<td>KBIL</td>
<td>Cardinal</td>
<td>112</td>
<td>2</td>
<td>110</td>
</tr>
<tr>
<td>KPM</td>
<td>Narrator</td>
<td>None</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>KP</td>
<td>Command</td>
<td>None</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>KAR</td>
<td>Direction</td>
<td>None</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>PW</td>
<td>Discourse mark</td>
<td>None</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>KEP</td>
<td>Short form</td>
<td>6</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>#E</td>
<td>Clitic lah</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>KN@</td>
<td>Clitic nya</td>
<td>10</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>KNF</td>
<td>Deny</td>
<td>None</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>KNK</td>
<td>Proper noun</td>
<td>3</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>SEN</td>
<td>List number</td>
<td>None</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>SYM</td>
<td>Any symbol or punctuations</td>
<td>None</td>
<td>None</td>
<td>None</td>
</tr>
</tbody>
</table>

### B. Proposed Method

Generally, the method begins by importing the raw Malay text dataset. The proposed approach encompasses three stages before obtaining the output of text simplification. Initially, the raw Malay text Part-of-Speech (POS) dataset is converted into feature extractions. Two types of feature extractions are employed: semantic compression features and lexical features. Text compression is achieved by using a semantic network and information on term frequencies from a frequency dictionary. Subsequently, lexical features are constructed based on Part-of-Speech (syntactic), vowels (lexical), characters (lexical), and syllables (lexical). Handcrafted features combine semantic compression and lexical features. Finally, machine learning classifiers, specifically Decision Tree (DT) and Support Vector Machines (SVM), are used to identify complexity patterns in the Malay language. This hybrid method is configured for these two machine learning classifiers using the frequency dictionary. Additionally, the study evaluates this method on previously unseen troll sentences. Fig. 2 illustrates the proposed method during this phase.

![Fig. 2. Proposed method.](image)

This phase assessed the validity of the hypotheses derived from the literature review. It primarily involved the preparation and development of lexical, syntactic and semantic features based on the findings from the preceding step. The experimental aspect of this phase focused on extracting features related to factors like length, frequency, lexical, syntactic, and semantic characteristics. Additionally, base words in the Malay language were extracted and incorporated as features. The Part-of-Speech (POS) tags present in the Malay corpus were also employed as syntactic features. To align with semantic requirements, a frequency dictionary was generated. The lexical features, as presented in Table III, were ultimately adopted for this study. Subsequently, each feature in token form underwent a normalization process to facilitate the development of learning models based on Decision Trees (DT) and Support Vector Machine (SVM) classifiers.

### Table III. Lexical, Syntactic and Semantic Features in Malay TS Dataset

<table>
<thead>
<tr>
<th>Type</th>
<th>Features</th>
<th>Abbreviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lexical</td>
<td>Number of syllables</td>
<td>SYL</td>
</tr>
<tr>
<td></td>
<td>Length of word</td>
<td>CHAR</td>
</tr>
<tr>
<td></td>
<td>Base word</td>
<td>STEM</td>
</tr>
<tr>
<td></td>
<td>Frequency of word</td>
<td>FREQ</td>
</tr>
<tr>
<td></td>
<td>Number of token (not stem)</td>
<td>VOW</td>
</tr>
<tr>
<td></td>
<td>Number of token (after stem)</td>
<td>Vow</td>
</tr>
<tr>
<td>Syntactic</td>
<td>Part-of-speech Tagging</td>
<td>POS</td>
</tr>
<tr>
<td>Semantic</td>
<td>Frequency dictionary</td>
<td>DF</td>
</tr>
</tbody>
</table>
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Algorithm 1 outlines the features for constructing the Malay TS method for the Malay language.

Algorithm 1: Malay TS method
1: Input: text T, word_feature W, gaps G, discard_empty D, flags F
2: read T sequence,
   read word_feature W,
   feature_type1: Syllable feature,
   feature_type2: Character feature,
   feature_type3: Stem feature,
   feature_type4: Frequency feature,
   feature_type5: Part-of-Speech tag feature,
   feature_type6: Vowel feature,
   feature_type7: Frequency distribution feature,
   read gaps G, read discard_empty D, read flags F,
3: If feature_type3 exists in T sequence
4: Enhance with the modification rules and steps
5: If not
6: Continue to machine learning algorithms (SVM, DT)
7: Fit to gaps G, discard_empty D, flags F

As a result of the above works, two classifiers were utilized, specifically the SVM and DT classifiers. The experiment is partitioned into two segments: one that takes semantic features into account and one that does not take semantic features. Data was divided using k-fold cross-validation (k=10), and subsequently, the average outcomes are computed. These results will be analyzed and discussed in the Experiment and Results section.

C. Performance Evaluation

In the domain of machine learning, particularly in the context of statistical classification, a confusion matrix, alternatively referred to as an error matrix, is a structured table format that provides a means to visually assess the effectiveness of an algorithm, often in the context of supervised learning. Fig. 3 illustrates the configuration of the confusion matrix. Its primary purpose is to evaluate the performance of a classification algorithm. In this study, four metrics were employed: accuracy, precision, recall, and F1-measures, to gauge the performance of the classification algorithm.

Fig. 3. Confusion matrix.

IV. EXPERIMENTS AND RESULTS

The hybrid method proposed in this study was employed on a dataset comprising 6,836 instances. This original dataset encompasses lexical details, syntactic information, sentences, base words, and semantic information, as illustrated in Table IV.

TABLE IV. FEATURE ENGINEERING FOR MALAY TS DATASET

<table>
<thead>
<tr>
<th>POS</th>
<th>CHAR</th>
<th>VOL</th>
<th>SYL</th>
<th>Sentence</th>
<th>STEM</th>
<th>DF</th>
<th>Vow</th>
<th>Binary</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>Asid</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>Complex</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>Asid</td>
<td>alfa</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>Complex</td>
</tr>
<tr>
<td>1</td>
<td>6</td>
<td>3</td>
<td>3</td>
<td>Asid</td>
<td>lipoik</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>Complex</td>
</tr>
<tr>
<td>1</td>
<td>7</td>
<td>3</td>
<td>3</td>
<td>Asid</td>
<td>manfaat</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>Complex</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>2</td>
<td>2</td>
<td>Asid</td>
<td>untuk</td>
<td>73</td>
<td>2</td>
<td>0</td>
<td>Not complex</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>2</td>
<td>2</td>
<td>Asid</td>
<td>saraf</td>
<td>13</td>
<td>2</td>
<td>0</td>
<td>Complex</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>Saya</td>
<td>menga</td>
<td>9</td>
<td>2</td>
<td>1</td>
<td>Complex</td>
</tr>
</tbody>
</table>

Subsequently, a frequency dictionary and vowel characteristics dictionary are constructed for base words, contributing to the generation of semantic features. The frequency dictionary tallies the occurrences of base words within the corpus, while the vowel characteristics dictionary calculates the count of vowels in each base word. The POS features encompass a set of 31 labels, including nouns, prepositions, pronouns, verbs, deniers, and more, as shown in Table V. The stem feature is then removed from the final dataset, leaving the DF (frequency dictionary) and Vow (vowel characteristics) features as representations of the stem word, as illustrated in Table VI.

TABLE V. PART OF SPEECH FEATURES WITH 31 LABELS

<table>
<thead>
<tr>
<th>Tagset</th>
<th>Labeling</th>
<th>Numbering</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noun</td>
<td>kn</td>
<td>1</td>
</tr>
<tr>
<td>Preposition</td>
<td>ksn</td>
<td>2</td>
</tr>
<tr>
<td>Pronoun</td>
<td>kg</td>
<td>3</td>
</tr>
<tr>
<td>Verb</td>
<td>kk</td>
<td>4</td>
</tr>
<tr>
<td>Deny</td>
<td>knf</td>
<td>5</td>
</tr>
<tr>
<td>Conjunction</td>
<td>kh</td>
<td>6</td>
</tr>
<tr>
<td>Adjective</td>
<td>adj</td>
<td>7</td>
</tr>
<tr>
<td>Adverb</td>
<td>adv</td>
<td>8</td>
</tr>
<tr>
<td>Question word</td>
<td>kt</td>
<td>9</td>
</tr>
<tr>
<td>Verb with clitics -nya</td>
<td>kk@</td>
<td>10</td>
</tr>
<tr>
<td>Auxiliary verb</td>
<td>kb</td>
<td>11</td>
</tr>
<tr>
<td>Narrator</td>
<td>kpm</td>
<td>12</td>
</tr>
<tr>
<td>Short form</td>
<td>kep</td>
<td>13</td>
</tr>
<tr>
<td>Cardinal</td>
<td>kbil</td>
<td>14</td>
</tr>
<tr>
<td>Proper noun</td>
<td>knk</td>
<td>15</td>
</tr>
<tr>
<td>Noun with clitic -lah</td>
<td>kn#</td>
<td>16</td>
</tr>
<tr>
<td>Adjective with clitics -nya</td>
<td>adj@</td>
<td>17</td>
</tr>
<tr>
<td>Adverb with clitics -nya</td>
<td>adv@</td>
<td>18</td>
</tr>
<tr>
<td>Pronoun with clitics -lah</td>
<td>kg#</td>
<td>19</td>
</tr>
<tr>
<td>Noun with clitics -nya</td>
<td>kn@</td>
<td>20</td>
</tr>
<tr>
<td>Verb with clitics -lah</td>
<td>kk#</td>
<td>21</td>
</tr>
</tbody>
</table>
The learning process is subsequently executed using DT and SVM classifiers. To ensure a robust evaluation, the dataset has been split into an 80% training set and a 20% testing set, denoted as 80Tr:20Te. For the SVM classifier, the RBF kernel and class weighting have been applied, particularly beneficial for handling imbalanced datasets. Following the completion of the experiment, the aim is to classify troll data as either complex or non-complex.

After completing the feature engineering process, the training datasets undergo several performance evaluations. Two algorithms are employed to predict text simplification, distinguishing between complex and non-complex words. To ensure the suitability of the chosen model, a score test model is utilized. The algorithms in use are Decision Tree classifiers and Support Vector Machine (SVM). The modeling is implemented in a Jupyter notebook using Python code, and both datasets, one with semantic features and one without, are tested. The Decision Tree classifier achieves its highest accuracy of 92.98% when using semantic feature information. On the other hand, the SVM achieves its highest accuracy of 93.20% with or without the semantic feature information. This suggests that semantic features may or may not be necessary for the SVM classifier, but there is a significant difference for the Decision Tree classifiers.

The average accuracy of both classifiers indicates that SVM outperforms the DT classifier by a margin of 0.6%. Table VIII provides a performance comparison between the two classifiers, revealing that the frequency dictionary does not significantly impact the results. Both cases, with and without a frequency dictionary, yield similar accuracy levels. The presence or absence of the frequency dictionary doesn't result in a noticeable difference in average accuracy in this experiment.

However, when examining each production of the classifier model individually, the significance of semantic features in the training dataset becomes evident. Table IX and Table X present precision, recall, and F1-score for the best models of SVM and DT, respectively, highlighting the importance of semantic features in improving these metrics.
The top-performing model from the Malay TS Dataset, as determined by the research conducted by [40], is utilized to categorize unannotated troll threat sentences. The research materials comprise vlogs, which are video content sourced from the YouTube platform. The study scrutinizes 30 videos recorded by Mat Luthfi between 2011 and 2014. This investigation delves into the use of sarcastic language in YouTube videos, utilizing modern technology as the primary medium of contemporary society. Sarcasm is the examination of employing irony to ridicule or express disdain. On the other hand, "trolling" refers to a predominantly indirect form of communication. The term "trolling" is widely used to describe various malicious or harassing activities on the internet, such as initiating inflammatory discussions, among others, as noted by [39].

Before classifying unannotated troll threat sentences as either complex or non-complex words, these sentences (unseen data) must undergo a feature extraction process. This study investigates three different types of sarcasm: Irony Sarcasm, Sarcastic Sarcasm, and Sinise Sarcasm. There are 173 instances in 11 scripts for Irony Sarcasm, 101 instances in seven scripts for Sarcastic Sarcasm, and 303 instances in 10 scripts for Sinise Sarcasm, totaling 578 instances used for testing the Malay TS model.

The initial step involves data cleaning, which includes removing punctuation, converting words to lowercase, and applying the stemming process. Subsequently, a Malay Part-of-Speech tagging system, developed based on the ID3 algorithm by [41], is employed. Table XI provides an overview of the unseen dataset and its preparation process.

As indicated in Table XIII, the SVM model effectively recognizes only non-complex words. It encountered difficulties in identifying complex words within this unseen dataset, resulting in a low success rate for complex words. When testing with unseen data using SVM, it shows that there are no instances of Type II errors, but Type I errors are present. The SVM model struggles to predict the complex class in three separate unseen datasets.

According to Table XIV, the Decision Tree (DT) model demonstrates success in identifying both non-complex and complex words. However, it occasionally misclassifies words, leading to a lower accuracy percentage compared to the SVM model. Testing on the unseen data reveals the presence of both Type I and Type II errors in the predictions made by the DT model. Notably, the DT model can predict complex classes in the Sarcastic and Sinise datasets, although the number of accurate predictions in these cases is relatively small.
TABLE XIV. EXPERT RESULT FOR TROLL SENTENCE BASED ON DT

<table>
<thead>
<tr>
<th>Test sample</th>
<th>Irony</th>
<th>Sarcasm</th>
<th>Sinise</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total token</td>
<td>173</td>
<td>101</td>
<td>303</td>
</tr>
<tr>
<td>Token wrongly label</td>
<td>41</td>
<td>11</td>
<td>26</td>
</tr>
<tr>
<td>Token correctly label</td>
<td>132</td>
<td>90</td>
<td>277</td>
</tr>
<tr>
<td>Accuracy (%)</td>
<td>76.30</td>
<td>89.11</td>
<td>91.42</td>
</tr>
<tr>
<td>Average accuracy (%)</td>
<td><strong>85.61</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

V. DISCUSSIONS

In this project, a novel dataset called the Malay TS Dataset has been introduced. Additionally, a new Malay TS method has been developed by integrating three levels of NLP components with ML classifiers. The proposed method combines lexical, syntactic, and semantic features with an SVM classifier. To assess the classifier model, a comparison has been made between SVM and DT classifiers, and the findings of this comparative study are presented.

Based on the readings, the SVM classifier exhibits the highest accuracy in identifying troll sentences. The experiment involved utilizing K-fold cross-validation to split the data. To assess the method's effectiveness, the outcomes of the proposed approach were compared with another classifier, specifically DT. The proposed approach demonstrates promising results with a robust classifier model. The findings indicate that the SVM classifier, utilizing an 80-20 split of training and test data, performs as the best classifier model. However, when applied to troll data, the developed SVM model struggles to predict complex words. In contrast, the DT model, while encountering fewer complex words, exhibits better performance in predicting them.

In this research, an automated Malay TS model has been successfully developed. A novel approach, referred to as the Hybrid Semantic Compression-SVM method, has been introduced. This method aims to identify complex words within text. The research utilizes a dataset extracted from the Malay corpus by [33], containing a total of 6,836 instances. Previous studies have typically employed these two methods independently, while this study seeks to combine them for enhanced accuracy. The primary objective of this research is to hybridize semantic compression and Support Vector Machine to enhance text simplification performance. This overarching goal is complemented by three sub-objectives. Firstly, the creation of a Malay TS lexical dataset is undertaken. Secondly, the design of text simplification features for the TS model is carried out, drawing from prior work by [42]. Lastly, the results of the proposed method are evaluated against an existing Python-based classifier.

VI. CONCLUSION

Text simplification is a subfield of NLP that has seen significant development in recent years. While research in English has been extensive, tackling simplified text in other languages presents challenges due to limited resources and associated data. This study focuses on analyzing lexical, syntactic, and semantic features to identify troll threat sentences in the Malay language, and the development of resources marks the beginning of this effort.

In summary, this study exclusively incorporates frequency dictionary features within the semantic compression method. Looking ahead, there are several avenues for enhancing this project. Malay, being a minority language, has limited potential for leveraging semantic information. Semantic compression is a component of semantic analysis and comprises two crucial stages: the frequency dictionary and the semantic network. In this research, to the best of our knowledge, only the frequency dictionary has been implemented, as the code is available for development alongside existing features (lexical and syntactic). However, due to the constraints in accessing tools freely for building syntactic information based on dependencies and constituent trees, the discussion of semantic networks is omitted in this study.

To enhance the application of this project, it can be extended with three additional stages in the development of Complex Word Identification (CWI). These stages encompass Substitution Generation, Substitution Selection, and Substitution Ranking, constituting the second, third, and fourth steps in CWI. The second step involves generating potential substitutions for the target words identified in the initial step. Subsequently, the system selects the most appropriate replacement, and the final step entails organizing the hierarchy of replacement options that can be applied to the previously identified target word.

Exploring higher-level Natural Language Processing (NLP) components, such as syntactic analysis, proves more suitable for analyzing social media data compared to mere word-level comprehension. Lexical feature analysis, on the other hand, aligns better with users facing language difficulties (e.g., dyslexia, aphasia) and non-native speakers. Investigating patterns in troll sentences as compared to standard Malay sentences could yield valuable insights if developed further.

Social network datasets necessitate a distinct approach from conventional language sentences. There are additional preprocessing steps required to analyze such data effectively. Handling text abbreviations, dialects, slang, and other variations is essential before arriving at the base words within the text. Techniques like lemmatization are more appropriate for word recognition than stemming. Furthermore, resources like WordNet Bahasa should be considered in this analysis. A comprehensive study integrating social network analysis and data analytics is essential for identifying troll threat sentences.
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Abstract—High dimensionality in variable-length feature sets of real datasets negatively impacts the classification accuracy of traditional classifiers. Convolutional Neural Networks (CNNs) with convolution filters have been widely used for handling the classification of high-dimensional image datasets. However, these models require massive amounts of high-dimensional training data, posing a challenge for many image-processing applications. In contrast, traditional feature detectors and descriptors, with a minor trade-off in precision, have shown success in various computer vision tasks. This paper introduces the Nearest Angles (NA) classifier tailored for a handwritten character recognition system, employing Speeded-Up Robust Features (SURF) as local descriptors. These descriptors make local decisions, while global decisions on the test image are accomplished through a ranking-based classification approach. Image similarity scores generated from the SURF descriptors are ranked to make local decisions, and these ranks are then used by the NA classifier to produce a global class similarity score. The proposed method achieves recognition rates of 96.4% for Tamil, 96.5% for Devanagari, and 97% for Telugu handwritten character datasets. Although the proposed approach shows slightly lower accuracy compared to CNN-based models, it significantly reduces the computational complexity and the number of parameters required for the classification tasks. As a result, the proposed method offers a computationally efficient alternative to deep learning models, lowering the computational time multiple times without a substantial loss in accuracy.
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I. INTRODUCTION

Human-machine interaction is increasingly becoming a cornerstone in various applications that span daily life. Among these applications, Optical Character Recognition (OCR) stands out as a key technology that facilitates the conversion of different types of handwritten or printed characters into machine-encoded text, generally in ASCII or UNICODE formats [1]. This technology finds various applications ranging from document digitization to automated data entry. For economically deprived and rural populations in India, an effective handwritten OCR system in native languages can significantly enhance computer usability and information accessibility, thereby bridging the digital divide [2].

Despite advances in OCR technologies, there are still significant challenges that affect the performance of OCR systems for handwritten texts, especially in Indian languages [3] [4]. These challenges include inconsistencies in writing styles, structural similarity between symbols, and noise in input images [5] [6]. In addition, existing solutions such as Convolutional Neural Networks (CNNs) require massive computational resources and extensive high-dimensional data for training, making them less feasible for resource-constrained environments [7] [8] [9]. Moreover, CNN-based solutions might not be effective in handling variable-length feature sets or high-dimensional data without a large corpus of training samples [10] [11] [12]. Speeded-Up Robust Features (SURF) descriptors are a type of feature descriptor that is commonly used in image processing and OCR [13]. However, they have been shown to be less effective for handwritten text, due to the structural variations and noise that can be present in input images. This can lead to inaccurate feature extraction, which can in turn degrade the performance of the OCR system. Singular value decomposition (SVD) is a technique for reducing the dimensionality of high-dimensional data [14]. It is often used in OCR to improve the performance of feature extraction and classification. However, SVD can be computationally expensive, especially for large-scale applications. This can limit the practical applicability of SVD-based OCR systems.

The primary aim of this research is to tackle the challenges associated with the OCR system for handwritten characters in Indian languages by introducing a computationally efficient and yet accurate classifier. Specifically, this study introduces the Nearest Angles (NA) classifier, designed for a handwritten character recognition system. This classifier operates in tandem with SURF as local descriptors. Unlike CNN-based solutions that need to process high-dimensional data as a whole, the NA classifier breaks down the problem into more manageable parts by making local decisions based on the SURF descriptors.
The SURF descriptors are employed to extract features from the handwritten characters. These descriptors capture local features from images, making them less sensitive to writing inconsistencies and noise. Upon feature extraction, the NA classifier comes into play. The classifier uses a ranking-based classification approach that relies on generating image similarity scores from the SURF descriptors. These scores are then ranked for making local decisions. Based on the ranks, the NA classifier generates a global class similarity score that is used for classifying the test data. The overall method leverages local decision-making to reduce the computational burden and achieves classification accuracy rates of 91.0% for Tamil, 94.7% for Devanagari, and 88% for Telugu handwritten character datasets.

1) Introduction of nearest angles (NA) classifier: Developed a new classifier specifically tailored for handwritten character recognition systems, which is computationally more efficient than existing deep learning approaches.

2) Integration with SURF descriptors: Demonstrated the efficacy of using SURF as local descriptors in combination with the NA classifier, thus offering a balanced trade-off between computational complexity and classification accuracy.

3) Ranking-based classification approach: Introduced a unique ranking-based classification method that generates a global class similarity score based on local decisions, simplifying the classification task without a significant loss in accuracy.

4) Multilingual support: Validated the approach across multiple Indian languages including Tamil, Devanagari and Telugu, thus showing its versatility and wide applicability.

5) Resource efficiency: Demonstrated that the proposed method significantly reduces the computational time and the number of parameters required for classification tasks, making it suitable for resource-constrained environments.

These contributions collectively highlight the novel aspects of this research, showcasing its importance in the fields of OCR and machine learning, especially in the context of Indian languages and resource-constrained environments.

II. LITERATURE REVIEW

First, the Indian scripts lack a sound HCR system due to their complex nature. Most image processing applications use deep-learning-based models such as CNN and produce promising results [15]. The algorithms for deep learning have substantially improved, functioning exceptionally in a variety of fields with robust safety features [16], [17], [18]. In the context of supervised learning, CNN needs a lot of data to enhance its ability to learn and generalization. Else, it leads to overfitting and data shortage [19]. CNNs have emerged as the method of choice for computer vision tasks involving classification, clustering, and other image-processing applications. But here, general-purpose object recognition tasks frequently appear to produce low-level characteristics [20]. Many studies are made to evaluate the complexity of CNN models. In a recent study on the time complexity of eight deep-learning models, the number of convolution layers, filters, pooling layers, and fully connected layers are varied and tested. The authors found that these layers directly affect the system’s performance [21]. Speeded-Up Robust Features (SURF) [22] provides a patented local feature detector and descriptor. Handwritten character images vary in shape and size, and each image has a distinct number of SURF descriptions derived from it. That means the feature vector of each character image is variable in length. Since most classifiers are intended to use fixed-length strings, a variable-length vector of features poses a challenge. On the part of handling variable length feature vectors, Singular Value Decomposition (SVD) is used along with SVM [23]. An approach in which feature vectors are the chromosomes of GA where two variable length strings are handled by padding one of them with {1,0,#} and the classifier was defined as VGA-classifier [24]. In the previous approach called ‘Modified-GA’, feature vectors are variable length in nature and are handled by appending ’00’ at the end [25]. However, these methods amplify the complexity in terms of storing and processing the information.

To incorporate a deep-learning-based classification approach, Surf-CNN was proposed, in which local features are extracted by SURF, and CNN is used for classification [20]. In a study, the presence and location of crack information in concrete structures are determined using SURF features and CNN [26]. When SIF and SURF descriptions are incorporated, the deep-learning-based methods can outperform traditional VGG16 and MobileNetV2 [27]. The number of parameters used in CNN is huge which leads to complexity in the classification systems which can be avoided if the accuracy can be slightly compromised.

Simple algorithms such as Nearest Neighbor (NN) can address a variety of classification issues [28]. The fundamental goal of NN is computing the distances globally between the competing patterns, and then ranking them to select the NN that characterizes a test pattern’s class most accurately. Computing the distances between patterns is done by distance metrics and which can be degraded by noise and natural variability. If the feature vector is very large and if there exists a falsely assumed correlation, it may produce an irrelevant distance correlation. A rise in feature dimension causes a classification process to converge more slowly and erroneously [29]. The NN classifier is modified to address the aforementioned challenges and the classification of the test data is made by choosing the Nearest Features (NF) of the train data [30]. However, this method only works with feature vectors of the specified length. Due to these reasons, developing a classifier that deals with variable-length high-dimensional input is still an unresolved challenge in technology. In this paper, a novel Nearest Angle (NA) classification algorithm based on SURF descriptors and angles between the matching Interest Points is proposed. This method produces local-level similarity scores and rankings and finally generates the overall result of the classifier for a global decision on the test pattern.

SURF is a scale and rotation invariant feature detector and a simple and accurate descriptor with good repeatability, robustness, and distinctiveness [31]. The feature extraction
process of SURF is composed of two steps. First, detect interest points (IP) from the meaningful structures of an image, which means finding the same physical structures under diverse viewing conditions. This method gives local features with the required level of invariance due to its focus on scale and rotation invariant feature detector and descriptor. These IPs which are characterized by feature descriptors are matched between different images. The search of correspondence requires the comparison of IPs in images where they are seen at different scales. The descriptor space of two images is considered at a time and the descriptor distances of all possible combinations of IP pairs between the images are calculated. These IP pairs along with a classification approach with a small number of parameters play a major role in the proposed method for the classification of the handwritten character recognition system that is considered for this study.

III. PROPOSED METHODOLOGY

In this section, we discuss the algorithms and methods involved in the proposed Nearest Angles (NA) classifier for handwritten character recognition. First, we resize all images to a uniform size of 256x256 pixels. Then, we extract SURF descriptors from each image. SURF descriptors are a type of feature that is robust to noise and changes in illumination. Next, we find the nearest interest point in each training image for each interest point in the test image using a minimum distance criterion. The crux of our method is to calculate the angle between each pair of corresponding interest points. We then use these angles to classify the test image by assigning it to the class of the training image with the nearest angle. To improve the accuracy of our classification, we use a "top-rank" technique that considers the highest-scoring training images to be more representative of their class. Finally, we use a global decision-making phase to assign the test image to one of the established classes. This phase involves systematic calculations and normalizations. The overall process flow of this proposed method is represented in Fig. 1.

A. Nearest Angles (NA) from SURF Feature Detector and Descriptor

A simple variant of the Nearest Neighbor classifier called the Nearest Angles (NA) classifier is proposed that is robust during recognition of the text recognition system, with the variable-length feature vector. The utilization of deep learning techniques and the complexities of computation brought on by larger dimensions and parameters can be minimized if an easy-to-use method is created to handle the IPs produced by SURF descriptors [32]. The proposed approach extends the classification decision at the local level and at the global level. This increases the chance of overcoming the misclassification of local classifiers. The following sections explain how to determine different NAs for local-level decisions and finally, the classification of the test data using the NA classifier is given in detail. As the number of SURF descriptors is large and varies in number from image to image, only a few of them are shown in Table I-II, to illustrate the proposed method.

B. Determination of Matching Interest Point Pairs from SURF Descriptors

The proposed method extracts Nearest Angles (NAs) from the SURF matching points between two images in the spatial coordinate domain. The previous approach, the NIP classifier, illustrates a sample training set and test image with few IPs [32]. The training data contains 3, 3 and two images from the classes C1, C2, and C3 respectively. The training data: G = {C12, C23, C31, C13, C21, C32}. Let Cj be the fth image of class c. For each image, a different number of IPs are produced. Let Inj be the nth IP of fth object of the class c. Each IP is described by a local descriptor vector of fixed size. Two images are compared by computing the IP-to-IP distance between M IPs of each image Cj with M IPs and the test image Z.

Evaluating the Distance between IPs

Considering the training data, where the IPs of each image with a class label c is \( T = \{\text{IP}_{j,c} \} \), \( \forall j, c \in [1, X], X \in \text{Integer} \) and IPs of the image n with a label \( \bar{c} \) is \( H = \{\text{IP}_{m,n} \} \), where \( c \neq \bar{c} \) and \( c, \bar{c} \in \text{Class Label} \) and p and q varies from 1 to number of IPs of images j and n respectively. Let us calculate the distance between two images j and n by calculating the distance between their IPs. \( \text{In}_{ij} \) is the \( \text{ith} \) IP of image j from class c and \( \text{In}_{mn} \) is the \( \text{mth} \) IP of image n from class \( \bar{c} \). The distances among IPs \( \text{In}_{ij} \) and \( \text{In}_{mn} \) are computed using simple trigonometry [32]. The distance between two IPs \( \text{In}_{ij} \) and \( \text{In}_{mn} \) is calculated using Eq. (1).

\[ d = \left| \text{In}_{ij} - \text{In}_{mn} \right| / \sqrt{2} \quad (1) \]

The minimum distance is determined after repeating this method for every IPs of n in H and using Eq. (2).

\[ d_i = \min\left| \left| \text{In}_{ij} - \text{In}_{mn} \right| / \sqrt{2} \right| , \quad (2) \]

where q ranges from 1 to the total number of IPs in the image n. The \( \text{mth} \) IP of n \( \text{In}_{mn} \) with minimum distance \( d_i \) is taken to form a matching pair \( (\text{In}_{ij}, \text{In}_{mn}) \). The meaning is \( \text{fth} \) IP of image j from class produced minimum distance with \( \text{mth} \) IP of image n from class \( \bar{c} \). Repeat the above technique for all the IPs in set G to determine the matching pairs of IPs of image j (see Fig. 2).

Fig. 3(a) to Fig. 3(b) shows the images and IPs forming correct matching pairs (each straight line represents a line connecting the IPs of each matching pair at comparing images). The angle between the two points in the matching pair is computed by the principle of trigonometry as shown in Fig. 3(c) to Fig. 3(d). For every matching IP pair, four angles can be generated. But any one of the angles is sufficient to decide NAs. Fig. 3 shows the two Tamil character images ‘Ah’ and the points A and B are the IPs in a matching pair after applying the distance Eq. (2) over SURF descriptors in both images. Let PQ and RS be the lines drawn parallel to these points. The \( \angle \text{ABR} \) and \( \angle \text{BAQ} \) are alternate interior angles and are equal. As when parallel lines get crossed by another line, alternate interior angles are equal and are calculated as given in Definition 1. Similarly, \( \angle \text{PAB} \) and \( \angle \text{ABS} \) are also alternate interior angles.
Fig. 1. Overall process flow of the proposed nearest angles (NA) classifier for handwritten character recognition.

Two values are obtained from each alternate interior angle, so four angles are obtained from each matching pair of IPs. Only one angle value is used for processing for each matching IP pair as the proposed method works for all four angles at the same time. Initially, the bounding box of both the test and training images are calculated and resized to 256 x 256, then SURF features are extracted and matching pairs are generated using the IPs of both the images used for comparison. A line is drawn to connect both the IPs of the matching pair. Parallel lines are drawn to detect the angles between the line drawn and the corresponding axis (see Definition 1).

**DEFINITION 1:** When a line crosses parallel lines, alternate interior angles \(\angle An = \frac{(y_2-y_1)}{(x_2-x_1)} \cdot \frac{180}{\pi}\) are equal where \((x_1, y_1)\) and \((x_2, y_2)\) are the coordinates of the line crossing the parallel lines.

**C. Determination of NAs**

For each matching pair between the test and training image, two pairs of angles are produced as alternate interior angles as in Fig. 2(d) \(\angle PAB\) and \(\angle ABS\) are alternate interior angles and so \(\angle PAB = \angle ABS\). Similarly, \(\angle ABR\) and \(\angle BAQ\) are alternate interior angles and so \(\angle ABR = \angle BAQ\). And there are two distinct values out of four angles as alternate interior angles are equal. But, any one of the values out of two can be used for processing. Table I shows the angle generated between the IPs of test image \(Z\) and each of the training images (only one angle of particular IP matching pair is given). There are seven images in the training set and each image is with different number of IPs. The test image \(Z\) produces IPs matching pair with IPs of the training image, and the angles between IPs from the matching pair are calculated using Definition 1 and are shown in Table I. After determining the angle between IPs in the matching pair, the next step is to determine the NAs of each of the training images.

**DEFINITION 2:** An angle \(a_n\) between the IPs from the test image and training image \(j\) in the matching pair is classified as one of the NAs of training image \(j\) if and only if \(|\theta_{lan}| \leq a_n \leq |\theta_{uan}|\) where \(\theta_{lan}\) and \(\theta_{uan}\) are the upper and lower bounds of NA detection threshold.

After calculating the angle \(a_n\) of IPs from each matching pair of the training image \(j\), a comparison is made with the \(\theta_{lan}\) and \(\theta_{uan}\) which are lower and upper bound NA detection threshold values respectively. When compared with the threshold values \(\theta_{lan}\) and \(\theta_{uan}\), based on Definition 2, these angles give the measure of closeness of IP of test image \(Z\) with the training image \(j\) and which is used to make a local decision using NAs. An angle \(a_n\) is said to be NA of training image \(j\), if it is greater than \(\theta_{lan}\) and less than \(\theta_{uan}\). The process of determining the NAs is given by voting as shown in Eq. (3).

\[
v_i(NA) = \begin{cases} 
1, & \text{if } |\theta_{lan}| \leq a_n \leq |\theta_{uan}| \\
0, & \text{otherwise}
\end{cases}
\]  

(3)

If \(vi(NA)=1\), the angle \(a_n\) is considered as NA between the training and test image.

**D. Local Decision using NAs Classifier**

The angle \(a_n\) from a training image is said to be the Nearest Angle (NA), if and only if \(|\theta_{lan}| \leq |a_n| \leq |\theta_{uan}|\) where \(\theta_{lan}\) and \(\theta_{uan}\) are the lower and upper bounds of NAs threshold values which are assumed to be 80 and 100 respectively. Each NA of the training image carries a vote \(vi(NA)\) of 1. For each of the training images, the image similarity score is calculated by summing up its votes on NAs which are shown in Table I.

The training image \(C_{11}\) produces the matching pairs \((In_{111}, InZ_1), (In_{311}, InZ_5), (In_{311}, InZ_5)\) and \((In_{411}, InZ_4)\) with test image \(Z\) and the angles \(a_n\) calculated are 80,110,102 and 96 respectively. The votes are generated by comparing the angles with the threshold values of NA \(\theta_{lan}\) and \(\theta_{uan}\). Using (4) the Image similarity score for training image \(C_{11}\) is 2 as angles 80 and 96 are greater than the threshold \(\theta_{lan}\) (i.e.,80) and are less than \(\theta_{uan}\) (i.e.,100) and 110 and 102 are greater than \(\theta_{uan}\) (i.e.,100). These image similarity scores at the local decision phase are maintained to determine the class of the test image at the global level.
### TABLE I. THE PROPOSED NA VOTE AND IMAGE SIMILARITY SCORE COMPUTATION TO DETERMINE THE CLASS OF Z FROM THE TAMIL HANDWRITTEN CHARACTER DATABASE

<table>
<thead>
<tr>
<th>Class-Label</th>
<th>Object-Label</th>
<th>Matching-Pair</th>
<th>Angle</th>
<th>Matching-Pair</th>
<th>Angle</th>
<th>Matching-Pair</th>
<th>Angle</th>
<th>Matching-Pair</th>
<th>Angle</th>
<th>Matching-Pair</th>
<th>Angle</th>
<th>Matching-Pair</th>
<th>Angle</th>
<th>Image Similarity Score Based on NAs</th>
<th>Normalized Image Similarity Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>C11</td>
<td>(In111, InZ4)</td>
<td>80</td>
<td>(In211, InZ3)</td>
<td>110</td>
<td>(In311, InZ5)</td>
<td>1022</td>
<td>(In411, InZ4)</td>
<td>96</td>
<td>2</td>
<td></td>
<td>2/4 = .5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>vote</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C2</td>
<td>C21</td>
<td>(In121, InZ2)</td>
<td>96</td>
<td>(In221, InZ4)</td>
<td>100</td>
<td>(In321, InZ3)</td>
<td>89</td>
<td>(In421, InZ4)</td>
<td>86</td>
<td>5</td>
<td></td>
<td>5/5 = 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>vote</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C3</td>
<td>C31</td>
<td>(In131, InZ2)</td>
<td>120</td>
<td>(In231, InZ3)</td>
<td>89</td>
<td>(In331, InZ3)</td>
<td>93</td>
<td>(In431, InZ5)</td>
<td>85</td>
<td>3</td>
<td></td>
<td>3/4 = .75</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>vote</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C12</td>
<td>C12</td>
<td>(In112, InZ4)</td>
<td>97</td>
<td>(In212, InZ4)</td>
<td>110</td>
<td>(In312, InZ3)</td>
<td>131</td>
<td>(In412, InZ3)</td>
<td>142</td>
<td>1</td>
<td></td>
<td>1/4 = .25</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>vote</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C22</td>
<td>C22</td>
<td>(In122, InZ4)</td>
<td>80</td>
<td>(In222, InZ4)</td>
<td>95</td>
<td>(In322, InZ3)</td>
<td>118</td>
<td>(In422, InZ4)</td>
<td>94</td>
<td>4</td>
<td></td>
<td>4/5 = .8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>vote</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C32</td>
<td>C32</td>
<td>(In132, InZ4)</td>
<td>127</td>
<td>(In232, InZ4)</td>
<td>122</td>
<td>(In332, InZ4)</td>
<td>94</td>
<td>(In432, InZ3)</td>
<td>107</td>
<td>1</td>
<td></td>
<td>1/5 = .2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>vote</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C33</td>
<td>C33</td>
<td>(In123, InZ4)</td>
<td>98</td>
<td>(In223, InZ4)</td>
<td>117</td>
<td>(In323, InZ2)</td>
<td>82</td>
<td>(In423, InZ4)</td>
<td>128</td>
<td>2</td>
<td></td>
<td>2/5 = .4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>vote</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### TABLE II. DETERMINATION OF THE CLASS OF Z BASED ON GLOBAL DECISION

<table>
<thead>
<tr>
<th>Class, c</th>
<th>Rank</th>
<th>Collective class similarity scores, S_p(c)</th>
<th>Class probability score for each rank S_p</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>1</td>
<td>1.75</td>
<td>1/1 = 1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2.25</td>
<td>1.75/1 = 1.75</td>
<td>3</td>
</tr>
<tr>
<td>C2</td>
<td>.8</td>
<td>1.05</td>
<td>.8/1 = .8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.25</td>
<td>1.05/1.75</td>
<td>1.25/2.25</td>
<td></td>
</tr>
<tr>
<td>C3</td>
<td>.4</td>
<td>.4</td>
<td>.4/1 = .4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.4</td>
<td>.4/1.75 = .228</td>
<td>1.25/2.25</td>
<td></td>
</tr>
</tbody>
</table>
Matching pair (IP of image C11, IP of image Z)

<table>
<thead>
<tr>
<th>In_{11}</th>
<th>In_{21}</th>
</tr>
</thead>
<tbody>
<tr>
<td>In_{31}</td>
<td>In_{41}</td>
</tr>
<tr>
<td>In_{51}</td>
<td>In_{61}</td>
</tr>
</tbody>
</table>

Fig. 2. (a). Matching pair formation between the IPs of C11 and Z. Solid line indicates the best match with minimum distance between IPs. (b) Best matches between IPs of C11 and Z.

Fig. 3. (a) and (b) Two intra-class Tamil Character images, ‘Ah’ and ‘AAh’, respectively, showing Matching pair with minimum distance. (c) Two Tamil Character images ‘Ah’ with matching IPs at points A and B. (d) The line connects the two points A and B and four angles can be produced between these two points, $\angle PAB$, $\angle BAQ$, $\angle ABR$ and $\angle ABS$. (b)$\angle PAB$ and $\angle ABS$ are alternate interior angles and so $\angle PAB = \angle ABS$. Similarly, $\angle ABR$ and $\angle BAQ$ are alternate interior angles and so $\angle ABR = \angle BAQ$. 

www.ijacsa.thesai.org
The Image similarity score gives the local decision on the closeness of IPs of the test data with training data.

E. Classification using Global Decision on Similarity Scores

The global decision on the recognition of test images is done by considering the ‘top-rank’ technique. Accordingly, the image in the training set, at each class, with the highest value in the ‘image similarity score’ is considered for further processing. In this method, the training image with the highest ‘Image similarity score’ in each class is considered to represent the whole class. That means, the training image in each class with a higher similarity value is calculated and is termed as collective class similarity score $S_p(c)$ at ‘Rank 1’ and is given in Table II. Class probability scores $S_p$ is calculated by normalizing the collective class similarity score $S_p(c)$ by dividing it by the maximum similarity score across the classes. The highest value of $S_p$ across the classes is considered as the class of the test image $Z$, $c^*$, which can be denoted as Eq. (4).

$$c^* = \arg \max S_p(c) \quad (4)$$

The top-rank approach generally gives many classes as outputs despite the fact that it facilitates decision-making at the global level. Therefore, the image similarity score at lower rankings is taken into account, and an algorithmic sum is performed at each ranking level. The image-level similarity scores at first and second ranks from each class are summed up to calculate the collective class similarity score $S_p(c)$ at Rank 2. This process is repeated for the subsequent lower-ranking levels. The rank-wise normalization of $S_p(c)$ throughout all the classes yields class probability scores, $S_p$. A tie-in-the-top-rank method is solved by adding the $S_p$ values at the lower rankings. It would eliminate the ambiguity in class assignments caused by ties. The rank 1 $S_p$ score of C1 yields the highest value of 1 with no ties (see Table II). The model is evaluated up to three ranking levels since an acceptable recognition is obtained close to rank 3 in the NA classification.

F. Overall Process Flow of Proposed NA Classifier

The Nearest Angles (NA) Classifier for Text Recognition using SURF Descriptors is a novel algorithm designed to address the challenges of text classification in images. It leverages Speeded-Up Robust Features (SURF) to capture unique descriptors and interest points from pre-labelled training images across multiple categories. This approach enhances the conventional techniques by employing angle-based metrics to establish the nearest matches between the features of a test image and those in the training dataset. The algorithm then computes similarity scores based on these angle metrics to classify the test image into one of the predefined categories. The efficacy of the method lies in its ability to deliver accurate classifications while effectively handling variations in scale, orientation, and illumination. The proposed Nearest Angles (NA) Classifier’s process flow is explained in Algorithm 1.

**Algorithm 1 NA Classifier for Text Recognition**

1: **Input:**
2: Training image set $G$ with class labels $C1, C2, ..., Cn$
3: Test image $Z$
4: Lower bound NA detection threshold $\theta_{\text{lan}}$
5: Upper bound NA detection threshold $\theta_{\text{uam}}$

6: **Output:**
7: Classified label for the test image $Z$
8: **Steps:**
9: **SURF Feature Extraction**
10: for each image $C_j$ in $G$ and test image $Z$
   do
11:   Extract SURF descriptors and IPs ($IP_{ij}$ for $C_j$ and $IP_{iz}$ for $Z$)
12:   end for
13: **Calculate IP-to-IP Distances**
14: for each $IP_{ij}$ and $IP_{iz}$
15:   $d = \frac{|IP_{ij} - IP_{iz}|}{\sqrt{2}}$
16:   end for
17: **Find Minimum Distances**
18: for each $IP_{ij}$
19:   $d_l = \min\left(\frac{|IP_{ij} - IP_{zn}|}{\sqrt{2}}\right)_{zn \neq j}$
20: end for
21: **Determine Matching Pairs**
22: for each $IP_{ij}$
23:   Pair $IP_{ij}$ and $IP_{iz}$ if $d_l$ is minimum
24: end for
25: **Calculate Angles for Matching Pairs**
26: for each matching pair
27:   $\text{Angle} = \frac{(x_2-x_1)(y_2-y_1)}{(x_2-x_1)^2 + (y_2-y_1)^2} \times \frac{180}{\pi}$
28:   end for
29: **Determine Nearest Angles (NAs)**
30: for each angle $\theta_{ij}$
31:   if $\theta_{\text{lan}} \leq \theta_{ij} \leq \theta_{\text{uam}}$ then
32:     $v_l(NA) = 1$
33:   else
34:     $v_l(NA) = 0$
35:   end if
36: end for
37: **Compute Image Similarity Score**
38: for each image $C_j$
39:   Image Similarity Score $= \sum v_l(NA)$
40: end for
41: **Local Decision**
42: Image similarity scores of $m$ top-ranked images are taken to obtain local decisions at 2 NAs.
43: **Global Decision**
44: Calculate class similarity score followed by class probability score to make a more robust global decision.
IV. RESULTS AND DISCUSSION

A. System Setup

To evaluate the effectiveness of the NA Classifier, the experiments were conducted on a system equipped with an Intel i7 processor, 16 GB of RAM, and a 1 TB SATA hard drive. The system also featured an NVIDIA GPU. The software environment was MATLAB 2020, specifically utilizing its Deep Learning Toolbox, all running on a Windows 10 operating system.

B. Experimental Setup

The primary objective of this section is to assess the effectiveness of the proposed NA Classifier for handwritten text recognition, which is designed to reduce the computational burden commonly encountered in existing AI algorithms. The experimental framework is divided into three key components: computational efficiency, accuracy, and comparative analysis: Intra-Class vs. Inter-Class Matching. These aspects are rigorously evaluated against a range of state-of-the-art algorithms and models. In the first component, the computational efficiency of the NA Classifier is analyzed to determine whether it effectively reduces processing time without sacrificing performance. In the second component, the method’s error rate is examined to assess its reliability in various classification tasks. Finally, the accuracy of the NA Classifier is evaluated, serving as the critical measure of its overall effectiveness. The accuracy of the NA Classifier was evaluated against state-of-the-art methods, including: SurfCNN (A. M. Elmoogy et al. [20]), CNN-based Models (M. Rai and P. Rivas [19]), SURF with SVM (Shagun Katoch et al. [21]), SVD with SVM (Li C et al. [23]), VGG16 and MobileNetV2 (Ardiant Utomo et al. [27]), Nearest Neighbor (Nitin Bhatta, Vandana [28]), Modified-GA (Ashlin Deepa R N, Rajeswara Rao R [32]), Nearest Angle (NA) Algorithm (Alex Pappachen James [30]). The proposed method was also benchmarked against the popular machine learning and deep learning algorithms, including k-nearest neighbors (k-NN), k-means clustering, support vector machines (SVM), decision trees, Naive Bayes, Random Forest, VGG-19, MobileNet, and gradient boosting.

C. Dataset Details

In this research, we employ three distinct Indic handwriting datasets sourced from HP Lab, focusing on the Tamil, Devanagari, and Telugu scripts. These datasets serve as the foundational testing ground for the evaluation of our proposed method, encompassing a wide array of handwritten textual samples in these languages to validate the robustness and applicability of our approach. Tables III, IV, and V provide details about the Tamil, Telugu, and Devanagari datasets, respectively.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Classes</td>
<td>156</td>
</tr>
<tr>
<td>Data Format</td>
<td>UNIPEN v1.0, bilevel TIFF images</td>
</tr>
<tr>
<td>Training Set</td>
<td>70% of samples from each class, randomly selected</td>
</tr>
<tr>
<td>Test Set</td>
<td>Remaining 50% of samples from each class</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Classes</td>
<td>166</td>
</tr>
<tr>
<td>Data Format</td>
<td>UNIPEN v1.0</td>
</tr>
<tr>
<td>Training Set</td>
<td>70% of samples from each class, randomly selected</td>
</tr>
<tr>
<td>Test Set</td>
<td>Remaining 50% of samples from each class</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Classes</td>
<td>111</td>
</tr>
<tr>
<td>Data Format</td>
<td>UNIPEN v1.0, bilevel TIFF images</td>
</tr>
<tr>
<td>Training Set</td>
<td>70% of samples from each class, randomly selected</td>
</tr>
<tr>
<td>Test Set</td>
<td>Remaining 50% of samples from each class</td>
</tr>
</tbody>
</table>

D. Computational Efficiency Analysis

Computational efficiency is a critical criterion in the evaluation of deep learning and machine learning algorithms. In recent years, there has been significant research on mitigating the computational overhead associated with deep learning and machine learning techniques. This section evaluates the computational efficiency of the proposed NA classifier on three handwritten datasets: Tamil, Telugu, and Devanagari. For each dataset, 70% of the samples from each class were allocated to the training set, and the remaining 30% constituted the test set. First, we evaluate the training efficiency of the proposed method against state-of-the-art handwritten character recognition methods, deep learning algorithms, and machine learning algorithms.

According to the Fig. 4, the proposed Nearest Angle (NA) classifier demonstrates a notable advantage in computational efficiency across three handwritten datasets: Tamil, Telugu, and Devanagari, with training times of 3.0, 3.2, and 3.4, respectively. These times are significantly lower than those of existing state-of-the-art methods and standard machine learning and deep learning algorithms, such as VGG-19, MobileNet, and SVM, which have training times up to three times higher. This reduced training time implies a lower computational burden, fewer resource requirements, and faster deployment capabilities, thereby making the NA classifier an ideal choice for applications where computational resources and time are critical constraints.
To assess the classification time efficiency of the proposed method in a rigorous manner, we adopted a systematic testing approach. Specifically, we randomly selected five samples from each of three different datasets. Each set of five samples was classified using the proposed method and various existing methods for comparison. For each set, we measured the time required to complete the classification and then calculated the average classification time for that set. Finally, we computed an overall average classification time across the three sets to obtain a robust estimate of performance.

The Fig. 5 comparing average classification times reveals that the proposed NA method is the most time-efficient with an average of 0.15 seconds, closely followed by the method proposed by A. M. Elmoogy et al. at 0.18 seconds. Traditional machine learning algorithms like k-NN, k-means, and SVM exhibit moderate speed, ranging from 0.29 to 0.38 seconds, while ensemble methods such as Random Forest and Gradient Boosting are slightly slower within the same category. Notably, deep learning models like VGG-19 and MobileNet are significantly slower, taking around 0.95 and 0.90 seconds respectively, likely due to their complex architectures and higher computational requirements.

Compared to traditional deep learning methods, the proposed NA classifier for text recognition systems significantly reduces classification and training time. This efficiency is largely due to its localized decision-making approach, which focuses on calculating angles between matching Interest Points (IPs) in the spatial coordinate domain. Instead of computing high-dimensional feature vectors and performing complex operations, the NA classifier uses simple calculations to evaluate the closeness of IPs. By considering only angles that fall within predefined upper and lower bound thresholds, the system effectively performs dimensionality reduction. This limits the computational complexity, which is especially beneficial when dealing with large sets of SURF descriptors that can vary in number across images. As a result, this method not only minimizes the chances of misclassification at the local level but also reduces computational overhead, leading to faster classification and training times.

E. Accuracy Analysis

Accuracy is a crucial metric for evaluating the performance of the NA Classifier in handwritten text recognition. Specifically, we are interested in the algorithm's effectiveness in identifying individual characters in three datasets: Tamil, Telugu, and Devanagari. In this section, we will outline the metrics used to assess accuracy and present the results in comparison with state-of-the-art models and algorithms. The following metrics are primarily involved in the evaluation of accuracy:
Fig. 5. Average classification time in seconds.

1) **True positives (TP):** These represent instances where the NA Classifier accurately identifies a character as belonging to a specific class within the dataset.

2) **True negatives (TN):** These denote situations where the NA Classifier accurately concludes that a given sample does not belong to a targeted class.

3) **False positives (FP):** These occur when the NA Classifier incorrectly ascribes a sample to a particular class when it should not have.

4) **False negatives (FN):** These represent the scenarios where the NA Classifier fails to identify a sample as belonging to a specific class when it actually does. Based on these, we calculate the following metrics: Accuracy (ACC), Sensitivity (SEN), Specificity (SPEC), F1-Score, and Matthews Correlation Coefficient (MCC) which are calculated by using following formulas.

\[
ACC = \frac{(TP + TN)}{(TP + TN + FP + FN)} \quad (5)
\]

\[
SEN = \frac{TP}{(TP + FN)} \quad (6)
\]

\[
SPEC = \frac{TN}{(TN + FP)} \quad (7)
\]

\[
F1 = 2 \times \frac{(precision \times recall)}{(precision + recall)} \quad (8)
\]

<table>
<thead>
<tr>
<th>Methods</th>
<th>ACC</th>
<th>SEN</th>
<th>SPEC</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nearest Angle (NA)</td>
<td>96.4%</td>
<td>95.8%</td>
<td>97.3%</td>
<td>96.0%</td>
</tr>
<tr>
<td>A. M. Elmoogy et al. [20]</td>
<td>90.2%</td>
<td>89.5%</td>
<td>91.1%</td>
<td>90.0%</td>
</tr>
<tr>
<td>M. Rai and P. Rivas [19]</td>
<td>89.8%</td>
<td>88.0%</td>
<td>90.9%</td>
<td>89.5%</td>
</tr>
<tr>
<td>Shagun Katoch et al. [21]</td>
<td>88.5%</td>
<td>87.6%</td>
<td>90.0%</td>
<td>88.0%</td>
</tr>
<tr>
<td>Li C et al. [23]</td>
<td>87.0%</td>
<td>86.1%</td>
<td>88.5%</td>
<td>86.5%</td>
</tr>
<tr>
<td>Ardiant Utomo et al. [27]</td>
<td>92.3%</td>
<td>91.0%</td>
<td>94.0%</td>
<td>92.0%</td>
</tr>
<tr>
<td>Nitin Bhatia et al [28]</td>
<td>85.0%</td>
<td>83.5%</td>
<td>86.8%</td>
<td>84.0%</td>
</tr>
<tr>
<td>Ashlin Deepa R N et al [32]</td>
<td>83.7%</td>
<td>82.9%</td>
<td>85.2%</td>
<td>83.0%</td>
</tr>
<tr>
<td>k-NN</td>
<td>82.0%</td>
<td>81.5%</td>
<td>84.0%</td>
<td>82.0%</td>
</tr>
<tr>
<td>k-means</td>
<td>79.0%</td>
<td>78.5%</td>
<td>81.0%</td>
<td>79.0%</td>
</tr>
<tr>
<td>SVM</td>
<td>81.5%</td>
<td>80.0%</td>
<td>83.5%</td>
<td>81.0%</td>
</tr>
<tr>
<td>Decision Trees</td>
<td>77.5%</td>
<td>76.0%</td>
<td>80.0%</td>
<td>77.0%</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>76.0%</td>
<td>74.8%</td>
<td>78.5%</td>
<td>75.0%</td>
</tr>
<tr>
<td>Random Forest</td>
<td>80.5%</td>
<td>79.0%</td>
<td>83.0%</td>
<td>80.0%</td>
</tr>
<tr>
<td>Gradient Boosting</td>
<td>81.0%</td>
<td>79.5%</td>
<td>84.0%</td>
<td>80.5%</td>
</tr>
<tr>
<td>VGG-19</td>
<td>97.2%</td>
<td>96.8%</td>
<td>98.0%</td>
<td>97.0%</td>
</tr>
<tr>
<td>MobileNet</td>
<td>97.5%</td>
<td>97.0%</td>
<td>98.2%</td>
<td>97.3%</td>
</tr>
</tbody>
</table>
According to the data in Tables VI, VII, and VIII, the NA classifier consistently outperforms traditional machine learning algorithms such as k-NN, k-means, SVM, and Decision Trees across all datasets. In the Tamil dataset, for example, the NA classifier achieved an accuracy of 96.4%, which is notably higher than the closest traditional competitor, Ardiant Utomo et al, at 92.3% (see Table VI). Similar trends are observed in the Telugu and Devanagari datasets as well, where the NA classifier scored 96.5% and 97.0% respectively. In terms of sensitivity and specificity, the NA classifier also performs excellently. It managed to attain 95.8% sensitivity and 97.3% specificity on the Tamil dataset, again superior to any traditional algorithm (see Table VI). The high sensitivity and specificity scores mean that the NA classifier is proficient at correctly identifying true positives and true negatives, making it a reliable choice for real-world applications. The F1-Score serves as a balanced measure of a model’s performance, taking into account both precision and recall. The NA classifier achieves a high F1-Score of 96.0%, 96.1%, and 96.7% on the Tamil, Telugu, and Devanagari datasets, respectively as shown in Table VI, Table VII and Table VIII. This is a significant achievement compared to traditional classifiers. While deep learning methods like VGG-19 and MobileNet slightly outperform the NA classifier in terms of accuracy, they do so at the cost of computational resources. The NA classifier is designed for lightweight applications and is three times more computationally efficient than these deep learning models. In scenarios where computational resources are a concern, this efficiency makes the NA classifier an appealing choice without significantly compromising accuracy.

The NA classifier for handwritten character recognition that is both accurate and efficient. It is not as accurate as deep learning models, but it is much faster. This makes it a good choice for applications where speed is important, such as real-time text recognition on mobile devices. The NA classifier has been shown to work well on multiple datasets, which shows that it is reliable and robust.

F. Comparative Analysis: Intra-Class vs. Inter-Class Matching

Intra-class and inter-class matching discrimination is a crucial component of image matching in our study. Intra-class matching refers to matching pairs of data points that belong to the same class. Inter-class matching refers to matching pairs of data points that belong to different classes. Fig. 6(a) shows an example of intra-class matching. Both IPs A and B point to the same local physical structures in the two Tamil character images of ‘Ah’. However, the NA classifier generates a vote of ‘0’ because the alternate interior angles violate the lower and upper bounds of the NA detection thresholds. This means that the two images are not considered to be NAs. Fig. 6(b) shows an example of inter-class matching. The two IPs point to different local physical structures in the two character class images. The NA classifier also generates a vote of ‘0’ in this case because the alternate interior angles violate the rule of NAs.

![Image](a)
The Nearest Angle (NA) classifier demonstrates promising performance for handwritten text recognition (HTR) tasks across a diverse range of datasets, including Tamil, Telugu, and Devanagari. Several key observations can be made from the study:

Superiority over Traditional Classifiers: The NA classifier consistently outperforms traditional machine learning methods such as k-N), k-means clustering, SVM, and decision trees in terms of accuracy, sensitivity, specificity, and F1-score. This highlights its potential as a robust and efficient classifier for HTR tasks.

Comparison with Deep Learning Models: While deep learning architectures such as VGG-19 and MobileNet marginally surpass the NA classifier in terms of accuracy, they do so at the expense of computational efficiency. The NA classifier's rapid classification time presents an optimal trade-off between speed and accuracy, especially critical for resource-constrained devices and real-time applications.

Reliability across Datasets: The NA classifier's consistent performance across Tamil, Telugu, and Devanagari datasets underscores its generalizability. This versatility is essential for a classifier, especially in applications where diverse scripts might be encountered.

Intra-class vs. Inter-class Matching: The comparative analysis on intra-class and inter-class matching reinforces the NA classifier's robustness. By exploiting the geometry of local physical structures, the NA classifier effectively differentiates between characters that may look visually similar, thereby minimizing false matches.

Thresholding in NA: The use of threshold values (θm=100 and θn=80) for angle classification serves as a vital mechanism for the NA classifier. As the presented figures depict, the chosen thresholds enable effective discrimination between intra-class and inter-class matches. The robustness of these thresholds in classifying the characters accurately showcases the model's resilience to typical variances seen in handwritten data.

Potential for Real-World Applications: Given its quick classification time, combined with high accuracy, the NA classifier is particularly suited for real-world scenarios, especially those demanding swift recognition such as mobile OCR applications or real-time transcription services.
VI. CONCLUSION

Local feature detectors and descriptors are powerful in many object recognition tasks. The complexity of deep-learning-based approaches can be avoided by using effective local descriptors such as SURF for feature extraction. In this study, the concept of local feature detection along with a similarity-voting-based classifier is introduced at the local level and a ranking-based classifier at the global level. The proposed Nearest Angles classifier is applied effectively with SURF descriptors for handwritten character recognition of Tamil, Devanagari, and Telugu scripts. With a slight compromise in the recognition accuracy, the proposed method facilitates the features of variable length as well as high dimensionality and reduces complexity. Benchmark databases are used to demonstrate robust recognition performance.

The usage of the collective class similarity score produces excellent results in the NA classifier as the false similarities are removed by selecting the IPs based on the angles between them. NA handles high dimensionality and variable-length feature vectors (IPs of training images). The study proves that local feature descriptors extract a huge number of informative features and can produce good results if used wisely with an efficient classifier. The proposed method utilizes local decision-making to reduce the computational overhead and achieves high classification accuracy rates of 91.0% for Tamil, 94.7% for Devanagari, and 88% for Telugu handwritten character datasets.

The capabilities of HCR systems can be improved in several ways. Transfer learning can be used to transfer knowledge from one script to another, which can reduce the need for large script-specific datasets. Additionally, HCR systems can be adapted for online recognition, allowing for real-time processing and feedback. This would be useful for applications such as digital signature verification and interactive systems. These enhancements would make HCR systems more adaptable, precise, and user-friendly, which would expand their usefulness in a variety of domains.
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Abstract—The unregulated buildup of waste results in the occurrence of flames. This phenomenon poses a substantial threat to both the ecological system and human welfare. To tackle this problem, the current study proposes the implementation of Machine Learning technology to automate the sorting of waste. The methodology being examined incorporates the utilization of SqueezeNet as an image embedding method in conjunction with XGBoost as the final classifier. This work examines the efficacy of the aforementioned technique by doing a comparative analysis with many alternative final classifiers, including LightGBM, XGBoost, CatBoost, Random Forest, SVM, Naïve Bayes, KNN, and Decision Tree. The experimental results indicate that the integration of SqueezeNet and XGBoost produces the highest level of performance in the field of garbage categorization, as supported by an F1-score of 0.931. SqueezeNet is a method employed for image embedding that enables the extraction of salient features from images. This procedure enables the recognition of unique characteristics linked to different classes. Therefore, XGBoost may be utilized to enhance classification tasks. XGBoost has the ability to generate a feature importance score. Therefore, enabling the recognition of the most prominent attributes. This methodology possesses the capacity to alleviate the risk of fire that arises due to the accumulation of unregulated trash. This work makes a substantial contribution to environmental conservation and the improvement of public safety.
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I. INTRODUCTION

Landfill fires are caused by human and environmental factors [1]. Uncontrolled burning causes flames. When heated, plastic, paper, and biological materials can catch fire. Due to the high population, a fire from a pile of waste spreads quickly and uncontrollably, making containment difficult. Chemical reactions can occur in hot and humid situations [2], [3], especially in areas where organic waste decomposes, generating heat and fire-starting gases. Fermentation and breakdown can produce methane. Direct sunlight and extreme temperatures can heat gathered rubbish [4-5]. The risk of fire increases when waste contains combustible materials. When mixed, hazardous trash like solvents, batteries, and other poisons can create heat or burn. Sometimes exterior fires, maybe caused by humans, enter the building. For instance, illegally incinerated garbage [6-8] or environmental components like embers from nearby forest fires. These sites release toxic gases like methane. In the presence of an igniting source and a gas leak, a fire may occur. Environmental factors including high winds and severe weather might affect fire growth [9-11]. Strong winds may help a fire spread quickly. Fires in this area harm the environment, health, and infrastructure. Thus, garbage segregation and other waste management measures are crucial.

The field deployment of garbage segregation has numerous hurdles that may hinder waste management programs [12-14]. Public comprehension of waste segregation and its environmental benefits is sometimes lacking. Educational and socialization efforts are needed to raise awareness of waste segregation. Additionally, many places lack the capacity to segregate trash. Without separate receptacles, recycling infrastructure, and clear instructions, waste segregation may be difficult. Trash segregation by communities may not guarantee long-term landfill diversion without proper recycling facilities. Without recycling facilities, rubbish sorting may be less appealing. Insufficient or inaccurate waste sorting may reduce sorting efficiency. Recycling is difficult when separated items are mixed together.

Efficient and effective waste segregation technology has several benefits for waste management and environmental preservation. Advanced sorting technology can precisely separate various materials. Segregating materials improves recycling efficiency and produces higher-quality products. By using good segregation technology, landfill garbage may be reduced [15]. This approach extends landfill life and reduces habitat damage. Effective waste segregation reduces environmental deterioration, especially soil and water pollution. Sorting technology separates pollutants to protect ecosystems and human health. Manual sorting is laborious and error-prone. Sorting technology can improve material separation and save manual labor, solving the problem.

Technology has improved segregation precision and consistency, exceeding hand sorting. Organic trash, including food scraps, leaves, and other biodegradable materials, may be distinguished from recyclable garbage like plastic, paper, and metal with great precision [16-21]. Implementing waste separation techniques requires a categorization system that can
independently distinguish organic and recyclable components. The merging of computer vision and artificial intelligence (AI) has improved rubbish categorization precision and efficacy [22]. The seamless integration of these two sophisticated technologies allows the system to independently identify and classify waste items. Computer vision is an academic field that lets computers view and understand visual data like images and movies like humans [23-27]. Computer vision systems can recognize trash items’ unique traits. Advanced cameras and optical sensors enable discernment by effectively examining and interpreting color, shape, and texture. Additionally, it shows the capacity to critically evaluate a variety of visual representations and data from different angles. A powerful image processing algorithm allows the system to distinguish patterns, characteristics, and qualities that distinguish organic from recyclable trash. Artificial intelligence, especially machine learning, is crucial to trash categorization.

Machine learning algorithms may learn from training data, allowing them to recognize and understand patterns and make accurate classification judgments [28]. Computer vision and AI require model training for categorization. This complex procedure uses massive quantities of sample images and waste material data. By using many samples, the model can identify biological waste from recyclable waste. The trained model can automatically and instantly categorize garbage after training. The process uses a camera or optical sensor to capture an image of the garbage. An artificial intelligence algorithm then analyzes the image and accurately classifies the garbage.

Convolutional Neural Networks (CNNs) are highly effective in processing image data [29–31]. This neural network uses convolutional layers to identify complex visual properties from a garbage image and categorize it by kind. Large amounts of data are needed to train CNN models. However, training data is sometimes limited, especially for specialized or rare image recognition assignments. To overcome deep neural network model training challenges, transfer learning in CNNs has become a feasible option. Transfer learning lets you use pre-trained models on large datasets to solve new problems using small datasets. Training multi-layer deep CNN models requires a lot of time, computer resources, and complex optimization methods. Transfer learning is a popular machine learning approach that uses pre-trained models to speed up model training. Using an existing model as a starting point reduces the time and computing resources needed to train a model from scratch.

SqueezeNet, a neural network architecture designed for image recognition, contains fewer parameters than AlexNet, VGG, and ResNet [32-34]. The SqueezeNet framework develops models with low parameter counts and great image recognition accuracy. SqueezeNet extracts visual features, which other approaches use as embedding representations. SqueezeNet embeds images by condensing visual input into numbers. This altered representation can help machine learning systems classify rubbish.

Bai studied garbage classification [35]. Machine vision, item recognition, and check categorization are performed sequentially. The hierarchical system development framework uses Struts2, spring, and Hibernate. Optical identification, convolutional neural networks, and Naive Bayes are crucial garbage categorization technologies. Ghanshala et al. use machine learning to categorize areas into two categories: garbage-free and high-garbage-filled [36]. The study used four algorithms, achieving 98.6% accuracy with kNN and Naive Bayes, 85.4% with Decision Tree, and 98.4% with Random Forest.

Another classification has been done using Histogram of Oriented Gradients (HOG) features and an SVM boosting algorithm [37]. The submitted image is preprocessed to improve recognition. A HOG is used to extract properties. The classification device is trained to send relevant data to the image set. From this premise, the categorization scenario is identified. The algorithm's classification accuracy is 95% or better, a 10% improvement over the single SVM classification strategy. The garbage classification method is accurate and practical.

The current work suggests utilizing XGBoost as the final classifier once SqueezeNet features are generated. XGBoost, or Extreme Gradient Boosting, is a popular categorization machine learning approach. The ensemble technique combines predictions from numerous simpler machine learning models, known as "weak learners," to improve accuracy and resilience. The system automatically identifies and categorizes various waste materials into two classes (organic, and recyclable) using these two advanced technologies.

II. MATERIAL AND METHODS

The approach employed in the present study can be seen in Fig. 1. Furthermore, this study not only implemented the suggested method but also did a comparison with alternative methods.

![Research methodology](image)

**Fig. 1.** Research methodology.

A. Dataset Collection

The dataset employed in this study was provided by Sashaank Sekar. The data may be accessed from the following source: [https://www.kaggle.com/techsash/waste-classification-data](https://www.kaggle.com/techsash/waste-classification-data). The initial dataset obtained from Kaggle has a total of 25,077 images, with 13,966 images depicting organic materials and 11,111 images representing recyclable materials. The images obtained are in the form of colored .jpg files, displaying a variety of portrait and landscape orientations. The resolution
of these images varies, with a minimum of 191 pixels and a high of 264 pixels.

B. SqueezeNet

SqueezeNet serves as a technique for producing image embeddings through the process of extracting features from images [31]. This stage involved running images through the convolution and pooling layers inside the SqueezeNet model, afterward extracting the output from one of these layers as a feature representation, also known as an embedding, of the image. The mechanism can be described as follows:

- Feature extraction
  It employs pre-processed images as the input data for the SqueezeNet architecture. The process involves passing images through convolutional and pooling layers inside the SqueezeNet architecture.
- Embedding layer
  It designs a certain layer inside SqueezeNet as the desired location for extracting the feature representation (embedding) of the image. The inclusion of this layer is recommended prior to the implementation of the fully linked layers.
- Feature representation
  It obtains feature representations involves passing images through the SqueezeNet architecture until a certain layer is reached, resulting in a vector representation of the image's features, also known as embeddings.
- Feature vectors
  The vector can serve as image embeddings by utilizing the feature representation vectors derived from the preceding stage. These vectors were utilized as input in XGBoost, to perform the classification task.

C. XGBoost

XGBoost, also known as Extreme Gradient Boosting, is a commonly employed machine learning method that is particularly recognized for its effectiveness in classification problems [38-40]. The method in issue can be classified as a type of ensemble learning technique, wherein the outcomes of several smaller and less powerful models are combined to create a more robust model. XGBoost places emphasis on employing decision trees as its foundational model, while integrating the principles of gradient boosting and regularized regression to get exceptional performance across diverse tasks. Fig. 2 illustrates a simplified version of XGBoost. The components of XGBoost are as follows:

- Decision Trees
  The method employed as the fundamental model in XGBoost. A decision tree is a hierarchical arrangement comprising of nodes and branches, which symbolize decisions or predictions made at each node.

- Gradient Boosting
  XGBoost employs an ensemble learning technique with gradient boosting methodology. Initially, a preliminary (suboptimal) model is constructed, often in the form of a basic decision tree. Subsequently, a subsequent model is constructed with the purpose of addressing the errors committed by its predecessor. This procedure is iteratively conducted, with particular attention on data points that demonstrate persistent prediction mistakes.

- Boosting
  In the context of XGBoost, the model addition process involves the incremental inclusion of a new decision tree into the existing ensemble at each iteration. The proposed model aims to predict the residual, which refers to the difference between the observed target value and the current representation, based on the preceding model.

- Penalty and Regularization
  The XGBoost algorithm incorporates regularization techniques to enhance the performance of the decision trees it constructs. The successful completion of this job is helped by the utilization of an objective function that integrates objective regression alongside a penalty function, often L1 or L2, to mitigate the problem of overfitting.

Fig. 2. Flowchart of XGBoost.
validation (CV) is a widely adopted methodology within the realm of machine learning for the purpose of evaluating the performance and effectiveness of prediction models [42]. The proposed methodology involves partitioning the provided dataset into multiple distinct subsets, commonly referred to as folds. This approach aims to assess the generalization capabilities of the model by simulating real-world scenarios where the model encounters novel data samples [43]. In each iteration of the experiment, a single fold is designated as the testing set, while the remaining four folds are allocated as the training set. In each iteration, it is imperative to compute the evaluation metric. Upon the completion of the five iterations, it becomes imperative to calculate the mean value of the evaluation metrics acquired throughout each iteration.

The present study incorporates a comprehensive set of evaluation metrics, namely accuracy, precision, recall, and the F1 score. The accuracy is computed by dividing the number of correctly classified instances by the total number of instances in the dataset. This ratio provides a clear representation of the model’s ability to correctly classify data points. In such scenarios, relying solely on accuracy as an evaluation metric may introduce bias. The metric of precision is employed as a quantitative measure to evaluate the degree of accuracy exhibited by a model in generating positive predictions. The notion of recall is a fundamental aspect within the realm of machine learning, which concerns the model’s capacity to effectively recognize and encompass all instances that are genuinely positive. The computation of the F1 score involves the utilization of the harmonic mean to combine accuracy and recall metrics. By calculating the harmonic mean of these two measures, the F1 score ensures a balanced evaluation, assigning equal importance to both accuracy and recall.

This study aims to conduct a comprehensive comparison between the SqueezeNet combination and an alternative final classifier, distinct from the widely used XGBoost algorithm. The objective is to evaluate the performance and efficacy of these two approaches in the context of machine learning. By undertaking this comparative analysis, it seeks to shed light on the relative strengths and weaknesses of these methodologies, thereby contributing to the existing body of knowledge in the field of machine learning research. In the realm of machine learning, a multitude of algorithms have emerged as prominent contenders for various tasks. Among these algorithms, Random Forest, SVM with a Radial Basis Function (RBF) kernel, Naïve Bayes, K-Nearest Neighbor (KNN) with a value of K equal to 5, and Decision Tree have garnered significant attention and effectiveness, making it a popular choice for text classification and spam filtering tasks. KNN is a non-parametric algorithm that classifies data points based on the majority vote of their K nearest neighbors. With K set to 5, KNN strikes a balance between capturing local patterns and avoiding excessive noise, rendering it a valuable tool in pattern recognition and recommendation systems. In addition to the aforementioned Boosting variants, it is worth noting the existence of several other implementations in the field. Notably, two prominent examples are the Light Gradient Boosting Machine (LightGBM) and CatBoost, which both leverage the power of Gradient Boosting in conjunction with Decision Trees.

### III. RESULTS AND DISCUSSION

Tables I, II, and III provide a comprehensive overview of the performance metrics associated with the algorithms employed for the classification of organic, recyclable, and mixed wastes. The three tables demonstrate that the suggested method shows superior performance. The many variations of Boosting, including LightGBM, XGBoost, and CatBoost, exhibit superior performance with the K-Nearest Neighbors (KNN) algorithm.

#### TABLE I. THE AVERAGE PERFORMANCE OF EACH FINAL CLASSIFIER FOR THE "ORGANIC" CLASS DATA WAS EVALUATED

<table>
<thead>
<tr>
<th>Final Classifier</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>LightGBM</td>
<td>0.912</td>
<td>0.917</td>
<td>0.926</td>
<td>0.921</td>
</tr>
<tr>
<td>XGBoost</td>
<td>0.931</td>
<td>0.935</td>
<td>0.942</td>
<td>0.939</td>
</tr>
<tr>
<td>CatBoost</td>
<td>0.925</td>
<td>0.931</td>
<td>0.934</td>
<td>0.932</td>
</tr>
<tr>
<td>Random Forest</td>
<td>0.893</td>
<td>0.890</td>
<td>0.922</td>
<td>0.906</td>
</tr>
<tr>
<td>SVM</td>
<td>0.706</td>
<td>0.672</td>
<td>0.924</td>
<td>0.778</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>0.844</td>
<td>0.870</td>
<td>0.845</td>
<td>0.857</td>
</tr>
<tr>
<td>KNN</td>
<td>0.921</td>
<td>0.916</td>
<td>0.944</td>
<td>0.930</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>0.859</td>
<td>0.866</td>
<td>0.884</td>
<td>0.875</td>
</tr>
</tbody>
</table>

The performance of the system achieved a score over 0.9 for all assessment parameters. Despite being lightweight convolutional neural network (CNN) architecture, SqueezeNet had remarkable proficiency in extracting features from image input. It implies that the features produced by SqueezeNet may possess greater informativeness and relevance compared to features provided by alternative models. Ensemble models, like LightGBM, XGBoost, and CatBoost, provide the ability to enhance overall performance by combining predictions from a limited set of basic models represented as decision trees.

#### TABLE II. THE AVERAGE PERFORMANCE OF EACH FINAL CLASSIFIER FOR THE "RECYCLABLE" CLASS DATA WAS EVALUATED

<table>
<thead>
<tr>
<th>Model: R</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>LightGBM</td>
<td>0.912</td>
<td>0.906</td>
<td>0.894</td>
<td>0.900</td>
</tr>
<tr>
<td>XGBoost</td>
<td>0.931</td>
<td>0.926</td>
<td>0.918</td>
<td>0.922</td>
</tr>
<tr>
<td>CatBoost</td>
<td>0.925</td>
<td>0.917</td>
<td>0.913</td>
<td>0.915</td>
</tr>
<tr>
<td>Random Forest</td>
<td>0.893</td>
<td>0.897</td>
<td>0.857</td>
<td>0.877</td>
</tr>
<tr>
<td>SVM</td>
<td>0.706</td>
<td>0.819</td>
<td>0.433</td>
<td>0.567</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>0.844</td>
<td>0.812</td>
<td>0.842</td>
<td>0.827</td>
</tr>
<tr>
<td>KNN</td>
<td>0.921</td>
<td>0.927</td>
<td>0.891</td>
<td>0.909</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>0.859</td>
<td>0.850</td>
<td>0.829</td>
<td>0.839</td>
</tr>
</tbody>
</table>
TABLE III. THE AVERAGE PERFORMANCE OF EACH FINAL CLASSIFIER FOR ALL CLASS DATA WAS EVALUATED

<table>
<thead>
<tr>
<th>Model: All</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>LightGBM</td>
<td>0.912</td>
<td>0.912</td>
<td>0.912</td>
<td>0.912</td>
</tr>
<tr>
<td>XGBoost</td>
<td>0.931</td>
<td>0.931</td>
<td>0.931</td>
<td>0.931</td>
</tr>
<tr>
<td>CatBoost</td>
<td>0.925</td>
<td>0.925</td>
<td>0.925</td>
<td>0.925</td>
</tr>
<tr>
<td>Random Forest</td>
<td>0.893</td>
<td>0.893</td>
<td>0.893</td>
<td>0.893</td>
</tr>
<tr>
<td>SVM</td>
<td>0.706</td>
<td>0.737</td>
<td>0.706</td>
<td>0.684</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>0.844</td>
<td>0.844</td>
<td>0.844</td>
<td>0.844</td>
</tr>
<tr>
<td>KNN</td>
<td>0.921</td>
<td>0.921</td>
<td>0.921</td>
<td>0.920</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>0.859</td>
<td>0.859</td>
<td>0.859</td>
<td>0.839</td>
</tr>
</tbody>
</table>

TABLE IV. THE CONFUSION MATRIX WAS DERIVED FROM THE INTEGRATION OF SQUEEZE NET AND LIGHTGBM MODELS

<table>
<thead>
<tr>
<th>Predicted</th>
<th>O</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual</td>
<td></td>
<td></td>
</tr>
<tr>
<td>O</td>
<td>12936</td>
<td>1030</td>
</tr>
<tr>
<td>R</td>
<td>1174</td>
<td>9937</td>
</tr>
<tr>
<td>Total</td>
<td>14110</td>
<td>10967</td>
</tr>
</tbody>
</table>

TABLE V. THE CONFUSION MATRIX WAS DERIVED FROM THE INTEGRATION OF SQUEEZE NET AND XGBOOST MODELS

<table>
<thead>
<tr>
<th>Predicted</th>
<th>O</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual</td>
<td></td>
<td></td>
</tr>
<tr>
<td>O</td>
<td>13150</td>
<td>816</td>
</tr>
<tr>
<td>R</td>
<td>907</td>
<td>10204</td>
</tr>
<tr>
<td>Total</td>
<td>14057</td>
<td>11020</td>
</tr>
</tbody>
</table>

Mechanisms such as boosting were employed to adaptively assign greater weight to samples that pose challenges in recognition, hence enhancing the system's capacity to effectively process intricate data. By engaging in mistake correction and prioritizing the analysis of challenging samples, individuals could enhance their proficiency in data classification. The utilization of secondary information obtained by decision trees in the boosting process is a common practice in boosting models. One potential approach is to incorporate the weight or score assigned to each tree in order to arrive at a conclusive determination. This intervention has the potential to enhance the overall efficacy of the model. The optimization of the parameters in this study led to the development of a model that effectively aligns with the observed data. The integration of SqueezeNet as a feature extractor with a boosting algorithm facilitated the combination of the robust feature extraction skills inherent in convolutional neural networks (CNNs) with the powerful ensemble capabilities offered by the boosting method. In contrast, the K-nearest neighbors (KNN) method employed in this work was classified as an instance-based approach, wherein the selection of K values determines the appropriate number of neighboring instances.

TABLE VI. THE CONFUSION MATRIX WAS DERIVED FROM THE INTEGRATION OF SQUEEZE NET AND CATBOOST MODELS

<table>
<thead>
<tr>
<th>Predicted</th>
<th>O</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual</td>
<td></td>
<td></td>
</tr>
<tr>
<td>O</td>
<td>13042</td>
<td>924</td>
</tr>
<tr>
<td>R</td>
<td>966</td>
<td>10145</td>
</tr>
<tr>
<td>Total</td>
<td>14008</td>
<td>11069</td>
</tr>
</tbody>
</table>

TABLE VII. THE CONFUSION MATRIX WAS DERIVED FROM THE INTEGRATION OF SQUEEZE NET AND RANDOM FOREST MODELS

<table>
<thead>
<tr>
<th>Predicted</th>
<th>O</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual</td>
<td></td>
<td></td>
</tr>
<tr>
<td>O</td>
<td>12876</td>
<td>1090</td>
</tr>
<tr>
<td>R</td>
<td>1585</td>
<td>9526</td>
</tr>
<tr>
<td>Total</td>
<td>14461</td>
<td>10616</td>
</tr>
</tbody>
</table>

TABLE VIII. THE CONFUSION MATRIX WAS DERIVED FROM THE INTEGRATION OF SQUEEZE NET AND SVM MODELS

<table>
<thead>
<tr>
<th>Predicted</th>
<th>O</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual</td>
<td></td>
<td></td>
</tr>
<tr>
<td>O</td>
<td>12905</td>
<td>1061</td>
</tr>
<tr>
<td>R</td>
<td>6300</td>
<td>4811</td>
</tr>
<tr>
<td>Total</td>
<td>19205</td>
<td>5872</td>
</tr>
</tbody>
</table>

The utilization of SqueezeNet as a feature extractor for further application by classification models like Random Forest, Naïve Bayes, or Decision Tree encounters many obstacles that might potentially impact the performance of those models. CNN designs, such as SqueezeNet, often generate feature representations that possess quite large dimensions. The utilization of high-dimensional characteristics in models such as Random Forest, Naïve Bayes, or Decision Tree gives rise to a circumstance known as the "curse of dimensionality." This phenomenon implies that when the number of features is enormous, the potential sample space needed to generate accurate estimates grows much more expansive. Consequently, the models encounter difficulties in identifying pertinent patterns from the data, as evidenced by the findings of this study. The interdependence among the features produced by SqueezeNet is substantial, potentially leading to the confusion of outcomes in models that assume feature independence, such as Naïve Bayes. The performance of these models will be enhanced in cases when the characteristics exhibit a high degree of independence. The efficacy of a classification model is heavily influenced by the inherent attributes of the data employed. If the data has an apparent pattern that is more compatible with straightforward models or does not need very intricate feature representation, then models such as Random Forest, Naïve Bayes, or Decision Tree may be more appropriate. The intricate characteristics examined in this study were attributed as the underlying factor for the ineffectiveness of these algorithms non the categorization process. However, this was also due to the fact that these algorithms had not yet been calibrated with specific parameters.
The study evaluated the performance of various machine learning methods. The Support Vector Machine (SVM) approach exhibited the lowest performance across all three tables. The attainment of precise classification frequently necessitates the inclusion of superior and discerning features. In the context of machine learning, it is imperative to ensure that the features extracted from a given model, such as SqueezeNet, effectively capture the salient and discriminative characteristics relevant to a specific task. Failure to achieve this may result in a detrimental impact on the performance of subsequent classification algorithms, such as Support Vector Machines (SVMs). The potential exists for SqueezeNet and Support Vector Machines (SVM) to demonstrate dissimilar scales in relation to the distribution of feature values. Introduction: In the context of machine learning, the issue of scaling mismatch has been identified as a potential challenge that can adversely affect the performance of Support Vector Machines (SVM). This research report aims to explore the difficulties that may arise due to scaling mismatch and the subsequent impact on the performance of SVM. Scaling Mismatch: Scaling mismatch refers to the situation where the scales of different features in a dataset are not aligned. In other words, the range or magnitude of values for different features varies significantly. This discrepancy in scaling can To mitigate the aforementioned concern, it is imperative to incorporate normalization or scaling methodologies. The performance of Support Vector Machines (SVMs) is significantly impacted by the selection of hyperparameters, which encompass the penalty parameter (C) and the kernel type. The observed suboptimal performance can potentially be attributed to the presence of inaccurate hyperparameter configurations. The impact of data type on the performance of Support Vector Machines (SVM) for model training was found to be statistically significant. The efficacy of Support Vector Machines (SVM) may be influenced by the congruity between the training data employed for generating the embedding and the data that necessitates categorization. The present study investigates the impact of SVM parameter values on its ability to handle complex data. The findings reveal that the utilization of certain parameter values in SVM leads to diminished efficacy in effectively handling intricate datasets.

### TABLE IX. THE CONFUSION MATRIX WAS DERIVED FROM THE INTEGRATION OF SQUEEZEENET AND NAIVE BAYES MODELS

<table>
<thead>
<tr>
<th>Actual</th>
<th>Predicted</th>
<th>O</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>O</td>
<td>11801</td>
<td>2165</td>
<td></td>
</tr>
<tr>
<td>R</td>
<td>1759</td>
<td>9352</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>13560</td>
<td>11517</td>
<td></td>
</tr>
</tbody>
</table>

In relation to the evaluation of algorithm performance in this work, the confusion matrix is employed as a metric to assess and comprehend the efficacy of the used Machine Learning algorithm in classification. This matrix facilitates an in-depth evaluation of the algorithm's performance, providing a deeper understanding of the model's strengths and limitations within the scope of this study. The confusion matrices for each method are displayed in Tables IV to Table XI. The table consists of a total of two rows and two columns. The initial row in the primary column displays instances of true positives (TP). The classification model accurately predicts occurrences that truly belong to the positive class. It refers to the count of instances where the model accurately predicted a good outcome while the actual result was positive. The cell located at the intersection of the first row and the second column is referred to as false negative (FN). The model erroneously classifies occurrences that should belong to the positive class as negative. Put simply, it refers to the instances in which the model incorrectly predicted a negative outcome while the actual result was positive. The element located in the second row of the first column is classified as false positives (FP). The model erroneously classifies occurrences that should belong to the negative class as positive. It refers to the count of instances where the model made a positive prediction despite the actual outcome being negative. The cell located in the second row and second column represents the number of true negatives (TN). The categorization model accurately predicts occurrences that truly pertain to the negative class. It refers to the count of instances where the model made a negative prediction and the actual result was likewise negative.

The XGBoost and CatBoost classifiers demonstrated superior performance in accurately categorizing both organic and recyclable categories, with misclassified instances numbering less than 1000. The K-nearest neighbors (KNN) technique is considered to be one of the top three algorithms in machine learning. However, it has been shown that when used to certain datasets, especially those including recyclable classes, a significant number of misclassifications occur, with the misclassified instances exceeding 1000 in number. The data shown in Table VIII relates to the misclassification of the recyclable class in SVM specifically in cases where the achieved results exceeded 6000 data points. This numerical value exceeds the amount of accurately identified data.

### IV. CONCLUSION

This study proposes a comprehensive analysis of the significant consequences of uncontrolled garbage accumulation in initiating fires that have adverse effects on both the natural environment and human society. A unique solution has been developed to address this issue, employing Machine Learning techniques to autonomously segregate garbage through the

<table>
<thead>
<tr>
<th>Actual</th>
<th>Predicted</th>
<th>O</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>O</td>
<td>12343</td>
<td>1623</td>
<td></td>
</tr>
<tr>
<td>R</td>
<td>1902</td>
<td>9209</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>14245</td>
<td>10832</td>
<td></td>
</tr>
</tbody>
</table>

In conclusion, the study underscores the importance of addressing the challenges associated with machine learning models, particularly scaling mismatch, to enhance their performance in handling intricate datasets.
utilization of a highly efficient algorithm. The findings from the experimental analysis demonstrated that the utilization of SqueezeNet as an image recognition technique, coupled with XGBoost as the final classifier, emerges as the most optimal selection in the investigation, exhibiting exceptional performance.

This study also examined the effectiveness of SqueezeNet as a feature extractor in conjunction with a final classifier that differs from XGBoost. Various machine learning methods, including Random Forest, Support Vector Machine (SVM), Naïve Bayes, K-Nearest Neighbor (KNN), and Decision Tree, are commonly employed in the field of machine learning. The K-Nearest Neighbors (KNN) algorithm has exceptional performance, with a score exceeding 0.9 for all evaluation metrics. The lightweight convolutional neural network design of SqueezeNet enabled it to extract features that possess higher levels of informativeness and relevance in comparison to alternative models. Ensemble models such as LightGBM, XGBoost, and CatBoost improved overall performance by aggregating predictions from a restricted collection of fundamental models, which are typically shown as decision trees. Enhancing the system's ability to handle complex data may be achieved by the use of boosting techniques, such as error correction and prioritization of tough samples. The utilization of a confusion matrix was employed to assess the efficacy of a Machine Learning algorithm in the task of categorization. The classifiers XGBoost and CatBoost demonstrated exceptional performance in reliably classifying organic and recyclable categories, with a minimal number of misclassified examples, namely less than 1000. The K-nearest neighbors (KNN) approach, which is widely recognized as one of the leading algorithms, has been found to exhibit notable misclassifications in some datasets, notably in relation to recyclable classes.

The primary advantage of this research has great significance in addressing the issue of waste management. The use of automated trash segregation via Machine Learning techniques has the potential to mitigate the occurrence of fires, hence safeguarding ecosystems and infrastructure from detrimental impacts. Furthermore, the implementation of automated waste segregation has the potential to enhance operational effectiveness and safety within waste management systems, mitigate the likelihood of contamination, and contribute to the promotion of sustainable waste management practices. In addition, the utilization of this technology has the potential to mitigate the potential harm caused by human contact with dangerous compounds and foster ecological hygiene. Therefore, this research study significantly contributes to the preservation of the environment, mitigation of fire hazards, and enhancement of the community's quality of life. The utilization of Machine Learning technology, namely through the utilization of SqueezeNet and XGBoost, holds significant potential in the realm of automated waste segregation. This approach represents a crucial stride towards effectively tackling pressing waste-related issues and fostering sustainable advantages for both the society and environment.
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Abstract—Over the years, considerable efforts have been made to maintain electricity. However, there is still a significant need to explore new technologies and solutions conserve and enhance electricity supply. This project discusses research studies and applications conducted in the field of energy control, including a comparison of these applications undertaken in order to highlight constraints that need to be further addressed. This can be considered as the first step in developing a system that helps building owners to control their electricity consumption using Internet of Things (IoT) technologies. The main phases of the proposed system are data collection, data analysis and mobile application development. The project utilizes Wi-Fi smart plugs to collect active power consumption data, of which analysis is conducted on the cloud. The mobile application allows the building owner to manage buildings, and to obtain active and accumulated consumption data of plugged-in devices. This paper involves the architecture design of the proposed system, and the experimentation, testing, and implementation. The application was tested and the active and accumulative consumption per device and per building were reported. To confirm the accuracy of the active power consumption measurements from the smart plugs, a comparison is performed between these values and the active power consumptions measured by the company and shown on the labels. The results showed that using IoT-based smart plugs gives accurate readings.
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I. INTRODUCTION

Electricity plays an important role in different aspects of our lives ranging from homes, industries, education, business, health, and transport [1]. The production of electricity may utilize a range of different resources, including non-renewable natural resources such as fossil fuels, in addition to renewable energy resources (RES) such as solar and wind. The burning of fossil fuels to produce electricity can cause various types of environmental damage, such as depletion of resources, increased pollution and waste generation [2][3]. Consequently, electricity consumption is becoming a major public concern and many countries and scientific communities are dedicating their effort to the search for solutions to control and manage the use of electricity [4].

In Saudi Arabia, efforts to conserve electricity have been intensified. According to the 2030 vision, the plan is to reduce energy consumption in different sectors by 20%, which will contribute significantly, saving about one million barrels of oil per day [5], [6]. Accordingly, the Saudi Energy Efficiency Center (SEEC) was established with the aim of conserving natural resources and enhancing energy efficiency. In addition, SEEC developed the Saudi Energy Efficiency Program (SEEP) which implemented a number of campaigns, including 35 initiatives to increase energy efficiency and improve society’s awareness. SEEP also established the National Energy Services Company (Tarshid) to achieve two main objectives which are: the rehabilitation of government buildings to reduce consumption and support for the private sector with investment in the energy efficiency services sectors [7]-[9]. Therefore, to contribute to these initiatives, innovative ideas are needed which support and enhance recent technologies in order to monitor the electricity consumption of buildings.

The existing solutions can be classified according to meters’ types into traditional meters and smart meters. For the traditional meter, manual consumption readings need to be conducted by humans for each building. Smart meters, on the other hand, can store the data themselves and send it automatically to the electricity company [10]. However these meters are only capable of recording the electricity consumption of the building as a whole; they are not capable of providing more detailed information, for example the consumption of each individual appliance. Richer information of this type could potentially support building rehabilitation projects by identifying those appliances consuming most power, providing a case for replacing them with more energy-saving ones. More detailed consumption information could also enhance the consumption awareness of building owners, supporting them in understanding electricity usage patterns.

To address the above-mentioned problems, a new technology is needed, capable of collecting and measuring building electricity consumption to inform understanding of usage behaviors. The IoT, in conjunction with smart plugs, can collect electricity consumption information in respect of plugged-in devices, supporting enhanced user awareness and helping to identify those devices that consume the most electricity [11]. This project will therefore develop a mobile application using the IoT and smart plugs to enable the building owners to access their electricity consumption data. The application will also allow building owners to understand the electricity consumption of appliances, which may assist in cost reductions.

The contributions from this study are the following:

- A review and comparison of different applications that have been developed for electricity monitoring systems highlighting any limitations and areas for improvement.
- Development of an IoT-based smart plug energy monitoring system utilizing smart plug devices and the cloud service for data analysis. The data collected and stored on the cloud can be further deployed within an artificial intelligence model, to detect consumption patterns and identify anomalies.
• An experimental, real-world case study to test the functionality of the proposed system and report the results.

The remainder of this paper is organized as follows: Section II presents the background information necessary for the understanding of the project; in Section III, related studies of similar applications are reviewed and compared with the presented application; Sections IV and V provide a description of the proposed solution, together with the hardware and software specifications; Section VI describes and discusses the experiment based on a real-world case study and reports the results; finally, Section VII provides the conclusion and recommendations for future work.

II. BACKGROUND

A. Electricity Consumption

A range of different concepts, measurements and equations is necessary to the understanding of electricity consumption, as well as an appreciation of the distinction between power (Watts/kW) and energy (Watthour/kWh). Firstly, electricity can be defined as the main source of energy that provides a flow of electrical power. It is measured in Watts (W), which is the unit of electrical power. The power is calculated by multiplying the current (Ampere A) and the voltage (V) as shown in Eq. (1) [12][13]:

\[ \text{Power } P \text{ (Watts)} = \text{Current } A \times \text{Voltage } V \]  (1)

Power is the electricity currently being used, which is also referred to as active power consumption [13]. Energy can be defined as the total amount of electricity consumed over a period of time (i.e. accumulative power consumption) and is computed according to Eq. (2) [13][14]:

\[ \text{Energy (Wh)} = \text{Power (W)} \times \text{hours (h)} \]  (2)

\[ \text{Energy (kWh)} = \frac{\text{Energy (Wh)}}{1000} \]  (3)

For example, if you use a device that gives active power equal to 500 Watt (0.5 kW) for five hours, then the energy or the total amount of electricity that has been consumed is 2500 Wh or 2.5kWh. To sum up, in order to compute the electricity consumption of any device, the active power consumption (W) and the number of daily working hours of the device (h) must be known. Then the daily and monthly electricity consumption can be calculated as follows [14]:

\[ \text{Daily Electricity consumption of the device} = \frac{\text{Power (watt)} \times \text{Daily working hours}}{30} \]  (4)

\[ \text{Monthly Electricity consumption of the device} = \text{Daily Electricity consumption} \times 30 \]  (5)

B. Smart Plugs

The smart plug is defined as ‘a separate electronic piece of hardware that serves as a proxy between the energy source and energy-consuming device’. So, it is an electronic device that allows the user to obtain real-time data of electricity consumption of the electric appliance or device, which is plugged in using a web panel or mobile application. The plugs also convert the appliances into smart devices to control them remotely [15], [16].

The hardware components of the smart plug, can be described as consisting of four sub-systems units which are: power meter; power switch; network node; and processing. The power meter is responsible for collecting the active energy consumption of the appliances connected to the smart plugs. Different information can be measured including active power consumption W, voltage V and current A. The power switch can be used to control the devices connected to the plugs by turning them to on or off, using the application. The network node allows a connection to be made with different external devices such as gateways using wireless technology, for example Wi-Fi, or Bluetooth low energy. The primary core components of the plug are the processing unit, which arranges the interaction between the power meter and the network unit [17].

Regarding commercial smart plugs products, a number of different companies provide plugs with a range of features. The consumer wishing to select the most appropriate product for their needs will need to understand their requirements. Table I presents brief information regarding the features of some examples of the commercial smart plugs that are available.

According to Table I, electricity consumption data may be transmitting utilizing different wireless technologies such as Wi-Fi, BLE, Zigbee. It is evident that the majority of the products use Wi-Fi, while Mokosmart products provide different wireless configurations. Regarding the transmission range, the coverage range will equate to that of the Wi-Fi router to which the plug is connected. If, as in the case of Mokosmart, BLE is used, the range will be 100 meters to connect with the mobile application or gateway. Regarding the maximum power of the connected devices, all plugs can be connected with devices that have a maximum power of 1800 W, while Mokosmart can be connected with 2400 W. For the power consumption of the plug itself, it can be seen that Eve and Mokosmart provide the lowest power with 0.001 and 0.075 respectively. Regarding pricing, D-Link and Mokosmart are the cheapest products.

Regarding the features, it can be seen that smart plug products provide one or both of two main functions: remote controlling and monitoring electricity consumption. The remote controlling allows the switching on and off of electronic devices using the mobile phone application or a hands-free voice control. The electricity consumption monitoring function allows power consumption of any plugged-in device to be monitored, using a mobile application or a web panel. Consumers need to exercise caution when selecting a product, as may items provide remote controlling only, for example D-Link. In addition, a critical feature to be considered by consumers who interested in developing the application is the provision of a software development kit (SDK) and the compatibility of the smart plug with IoT cloud services.
TABLE I. SMART PLUG PRODUCTS

<table>
<thead>
<tr>
<th>Company</th>
<th>Transmission Technology</th>
<th>Transmission range</th>
<th>Maximum power (W)</th>
<th>Power consumption of the plug (W)</th>
<th>Price (SR)</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mokosmart[28]</td>
<td>Bluetooth , Wi-Fi, Zigbee</td>
<td>Above 100 meters for the BLE, Internet-connected in the Wi-Fi</td>
<td>24 00</td>
<td>0.075</td>
<td>75</td>
<td>• Monitoring energy consumption.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Remote controlling.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Support API for APP and cloud server development.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Measures active and accumulative power consumption.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Support SDK.</td>
</tr>
<tr>
<td>Eve [29]</td>
<td>Wi-Fi</td>
<td>Internet-connected.</td>
<td>18 00</td>
<td>0.001</td>
<td>263</td>
<td>• Monitoring energy consumption.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Remote controlling.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Schedule devices.</td>
</tr>
<tr>
<td>TP-Link [30]</td>
<td>Wi-Fi</td>
<td>Internet-connected.</td>
<td>18 00</td>
<td>3.50</td>
<td>131 – 188</td>
<td>• Monitoring energy consumption.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Remote controlling.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Amazon Echo Voice Control.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Schedule devices.</td>
</tr>
<tr>
<td>WeMo(Belkin)[31]</td>
<td>Wi-Fi</td>
<td>Internet-connected</td>
<td>18 00</td>
<td>1.5</td>
<td>188 – 375</td>
<td>• Monitoring energy consumption.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Remote controlling.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Hands-free voice control.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Schedule devices.</td>
</tr>
<tr>
<td>Insteon [32]</td>
<td>Insteon</td>
<td>Everywhere</td>
<td>18 00</td>
<td>&lt; 0.4</td>
<td>487</td>
<td>• Monitoring energy consumption.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Remote controlling.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Schedule devices.</td>
</tr>
<tr>
<td>D-Link[33]</td>
<td>Wi-Fi</td>
<td>Internet-connected.</td>
<td>18 00</td>
<td>&lt; 3</td>
<td>59</td>
<td>• Remote controlling.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Hands-free voice control.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Schedule devices.</td>
</tr>
</tbody>
</table>

The SDK allows the user to interact with the plugs in the implementation phase. In case the user wishes to utilize IoT cloud services, the plugs should be compatible with cloud platforms using well-known IoT protocols such as MQTT (Message Queuing Telemetry Transport). In accordance with the conclusions from this discussion and in light of the available features, the smart plug to be used in this project is the Mokosmart. This provides different wireless configuration; can be connected with high power devices up to 2400 W; has the lowest power consumption; and is compatible with the IoT Cloud platform that supports MQTT. These plugs represent the sensors to be used in the project.

III. RELATED WORKS

A number of research studies and applications conducted and developed in the field of energy monitoring systems are presented in this section. The significant work is reviewed, which contributed to the development of the energy monitoring systems including both multi-sensor and single-point sensor approaches. Moreover, the section considers the different applications developed for energy monitoring and presents a comparison between them, to reveal the limitations and any issues that require improvement.

A. Research Studies

In this section, existing research studies in the field of appliance load monitoring are presented. These studies can be categorized into smart meter approaches or smart plugs approaches. This categorization is based on the location of the sensors used to collect electricity consumption data. For the smart meter approaches, the meter is placed at the entrance of the building and can measure the overall electricity consumption. The smart plugs, on the other hand, are located into each socket to measure the electricity consumption for each device [18]. These studies can be also categorized into multi-sensor or single-point sensor projects, according to the number of sensors used to collect the electricity consumption...
data. In the multi-sensor approaches, the sensors should be installed at the power outlets or at each device, while, in case of single-point approaches, there is only one sensor to monitor the building [19]. All of these approaches aim to monitor the electricity consumption of appliances used in a building.

1) **Single-point sensor approaches**: The smart meter can collect the overall electricity consumption of any building; however, it does not provide any appliance-specific (that is, device-level) consumption information. Therefore, in order to recognize the appliances according to their electricity consumption, there is a single sensor attached to the smart meter to collect different characteristics of electrical load. Machine learning techniques are then applied to recognize different appliances. Each of these approaches involves its own issues; for example, in the case of the smart meter, a technical expert is required to undertake the setup of the smart meter in accordance with requirements; the results may be inaccurate; and previous knowledge of appliance power signatures is required in order to implement the machine learning techniques as these require a training phase [18], [19].

2) **Multi-sensor approaches**: Artur et al. proposed a study of an IoT-based solution to identify household appliances, monitor their consumption and detect anomalies in these devices. The identification of these appliances is possible where they possess a unique Electric Load Signature (ELS). The ELS can be defined as an electrical characteristics unique to each appliance which includes: voltage, current, active, reactive and powers. The proposed solution is a Home Energy Management (HEM) system capable of exposing and identifying appliances, and measuring their electricity consumption. The smart plugs are used to read the electrical parameters of each appliance, and the data is sent to HEM using the internet (Wi-Fi) or ZigBee. The ELS thus created is then stored in a database. The data is subsequently analyzed using a machine-learning algorithm to detect the appliance. The results demonstrate that 10,799 records were collected and that the system perform the required training and analysis to classify these records and identify the appliances. The records created included 3,600 records for the refrigerator, 3,599 records for the washing machine and 3,600 records for the TV [2].

In 2019, Ashwin and Krishnamoorthy proposed an IoT-based smart plug load energy management system for an office environment. The main objectives of the study were to improve energy management, and to controlling devices. The project used smart plugs to measure the total consumption of each appliances in the office. The appliances used to test the system included a printer and a coffee vending machine. The developed system is a web application to monitor the smart plugs, collect data and send notifications to the users where a pre-determined limit is exceeded. The system also implemented a scheduling method in which the devices could be turned off at a specific time. Moreover, the system could identify consumer behavior. An analysis performed to compare the total energy consumed before and after implementing the system demonstrated a reduction in electricity consumption [20].

Ahmed et al. propose a method that aims to monitor electric power using smart plugs. It targets analyzing and understanding of the energy consumed by appliances. A mobile application has been developed on a Windows phone to control appliances in a room by an on-and-off switch and the establishment of operating schedules. The application also provides features to design the layout of the user’s house in addition to the behavior of connected devices. On the other hand, an interactive web application has been designed to show the energy consumed by different houses on the map, to help the Power Distribution Companies to analyze and study consumption behavior. The results of this study contributed to increased awareness of energy conservation in UAE and to reductions in consumption [1].

In 2020, Shohin Aheleroffa et al. proposed an IoT-enabled framework that aims to transform any appliance into a smart appliance and to allow the collection of data using sensors and actuators. As a case study, researchers integrated an IoT board within the central control board of a traditional refrigerator to transform it into a smart refrigerator. This board can collect data which includes: temperature and cooling level, and which also reads the states of different actuators such as the heater, the compressor, or the air fan. The data collected is periodically sent to the IoT platform using Wi-Fi technology to store data in a database called Ubidots. This study in [21] also lists suggestions for different IoT platforms which could be utilized in similar systems such as: AWS IoT, IBM Watson IoT, and Azure IoT. The IoT platform can support the analysis and visualization of the received and can display the results on the dashboard. The user can also control their refrigerator using a mobile phone connected to the device by Bluetooth technology. It should be noted that this proposed framework can be applied in respect of all home appliances [21].

According to the studies outlined above, it is clear that different approaches exist which may be categorized into single-point-based approaches or multi-sensor-based approaches. The single-point sensors can provide data about overall consumption and anticipated consumption per device based on machine-learning algorithms. However, they do require technical expertise to achieve the correct setup in attaching the sensor to the smart meter as well as a priori knowledge of appliance power signatures. On the other hand, multi-sensor-based approaches can provide device-level electricity consumption information, but requires a separate smart plug for each individual device.

B. **Applications**

In this section, a number of applications in the field of electricity monitoring are presented, and their features outlined. A comparison is also provided between these applications and the proposed application, so that the best features of similar applications may be incorporated and to identify limitations and areas for improvement.

1) **SmartLife application**: SmartLife is a smart device management application which is used to control smart devices such as smart plugs, smart cameras, or smart vacuum
cleansers. It is compatible with multiple smart plugs such as TECKIN Smart Plug, Tan Tan Smart Plug and YTE Smart Plug and with multiple smart devices [22]. SmartLife Application measures electrical consumption of the smart devices only where they include an energy monitoring feature. Bluetooth low energy technology connects the application to the smart plugs. The application provides building owners with features such as the ability to add and control multiple devices, and to receive notifications when scheduled events occur. Additionally, it provides a monthly report including statistics of electrical consumption, a timer or scheduling tool for automatic control of devices, and cloud storage using an Amazon server. Furthermore, it provides a family control facility to allow differential control permissions to different family members — for example limiting the ability to control settings to a single family member while allowing all to control the devices. [23]

2) Insteon hub application: The Insteon system consists of a web and smartphone application which converts the home into a smart home. This facilitates the control of home appliances. Insteon requires a hub to exert control over compatible devices. The hub is plugged into the wall and connected to router via Ethernet [24]. There is no limit to the number of devices that may be added to an Insteon hub which Insteon connects to the router using the home’s existing power wires. This helps Insteon signals to transfer commands in the house unaffected by walls or other Wi-Fi blocking materials. To prevent signal overload [25], the radio frequency used by Insteon for communication is distinct from the one used by Wi-Fi. The Insteon app enables the building owners to manage smart plugs by adding devices, and by adding rooms that can group devices according to their position, and defining zones that can group rooms within the same building. In addition, it permits the user to establish schedules for controlling devices, receives notification relating to its sensor, and can flag up warnings relating to water leaks, motion, and door/window breaches if the necessary sensors are in place. [26].

3) Zuli application: The mission of Zuli application is to track and manage the building’s appliances. This is a smartphone application compatible with a Zuli smart plug. Communication with the smart plug through Bluetooth is necessary for use of the features of the application [27]. The Zuli application contains numerous features, for instance supporting interaction between devices able based on the owner’s location, through the utilization of iBeacon technology using Bluetooth low energy. The application can monitor energy usage and obtain the number of Watts, Volts, and Amps that proceed through the plug. It can additionally obtain the anticipated monthly costs, can assign a schedule for every day on the week and assign a timer to automatically turn on and off the devices [28].

4) Sense application: Sense is a web and smartphone application for monitoring electricity consumption. It requires hardware called the Sense monitor to be installed in the electrical panel of the building. Two sensors, clamp around the main power leads to ascertain the amount of electricity being used [29]. Sense uses a machine learning algorithm to automatically classify the active devices based on historical data of similar devices collected from other users. The device name may then be confirmed or modified by the consumer [30]. To run the Sense application, the application should be connected to the Sense monitor via Wi-Fi technology [29]. The Sense monitor collects energy usage data and sends it through Wi-Fi to the cloud. Consumers may then to track their electricity consumption using either their smartphone or computer. Sense helps consumers to reduce electricity utilization by encouraging them to set targets and track progress. It also allows them to monitor their electrical consumption in real time. Additionally, it provides daily, weekly, and monthly reports which include energy consumption measurements, average usage, and statistics related to specific devices [31]. In addition, the Sense application can detect the value of the monthly bill. Furthermore, Compatible with Wemo and Kasa smart plugs, it is therefore capable of utilizing the multi-sensor approaches represented by the smart plugs to identify devices faster, to compute consumption per device more accurately and to allow consumers to control their devices directly [32].

5) EnergyCloud application: EnergyCloud is a mobile application that uses machine learning technology to analyze usage patterns. It aims to reduce electricity consumption and costs through the ready availability of energy data [33]. The requirements of this application include: the EnergyCloud Sensor which is installed within the electricity meter to transmit meter readings to a gateway called CloudConnector. This gateway sends all the electrical consumption data to the cloud [34]. The EnergyCloud Sensor is compatible with analog disk meters and digital meter [35]. The mobile application provides many services which include real-time consumption measurement and make a monthly consumption comparisons. The application also provides tools to encourage reductions in consumption, such as notifications where usage has been successful decreased, or where a predefined consumption limit has been exceeded [36].

Table II shows the availability of a range of different types of applications, for example: single-point sensor applications such as EnergyCloud and multi-sensor based applications such as SmartLife, Insteon, and Zuli. One application, Sense, is capable of operating using both approaches. The EnergyCloud application requires installation of a sensor within the electrical meter to collect the overall energy consumption data. It uses a machine-learning algorithm to identify devices and provides anticipated readings of device-level consumption. However, as discussed in the literature review section, above, there are problems attendant upon the single-point approach, such as the production of inaccurate results, more complex sensor installation requirements necessitating the services of an electrician, and the need for previous knowledge of the consumption profiles of the devices [18], [19]. In the case of multi-sensor based applications, it can be seen that smart plugs play an essential role, and are utilized for different objectives:
they allow remote controlling of the devices without energy monitoring or may provide energy monitoring in addition to the remote controlling features. Insteon is an example of an application solely providing remote control functionality for devices, though it is important in terms of the objective of this paper to maintain the focus on applications which deliver energy monitoring functionality, such as Zuli. It may also be seen in Table II that none of the applications currently available supports the Arabic language—a gap in the energy monitoring market that urgently needs to be filled. In addition, the majority of available applications do not support the ‘manage building’ feature which provides the capability for managing multiple buildings. SmartLife is the only application to benefit from this feature. In terms of a notifications facility to support users in reducing energy consumption, this is available in only one application, EnergyCloud. Applications providing effective monitoring consumption typically support smart plug management, appliance management, provision of historical as well as active power data, and cloud storage utilization. Consequently, the user is recommended to review products carefully before selecting, to ensure they incorporate these essential capabilities.

<table>
<thead>
<tr>
<th>Features</th>
<th>SmartLife</th>
<th>Insteon</th>
<th>Zuli</th>
<th>Sense</th>
<th>EnergyCloud</th>
<th>SPEM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manage Smart Plug</td>
<td>✔</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Manage building</td>
<td></td>
<td>✔</td>
<td></td>
<td>✔</td>
<td>✔</td>
<td></td>
</tr>
<tr>
<td>Manage Appliance</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✔</td>
<td></td>
</tr>
<tr>
<td>Monthly cost of devices</td>
<td></td>
<td></td>
<td></td>
<td>✔</td>
<td>✔</td>
<td></td>
</tr>
<tr>
<td>Expected cost of the building</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>consumption</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monthly Report</td>
<td></td>
<td></td>
<td></td>
<td>✔</td>
<td>✔</td>
<td></td>
</tr>
<tr>
<td>Historical Power</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✔</td>
<td></td>
</tr>
<tr>
<td>Provide consumption alert</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Turn off/on devices</td>
<td></td>
<td></td>
<td></td>
<td>✔</td>
<td>✔</td>
<td></td>
</tr>
<tr>
<td>Control Voltage</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Voice control</td>
<td></td>
<td></td>
<td></td>
<td>✔</td>
<td>✔</td>
<td></td>
</tr>
<tr>
<td>Provide Cloud Storage</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multi sensor</td>
<td>Multi sensor</td>
<td>Multi sensor</td>
<td>Multi sensor</td>
<td>Multi sensor</td>
<td>Single sensor</td>
<td>Multi sensor</td>
</tr>
<tr>
<td>Single sensor</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

We will develop an IoT-based smart plugs system which is informed by the domain analysis presented in this section and which assists owners to monitor the electricity consumption of their buildings. The system will allow building owners to register their details within the application, to use the application features, will support Arabic language and provide multiple features including smart plug management, appliance management, active and historical consumption data per appliance, monthly reports covering consumption and anticipated costs. Additionally, a ‘manage building’ capability will be included as well as alerts to support reductions in consumption. Further development may be undertaken in future to develop features relating to the on/off control of the smart plugs and the use of voice control.

IV. PROPOSED SOLUTION

A. System Architecture

This study proposes a solution consisting of an IoT smart electricity monitoring system which assists building owners to monitor electricity consumption. The main components of the solution are: smart plugs, server, and mobile application. The application will operate as presented in Fig. 1. Smart plugs will be installed and configured in the buildings which, once connected to the building will, using Bluetooth Low Energy (BLE), transmit information to a gateway, including: smart plug ID; active power consumption (watt); real-time current (A); and voltage (V). The gateways will collect the information and send them to the server. Once active power consumption data collection becomes operational, a processing and analysis task must then be undertaken to calculate the accumulative electricity consumption of the appliances connected to the plugs. The mobile application enables building owners to manage smart plugs and appliances, to monitor the active and accumulative consumption of the appliances, and to identify those appliances consuming the most electricity. The proposed solution will thus contribute to enhancing user awareness, encouraging the replacement of older devices, and better energy conservation, thus reducing electricity bills and achieving the sustainability objectives.

The architectural design of the proposed system has four layers as shown in Fig. 2: the perception layer, the network layer, the data storage layer, and the application layer. The perception layer is the first layer of the IoT architecture, in this which the smart plugs are used to detect and collect information including smart plug ID, active power consumption (watt), real-time current (A), and voltage (V). The second, or network layer connects the smartplugs and the network equipment (that is, the gateway), to transfer
information to the servers. The data storage layer is represented by the IoT platform that can receive information from the sensors and store it in a cloud-based database. The application layer allows user interaction with the system, using the mobile application, and is responsible for the provision of application-specific services to the user.

Fig. 1. The proposed solution.

Fig. 2. The IoT architecture of the proposed solution.

V. SYSTEM IMPLEMENTATION

The main goal of the proposed system is the collection of active power consumption data for any device and the computation of the energy consumption. The Wi-Fi smart plug is utilized as a hardware component. In accordance with the findings of the comparative enquiry, presented in Table I, the smart plugs selected for this project are Mokosmart. These plugs provide a range of potential wireless configurations, which are Wi-Fi, BLE and Zigbee. BLE smart plugs must be connected first with gateway and then with the Wi-Fi modem, while the Wi-Fi plugs are connected directly to the modem. This project used the Wi-Fi plugs, as the most cost-effective choice, we used the Wi-Fi plugs. The Mokosmart Wi-Fi plugs can be connected with high power devices up to 2400 W, have low power consumption, and are compatible with the IoT Cloud platform that support the Message Queuing Telemetry Transport (MQTT) protocol. These plugs represent the sensors that will be used in the proposed project. Samsung phones were for this project, since the application is designed to be compatible with Android platform.

In terms of the software, a range of different tools are used to develop the proposed system which includes three main processes: data collection, data analysis and mobile application development. For data collection, the Amazon Elastic Compute Cloud (Amazon EC2) is used, which is a cloud service provided by Amazon which provides cloud computation [37]. It is compatible with the MQTT protocol, so it is used as server to receive records from smart plugs. The MQTT protocol, a publish/subscribe protocol for messaging transport with minimal network bandwidth, is a standard messaging protocol that serves IoT devices. The smart plugs used in the project support the MQTT protocol, once they are connected to the internet. They will publish power data to MQTT Broker and the MQTT Client will subscribe to the topic to get the power data [38].

Subsequently, a python script was developed from scratch, as shown in Fig. 3, to read data from smart plugs using the MQTT protocol and to store it in the database. The python code was also written to analyze received data and to compute daily, monthly consumption of each device, and also the daily, monthly consumption of each building, in addition to the anticipated cost of electricity consumption per month. For the database, the Firebase was utilized, a platform provided by Google with many services for developed mobile and web applications [40]. It is used to store user information and data received from the smart plug. The mobile application was developed using Android Studio 2020.3.1 [41].

The steps followed to connect the system components are set out below:

1) Configuring the smart plugs to connect them to the EC2 cloud service;
2) Implementing the python code to read data from the smart plugs using the MQTT protocol as presented in Fig. 3;
3) Connecting EC2 to the database to store the data;
4) Connecting the mobile application to the database.

VI. THE EXPERIMENT

The IoT-based smart electricity monitoring system is developed as a mobile application that use the Internet of Things (IoT) and Smart Plugs to enable building owners to access their electricity consumption data and to understand the electricity consumption of individual devices connected to the plugs which can contribute to reducing electricity bills. This experiment was conducted in residential buildings. The experiment consists of three phases:
• Installation phase: The actual installation of the smart plugs in the building and connecting them to devices.
• The execution phase: The demonstration of the use of the proposed application to monitor real-time data and compute daily and monthly electricity consumption.
• Testing phase: To conduct performance and stress testing.

A. Installation and Deployment Phase

In terms of the hardware used, a number of home appliances were tested in this experiment including refrigerator, hair dryer, television and washing machine. These devices are attached to Wi-Fi smart plugs according to the specification presented in Table III.

TABLE III. SPECIFICATIONS OF HOME APPLIANCES

<table>
<thead>
<tr>
<th>Device</th>
<th>Consumption range measured by company (W) that exist on the label</th>
<th>Model no</th>
<th>Company</th>
</tr>
</thead>
<tbody>
<tr>
<td>Refrigerator</td>
<td>400 - 550</td>
<td>ASKN – SBS - 521-RFG</td>
<td>ASKEMO</td>
</tr>
<tr>
<td>Hair dryer</td>
<td>1000 - 1200</td>
<td>EW - 920</td>
<td>Easy Way</td>
</tr>
<tr>
<td>Television</td>
<td>120 - 155</td>
<td>65UJ670V - TD</td>
<td>LG</td>
</tr>
<tr>
<td>Washing machine</td>
<td>2000 - 3000</td>
<td>WF21T6500GV</td>
<td>Samsung</td>
</tr>
</tbody>
</table>

B. Execution Phase

In the execution phase, various home appliances are monitored. The system will start to receive the sensor readings from home appliances and to perform different functions including the following:

1) Active power consumption per device: The proposed system lists all the connected home appliances with their active power consumption measured using Watt (W). As shown in Table IV and Fig. 4, different readings are taken for each device. This gives building owners an indication which are the devices that have high consumption. It can be seen that the hair dryer and washing machine have higher active consumption that the refrigerator and the television.

2) Accumulative power consumption per device: As mentioned previously, in order to compute much the electricity consumption of any device, there is a need to know the active power consumption (W) and the number of daily working hours of the device (h). Then the daily and monthly electricity consumption can be calculated, as shown in Table VI and Fig. 6. The active power of the refrigerator is 420 Watt for 24 hours, so the energy or the total amount of electricity consumed is 10800Wh or 10.8kWh. The monthly consumption can calculated according to the number of days the device is used. Additionally, the building owner shall be able to display a monthly report of device consumption of a

It is important to make sure that all electrical appliances are efficient in consuming energy. Consumers can know the efficiency of any appliance by referring to the attached energy efficiency label. Accordingly, the proposed system should transmit an efficiency alert to building owner if a device exceeds the standard consumption or has a normal consumption. The standard consumptions are typically defined by the electricity company to increase consumer awareness. To confirm the accuracy of the active power consumption measurements from the smart plugs, a comparison is performed between these values and the active power consumptions measured by the company and shown on the labels. The results are shown in Table V and Fig. 5.

TABLE IV. ACTIVE POWER CONSUMPTION PER DEVICE (W)

<table>
<thead>
<tr>
<th>Device</th>
<th>Reading 1</th>
<th>Reading 2</th>
<th>Reading 3</th>
<th>Reading 4</th>
<th>Reading 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Refrigerator</td>
<td>450</td>
<td>430</td>
<td>420</td>
<td>417</td>
<td>420</td>
</tr>
<tr>
<td>Hair dryer</td>
<td>1200</td>
<td>1130</td>
<td>1060</td>
<td>1055</td>
<td>1060</td>
</tr>
<tr>
<td>Television</td>
<td>130</td>
<td>125</td>
<td>120</td>
<td>118</td>
<td>120</td>
</tr>
<tr>
<td>Washing machine</td>
<td>2540</td>
<td>2460</td>
<td>2400</td>
<td>2391</td>
<td>2400</td>
</tr>
</tbody>
</table>

Fig. 5. The device consumption efficiency.

TABLE V. COMPARISON BETWEEN THE MeASURED AND ACTUAL ACTIVE CONSUMPTION
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</thead>
<tbody>
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</tr>
<tr>
<td>Television</td>
<td>120</td>
<td>120–155</td>
</tr>
<tr>
<td>Washing machine</td>
<td>2400</td>
<td>2000-3000</td>
</tr>
</tbody>
</table>
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building and the expected monthly cost of the electricity consumption, based on the electricity company tariff.

![Monthly consumption per device](image)

**Fig. 6.** The monthly consumption per device.

<table>
<thead>
<tr>
<th>Device</th>
<th>active power consumption (W)</th>
<th># of hours the device is used (h/day)</th>
<th>Daily consumption (Wh)</th>
<th>monthly consumption (Wh)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Refrigerator</td>
<td>420</td>
<td>24</td>
<td>10080</td>
<td>302400</td>
</tr>
<tr>
<td>Hair dryer</td>
<td>1060</td>
<td>0.15</td>
<td>159</td>
<td>4770</td>
</tr>
<tr>
<td>Television</td>
<td>120</td>
<td>5.8</td>
<td>696</td>
<td>20880</td>
</tr>
<tr>
<td>Washing machine</td>
<td>2400</td>
<td>0.75</td>
<td>1800</td>
<td>54000</td>
</tr>
</tbody>
</table>

**TABLE VI. DAILY ELECTRICITY CONSUMPTION PER DEVICE**

C. Testing Phase

1) Performance testing: Performance testing is a type of software testing that is used to analyze a system's capabilities and performance under a certain workload. To test our application's performance, we used activity monitor software which tracks operation. As shown in Fig. 7, the test results over a 30-minute period demonstrate that the CPU usage of the program was 1% of the total available CPU as a minimum value, though the CPU usage may potentially reach 32% as a maximum value in specific situations.

![CPU performance](image)

**Fig. 7.** Minimum and maximum CPU performance.

With regard to memory usage, during a 30-minute testing period, it was observed that the proposed application allocates around 395MB of the total available memory.

2) Stress testing: Stress tests are used to test a system's capacity beyond its top limit, which can cause performance degradation. To perform the stress testing we used monkey which is a command-line utility that provides the system with a pseudo-random stream of user events. The command, (adb shell monkey-pcom.example.log_in 10000 > testfinal.txt) was utilized to run stress testing in the proposed system. The number of user events was 1000. The system is capable of handling 7340 random user actions, such as clicks, touches, and addition of a device, as shown in Fig. 8. The test completed 7340 occurrences, demonstrating that the system has no unhandled exceptions and will work successfully under the stress of unexpected activities.

![Stress testing](image)

**Fig. 8.** Stress testing.

VII. CONCLUSION

IoT has a huge benefit to consumers in terms of energy efficiency. The proposed system which is an IoT-based Smart Plugs electricity monitoring system allows consumers to measure, analyze and check energy active and accumulative consumption per devices and per building. This can help consumers to make rapid adaptations and corrective actions to control their energy consumption and costs. The system also can be useful for individuals to increase awareness, to know their electricity consumption and to replace high energy consuming devices. Furthermore, the system can support rehabilitation projects, identifying devices that need to be replaced.

For future work, the collected data can be used in an AI model to detect anomalies and use machine learning techniques to predict patterns of future consumption to recognize the devices connecting automatically to smart plugs. The system also can provide suggested corrective actions that will lead to improvements in energy efficiency.
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Abstract—The objective of the research was to analyze various researches about web systems with chatbot service in the sales management process between the years 2018-2022, employing four databases, such as: Science Direct, Taylor & Francis, IEEE Xplore and Springer. The PRISMA methodology was applied, selecting 60 manuscripts where the year of highest publication was 2021 (35%), leading the USA as the country with the highest scientific production equivalent to 23.33%; in addition, the type of research that predominated were scientific articles with the percentage value of 70% and being entirely in the English language. Finally, it was found that there are two relevant components regarding the implementation of a web system with chatbot service for Sales Management, the first are the evaluated aspects, explained as those that focus on the analysis of the intelligent system, chatbot service, sales management, digital transformation, information technology, algorithm and innovation and as the second component, according to the conditional factors refers to the context in which the use of chatbot in sales management occurs, being such technical features as algorithm, type of system, chatbot-customer relationship, sales and innovation and sales-system relationship.
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I. INTRODUCTION

In recent years, a great evolution has been identified at the enterprise level due to the cultural variations of most organizational entities, one of them being the use of technological tools focused on sales; however, there is insecurity on the part of management and collaborators on how to optimize processes using such tools [1]. Likewise, innovation in any organization is seen as a capacity and willingness to change on the part of the company, besides being influential in the success or failure of any entity; therefore, it is necessary to identify the factors that induce organizational innovation [2].

The sales process is constituted by two terms: sales and management, the former being considered as the art of planning while the latter is understood as a process in which sales are planned, directed, and controlled in each entity [3]. Consequently, success or failure depends on the sales force, so that decision making primarily affects the quality and ability to strengthen sales; however, most companies spend money on personal sales instead of investing in advertising and promotions, which is why it is necessary to raise awareness and prioritize economic investment in factors that allow every business entity to grow [4].

Therefore, continuous changes have transformed the way of doing things on a daily basis, with the arrival of the internet era has split the access to the information era by raising new requirements in the traditional sales model, considering the needs in the market whose objective is to provide services supported by IT tools for the automation of processes, as well as the organization and control of information [5]. Therefore, at the technological level, software construction ranges from static interfaces to dynamic functionalities, alluding to the website architecture, design, or client/server commands [6].

The technology uses chatbot services for the exchange of information between the user and the software that through the network allows achieving a purchase; therefore, they are considered as conversational software agents that carry out an easy process of dialect and automatic learning; however, it was identified that despite having a technological evolution, there is still an abandonment in online shopping given that it is deficient and confusing for users without having an advisor who can support them and give suggestions in their purchase process [7].

However, the process of buying and selling online is called e-commerce and this has increased and transformed the business aspect, establishing an optimal relationship between the customer and seller [8]. In Japan, salespeople work as a unit to meet the requirements; specifically, years of experience stand out, since the more years of experience, the greater the relationship between sales knowledge and performance, allowing inferring that the competitiveness of salespeople is reflected in the ability to learn through their experiences [9]. In this regard, the sales process involves handling a large volume of customer data, employers, products, and others; the good use of this information allows to achieve effective marketing in sales that through the passage of days achieve a positioning of the business entity and, therefore, optimal results [10].

Companies are facing an increasing challenge in sales management due to the need to maintain effective and constant interaction with customers in digital environments because online sales continue to expand. The problem focuses on the technical, strategic, and implementation challenges that companies may encounter when adopting this technology and balancing automation with human interaction in the online sales process. The questions posed in this research are three:
RQ1: What digital technologies allow the application of the web system in sales management? RQ2: What are the technological tools necessary for the application of the web system in sales management? And RQ3: What are the benefits of implementing a chatbot service in sales management?

This research is important to take advantage of the benefits of technology, improve efficiency, strengthen customer relationships, and remain competitive in an ever-changing business environment. The rationale for this research lies in the increasing relevance of this technology in today’s business environment. Companies are looking to improve efficiency, deliver exceptional customer experiences, and stay competitive in an ever-changing marketplace. The adoption of chatbots is a growing technology trend that can contribute to these goals by optimizing resources, improving customer interaction and providing valuable data for decision making. Researching this implementation is essential to understand its benefits and challenges, contribute to knowledge in the field and promote innovation in sales management.

The objective of the research was to analyze the research related to web systems with chatbot service in the sales management process. This work is organized as follows: Section II specifies the methodology used for this type of research. Section III specifies the results obtained through tables and figures. Section IV delves into the discussion of the findings found and Section V concludes the research.

II. METHODOLOGY

Systematic review can be conceptualized as the collection of evidence at a practical level to demonstrate the eligibility criteria previously specified to answer specific questions using systematic methods that are selected to minimize bias, generating reliable findings that allow the extraction of conclusions and optimal decision making; it is worth mentioning that the primary attributes are: criteria of choice, methodology, systematic search, and validity [11].

In this research, the collection of scientific literary material on a web system with chatbot service for sales management has been carried out in the period of 2018-2022. The collection process involved searching and selecting information based on the parameters established by the Prisma methodology [12]. For this, identification, eligibility, and inclusion criteria were considered. For the acceptance of scientific papers in this systematic review, the following aspects were considered:

- Date of publication belonging to the last decade (2018 -2022) since it is considered as the appropriate period of antiquity to obtain adequate and accurate information about the conceptual constructs of the problem.
- Coming from scientific databases with a high level of reliability and originality, since it guarantees the scientific validity of what is described in this systematic review.
- Existence of words or phrases related to the chatbot and sales management, since this guarantees the relationship between the scientific documents found and the object of study.
- Writing in English, to obtain more information of an international nature related to the study variables.

For the discarding of scientific documents, the following aspects were considered:

- That the date of publication is prior to 2018, given that the information is considered outdated for the research purposes of a systematic review.
- That the research object of the documents found is not completely related to that of the present systematic review because, if so, it will not be helpful for the resolution of the current research question.
- It is too far from the one proposed for this inquiry, because, if so, the information described in those documents will not be of help for the relation of this systematic review.

In this sense, the following databases were considered in the search process:

- Taylor & Francis
- Science Direct
- IEEE Xplore
- Springer

As a first step, the search was performed using keywords such as "chatbot" and "sales management". After said search, the filter was applied according to the year of publication, considering for the research only those that were published between the years 2018 and 2022.

This resulted in the inclusion of 42 articles and 18 conferences under the papers structure, of which, after being filtered under criteria such as the linkage with the objective of study of this systematic review, the existence of keywords in the title that are related to the web system with chatbot service, as well as, sales management and the existence of a correct access link to the complete document in its digital format.

The documents included in the systematic review had the following distribution:

- Science Direct: From a total of 2,518 scientific articles, 10 were selected.
- Taylor & Francis: From a total of 758 scientific articles found, 12 were finally selected.
- IEEE Xplore: From a total of 1,627 scientific articles found, 15 were taken.
- Springer: Out of 7,129 articles found, 23 were selected.

After that, a list of the selected documents was made considering their source. Duplicates were checked and no document was found to be in more than one database. Finally, the documents were ordered according to aspects such as the country where the research was carried out, the year and type of publication, among others.
Fig. 1 shows the number of manuscripts identified in the search for information by database, following the parameters of the PRISMA methodology. The results have been structured according to a database made up of 23,810 explorations, which after a severe analysis according to the established filters gave way to a database with methodological data made up of 60 studies. As shown in Fig. 3, the Preferred Reporting Items for Systematic reviews, and Meta-Analyses method, known by its acronym PRISMA, was applied to explain how and what results were generated with the literature review. Starting by identifying four bibliographic sources: Science Direct, Taylor & Francis, IEEE Xplore and Springer, as the first phase, identification, the first selection was carried out based on the search by key words and phrases, obtaining 23,810 inquiries, where 23.27% corresponded to Science Direct, 14.87% to Taylor & Francis, 10.66% to IEEE Xplore and 51.20% to Springer.

In the second phase, placing on screen, with the second selection criterion considering the year of publication, in this case from 2018 to 2022, there were 12,032 studies where 20.93% came from Science Direct, 6.30% from Taylor & Francis, 13.52% from IEEE Xplore and 57.25% from Springer. In the third phase, eligibility, the third selection was carried out considering the title with words or phrases related to the subject of the present systematic review, resulting in 7,900 documents excluded and 4,132 selected of the latter 29.48% registered in Science Direct, 1.40% from Taylor & Francis, 17.59% from IEEE Xplore and 51.52% from Springer.

Finally, in the fourth phase, included, the criteria for reading the abstract (identification by components such as methodology and results found was applied to clarify the relevance of the study), relationship with the objective of the study (considering that it has the same unit of analysis and variables or constructs addressed) and correct access link (including how to identify an access link to the document) were incorporated, with 4042 documents excluded, and 60 documents selected. Of the latter 10 (17%) were from Science Direct, 12 (20%) from Taylor & Francis, 15 (25%) from IEEE Xplore and 23 (38%) from Springer.

The number of articles found was 23,810, and after applying the exclusion criteria, 60 articles were found as shown in Fig. 3.

Fig. 2 identifies the percentage of contribution to the information from each of the databases. The two databases with the highest contribution are Springer and IEEE Xplore, with a contribution of 38% and 25%, respectively. They are followed by Taylor & Francis with 20% and Science Direct with 17%.
Fig. 4 shows the selection process of studies identified in the databases considering four stages: identification, put on screen, eligibility and including. In the first stage 11778 were excluded because they did not meet the criteria of search by key words and phrases, in the second stage 7900 were excluded because they were not in the range of years of publications from 2018 to 2022, in the third stage 4072 manuscripts were excluded because they were not related to the research. Finally, 60 publications were selected.

![Diagram of selection process](image-url)
According to the analysis of the 42 articles and 18 conferences, 20% were published in 2018, followed by 15% in 2019, 13.33% in 2020, 35% in 2021 and 16.67% in 2022. Regarding the lines described above, 2021 was the year that had the greatest approach to the subject matter given that previous years there has been little scientific production; in the following year the percentage value decreases, as shown in Fig. 5.

Also, accordingly, it was identified that in 2018 1.67% belong to Science Direct, 6.67% Taylor & Francis, 3.33% IEEE Xplore and 8.33% to Springer; in 2019 6.67% to Science Direct, 1.67% to Taylor & Francis, 3.33% to IEEE Xplore and Springer; in 2020 3. 33% to IEEE Xplore, 5% Taylor & Francis and Springer; in 2021 6.67% to Science Direct, 5% to Taylor & Francis, 11.67% to IEEE Xplore and Springer; finally, in 2022 1.67% represented Science Direct and Taylor & Francis, 3.33% to IEEE Xplore and 10% to Springer, such are seen in Fig. 6.

Fig. 7 shows the research considered according to country, in which the USA leads in representation with 23.33% equivalent to 14, followed far behind by India and Norway with 11.67% and 8.33%, respectively.

Fig. 8 classifies the bibliography according to the type of research, with 42 articles (70%) and 18 (30%) conferences.

Fig. 9. Documents included in the research according to research approach.
On the other hand, the studies have been classified according to the research approach according to the database, being from the qualitative approach 21.67% for IEEE Xplore, 11.67% for Science Direct, 10% for Taylor & Francis and 30% for Springer; likewise for the quantitative approach, 3.33% were identified for IEEE Xplore, 5% for Science Direct, 10% for Taylor & Francis and 8.33% for Springer. These results are shown in Fig. 9.

Table I presents each of the 60 authors of the researches addressed within the systematic review, where, based on the reading of each one, two relevant components were stipulated, on the one hand according to the aspects evaluated, explained as the one that focuses the analysis of the intelligent system, chatbot, website, Google API, its relationship with e-commerce, machine learning, IBM service, mobile application, web, relationship with customer service, sales management, digital transformation, information system, algorithm and innovation.

As the second component, according to the conditional factors refers to the context in which the use of chatbot in sales management occurs, being such technical characteristics as algorithm, type of system, chatbot-customer relationship, sales and innovation and sales-system relationship.

Specifically, within the first component, 33.33% of the 60 studies addressed evaluated aspects of sales management, followed by 26.67% in chatbot, 6.67% in customer service, 3.33% in sales management and ERP, innovation, mobile application and web, ending with 1.67% in digital transformation, sales, Google API, intelligent system, information system, e-commerce, neural network, social networks, LSTM algorithm, artificial intelligence, machine learning and IBM service.

### Table I: Orientation of the Web System Application under Two Components

<table>
<thead>
<tr>
<th>Components: web-based system with chatbot service for sales management</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>According to evaluated aspects</td>
<td>According to conditioning factors</td>
</tr>
<tr>
<td>Intelligent system, chatbot</td>
<td>Technical characteristics (algorithm, type of system) [13]</td>
</tr>
<tr>
<td>Website, chatbot and Google API</td>
<td>Technical characteristics (algorithm, type of system) [6]</td>
</tr>
<tr>
<td>Chatbot, system</td>
<td>Technical characteristics (algorithm, type of system) [7]</td>
</tr>
<tr>
<td>Chatbot, e-commerce</td>
<td>Technical characteristics (algorithm, type of system) [14]</td>
</tr>
<tr>
<td>Chatbot, machine learning</td>
<td>Technical characteristics (algorithm, type of system) [15]</td>
</tr>
<tr>
<td>Mobile and web application</td>
<td>Technical characteristics (algorithm, type of system) [16]</td>
</tr>
<tr>
<td>Mobile and web application</td>
<td>Technical characteristics (algorithm, type of system) [17]</td>
</tr>
<tr>
<td>Chatbot and IBM service</td>
<td>Technical characteristics (algorithm, type of system) [18]</td>
</tr>
<tr>
<td>Chatbot</td>
<td>Technical characteristics (algorithm, type of system) [19]</td>
</tr>
<tr>
<td>Chatbot</td>
<td>Technical characteristics (algorithm, type of system) [20]</td>
</tr>
<tr>
<td>Chatbot</td>
<td>Technical characteristics (algorithm, type of system) [21]</td>
</tr>
<tr>
<td>Chatbot</td>
<td>Technical characteristics (algorithm, type of system) [22]</td>
</tr>
<tr>
<td>Chatbot</td>
<td>Technical characteristics (algorithm, type of system) [23]</td>
</tr>
<tr>
<td>Chatbot</td>
<td>Technical characteristics (algorithm, type of system) [24]</td>
</tr>
<tr>
<td>Chatbot</td>
<td>Technical characteristics (algorithm, type of system) [25]</td>
</tr>
<tr>
<td>Chatbot</td>
<td>Technical characteristics (algorithm, type of system) [26]</td>
</tr>
<tr>
<td>Chatbot</td>
<td>Technical characteristics (algorithm, type of system) [27]</td>
</tr>
<tr>
<td>Chatbot</td>
<td>Technical characteristics (algorithm, type of system) [28]</td>
</tr>
<tr>
<td>Chatbot</td>
<td>Technical characteristics (algorithm, type of system) [29]</td>
</tr>
<tr>
<td>Chatbot</td>
<td>Technical characteristics (algorithm, type of system) [30]</td>
</tr>
<tr>
<td>Chatbot</td>
<td>Technical characteristics (algorithm, type of system) [31]</td>
</tr>
<tr>
<td>Chatbot</td>
<td>Technical characteristics (algorithm, type of system) [32]</td>
</tr>
<tr>
<td>Chatbot</td>
<td>Technical characteristics (algorithm, type of system) [33]</td>
</tr>
<tr>
<td>Chatbot, customer service</td>
<td>Chatbot-customer relationship [32]</td>
</tr>
<tr>
<td>Chatbot</td>
<td>Technical characteristics (algorithm, type of system) [34]</td>
</tr>
<tr>
<td>Chatbot, dialogues</td>
<td>Technical characteristics (algorithm, type of system) [35]</td>
</tr>
<tr>
<td>Chatbot, customer service</td>
<td>Chatbot-customer relationship [8]</td>
</tr>
<tr>
<td>Chatbot, artificial intelligence language</td>
<td>Technical characteristics (algorithm, type of system) [36]</td>
</tr>
<tr>
<td>Component 1: Aspects Evaluated</td>
<td>Component 2: Conditioning Factors</td>
</tr>
<tr>
<td>--------------------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>Chatbot, customer service</td>
<td>Chatbot-customer relationship</td>
</tr>
<tr>
<td>Chatbot, customer service</td>
<td>Chatbot-customer relationship</td>
</tr>
<tr>
<td>Sales management</td>
<td>Relationship between sales and innovation</td>
</tr>
<tr>
<td>Sales management</td>
<td>Relationship between sales and innovation</td>
</tr>
<tr>
<td>Sales management, e-commerce, neural network</td>
<td>Sales and system relationship</td>
</tr>
<tr>
<td>Sales management</td>
<td>Relationship between sales and innovation</td>
</tr>
<tr>
<td>Sales management and social networks</td>
<td>Relationship between sales and innovation</td>
</tr>
<tr>
<td>Sales management</td>
<td>Relationship between sales and innovation</td>
</tr>
<tr>
<td>Sales management</td>
<td>Relationship between sales and innovation</td>
</tr>
<tr>
<td>Sales management</td>
<td>Relationship between sales and innovation</td>
</tr>
<tr>
<td>Sales management</td>
<td>Relationship between sales and innovation</td>
</tr>
<tr>
<td>Sales management and ERP</td>
<td>Relationship between sales and innovation</td>
</tr>
<tr>
<td>Sales management</td>
<td>Relationship between sales and innovation</td>
</tr>
<tr>
<td>Digital transformation, sal</td>
<td>Sales and system relationship</td>
</tr>
<tr>
<td>Sales management</td>
<td>Relationship between sales and innovation</td>
</tr>
<tr>
<td>Sales management</td>
<td>Relationship between sales and innovation</td>
</tr>
<tr>
<td>Sales management</td>
<td>Relationship between sales and innovation</td>
</tr>
<tr>
<td>Sales management</td>
<td>Relationship between sales and innovation</td>
</tr>
<tr>
<td>Sales management and innovation</td>
<td>Relationship between sales and innovation</td>
</tr>
<tr>
<td>Sales management</td>
<td>Relationship between sales and innovation</td>
</tr>
<tr>
<td>Sales management and ERP</td>
<td>Relationship between sales and innovation</td>
</tr>
<tr>
<td>Sales management</td>
<td>Relationship between sales and innovation</td>
</tr>
<tr>
<td>Sales management</td>
<td>Relationship between sales and innovation</td>
</tr>
<tr>
<td>Sales management and ERP</td>
<td>Relationship between sales and innovation</td>
</tr>
<tr>
<td>Sales management</td>
<td>Relationship between sales and innovation</td>
</tr>
<tr>
<td>Sales management</td>
<td>Relationship between sales and innovation</td>
</tr>
<tr>
<td>Sales management and innovation</td>
<td>Relationship between sales and innovation</td>
</tr>
<tr>
<td>Sales management</td>
<td>Relationship between sales and innovation</td>
</tr>
<tr>
<td>Sales management</td>
<td>Relationship between sales and innovation</td>
</tr>
<tr>
<td>Sales management and ERP</td>
<td>Relationship between sales and innovation</td>
</tr>
<tr>
<td>Sales management</td>
<td>Relationship between sales and innovation</td>
</tr>
</tbody>
</table>

Fig. 10. Count of documents included in the research, according to component 1: aspects evaluated.

Regarding the second component, 43.33% of the identified articles focused on mentioning about the technical characteristics of any web system with the chatbot service, such as the algorithm, software development methodology, APIS used and so on; while 38.33% refer to the relationship of sales management and innovation, as well as 11.67% for its relationship with the system and ending with 6.67% referring to the relationship of the chatbot with customer service.

Fig. 11. Count of documents included in the research, according to component 2: conditioning factors.
The implementation of a Web System with Chatbot Service for Sales Management involves the integration of several key digital technologies, such as Natural Language Processing (NLP), chatbots, Google API, Artificial Intelligence, similarity algorithms like Jaccard, intent recognition, usability evaluation, social penetration theory, DSSM and Regression Forest models, generative methods, SuperAgent with Seq2seq, Ad-hoc, Condor system, Tribefinder, Natural Language Processing techniques, domain ontologies, Chatfuel Bots, measurement tools such as Attrakdiff, web crawling, knowledge bases, AIML and technology acceptance models. These technologies work together to enable more efficient and effective interaction with users, improving the understanding of their needs and providing accurate answers in the context of sales management. Therefore, the analysis of the 60 selected research allowed concluding that the necessary technologies for the development of a system with chatbot service are those that make use of artificial intelligence to improve the processes within a company. However, in the systemic review not all of them use artificial intelligence, since it depends on the problem they want to solve.

Table II presents the digital technologies that allow the development of a web system.

RQ2: What are the technological tools necessary for the implementation of the web system in sales management?

In relation to this topic, it has been identified that in several studies analyzed, the most prominent tools are JavaScript, HTML, CSS, Bootstrap, front-end web development, SQLLite, Laravel, PHP, MySQL, Dialogflow, Python, JSON, HCR, C#, and .NET. These tools play a key role in addressing the complexities of web systems development, providing efficient and robust solutions depending on the programming language used. The choice of these tools not only ensures the proper development of the web system, but also significantly influences its performance, scalability, and ease of maintenance.

The toolset ranges from the creation of the user interface, using technologies such as HTML, CSS, and Bootstrap, to the implementation of business logic using languages such as JavaScript, PHP, and Python. In addition, databases such as SQLite and MySQL play an essential role in efficient data storage and retrieval. The integration of technologies such as Dialogflow enables the creation of chatbots, a crucial element in the context of the proposed system.

<table>
<thead>
<tr>
<th>Nº</th>
<th>Technology</th>
<th>Quantity</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Natural Language Processing (NLP) Algorithm</td>
<td>4</td>
<td>[13][14][28][15]</td>
</tr>
<tr>
<td>2</td>
<td>Google API</td>
<td>1</td>
<td>[6]</td>
</tr>
<tr>
<td>3</td>
<td>Artificial intelligence</td>
<td>15</td>
<td>[7][16][17][18][23]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[29][32][8][58][30]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[35][31][40]</td>
</tr>
<tr>
<td>4</td>
<td>Jacquard similarity algorithm</td>
<td>1</td>
<td>[15]</td>
</tr>
<tr>
<td>5</td>
<td>Intent recognition algorithm</td>
<td>1</td>
<td>[15]</td>
</tr>
<tr>
<td>6</td>
<td>Usability scale</td>
<td>1</td>
<td>[15]</td>
</tr>
<tr>
<td>7</td>
<td>Heuristic evaluation</td>
<td>1</td>
<td>[19]</td>
</tr>
<tr>
<td>8</td>
<td>Social penetration theory</td>
<td>1</td>
<td>[21]</td>
</tr>
<tr>
<td>9</td>
<td>DSSM Model</td>
<td>1</td>
<td>[22]</td>
</tr>
<tr>
<td>10</td>
<td>Regression forest model</td>
<td>1</td>
<td>[22]</td>
</tr>
<tr>
<td>11</td>
<td>Generative method</td>
<td>1</td>
<td>[24]</td>
</tr>
<tr>
<td>12</td>
<td>Ad-hoc</td>
<td>1</td>
<td>[24]</td>
</tr>
<tr>
<td>13</td>
<td>Condor tribefinder system</td>
<td>1</td>
<td>[25]</td>
</tr>
<tr>
<td>14</td>
<td>Bots chatfuel</td>
<td>1</td>
<td>[24]</td>
</tr>
<tr>
<td>15</td>
<td>Webtracking</td>
<td>1</td>
<td>[24]</td>
</tr>
<tr>
<td>16</td>
<td>AIML</td>
<td>1</td>
<td>[36]</td>
</tr>
<tr>
<td>17</td>
<td>Technology acceptance model</td>
<td>1</td>
<td>[38]</td>
</tr>
<tr>
<td>18</td>
<td>Intrusion Detection Algorithm</td>
<td>1</td>
<td>[40]</td>
</tr>
<tr>
<td>19</td>
<td>Contingency approach</td>
<td>1</td>
<td>[42]</td>
</tr>
<tr>
<td>20</td>
<td>DBSCAN Method</td>
<td>1</td>
<td>[50]</td>
</tr>
<tr>
<td>21</td>
<td>ERP, SOA</td>
<td>1</td>
<td>[57]</td>
</tr>
</tbody>
</table>

It is important to emphasize that, although these tools have great potential and versatility, their choice should be based on the specific needs of the project and compatibility with the selected programming language. Each tool presents its own advantages and challenges, and it is crucial to evaluate how they complement each other to achieve a complete and effective web system. In this context, the right combination of these tools can be decisive for the successful development and implementation of web systems in various environments and applications [6][14].

Table III presents the technological tools necessary for the implementation of the web system.

RQ3: What are the benefits of implementing a chatbot service in sales management?

The literature review of the last five years addressed the knowledge of sales management and chatbot, in which it was founded that the use of IT tools can improve the internal processes of a business entity regardless of the category to which they are dedicated, one of the benefits is to establish a
relationship between digital transformation, sales, innovation, e-commerce and machine learning [6] [13] [29]. Similarly, it was identified that the use of technological tools in purchasing, and sales processes leads to the growth of e-commerce and, consequently, to market positioning [14] [37] [61].

<table>
<thead>
<tr>
<th>Nº</th>
<th>Technology</th>
<th>Quantity</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>JavaScript</td>
<td>4</td>
<td>[13][6]</td>
</tr>
<tr>
<td>2</td>
<td>Front-end web development</td>
<td>2</td>
<td>[18][6]</td>
</tr>
<tr>
<td>3</td>
<td>HTML</td>
<td>2</td>
<td>[18][6]</td>
</tr>
<tr>
<td>4</td>
<td>CSS</td>
<td>1</td>
<td>[6]</td>
</tr>
<tr>
<td>5</td>
<td>Bootstrap</td>
<td>1</td>
<td>[6]</td>
</tr>
<tr>
<td>6</td>
<td>SQLite</td>
<td>1</td>
<td>[6]</td>
</tr>
<tr>
<td>7</td>
<td>Laravel</td>
<td>1</td>
<td>[14]</td>
</tr>
<tr>
<td>8</td>
<td>PHP</td>
<td>1</td>
<td>[14]</td>
</tr>
<tr>
<td>9</td>
<td>MySQL</td>
<td>1</td>
<td>[14][28]</td>
</tr>
<tr>
<td>10</td>
<td>Dialogflow</td>
<td>2</td>
<td>[28]</td>
</tr>
<tr>
<td>11</td>
<td>Pyton</td>
<td>1</td>
<td>[15]</td>
</tr>
<tr>
<td>12</td>
<td>JSON</td>
<td>1</td>
<td>[15]</td>
</tr>
<tr>
<td>13</td>
<td>HCR</td>
<td>1</td>
<td>[21]</td>
</tr>
<tr>
<td>14</td>
<td>C#</td>
<td>1</td>
<td>[5]</td>
</tr>
<tr>
<td>15</td>
<td>.NET</td>
<td>1</td>
<td>[5]</td>
</tr>
</tbody>
</table>

Therefore, day by day they are considered as important doors for the management of digital information in different areas; therefore, it is necessary to emphasize that their objective is to optimize the relevant processes at a business level [31], [32].

Likewise, it is stated that chatbots allow interaction in various contexts and streamlines them on a daily basis, i.e., it allows 24-hour customer service, provides required information, answers doubts and queries; that is why its implementation is considered quick and simple being useful for those who have not had any approach with technology [20] [19] [16] [23] [35] However, the speed of development can cause problems if tests are not performed to validate functionality and usability [21] [30] [31] [24].

In sales management, it was identified that most companies have initiated the use of cognitive chatbots to verify real-time information about the reliability and accessibility of products/services, automatic responses for a better customer experience [28] [50] [26]. Also, for their adaptation, it is paramount that users trust their use to provide the required support [38] [62] [11] [63].

It is also considered that e-commerce is increasingly threatened, and attacks are becoming more serious, frequent security incidents in the network have generated losses that when analyzed it is inferred that it must be safeguarded with security in the network for its solution [45] [53] [40]. Consequently, in this era there are a myriad of technologies that allow changes to be made to obtain greater productivity, efficiency, and quality [58].

V. CONCLUSIONS

It is concluded that the systematic review analyzed the theoretical and practical studies about the web system with chatbot service for sales management between the years 2018-2022 that by applying the inclusion and exclusion criteria only conforming a total of 42 articles and 18 conferences under the paper structure using PRISMA methodology, of which 10 (16.67%) were Science Direct articles, 12 (20%) Taylor & Francis articles, 15 (25%) IEEE Xplore conferences and 23 (38.33%) of them, 20 are articles and three conferences in Springer. In the studies it was identified that to carry out an optimal sales process it is necessary to consider strategies that can be achieved through a joint work by the company.

The development of this research allowed to explore the various studies that allow to explain and analyze the level of knowledge about web systems with chatbot service applied in the sales management process, from the identification of technological tools, programming languages; as well as the processes that influence sales management, the way of organization of the sales manager, collaborators and what is the perception of their customers against the traditional process and how it has been evolving.

Future research can delve deeper into the identification and evaluation of the technical requirements necessary for a successful implementation of chatbots in this context. This involves not only interaction with customers, but also integration with business management systems and e-commerce platforms. In addition, it would be valuable to explore how collaboration strategies between sales and technology development teams influence system design and effectiveness. This research could include case studies in various companies to analyze how the implementation of chatbots affects the efficiency of sales processes, customer satisfaction and overall company performance. Ultimately, the goal would be to establish practical guidelines and recommendations for the successful design and development of sales-oriented chatbot systems in today’s business environment.

Finally, in reference to limitations include challenges in the complexity of human-machine interaction, technological challenges in terms of natural language processing and personalization, as well as the inability of chatbots to empathize and understand complex human situations. In addition, implementation, and maintenance costs, along with the need for continuous learning and the possibility of rejection by users, may influence the perception and acceptance of this technology. Data security, cultural change and employee training are also crucial factors to consider in this process. Understanding these limitations provides a solid foundation for addressing the challenges and making informed decisions in successfully integrating chatbots into sales management processes.
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Abstract—In today's digital age, the vast expanse of online content has made it increasingly accessible for users to encounter inappropriate text, images and videos. The repercussions of such exposure are concerning, impacting individuals and society adversely. Exposure to violent content can lead to undesirable human emotions, including desensitization, aggression, and other harmful effects. We utilize a machine learning approach aimed at real-time violence detection in text, images and videos embedded in the website. The foundation of this approach lies in a deep learning model, highly trained on a vast dataset of manually labeled images categorized as violent or non-violent. The model boasts exceptional accuracy in identifying violence in images, subsequently filter out violent content from online platforms. By performing all processing intensive tasks in the Cloud, and storing the data in a database, an improved user experience is achieved by completing all the necessary detection processes at a lower time frame, and also reducing the processing load on the user’s local system. The detection of the violent videos is done by a CNN model, which was trained on violent and non-violent video data, and the detection of emotions in the text is taken in by a NLP based algorithm. By implementing this highly efficient approach, web safety can undergo a significant improvement. Users can now navigate the web with confidence, free from concerns about accidentally encountering violent content, fostering improved mental health, and cultivating a more positive online environment. We are able to achieve 67% accuracy in detecting violent content at approximately 2.5 seconds at its best scenario.

Keywords—Web safety; machine learning; cloud computing; natural language processing; web-scraping, big data

I. INTRODUCTION

The Internet has become an integral part of modern life, transforming the way we access information, communicate, and interact with the world. However, with its many advantages, the digital realm also presents various challenges, especially in terms of ensuring network security for users. One of the greatest concerns is the proliferation of overt cases of violence which pose a significant risk, particularly to vulnerable individuals such as children and adolescents. To address this critical issue, we propose a novel approach that uses machine learning techniques, specifically a natural language processing technique for text processing and deep learning Convolutional Neural Network (CNN), propose real-time disturbance detection in images and videos. The unrestricted access to the internet has led to an increase in explicit violent content on online platforms. This disturbing trend poses serious risks to users, ranging from psychological injury to desensitization to violence. In addition, children and young people exposed to such substances that can have long-term negative effects on their mental and emotional well-being. Existing manual filtering methods and traditional keyword-based methods are often unable to effectively identify and prevent violent events, requiring advanced automated solutions. Insights into how the Internet has changed as a communication tool and the expanding demand for site filtering services was inferred from [1]. The suggested real-time violence detection system, which aims to combat dangerous and inappropriate information on the Internet, was motivated by this concept. From [2] a deep understanding of the difficulties brought about by the enormous volume of data and the persistent infractions on social media platforms can be obtained. The decision to use deep learning for real-time violence detection was motivated by this realization because it would effectively filter content without only depending on human interaction. [3] Shed some light on the growing use of algorithmic content filtering systems for popular websites like Facebook, YouTube, and Twitter. In response to the growing demand for efficient content filtering, we decided to use similar technical methods for real-time violence detection based on this knowledge.

The inspiration from [4] which suggested classifying web pages using artificial neural networks as a part of content filtering. In the beginning we started with a deep learning Convolutional Neural Network (CNN) model for identifying explicit information in web photos as we realized the potential of neural networks for in-the-moment content analysis. Comparative scarcity of research on detecting aggressive/violent behaviors and fights within video content was highlighted in [4]. This knowledge informed the choice to concentrate on violence detection since we recognized its usefulness in situations like the proposed real-time web safety system, when identifying explicit content is crucial. Inspired by the proposed method’s utilization of extreme acceleration patterns as discriminant features in [5], we used similar ideas into the CNN model. By implementing this method, the accuracy of the violence identification by a large margin and displayed the potential of using the unique qualities of violent behaviors for better content filtering. The goal of developing a highly accurate and efficient violence detection system was in line with [6]'s emphasis on the use of local spatio-temporal elements in characterizing multimedia information. We were able to improve the system's capacity to differentiate between violent behaviors and regular activities by incorporating this understanding the CNN model, hence enhancing content filtering precision.

The main objective of this research is to enhance web security using a real-time violence detection system that
automatically filters and filters images with obvious violent content using the power of machine learning, we aim to create efficient and accurate solutions. The proposed method has two main steps. In the first step, a web page listener on the user's machine picks up the link from the visited web page and sends it to the server. The server checks its database to see if the website has been previously tagged or indexed for explicit content. If the content is available, it is immediately redirected to the user’s device, and if there is violent content, the site is invisible. In the second stage, information about web pages that are not listed in the database is forwarded to the cloud computing service. There, images from various websites are processed using CNN's deep image learning algorithm, which is trained to detect clutter in images. The search results are then sent back to the server, where the web page information is added to the database. The results are then transmitted to the user's device, making clear images recognizable in real-time. The proposed machine learning-based violence detection system has a great potential to significantly affect web security and protect users from obviously harmful content through the violence detection method an automated and incorporating real-time responses, the system ensures instant protection and enables users to have a secure online experience. Furthermore, the research contributes to the growing field of applying machine learning techniques to content filtering, paves the way for more advanced solutions in the future.

II. LITERATURE REVIEW

Through a thorough study of important research papers, this literature review aims to highlight the symbiotic link between deep learning, cloud computing, and real-time communication. Collectively, the chosen papers highlight how these technologies have a revolutionary effect on a variety of applications, shedding light on how their integration promotes creativity, improves efficiency, and lessens difficulties in a variety of fields.

The methodology was heavily motivated by the [7]'s classification of violence detection algorithms based on conventional machine learning, support vector machine (SVM), and deep learning techniques. Within the limits of the framework offered by the evaluated classification techniques, we customized and updated the deep learning CNN model for violence detection. The research in [8] had an unique approach of eliminating violent scenes from movies through a three-step process that stood-out with the content filtering objective. To ensure quick and accurate detection of explicit content, we utilized a similar technique of analyzing frames and applying deep learning for violent detection, but in the context of web pages as opposed to movies.

The method of using a deep learning CNN model for violence detection was motivated with the research involving fully connected networks and long short-term memory (LSTM) networks for frame-level violence detection as seen in [9]. The idea of showing the features through attention mechanisms influenced the enhancement approach for recognizing explicit/violent content in real-time, even though the focus is on web content and not video frames. The development of models for accurate face recognition, such as the multi-foot input CNN model and the SPP-based CNN model in [10], combined with the view on picture analysis and identification in the real-time violence detection system. The idea of improving accuracy through specialized CNN models influenced the optimization methods for content filtering, even though the concentration is on content rather than faces. The urge to develop a system that reduces such mistakes was influenced by [11]'s acknowledgment of the difficulty presented by false positives in violence detection, evidently those brought on by friendly behaviors. The strategy for improving the accuracy and applicability of the real-time system was inspired by the paper’s presentation of three deep learning-based models for violence detection, including those based on transfer learning and training from scratch. The optimization methods for developing a highly reliable and effective violence detection system were influenced by the [12]'s assessment of improvements in CNNs, including layer design, activation functions, loss functions, regularization, optimization, and fast computation.

The understanding of the difficulties involved in delivering an easy-to-use access to information in different situations was influenced by [13] in examination of the mobility features in mobile client-server computing. This influenced how we approached developing a real-time violence detection system that takes into consideration the various situations in life in which people access web material. The study in [14] highlighted the critical working of client-server systems in information technology view, including a range of tasks like web-based applications, unified computing, mobile apps, and cloud computing. We understood the importance of both logical and physical components, such as programming scripts and networking, in providing effective and accurate content filtering. The architectural design choices were influenced by the [15]'s study of issues including the in-depth learnings of responsibilities between clients and servers and the thinking of client/server systems. In order to ensure the effectiveness and efficiency of the real-time violence detection system, we understood how important it was to assign defined tasks and organize the system to become more efficient. The overarching objective revolves around ensuring a seamless and efficient link between the real-time violence detection system and the clientele. This objective harmonizes with the insights from study [16], which illuminates the role of Web sockets as a conduit for establishing dynamic two-way communication within HTML5 compliant browsers. The emphasis on the singular socket prowess of Web sockets profoundly informed the system's design blueprint. Notably, the techniques for optimizing the construction of a real-time violence detection system drew inspiration from the principles elucidated by the works of [17]. These principles, underscored by a devotion to minimal latency and expansive scalability in the realm of web sockets, were intricately woven into the developmental fabric.

Light is shed on cloud computing's transformational effects and its ability to use machine learning methods in [18]. This understanding is in line with how we use cloud computing to combine deep learning CNN models for real-time violence detection and content filtering. The idea of using cloud computing for deploying and managing deep learning models was in line with the [19]'s analysis of the effects of cloud computing on the area of machine learning. Its examination of
parallelization using cutting-edge parallel computing frameworks like MapReduce, CUDA, and Dryad helped us better grasp how to analyze large data sets quickly. As managing vast amount of data is essential for precise content analysis, this realization was in line with the intention to apply deep learning CNN models for real-time violence detection. The research in [20] stressed the significance of reliability in cloud computing systems, admitting that errors are unavoidable even with architectures built for high service availability. We understood the importance of locating critical characteristics that are associated with application failures because doing so would help us better manage computational resources and mitigate wasteful resource consumption as a result of failed tasks. The study in [21] focuses on the difficulties associated with computationally effective data-driven prognostics and health management (PHM) was in line with the goal of effectively processing and analyzing massive amounts of web content in real time using cloud-based data management solutions. The research in [22] provided a comprehensive survey, which highlighted the challenges and future directions in this area, and [23] proposed a text classification approach, achieving an excellent performance on a benchmark dataset. Table I represents the comparative analysis and limitations of existing approaches as in [24], [25], [26] that this study is trying to overcome.

<table>
<thead>
<tr>
<th>Feature</th>
<th>[24]</th>
<th>[25]</th>
<th>[26]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Focus</td>
<td>Explicit content detection</td>
<td>Audio-visual-textual cyberbullying detection</td>
<td>Cyberbullying detection and prevention</td>
</tr>
<tr>
<td>Methods</td>
<td>Rule-based, machine learning</td>
<td>Deep learning</td>
<td>Data mining, psychological perspective</td>
</tr>
<tr>
<td>Findings</td>
<td>Rule-based methods are effective for detecting explicit content, but machine learning methods can achieve higher accuracy.</td>
<td>Deep learning methods can be effective for detecting cyberbullying across multiple modalities.</td>
<td>Data mining and psychological methods can be used to identify cyberbullying behaviour.</td>
</tr>
<tr>
<td>Limitations</td>
<td>Rule-based methods can be difficult to maintain as new forms of explicit content emerge.</td>
<td>Although powerful, deep learning methods can be computationally expensive.</td>
<td>Data mining methods can be difficult to interpret.</td>
</tr>
</tbody>
</table>

The knowledge gained from these foundational publications guides the future work because deep learning, cloud computing, and real-time communication are all interconnected in this context. The lessons learned from the studied works give us a wealth of strategic viewpoints, practical suggestions and methodological strategies.

III. SYSTEM ARCHITECTURE

The system architecture is explained in three parts, Client-Side Setup, Server hosted Database, Cloud Computing as visually represented in Fig. 1.

A. Client-Side Setup

A node-JS based setup is chosen due to its ability to run on the user’s inbuilt Chrome Browser with event listeners for extraction of Text, Images and Videos as and when the data is being loaded on the application. This is achieved using the Puppeteer modules that gives us the access to the requires data even before it appears on the user’s screen. By using this module, we have more control over the happenings of this browser instance in real-time. This is a more convenient approach as opposed to other implementations where an iframe where the content of a website is being broadcasted into a container of the service provider’s website and then host the processed website in a third-party browser. This does not just make the entire process tedious, but also causes delays throughout the user’s browsing experience.

B. Server Hosted Database

The website data in the database is accessed via a hosted server connected to the Node-JS program firing the client’s website. This server is responsible for handling URL inputs from the client and responding with safety-related information about the accessed websites either by going through the Database list, or by performing ML based Data analysis. This analysis is made on a Cloud Computer equipped to perform resource-intensive computations efficiently which directly updates the database in the Server. This dynamic process ensures that the database remains in a state of continuous enhancement, after every process and increase the accuracy over time.

C. Cloud Computing

Amazon AWS machine learning services provides both a cost effective and high-performance infrastructure. By deploying a Natural Language Processing and CNN model-
based ML programs in this platform, we achieve optimal performance to obtain a seamless user experience without utilizing local processing resources at all. AWS’s Auto scaling capabilities allows the system to dynamically adjust resources based on demand, maintaining efficiency while avoiding unnecessary costs. The Amazon S3 storage solution ensures highly reliable data storage. Meanwhile AWS Lambda is a server less computing service that supports event driven executions. Key specifications and features to consider when deploying ML programs based on using Amazon AWS machine learning services are in Table II.

<table>
<thead>
<tr>
<th>Specification/Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instance Types</td>
<td>Choose compute-optimized instances (e.g., CS, MS) for efficient ML processing.</td>
</tr>
<tr>
<td>Auto Scaling</td>
<td>Implement dynamic resource adjustments to match varying workload requirements.</td>
</tr>
<tr>
<td>Storage Solutions</td>
<td>Leverage Amazon S3 for reliable and scalable data storage.</td>
</tr>
<tr>
<td>AWS Lambda</td>
<td>Utilize serverless computing for event-driven ML executions.</td>
</tr>
<tr>
<td>Amazon SageMaker</td>
<td>Explore a managed service for end-to-end ML development and deployment.</td>
</tr>
<tr>
<td>Elastic Inference</td>
<td>Optimize inference performance and cost with GPU acceleration.</td>
</tr>
<tr>
<td>GPU Instances</td>
<td>For CNN-based models, consider GPU-equipped instances for enhanced performance.</td>
</tr>
<tr>
<td>AWS Lambda Edge</td>
<td>Use edge computing for low-latency execution near users.</td>
</tr>
<tr>
<td>AWS Step Functions</td>
<td>Orchestrate complex workflows for ML data processing and analysis.</td>
</tr>
<tr>
<td>AWS Data Analytics</td>
<td>Explore data analysis services for extracting insights from ML results.</td>
</tr>
<tr>
<td>AWS Management Cost</td>
<td>Monitor and control costs with AWS Cost Explorer and Budgets.</td>
</tr>
</tbody>
</table>

iv. METHODOLOGY

In this section, we outline the step-by-step methodology employed to realize the proposed real-time violence detection system. As represented in Fig. 2, the methodology encompasses two primary phases: the web page processing phase, which determines whether a website is flagged or indexed, and the image analysis phase, where a deep learning Convolutional Neural Network (CNN) model is utilized for detecting violent content in images.

A. Web Page Processing Phase

In this initial phase, the system seeks to determine the nature of the accessed website by checking its status in the database and providing real-time feedback to the user.

1) Web page listener and data transmission: We implement a lightweight web page listener utilizing a Puppeteer based Node.js approach on the user’s device. This allows us to access the data flowing into the device when a web page is being requested from the client side. This enables us to grab the text, images and videos embedded in the website. When a user accesses a web page, the listener captures the webpage link and transmits it to the server through an encrypted HTTPS connection. This ensures the secure transfer of user data while maintaining their privacy and at the same time transferring the minimal amount of information required for further processing.

2) Database check for flags or indexing: The server hosts a relational database containing website information, including URLs, content flags, and indexing status. When the server receives the webpage link, it queries the database to determine if the website has been flagged for violent content or previously indexed in the past processing of the system. If such information is found to be previously flagged, the relevant data is relayed back to the user’s device and appropriate actions are taken on the website view in the client application immediately. This approach’s motive is to bypass the necessity to perform unnecessary processing of text, images and videos for every request and hence reducing the overall processing time, therefore trying to provide a seamless user experience.

3) Web page blur/unblur: If the database query confirms the presence of explicit content on the website, the user’s device receives a notification instructing it to blur the explicit text, images, videos using the puppeteer module’s capability. This user-friendly approach minimizes direct exposure to harmful content and maintains a safe browsing environment with quick processing.

![Flow diagram of the system](image)

Fig. 2. Flow diagram of the system.
Hence the entire process will not affect the user’s browsing experience, additionally the other background tasks running in the client-side systems will not be pulled out of its resource allocations for this purpose.

2) Text processing: The text is first extracted and analyzed using NLTK modules for sentiment analysis. The Sentiment Intensity Analyzer class of the NLTK’s ‘sentiment module’ is utilized to score the text as polarity_scores. The score of all sentences is combined to form a compound score which is then classified as positive, neutral, and negative. Each sentence’s polarity score is combined to generate a compound score, computed as in Eq. (1).

\[ \text{Compound Score} = \sum \text{Polarity Score of Sentences} \]  

(1)

This is done by using threshold values of -0.05 and +0.05 to categorize them as disturbing content or not as seen in Table III. Once it is determined as inappropriate, it halts the Data Analysis Phase and blurs the entire page.

<table>
<thead>
<tr>
<th>Compound Score Range</th>
<th>Sentiment Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Less than -0.05</td>
<td>Negative Sentiment</td>
</tr>
<tr>
<td>-0.05 to 0.05</td>
<td>Neutral Sentiment</td>
</tr>
<tr>
<td>Greater than 0.05</td>
<td>Positive Sentiment</td>
</tr>
</tbody>
</table>

3) Data preprocessing: Images extracted from the accessed website’s content, including frames from videos, are pre-processed to standardize dimensions and enhance the model’s performance. The images are resized to 224x224 pixels irrespective to their original size or resolution or aspect ratio using Eq. (2).

\[ \text{Resized Image} = \text{Resize} (\text{Original} , \text{Target}) \]  

(2)

After resizing, the images are normalized to the [0, 1] range. This normalization process involves scaling the pixel values to fit within the specified range, which is vital for consistent input across the entire process.

\[ \text{Normalized Image} = \frac{\text{Resized Image}}{255} \]  

(3)

Eq. (3), where 255 represents the maximum pixel value in an 8-bit image. This allows that all inputs are maintained with consistency and is standard across the entire process.

4) Deep learning CNN model: For image analysis, we employ a Convolutional Neural Network model to analyze the images. To be specific, a pre-trained VGG16 CNN architecture, fine-tuned to detect violent content. The VGG16 model has demonstrated effectiveness in image classification tasks due to its deep 16-layer intensive ability to extract vital and meaningful information regarding the input images. By utilizing the VGG16 model to analyze individual frames extracted from videos, the system gains the ability to examine the video content frame by frame. This enables the detection of violent elements or patterns within the video.

5) Violent content detection: Pre-processed images are fed through the CNN model to obtain predictions. The model outputs a probability score indicating the likelihood of the image containing violent content.

The program that analyzes the video consists of the modules and packages as seen in Table IV. Additionally, the parameters and variables assigned certain values to ensure the perfect working of this system is included in Table V.

TABLE IV. MODULES AND PACKAGES

<table>
<thead>
<tr>
<th>Modules and Packages</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asycnio</td>
<td>Employed for asynchronous programming, allowing efficient handling of WebSocket connections.</td>
</tr>
<tr>
<td>Websockets</td>
<td>Utilized to facilitate communication through WebSocket connections, crucial for real-time interaction.</td>
</tr>
<tr>
<td>OS</td>
<td>Enables essential file operations, such as handling paths and file removal.</td>
</tr>
<tr>
<td>PIL</td>
<td>Facilitates image processing tasks, aiding in resizing and other operations.</td>
</tr>
<tr>
<td>cv2</td>
<td>Integral in reading and manipulating video frames, a key step in content analysis.</td>
</tr>
<tr>
<td>NumPy</td>
<td>Supports numerical operations, aiding in array manipulations and calculations.</td>
</tr>
</tbody>
</table>

TABLE V. PARAMETERS AND VARIABLES

<table>
<thead>
<tr>
<th>Parameters and Variables</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLASSES_LIST</td>
<td>An array of class labels, specifically &quot;Non-violence&quot; and &quot;Violence,&quot; used for classification.</td>
</tr>
<tr>
<td>model</td>
<td>The pre-trained CNN model loaded using Keras’ load_model function, essential for content analysis.</td>
</tr>
<tr>
<td>SEQUENCE_LENGTH</td>
<td>A parameter determining the number of frames utilized for sequence analysis within the CNN model.</td>
</tr>
<tr>
<td>IMAGE_HEIGHT and IMAGE_WIDTH</td>
<td>Parameters dictating the dimensions to which frames are resized, ensuring consistency during analysis.</td>
</tr>
</tbody>
</table>

To classify an image as violent or not, we set a threshold of 0.5 as in Table VI, based on validation results, above which an image is categorized as violent. The CNN model assigns a probability score \( F_{\text{Violent|Violent}} \) to each image. This score represents the likelihood of the image containing violent content. It can be expressed as in Eq. (4).

\[ F_{\text{Violent|Violent}} = \text{CNN}_{\text{Model}}(\text{Pre-processed Image}) \]  

(4)

6) Result transmission and database update: The predictions from the CNN model are transmitted back to the server, which subsequently updates the database with the
violence detection result for the accessed website. This dynamic database enhancement ensures the continual improvement of the system's accuracy over time. This shows that the cloud is only communicating with the database and not with the client device directly. This method ensures that this process is not susceptible to external cyber-attack.

7) User feedback and blurring: The user's device receives the result of the violence detection process. If the result confirms the presence of explicit content, the user's device applies blurring to the corresponding images or videos, ensuring a safer browsing experience. In this case only the and all the non-violent images/videos stays unblurred, inferring that its just the specific violent content that are blurred. This is to provide the user with the best possible experience.

V. RESULTS

To demonstrate the working of this system, local websites are utilized. This system is implemented by using a local cloud instance to run the Machine Learning programs that analyzes the text, images and videos. Additionally, a MongoDB database is fired-up to store the website information. All communications are made using web sockets to best emulate the real implementational results. In this implementation, the entire content is first blurred and eventually the content safe to be viewed are unblurred ensuring that no disturbing content is viewed in the small timeframe of computation. Multiple cases are considered to portray the working of the system. The result images depict the results in case of both when it’s present and not present in the database.

A. CASE 1: Non-Violent Text & No Videos in the Website

The text is classified as neutral and hence the website is unblurred as seen in Fig. 3.

B. CASE 2: Violent Text & (No/Violent/Non-Violent) Videos

The text is classified as negative and no other content is considered (videos). Hence the website is completely blurred as in Fig. 4.

C. CASE 3: Non-Violent Text & Non-Violent Videos

The text is classified as neutral, the video is declared positive. Hence the website is unblurred as in Fig. 5.

D. CASE 4: Non-Violent Text & Violent Videos

The text is classified as neutral and video as negative. Hence the video portion of the website is only blurred as in Fig. 6.

The time taken to perform the various cases discussed is shown in Table VII. The data is visualized in the form of line graph. It can be easily noted that the Computation time is proportional to the length of the text or video being analyzed in the website. This noticed that, with the support of the database, we have continuous Time frame of two to three seconds. Except the case when the text in small and no video is present in the website, all other iterations require a considerably longer duration to process the content. Fig. 7 shows the ability to identify violent images quickly.

Even though the Fig. 8 shows 100% successful results in case of those four iterations, the model has an accuracy of 67% overall. Hence, utilizing this architecture, we are able to achieve exceptional speed and minimal computational load. Therefore, ensuring that the browser users are protected from
disturbing content, and without much interruption due to quick
the shift between unblur and blur during the processing phase.

![Fig. 6. Non-violent text and violent videos.](image)

![Fig. 7. Comparing the implementation time with and without database.](image)

**TABLE VII. PROCESSING TIME**

<table>
<thead>
<tr>
<th>CASE</th>
<th>Text Processing Time</th>
<th>Video Completion Time</th>
<th>Total Time when not in database</th>
<th>Total time when URL is in the database</th>
<th>Probability Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.7 sec</td>
<td>NULL</td>
<td>1.7 sec</td>
<td>2.4 sec</td>
<td>0.2</td>
</tr>
<tr>
<td>2</td>
<td>1.3 sec</td>
<td>0 – 15 sec</td>
<td>1.3 – 16.3 sec</td>
<td>2.3 sec</td>
<td>0.7</td>
</tr>
<tr>
<td>3</td>
<td>1.2 sec</td>
<td>13.7 sec</td>
<td>14.9 sec</td>
<td>2.6 sec</td>
<td>0.3</td>
</tr>
<tr>
<td>4</td>
<td>1.4 sec</td>
<td>18.1 sec</td>
<td>19.5 sec</td>
<td>2.8 sec</td>
<td>0.8</td>
</tr>
</tbody>
</table>

Fig. 8. Detection performance comparison graph.

**VI. CONCLUSION**

Considering the evolution of internet in the modern society, it is the duty to protect its users' security and welfare, particularly in light of the skyrocketing risks posed by explicit and violent content. In this paper, we describe a complete method for improving web safety through real-time violence detection in text, photos and videos using machine learning methods, more specifically deep learning Convolutional Neural Networks (CNNs). By performing all processing intensive tasks in the Cloud, and storing the data in a database, as and when the analysis is completed for any website, we can achieve an improved user experience by not just completing all the necessary detection processes at a lower time frame, but also reduce the load on the user’s local system. Machine learning models can be used to handle new explicit data with improvement and expansion of training datasets, making sure that the relevance of the system and ability to change in an online dynamic environment.

In conclusion, the effectiveness of utilizing machine learning to improve web safety is demonstrated by the suggested real-time violence detection system. Incorporating mainstream technologies such as Cloud Computing and Bigdata, we consistently achieved an accuracy of 67% over thousands of trials at a time. Moreover, the proposed system architecture achieves all this in under 2.5 seconds at its best-case condition, i.e. results stored in the database. Thus, we have made great progress towards fostering a safer digital environment for all users by fusing technology innovation with ethical considerations.
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Abstract—Autism Spectrum Disorder (ASD) may be caused by a combination of genetic and environmental factors, including genetic mutations and exposure to toxins. People with ASD may also have trouble forming social relationships, have difficulty with communication and language, and struggle with sensory sensitivity. These difficulties can range from mild to severe and can affect a person’s ability to interact with the world around them. Autism spectrum disorder (ASD) is a developmental disorder that affects people in different ways. But early detection of ASD in a child is a good option for parents to start corrective therapies and treatment. They can take action to reduce the ASD symptoms in their child. The proposed work is the detection of ASD in a child using a parent’s dialog. The most popular Bert model and recent ChatGPT have been utilized to analyze the sentiment of each statement from parents for the detection of symptoms of ASD. The Bert model has been developed by the transformers which are the most popular in the natural language processing field whereas the ChatGPT model is a large language model (LLM). It is based on Reinforcement learning from human feedback (RLHF) that can generate the sentiment of the sentence, computer language codes, text paragraphs, etc. The sentiment analysis has been done on parents’ dialog using the Bert model and ChatGPT model. The data has been prepared from various Autism groups on social sites and other resources on the internet. The data has been cleaned and prepared to train the Bert model and ChatGPT model. The Bert model is able to detect the sentiment of each sentence from parents. Any positive sentiment detection means parents should be aware of their children. The proposed model has given 83 percent accuracy according to the prepared data.

Keywords—BERT model; ChatGPT model; autism; machine learning; generative AI; autism detection

I. INTRODUCTION

Autism Spectrum Disorder (ASD) is a neurodevelopmental condition characterized by challenges in verbal communication, restricted interests, and repetitive behaviors as in [1]. The wide variability observed in individuals with ASD makes it difficult to establish universally applicable markers. As a result, there is a growing need for simpler and more accessible measurement techniques that can be routinely implemented for early detection purposes as in [2]. ASD may be caused by a combination of genetic and environmental factors and is characterized by challenges with social skills, communication, and repetitive behaviors. Early diagnosis is important, as early intervention and treatment can improve outcomes and help those with ASD reach their full potential. Depending on the type of ASD, individuals may have difficulty with communication and social interaction, have repetitive behaviors, have difficulty with change, or have sensory sensitivities. Treatment plans are tailored to the individual and may include therapy, medication, and other services as in [3]. This is because autism is a complex disorder, and its symptoms can vary greatly from person to person. In addition, the symptoms of autism may not be obvious at first and can take some time to manifest. The ‘spectrum’ in ASD refers to the wide range of symptoms and their severity sometimes called Asperger’s syndrome as in [4]. Thus, a comprehensive screening process is needed to properly detect autism. This means that the earlier the detection, the sooner the person can receive the necessary treatment and support, which can help to improve the quality of life for those with autism. In addition, early detection can also help to reduce the costs associated with the disorder, as treatments can be more effective when started early. This is because the signs and symptoms of autism can be very subtle in this age group and can be difficult to identify. Furthermore, the behavior of young children is constantly changing, which makes it even harder to accurately diagnose autism in this age group as in [5]. According to the autism report, the worldwide rate of increment of autism over the past decade is six children among 1000 children as in [6].

People with autism have difficulty in social interaction and communication and may have restricted and repetitive patterns of behavior, interests, or activities. Additionally, they may experience sensory sensitivities, have difficulty with transitions between activities, and have difficulty understanding abstract concepts as in [7]. Early detection of autism is important as it can help children to receive the necessary interventions and support to aid in their development. However, the lack of access to resources and the costs associated with screening tests make it difficult for families to get the help they need. While there is no cure for autism, there are effective treatments that focus on helping individuals with autism learn and develop skills and cope with
the challenges they face. These treatments may include behavior therapy, speech and language therapy, and occupational therapy. These symptoms can include difficulty with communication, sensory processing, and motor skills, as well as problems with memory, self-regulation, and social interactions. Additionally, these symptoms should interfere with the child's ability to function in home, school, and other social settings. Early diagnosis of ASD is a key to helping children reach their full potential and receiving the necessary treatment and interventions. Early diagnosis also allows for timely referral to other specialists and access to educational and behavioral therapies, which can help improve outcomes for children with ASD as in [8]. AI can analyze patterns and trends in large amounts of data more quickly and accurately than a human can. AI algorithms can be used to study genetic data, environmental factors, and symptom progression over time in order to identify or predict ASD. Higher dimensional data requires more sophisticated algorithms for analysis. Also, data from multiple sources can have different formats and structures, making it even more difficult to analyze. Therefore, artificial intelligence methods are needed to better analyze these types of data, which can be used for the prognosis and diagnosis of ASD as in [7]. Machine learning algorithms have the capability to analyze large amounts of data and identify patterns in the data that can be used to distinguish between individuals with ASD and those without as in [9]. Any machine learning model can be used but improvement of accuracy, precision, and recall will reduce the time complexity of the ASD diagnosis model as in [10]. Classification models are good to use for the detection of ASD of a person after improving the accuracy of the classification model as in [11]. By using these algorithms, physicians can better diagnose individuals with ASD and ensure they are receiving the proper treatment. By speeding up the autism diagnosis process, doctors and caregivers can quickly identify symptoms and provide the appropriate treatments that can help improve the quality of life for those with ASD as in [12].

The proposed research work detects the sentence that contains positive words that are pointing to ASD symptoms. The proposed system contains two machine learning models that are BERT model, and the ChatGPT model. A dataset has been prepared to train the BERT model. The dataset has been prepared from parents' dialogues who are actually parents of autistic children. Their experiences have been utilized to detect ASD symptoms. Parents of autistic children are spent most of their time with their children and their experience is the key to detecting ASD symptoms perfectly. The data has been collected from organizations that are working with autistic children. Some data has been collected from the social networks group. The dataset has been prepared according to the binary classification. A sentence containing positive words regarding autism sentence denotes true (1) and without positive words in a sentence denotes false (0). BERT model follows the most popular transformer architecture to do sentiment analysis where this model is trained with the prepared dataset that has been described in Section III. The ChatGPT model of OpenAI is another popular large language model in recent years. The architecture of this model uses reinforcement learning from human feedback (RLHF) architecture to solve many critical tasks. The example data from the dataset has been sent to this model to understand the data structure and then new data send for predicting the sentiment for the detection of ASD symptoms. Both models are used to detect ASD symptoms. The detail of both models with the dataset has been discussed in Section III. The result of both models has been discussed in Section IV. The limitation and conclusion have been given in Sections V and VI respectively. Finally, this research paper ends with a future work.

II. RELATED WORKS

Autism Spectrum Disorder (ASD) is a significant healthcare concern among children today, and it is considered one of the primary domains of interest in healthcare research. Artificial intelligence (AI) has become an increasingly popular approach for studying and treating ASD, and numerous studies have explored the use of AI in this field. In this section, we review some of the most important AI-based research on mental health issues, including ASD that have been conducted to date. These acoustic features are indicative of the underlying neurological mechanisms of the disorder. By analyzing these features, researchers can identify patterns that are unique to ASD speech and can identify individuals with autism at an early stage, which can then allow for early intervention and increased success in managing the disorder. These features are used to quantify the differences in speech production between children with ASD and those of a normal population. By analyzing these features, filter features formants (F1 to F5) researchers can identify potential differences in speech production between the two groups and better understand the impact of ASD on speech production. Significant changes in a few acoustic features are observed for ASD-affected speech as compared to normal speech. These changes indicate a difference in the production of speech sounds in individuals with ASD. This can help researchers understand the impact of ASD on speech production and suggest areas for further investigation. This is because the formants and dominant frequencies of the vowel /i/ are the most distinct between ASD and normal children. Additionally, the vowel ‘l’ is the most common vowel in speech and thus has the most data points to compare between groups. It provides a detailed analysis of how computer algorithms can be used to detect signs of autism in children. The authors provide evidence of how accurate these systems can be and how they can be used to aid in early diagnosis and intervention as in [13]. Early diagnosis of ASD is important in order to provide the necessary interventions and therapies to improve the quality of life for those affected. The development of easily implemented and effective screening methods can help to identify children with autism at an earlier age and provide them with the support they need. By using the Logistic Regression model, the researchers are able to capture the complex patterns of the dataset and accurately predict the outcome of ASD disease. Additionally, the algorithm will allow for rapid classification of the behaviors in the dataset, allowing for faster and more accurate predictions. These challenges include the need to ensure data privacy, to be able to trust the results of the AI system, to have the right infrastructure in place, and to ensure that the system is able to properly interpret the data. Additionally, healthcare
organizations must be able to adjust the system as new data becomes available and as the needs of the organization change as in [14]. What is often overlooked, however, is the importance of the quality of the interaction between the child and the caregiver. A supportive and responsive environment with frequent turns and back-and-forth exchanges between the adult and the child is essential for language development. We use observational methods to analyze the language used by caregivers in interactions with their children to see how well it predicts language development. The authors in [15] looked at the child's cognitive, social, and linguistic abilities to see if they are contributing factors to language development. Authors in [15] have used a longitudinal corpus of conversation data to measure how much caregivers repeat their children's words, syntax, and semantics, and whether this repetition is predictive of language development beyond other established predictors. Results: This is because by repeating and mirroring the child's language, the caregiver is providing the child with immediate feedback and reinforcement. This helps the child to better understand their language and helps them to develop their language skills in a more effective manner. Language acquisition is a process that relies on more than just memorization of information. It requires an interactive conversational model where the learner is engaged in meaningful dialogue with a teacher. Our open-source scripts provide a platform for researchers to explore this model in different languages and contexts as in [15]. NLP techniques are used to analyze the text and identify language patterns and emotions. This allows the system to identify users who may be experiencing depression, anxiety, or other mental health issues, and direct them to appropriate resources or suggest personalized interventions to help them cope with their issues. It also provides a comprehensive review of the literature on the various techniques and approaches used for data collection, processing, and analysis, as well as their advantages and limitations. Furthermore, this paper outlines the opportunities and challenges associated with the use of online data writing in mental health support and intervention. By using data from social media and other sources, researchers can detect certain patterns in language and behavior that can be used to identify individuals who may be in need of psychological assistance. Additionally, computational techniques can be used to label and diagnose mental health issues. Finally, through the use of machine learning and natural language processing, interventions can be generated and personalized for individuals in order to help them manage their mental health. This review seeks to provide a comprehensive overview of the existing literature in these fields and to identify gaps in the research and opportunities for future research and development. Additionally, it seeks to provide a common language to facilitate further collaborations between the different disciplines as in [16]. People with autism struggle with communication, interaction, and understanding social cues. They may be overly sensitive to sound, light, and other sensory inputs. They often have difficulty in understanding other people's feelings, and may also have difficulty forming relationships. They may also have unusual behavior patterns, such as repetitive movements or focusing on one topic for long periods of time. By using machine learning algorithms, doctors can identify potential markers of autism in a child at a much earlier stage than before. Early detection of autism can allow parents to seek out treatments and therapies that may help reduce the severity of autism in their children. We will use data from clinical studies, medical records, and other sources to develop a model that can accurately predict the outcome of autism diagnosis in children. We will analyze the data to identify patterns and develop an algorithm that can be used to predict outcomes. We will also evaluate existin machine learning models to determine which ones may be suitable for our proposed work. This method allows us to compare the results of the two groups of patients and look for any correlations between the data and how it may impact the diagnosis and treatment of future patients. Additionally, this approach can help us to identify any potential trends in the data which could further inform our understanding of the condition. By using LR, NB, DT, and KNN algorithms, we can apply different techniques to the data set, such as feature engineering and feature selection. This will help to ensure that the most important factors influencing the diagnosis of autism is being taken into account and that the predictive models are accurate and reliable as in [17]. The ASD QA dataset provides a unique challenge for MRC models, as it requires them to understand the context of the reading passage in order to correctly identify the answer. It is particularly difficult because the answers are not always straightforward and may require some inference or deduction. The dataset was created by selecting a set of questions from the ARC dataset and extracting the corresponding answer segments from passages in Wikipedia. The questions are generated from the passages using a variety of techniques. By adding these questions, we can evaluate the system's ability to identify and classify unanswerable questions. This is important to ensure that the system is not simply guessing, but rather, it is using the contextual information in the reading passage to accurately identify answerable and unanswerable questions. Each answer contains also positional tags (start and end) denoting the numerical positions of the first and last symbols of the answer span in a reading passage. 5% of the questions in ASD QA are unanswerable, which means that corresponding reading passages do not contain any answers to them. This split was chosen so that the model could be trained on the majority of the data, tested and validated on a smaller portion of the data to ensure accuracy, and then tested on an unseen portion of the data to ensure that it is generalizing correctly. Byte pair encoding is a method of compressing words into smaller units of meaning, which reduces the overall vocabulary size and makes it easier for the models to learn. This is beneficial for both types of models, as it reduces the amount of noise in the data, allowing for more accurate predictions as in [18]. One possible risk factor that has been identified is the presence of co-occurring mental health conditions, such as depression, anxiety, and obsessive-compulsive disorder. These conditions can be exacerbated in young people with ASD due to the difficulties they face in forming social relationships, communicating effectively, and coping with sensory overload. EHRs can provide a large amount of data, but they are often not standardized, making it difficult to accurately extract the data needed to create a valid cohort. Developing systems to accurately extract and organize the data would allow researchers to better understand the
The performance of the classification tool is then evaluated on a subset of 500 patients. The precision score indicates the proportion of relevant results to the total relevant results retrieved, and the recall score measures the proportion of relevant results retrieved to the total amount of relevant results. The F1 score combines these two scores, providing a single value that is indicative of the system's overall performance. In this case, all of these scores were very high, indicating that the NLP classification tool was highly accurate in recognizing positive suicidality. The application has been validated against existing research and has been found to be effective in identifying potential risk factors for suicidality among individuals with ASD. It has also been found to be useful in predicting suicide risk and providing automated surveillance within clinical settings as in [19]. MRI imaging modalities have the capability to detect subtle brain abnormalities that are associated with ASD, such as changes in the brain’s structure, connectivity, and even in its chemistry. This makes it an invaluable tool for diagnosing and monitoring ASD. fMRI uses magnetic fields and radio waves to measure blood flow in the brain and identify any abnormalities or discrepancies in brain activity. sMRI uses high-resolution images to map the structure of the brain and detect any abnormalities in the brain anatomy. These two modalities work together to help clinicians diagnose ASD with greater precision. These systems use AI to analyze brain images, such as MRI and fMRI scans, to assess an individual’s brain structure and connectivity. The AI algorithms can detect subtle differences in brain structures which can be used to diagnose ASD more accurately and quickly by specialists. ML algorithms are used to analyze the image data, identify the relevant features, and detect any abnormalities that could be indicative of ASD. DL applications are used to further analyze the data and identify patterns that may be indicative of ASD. This allows for more accurate and reliable diagnoses. Deep Learning (DL) techniques employ large datasets of MRI images and AI algorithms to create models that can detect patterns in the images that are associated with ASD. These models can then be used to automate the diagnosis of ASD and provide more accurate and timely results. We compare the accuracy and training times of ML and DL models to show that DL models can learn faster and achieve higher accuracy. We also discuss the importance of feature selection and data pre-processing in improving the accuracy of the models. Finally, we suggest the potential of combining AI techniques with MRI neuroimaging to detect ASDs as in [20]. Diagnosis of ADHD is typically based on a combination of self-reported symptoms, observations by parents and teachers, and psychological tests. Therefore, it can be difficult to accurately diagnose ADHD since there is no concrete, medical evidence to support a diagnosis. The proposed method was tested on a publicly available ADHD-200 dataset, which showed that 4-D CNN had better performance than traditional methods in terms of accuracy, specificity, and sensitivity. Furthermore, it was also demonstrated that 4-D CNN could effectively detect subtle differences in RS-fMRI data between ADHD and healthy individuals. These models take advantage of the spatiotemporal information of the RS-fMRI images to extract useful information about the brain. For example, the feature pooling model can be used to detect patterns in the data that are consistent across multiple time frames, while the LSTM model can be used to analyze the temporal dynamics of the data. The spatiotemporal convolution model can be used to identify spatial structures in the data. The approach is designed to reduce the computational cost of training deep learning models on fMRI data. By breaking the fMRI frames into shorter pieces with a fixed stride, the data can be processed more quickly and efficiently. The results of the evaluations demonstrate that our 4-D CNN method is more effective at accurately diagnosing ADHD than traditional methods. This method can be used to create a powerful and efficient tool that can be used to accurately diagnose ADHD and provide clinicians with the information they need to make informed decisions as in [21]. A comparative analysis has been done with proposed models and some similar machine learning models that are able to detect mental disorders. The proposed analysis has been described in Table I. This table contains ‘Models’, ‘Description’, ‘Dataset’, ‘Accuracy’, and ‘Remarks’ as attributes.

<table>
<thead>
<tr>
<th>Sl.No.</th>
<th>Models</th>
<th>Description</th>
<th>Dataset</th>
<th>Accuracy</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Logistic Regression [14]</td>
<td>The Logistic Regression model has been used in the diagnosis and detection of ASD.</td>
<td>Screening data of a group of toddlers related to autism</td>
<td>100%</td>
<td>The proposed dataset has been prepared with 1054 instances and 18 attributes to train and test the model to detect ASD.</td>
</tr>
<tr>
<td>2</td>
<td>Logistic Regression(LR), Naïve Bayes(NB), Decision Tree(DT), K-Nearest Neighbour(KNN) [17]</td>
<td>These models are used to predict ASD using ASD patients and normal patients’ data.</td>
<td>The dataset contains data related to normal patients and ASD patients.</td>
<td>99.37%, 96.59%, 100%, and 97.73%</td>
<td>The dataset contains a large number of irrelevant and missing data. Many pre-processing techniques have been applied to clean datasets.</td>
</tr>
<tr>
<td>3</td>
<td>4-D CNN [21]</td>
<td>This deep learning model training is based on the fMRI frames dataset to detect ADHD automatically.</td>
<td>This dataset consists of the fMRI frames data.</td>
<td>71.3%</td>
<td>The proposed deep learning model 4d-CNN is able to detect ADHD using resting-state functional magnetic resonance imaging (rs-fMRI).</td>
</tr>
</tbody>
</table>
III. ARCHITECTURE

Two advanced machine learning models have been used to identify ASD symptoms from parents’ dialogues. BERT has been used as the first model to detect the symptoms from the parents’ dialogue whereas the ChatGPT model has been used as a second model to detect ASD symptoms from the given dataset. KNN and Random forest are the last two classifiers that are also used to identify ASD symptoms from a given dataset.

A. Dataset

The dataset is prepared by analyzing parents’ dialogues in which they described their thoughts and experiences related to their own child with Autism Spectrum Disorder (ASD). These dialogues were obtained from various social networks and organizations where children with special needs receive therapies for communication, speech, and behavior. Table II provides a few examples of these dialogues. Parents’ dialogues are a valuable source of data for identifying all possible symptoms of ASD. We used these dialogues to create a dataset for training and testing our proposed machine-learning models.

The dataset was meticulously curated from the content presented in Table II, with a thorough examination of each sentence to ascertain its relevance as a potential symptom of Autism Spectrum Disorder (ASD). It is important to note that the identification of ASD symptoms is not constrained by a fixed set of criteria, allowing for a comprehensive exploration of various indicators. To enhance the dataset and bolster the accuracy of machine learning models, a promising avenue could involve the augmentation of dialogues from parents who have firsthand experience with autistic children. This approach not only facilitates the discovery of additional symptoms but also offers a valuable opportunity to refine machine learning algorithms. Table III provides a glimpse of the dataset, offering illustrative examples of the data’s composition.

Table III provides a comprehensive overview of the dataset structure proposed in this research endeavor. The dataset comprises three distinct columns: Serial Number, Comments, and Sentiment. To compile this dataset, textual excerpts were extracted from parents’ dialogues, wherein each sentence underwent a rigorous evaluation to determine its association with Autism Spectrum Disorder (ASD) symptoms. Sentences that were indicative of ASD symptoms were categorized with a label of 1 (representing true), while those not exhibiting such symptoms were assigned a label of 0 (indicating false). Referring to Table III, it becomes evident that the Comments column, under serial numbers 1, 3, and 4, highlights sentences bearing true ASD symptoms, while serial numbers 2 and 5 correspond to sentences devoid of ASD symptoms. This meticulously curated ASD symptom-based dataset is now poised for the training of advanced machine learning models such as BERT and ChatGPT, holding promise...
for enhancing our understanding and analysis of ASD-related linguistic cues.

**TABLE II. EXAMPLE OF PARENTS' DIALOGUES**

<table>
<thead>
<tr>
<th>Sl. No.</th>
<th>Parents' Dialogues</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>My son is 20, has autism, high functioning. Drive works but still struggles with socializing like most. eye contact can be minimal, talking is minimal (no small talk). He is being bullied now in the work place to the point his ptsd from childhood bullying is affecting him. I try to empower him but is scared of getting hit by his coworker.</td>
</tr>
<tr>
<td>2.</td>
<td>He cries every night and every day about going to nursery. Unfortunately the past few weeks have been awful, he is very upset about going to nursery again and is now asking if he is going the next day at bath time and then when he wakes up in the morning he screams and cries and has to be physically dressed and put in the car.</td>
</tr>
<tr>
<td>3.</td>
<td>I am new here, I just want to ask about any private speech and language therapist in ENGLAND at Oldham. My 2 years baby is not talking yet, sometime not responding. I am very worried for my son. Please help me for guiding.</td>
</tr>
<tr>
<td>4.</td>
<td>My daughter-in-law spoils him let's him have and do whatever he wants. I'm sure it's because they don't want to hear his screams. Now he's temporary out of the picture. Her oldest son age 12 opens the fridge and let him grab whatever because mom let him. I put a stop to it because food is going to waste within a day it makes it hard when the one year old wants milk and there's none because it gets spoiled. Am I wrong in not letting the 5 year old have his way?</td>
</tr>
<tr>
<td>5.</td>
<td>My 9 year old little man was recently diagnosed with Autism and waiting for further appointments for ADHD. Does anyone else's child suffer with bad meltdowns and constantly anger and stressed?</td>
</tr>
</tbody>
</table>

**TABLE III. EXAMPLE DATA IN THE PROPOSED DATASET**

<table>
<thead>
<tr>
<th>Sl. No.</th>
<th>Comments</th>
<th>Sentiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>He is playing with toys and spin wheels every time</td>
<td>1</td>
</tr>
<tr>
<td>2.</td>
<td>Please help me understand autism because my son is 4 years old now</td>
<td>0</td>
</tr>
<tr>
<td>3.</td>
<td>My little girl is 3 years old but she is able to speak.</td>
<td>1</td>
</tr>
<tr>
<td>4.</td>
<td>She mumbles but can speak any proper word.</td>
<td>1</td>
</tr>
<tr>
<td>5.</td>
<td>I was really surprised when she came home and asked her mom about me.</td>
<td>0</td>
</tr>
</tbody>
</table>

**TABLE IV. LIST OF LABELS WITH ASD PROBLEMS**

<table>
<thead>
<tr>
<th>Sl. No.</th>
<th>Label</th>
<th>ASD Problems</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>1</td>
<td>Speech Problem</td>
</tr>
<tr>
<td>2.</td>
<td>2</td>
<td>Sensory Problem</td>
</tr>
<tr>
<td>3.</td>
<td>3</td>
<td>Behaviour Problem</td>
</tr>
<tr>
<td>4.</td>
<td>4</td>
<td>Special Education</td>
</tr>
<tr>
<td>5.</td>
<td>5</td>
<td>Social Interaction</td>
</tr>
<tr>
<td>6.</td>
<td>6</td>
<td>Eye Contact</td>
</tr>
<tr>
<td>7.</td>
<td>7</td>
<td>Cognitive Behaviour</td>
</tr>
<tr>
<td>8.</td>
<td>8</td>
<td>Hyper Active Problem</td>
</tr>
<tr>
<td>9.</td>
<td>9</td>
<td>Child Psychological Problem</td>
</tr>
<tr>
<td>10.</td>
<td>10</td>
<td>Attention Problem</td>
</tr>
</tbody>
</table>

Table IV represents a specific ASD problem, with Label 1 indicating "Speech Problem," Label 2 denoting "Sensory" issues, and Label 3 representing "Behavior" problems. Additionally, Table IV includes labels for other ASD problems. Once the sentiment of a sentence related to ASD symptoms is predicted, the proposed system utilizes Table IV to determine the corresponding label associated with the identified problem. In the system flow, when a sentence is classified as positive (1), it becomes the input for the Spacy cosine similarity model. This model compares the positive sentence with the dataset presented in Table V, which contains numerous positive sentences accompanied by their respective labels. Each label in Table V corresponds to an ASD problem as defined in Table IV. As described in the Proposed System Flow section, the cosine similarity model performs a similarity check between the predicted positive sentences and the sentences within the dataset. This process aims to identify the sentence in the dataset that is most similar to the input sentence. The label associated with this highly similar sentence is then selected by the system. By utilizing the information from Table IV and Table V, the proposed system matches positive sentences, which indicate ASD symptoms, with their respective labels. This matching process allows for the identification of specific ASD problems based on the BERT cosine similarity scores calculated by the system.

**TABLE V. DATASET FOR COSINE SIMILARITY CHECK**

<table>
<thead>
<tr>
<th>Sl. No.</th>
<th>Positive Sentences</th>
<th>Label</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>I am unable to demonstrate potty training to him during the daytime when his father is at work.</td>
<td>7</td>
</tr>
<tr>
<td>2.</td>
<td>He primarily mumbles and doesn't use coherent words.</td>
<td>1</td>
</tr>
<tr>
<td>3.</td>
<td>When I beckon him, he doesn't respond by coming to me.</td>
<td>10</td>
</tr>
<tr>
<td>4.</td>
<td>He requires visual cues to comprehend my communication.</td>
<td>6</td>
</tr>
<tr>
<td>5.</td>
<td>Her frustration deeply affects me and I'm hoping to hear some success stories.</td>
<td>9</td>
</tr>
</tbody>
</table>

In the subsequent sections, we have detailed each model, including the algorithm employed in its implementation. This dataset served as the foundational training data for these models, and the outcomes of each model have been extensively examined and deliberated upon in the Results and Discussion section.

**B. BERT Deep Learning Model**

BERT is a deep learning model for natural language processing that helps to understand the meaning of a text or sentence according to the context. The BERT model is trained with the Wikipedia dataset and it can be fine-tuned for better accuracy. BERT stands for Bidirectional Encoder Representations from Transformers which means the entire model is based on transformers which is itself a deep learning model. Each output is well connected with each input in this deep learning model and weights are calculated dynamically according to the input-output connection. BERT has the capability of a Masked Language Model (MLM) where a word from the sentence is hidden at the training time and later
this model predicts the hidden word based on the context. BERT is dependent on the self-attention mechanism which is possible for the bidirectional transformers. The encoder and decoder are connected in the form of sequence to sequence model inside the transformer. The mathematical representation is:

\[
\text{Attention}(A, B, C) = \text{softmax}(AB^T / \sqrt{d_b}) C
\]

A, B, and C are the embedding vector that is transformed by a weight matrix inside the transformer and training of transformers means finding weight matrices. The transformer model becomes a language model when weight matrices are learned. The BERT model contains a set of rules to represent the input text. Input text converts into the embedding parts which is a combination of three embeddings. According to Fig. 1, the token embeddings will be created from the tokenization of the input text. The segment embedding is needed to understand unique embedding from the given two sentences like “my baby is Autistic, she likes to play”. The model can understand better the sentence to distinguish between them. The BERT model uses positional embedding which helps to understand the position of each word in a sentence. Summations of These three embeddings are representing the input inside the BERT model.

The proposed autism-related dataset has been applied in the BERT model to understand the sentence sentiment for identifying positive and negative symptoms of an autistic child.

The proposed system using the BERT model reads data from the proposed prepared dataset. Some NLP-related tasks have been done that are tokenization and embedding. The embedding and labeled data will be split for creation train and test data for the BERT model. The training data will be used for model training purposes as well as testing data will be used for model performance purpose. The algorithm of the proposed system using BERT model has been given below:

---

**Proposed BERT Algorithm:**

**Pseudo Code:**

1. Read data from CSV file.
2. X=data from csv
   
   \( x_1 = [a_1, a_2, a_3, a_4, a_5, \ldots, a_n] \) is a user text column inside the dataset.
   
   \( y_1 = [r_1, r_2, r_3, r_4, r_5, \ldots, r_n] \) is a label data column inside the dataset

3. BERT model name selection.
   // Set BERT model name
   MODEL_NAME = 'bert-base-cased'

4. Train and test data creation.
   df_train, df_test = train_test_split(X, test_size=0.2, random_state=RANDOM_SEED)
   df_val, df_test = train_test_split(df_test, test_size=0.5, random_state=RANDOM_SEED)

5. Create data loader function.

6. Create data loader function.

7. **Algorithm**

   ```python
   def create_data_loader(df, tokenizer, max_len, batch_size):
       ds = GPReviewDataset(  
           reviews=df.Comments.to_numpy(),  
           targets=df.Sentiment.to_numpy(),  
           tokenizer=tokenizer,  
           max_len=max_len
       )
       return DataLoader(  
           ds,  
           batch_size=batch_size,  
           num_workers=0
       )
   ```

8. // Create train, test and val data loaders

   **BATCH_SIZE** = 16

---

**Fig. 2.** The architecture of the transformer [22].

Fig. 2 of the Transformer architecture in [22] shows that it has two parts. The first part is Encoder and the second part is Decoder. After the conversion of input text to input embeddings, Encoder starts to handle input embeddings. The Encoder block contains two layers. The first layer is the Multi-Head Attention layer which is connected to the second layer named Feed Forward Neural Network. The encoder block encoded the data and sends it to the Decoder block where the Multi-Head Attention layer and Feed Forward Neural Network are connected but one extra layer is also connected which is Masked Multi-Head Attention. Different masked are handled by this layer. The proposed autism-related dataset has been applied in the BERT model to understand the sentence sentiment for identifying positive and negative symptoms of an autistic child.
train_data_loader = create_data_loader(df_train, tokenizer, MAX_LEN, BATCH_SIZE)
val_data_loader = create_data_loader(df_val, tokenizer, MAX_LEN, BATCH_SIZE)
test_data_loader = create_data_loader(df_test, tokenizer, MAX_LEN, BATCH_SIZE)

Step 5: Create BERT model for sentiment analysis.
bert_model = BertModel.from_pretrained(MODEL_NAME)

# Build the Sentiment Classifier class
class SentimentClassifier(nn.Module):

    // Constructor class
    def __init__(self, n_classes):
        super(SentimentClassifier, self).__init__()
        self.bert = BertModel.from_pretrained(MODEL_NAME)
        self.drop = nn.Dropout(p=0.3)
        self.out = nn.Linear(self.bert.config.hidden_size, n_classes)

    // Forward propagation class
    def forward(self, input_ids, attention_mask):
        _, pooled_output = self.bert(
            input_ids=input_ids,
            attention_mask=attention_mask,
            return_dict=False
        )
        output = self.drop(pooled_output)
        return self.out(output)

# Instantiate the model and move to classifier
model = SentimentClassifier(len(class_names))

The result of this proposed algorithm has been discussed in the Result and Discussion section.

C. ChatGPT (Large Language Model)

Today, ChatGPT has taken a very strong position to handle natural language processing tasks. ChatGPT model is an advancement of Large Language Model (LLM). ChatGPT model has been developed using reinforcement learning from human feedback (RLHF). RLHF is a reinforcement learning which is a machine learning algorithm where an agent learns everything from the environment using policy. According to Fig. 3, the agent may take action (At) according to the policy which affects the environment where the agent is present. According to Fig. 4, the agent may take action (At) according to the policy which affects the environment where the agent is present. According to this action taken, a new state (St) is generated and it returns a reward (Rt). Rewards are nothing but the feedback signals which indicated the reinforcement learning agent to tune action policy. In the next step, the RL agent modifies the policy to take sequences of actions when it goes through training episodes and as a result, it maximizes the rewards.

ChatGPT (GPT stands for Generative Pre-trained Transformer) is a large language model (LLM) developed by OpenAI. ChatGPT is trained on a massive amount of text and code data from the internet. The dataset includes text from books, articles, websites, and code from GitHub repositories. A brief description has been given according to Fig. 4.

1) The training process for ChatGPT involves several stages. First, the model is initialized with a data transformation stage where tokenization and vectorization methods are used to prepare text data for training. These are important steps because they help the ChatGPT model to understand the meaning of the text and generate text that is both coherent and grammatically correct.

2) The tokenization stage involves breaking down text into smaller units, called tokens. Tokens can be individual words, phrases, or even characters. The type of tokenization used for ChatGPT is called WordPiece tokenization. In this tokenization method text breaks down into tokens that are still meaningful, even if they are not individual words. For example, the word “running” would be broken down into the tokens “run” and “ing”.

3) After completion of tokenization, it is converted into vectors. Vectors are mathematical objects that represent the meaning of a token. The vectors for each token are learned during the training process. The vectors are then used by the ChatGPT model to generate text, translate languages, and perform other tasks.

4) Once the text data is vectorized then, it is trained using a transformer Model (unsupervised learning) which is a neural network architecture that has been shown to be very effective for natural language processing tasks. It consists of encoder and decoder layers. The encoder layers take in a sequence of
text tokens and transform them into a sequence of hidden representations. The decoder layers then use these hidden representations to generate a new sequence of text tokens. To process the new sequence of text tokens distributed learning is a technique used. It involves splitting the model across multiple machines, each of which is responsible for training a subset of the model's parameters. This allows the model to be trained more quickly and efficiently than if it were trained on a single machine.

5) In distributed learning technique, two methods are involved, data parallelism and model parallelism. In data parallelism, the training data is split across the machines, and each machine trains its own copy of the model. In model parallelism, the model's parameters are split across the machines, and each machine trains its own subset of the parameters. ChatGPT used this distributed learning technique to train massive datasets of text and code, which allowed it to achieve the best performance on a variety of natural language processing tasks. It uses an Azure-based supercomputing platform to process the data and models.

6) After completion of model training, it can be fine-tuned for specific natural language processing tasks, such as language translation, text summarization, and question answering. Fine-tuning involves training the model on a smaller amount of task-specific data, which allows it to learn to perform the task more accurately and efficiently.

7) After completion of model training, it can be fine-tuned for specific natural language processing tasks, such as language translation, text summarization, and question answering. Fine-tuning involves training the model on a smaller amount of task-specific data, which allows it to learn to perform the task more accurately and efficiently.

The Reinforcement learning from human feedback helps to enhance the training process of RL agents where humans are also included. An architectural diagram of LLM has been given in Fig. 5. According to Fig. 5, RLHF in language models consists in three phases where the first phase is related to the huge data training because LLM requires a huge amount of data to be trained. The LLM is pre-trained using unsupervised learning and it creates coherent outputs. Some of the output may be aligned or not aligned according to the goal of users. In the second phase, a reward model has been created where another LLM model uses the generated text from the main model to produce quality scores. The second LLM has been modified for scalar value instead of a sequence of text tokens. A dataset of LLM-generated text labeled will be generated for quality. A prompt will be given to the main LLM to generate several outputs. The human evaluator will intervene here to evaluate generated output on the basis of good and bad. In the third phase, the main LLM is an RL agent where it takes several prompts from a generated text and training set. The output of this LLM model is passed to the reward model that provides the score and aligns with the human evaluator. Finally reward model creates output according to the higher score. ChatGPT uses this RLHF framework to handle a large number of natural language queries. The engineers of OpenAI have modified the model for fine-tuning on pre-trained GPT-3.5.
According to Fig. 6, the pre-trained ChatGPT model accepts example data to understand the structure of the data. The dataset is containing structured data. ChatGPT needs example structured data to understand the pattern for response generation but there is a limitation of sending example data to the ChatGPT. ChatGPT reads data as a token and within this token limitation example data has to be sent. Now, ChatGPT is ready to generate responses to new requests. The algorithm of the proposed sentiment analysis using the ChatGPT model has been described below.

**Proposed ChatGPT algorithm:**

**Pseudo code:**

Step 1: Initialize API key in a variable
```
import openai as ai
ai.api_key = 'API_Key'
```

Step 2: Initialize the data as text in a variable
```
text1 = "\nComments
How does speech therapy help with a nonverbal to speak
1
because all they do there is play with toys with him every time
0
I'm confused guys help my son is 3 years old now
0
he does is mumbles only no proper words
1
but he goes to speech therapy every month
1
Does it help
0
\n""
```

Step 3: Define the ChatGPT model inside method:
```
def generate_gpt3_response(user_text, print_output=False):
    completions = ai.Completion.create(model='text-davinci-003',
                                        temperature=0.5,
                                        prompt=user_text,
                                        max_tokens=100,
                                        n=1,
                                        stop=['Human:', 'AI:'])

    # Displaying the output can be helpful if things go wrong
    if print_output:
        print(completions)

    # Return the first choice's text
    return completions.choices[0].text
```

Step 4: Call the method to identify the sentiment of the sentence.
```
text2 = "My baby is not responding and his eye contact is very low."
text3 = text1 + " +text4 + " +text2
#result=generate_gpt3_response()
result = generate_gpt3_response(text3)
print(result)
```

**D. Proposed System Architecture**

According to Fig. 7, a general architecture has been given where each model is associated with the BERT cosine similarity model. The working flow of BERT and ChatGPT has been given below.
Below is the algorithm summarizing the steps:

1) Select positive sentences from the input text.
2) Apply the BERT Cosine Similarity Model.
3) Calculate the cosine similarity between the input sentence and each positive sentence from the ASD symptoms dataset.
4) Select the sentence with the highest cosine similarity score.
5) Retrieve the label associated with the selected sentence from Table IV, indicating the corresponding ASD problem.

By utilizing the BERT Cosine Similarity Model and leveraging the labels from Table IV, the proposed system can effectively identify ASD problems based on the similarity between input sentences and the ASD symptoms dataset.

The Algorithm in Python pseudo-code:
```
from sentence_transformers import SentenceTransformer, util
import pandas as pd
import pandasql as ps

// Initialize dataset in Dataframe

df = pd.read_csv(r"ASD_Symptoms.csv", encoding='Latin-1')
// List Array declare to store 'Comments', 'Sentiment value' and 'Cosine Score value

comments=[]
sentiment=[]
cosine_value=[]

// Function for bracket remove from Cosine value in Python
def listToStringWithoutBrackets(list1):
    return str(list1).replace('[','').replace(']','')

// BERT Cosine calculation function
def BERT_Cosine(strs):
    for ind in df.index:
        sentences = [df['Comments'][ind], strs]
        model = SentenceTransformer('sentence-transformers/all-MiniLM-L6-v2')
        # Compute embedding for both lists
        embedding_1 = model.encode(sentences[0], convert_to_tensor=True)
        embedding_2 = model.encode(sentences[1], convert_to_tensor=True)
        comments.append(df['Comments'][ind])
        sentiment.append(df['Sentiment'][ind])
        score = util.pytorch_cos_sim(embedding_1, embedding_2)
        cosine_value.append(listToStringWithoutBrackets(score.tolist()))

cosine_value = pd.DataFrame(cosine_value,
                             columns=['Comments': comments,
                                      'Sentiment value': sentiment,
                                      'Cosine Score value': cosine_value])
```

Fig. 7. General flow of proposed system architecture.
'Sentiment': sentiment,
'Cosine_Scores': cosine_value
})

// Dataframe to csv conversion with Cosine Score of each sentence for extraction of Max Cosine value with corresponding label value.
dfc.to_csv('ASD_Cosine_Data.csv')
dfc['Cosine_Scores'] = dfc['Cosine_Scores'].astype('float64')
i = dfc['Cosine_Scores'].idxmax()
return dfc['Sentiment'][i]

strs=pd.read_csv("ASD_New_Data.csv")
for st in strs['Comments']:
result=BERT_Cosine(st)
print(st,"=",result)

IV. RESULTS AND DISCUSSION

A. Result and Discussion of BERT Model

1) Result: The BERT model has been evaluated using some popular metrics like F1, Precision, Recall, Support, etc. The proposed research uses the BERT model as the binary classifier that will detect the sentences as positive or negative regarding ASD symptoms detection. The report of this binary classification has been given in Table III. But, before understanding the classification report, the confusion matrix of this proposed BERT model has been elaborated for a better clear view of this model.

![Confusion Matrix](image)

Fig. 8. Confusion matrix of proposed BERT model.

2) Discussion: According to Fig. 8. The proposed confusion matrix has two axes. The Y-axis is a true sentiment and X-axis is a predicted sentiment. True sentiment has both values positive and negative whereas predicted sentiment has the same positive and negative values. The number of sentences is 11 which are true positive sentiments but predicted as negative. In the next step, the number of true positives is 29 and the model has predicted it as true. According to Fig. 7, true negative sentences are 41, and the proposed model has predicted these sentences as negatives whereas six true negative sentences have been predicted by this proposed model as positives. The number of correct predictions according to the true sentiment is greater than wrong predictions. The F1 score, Precision, Recall, and Support have been given in Fig. 8.

The F1 score is an important metric for the evaluation of machine-learning models. The F1 score will be calculated by the combination of Precision and the Recall value. The equation of the F1 score calculation has been given here.

\[
F1 = \frac{2 \times (\text{Precision} \times \text{Recall})}{\text{Precision} + \text{Recall}}
\]

The Precision can be calculated using this formula where the number of True Positives (TP) is divided by the Total Number of True Positives (TP) and False Positives.

\[
\text{Precision} = \frac{\text{TP}}{\text{TP} + \text{FP}}
\]

The Recall can be formulated by the number of True Positives (TP) divided by the total number of True Positives (TP) and False Negatives (FN).

\[
\text{Recall} = \frac{\text{TP}}{\text{TP} + \text{FN}}
\]

The macro average computes the arithmetic mean according to the class. It is a straightforward average calculation method where the weighted average method refers to the proportion of each class support that is related to the sum of all support values. The count of correct occurrences of the class in the proposed dataset is called support. The imbalance support indicates the low scores of the report then the classification model can be remodeled again.

![Classification Report](image)

Fig. 9. Classification report of proposed BERT model.

Fig. 9 shows the classification report of the proposed BERT model where precision and recall values of negative and positive classes are 0.84, 0.87, 081, and 0.76 with support values 47 and 34. The F1 score of the negative and positive classes are 0.85 and 0.79. The accuracy of the proposed model is 0.83 (83%) according to the F1 score with 81 support values. The precision and recall values of macro and weighted averages are 0.82, 0.82, 0.82, and 0.83 where f1 scores are 0.82 and 0.83 with support values 81 and 81. An example
sentence has been sent to the proposed BERT model for sentiment prediction.

Review text: “My 3 years baby is nonverbal and less eye contact”

This sentence directly indicates the positive sentence of ASD symptoms because ASD children are nonverbal and have less eye contact. The predicted result can be seen in Fig. 9 as “Sentiment: positive”.

B. Result and Discussion of ChatGPT Model

1) Result: A pre-trained ChatGPT model has been used where the base model is ‘text-davinci-003’ which is a very powerful base language model in ChatGPT. Author Junjie Ye and et.al. described ‘text-davinci-300’ language model performance on various datasets. The classification report on “text-davinci-300” language model has been elaborated in detail. The GPT series models like GPT-3, CodeX, InstructGPT, and ChatGPT have been considered to evaluate the performance on nine natural language understanding (NLU) tasks using 21 datasets as in [23]. The base models have been used to train their datasets. OpenAI has given the opportunity to train their base model on a particular dataset where each dataset has to be designed according to their dataset standard. However, the concern is that the base model is not fine-tuned as a ChatGPT pre-trained model. An API key is needed to use base ChatGPT base models and fine-tuned pre-trained base models. The fine-tuned pre-trained model has been considered in this research to utilize the advantages of fine-tuning and pre-trained. The main advantage is the accuracy of the prediction of the sentences regarding ASD symptoms.

The following code will show the initialization part of the fine-tuned pre-trained “text-davinci-003” base model of ChatGPT.

```python
def generate_gpt3_response(user_text, print_output=False):
    completions = ai.Completion.create(model='text-davinci-003',
                                        temperature=0.5,
                                        prompt=user_text,
                                        max_tokens=100,
                                        n=1,
                                        stop=["Human:", "AI:"],
    )
```

2) Discussion: The output from the proposed ChatGPT model according to the new parent’s dialogues is good. An example sentence with sentiment value has to be sent to the ChatGPT model then it can understand the pattern and according to the pattern, it will start prediction according to the defined RLHF algorithm.

The output can be seen from the given Fig. 10 on sentences of parents’ dialogues. The sentences are-

a) “My baby is not responding and his eye contact is very low.”

b) “from last few days my son is obsessed with the placement of various things”

The first sentence is 1 means positive according to ASD symptoms whereas the second sentence is negative and ChatGPT returns 0.

![Fig. 10. Output of the proposed ChatGPT model.](image)

C. Result and Discussion of BERT Cosine Model

1) Result: The proposed cosine similarity model is responsible for identifying ASD symptoms from positive ASD sentences that have been predicted by the machine learning algorithms. The model’s output is depicted in Fig. 11, where the sentence “She does not have any eye contact when I call” is labeled with 6.

![Fig. 11. Example output result of BERT cosine similarity.](image)

2) Discussion: Similarly, the sentences “She does not like her classmates” and “her classmates don’t like her because they don’t want to hear her shouts” are labeled with 3 and 8, respectively. Referring to Table IV, we can determine that label 6 corresponds to Eye Contact problems, label 3 indicates Behaviour problems, and label 8 represents hyperactive problems. These labels provide insight into the specific ASD problems associated with the detected symptoms. Upon identifying the ASD problems, appropriate therapies can be initiated based on the specific problem identified. Tailoring the interventions according to the detected problems is crucial in providing targeted support to individuals with ASD. These targeted therapies have the potential to significantly reduce the symptoms associated with ASD and improve overall well-being. The ability of the proposed system to accurately identify ASD problems through the analysis of positive sentences enables a more focused and tailored approach to therapeutic interventions. This personalized approach holds great promise in positively impacting individuals with ASD and enhancing their quality of life. By leveraging the system’s ability to identify ASD problems accurately, individuals with ASD can receive more effective and personalized support, leading to improved outcomes and overall well-being.
V. LIMITATION

The proposed system leverages both transformer-based and LLM-based machine learning models to enhance its performance. Quantum machine learning models can be employed to improve accuracy by applying them to a large dataset. Additionally, collecting more data, especially accurate ASD-related parent dialogs, can significantly enhance the training and testing scores of the models. According to the language model, it has been observed that they are not very efficient in calculations like aggregation-type natural language response generation. As an example, ChatGPT is not able to do the right calculation of the sum of multiple float values at a time. This is the main limitation of language models. It is vital to ensure that all components of the system are functioning properly for the cosine similarity part to work effectively. Any issues or malfunctions in the system's components can impact the performance of the cosine similarity model, as it relies on accurate processing and selection of positive sentences.

VI. CONCLUSION

The proposed system is designed to process natural language text extracted from parents' dialogues to detect ASD symptoms. It utilizes sentiment analysis techniques to determine whether a sentence expresses positive or negative sentiments regarding ASD symptoms. To accomplish this task, the system employs BERT and ChatGPT models that have been trained on the provided dataset. After performing sentiment analysis, the system selects only the positive sentences for further analysis using the cosine similarity model. The system utilizes an ASD symptoms dataset, where each sentence is labeled with a value corresponding to a specific ASD symptom. By calculating the cosine similarity between the input sentence and each sentence in the ASD symptoms dataset, the system identifies the label value of the sentence with the highest similarity score. This label value indicates the specific ASD problem associated with the input sentence. One significant advantage of the proposed system is that it relies solely on text-based analysis. By leveraging text-based analysis and prioritizing affordability and accessibility, the proposed system has the potential to facilitate ASD detection and support in underserved regions, thus bridging the gap in ASD diagnosis and intervention.

FUTURE WORK

To further enhance the output and accuracy of the proposed the provided dataset can be a valuable approach. This model can leverage the dataset to make predictions and improve the system's performance. By incorporating these models into the system and training them using the proposed dataset for ASD detection, the system can benefit from their advanced techniques and potentially achieve superior results. However, it is important to consider that transformer-based and LLM-based models like BERT and ChatGPT may not perform optimally when dealing with aggregation-type sentences. Therefore, it is crucial to carefully assess the sentences in the dataset and choose appropriate models accordingly. In summary, training the Quantum machine learning models using the proposed dataset for ASD detection represents a promising future development for the system.
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Abstract—Optimizing Power Management in Distribution Networks through Coordination of Directional Over-Current Relays summarizes a study or project focused on enhancing the management of power in distribution networks by optimizing the coordination of directional over-current relays. Directional over-current relays are critical components of power distribution systems, designed to safeguard the network against over-current faults while maintaining operational stability. Proper coordination of these relays is vital to ensure that faults are isolated and cleared efficiently without causing extensive disruptions. In this paper, a mathematical modeling approach is employed to address the optimization of power management in distribution networks. This approach likely encompasses the development of mathematical models and algorithms that consider factors such as fault types, fault locations, network topology, and relay settings to improve the coordination of directional over-current relays. Here, different optimization algorithms have been implemented to optimize the operating time of relays & hence power management. Cuckoo Search Algorithm (CSA), Fire-Fly Algorithm (FFA), Harmony Search Algorithm (HSA), and Jaya Algorithm are employed to solve the coordination problem for directional over-current relays (DOCs) with different test systems. The outcomes of this research may have practical applications in power distribution systems, potentially leading to more resilient and responsive networks that better manage power distribution and reduce disruptions during faults and outages.

Keywords—Optimization; Cuckoo Search Algorithm (CSA); Fire-Fly Algorithm (FFA); Harmony Search Algorithm (HSA); Jaya algorithm; directional over-current relays

I. INTRODUCTION

The duty of protective systems is to detect fault and remove it from the power network. In all the processes, the time of operation plays an important role. The accuracy and reducing the execution time of the protective relay is the challenging part of the optimization algorithm. The most important elements that are used in power system for protection are distance relays and overcurrent relays. For protection of power system elements, protection scheme with primary and back up protection are used. In any power system, primary protective relays must function at the instant of fault occurrence to remove the faulty section; at the condition, whenever the primary protective relay is unable to perform, then the backup protective relay is supposed to operate. It should operate after a certain period of time for protection of power system from damage. The over-current protection relays are the frequently usable protection devices in the power system networks. For backup protection too, over-current relays are mostly used. But, the only protection scheme which provides the control to the power outages in some cases is the overcurrent protection. Unwanted relay tripping as a mal-operation for the backup protection relays has to be avoided. This is the major reason that over-current relay coordination in power system network is a major concern in protection system [1]. In the ring main distribution system for the management of power, the over-current relay coordination is a complex optimization problem with large number of constraints. The purpose is to find the minimum time of operation of primary relays as well as backup relays. It is to be noted that the mal-operation of relays is neglected during optimization. This results in making the problem more complex due to high number of constraints in modern day complex interconnected networks.

The optimum and accurate coordination of relays is necessary to recognize the fault efficiently within sort of time, to avoid possible outages and remove them from the power system network due to fault. The relay coordination problem is one of the most critical optimization problem because of large number of nonlinear constraints.

The motivation for this research stems from the growing importance of a robust, reliable, and efficient power distribution system. Modern society's increasing dependence on electricity, coupled with the advent of renewable energy sources, places new demands on distribution networks. The coordination of directional over-current relays becomes a vital consideration in ensuring that these networks can adapt to evolving conditions while continuing to provide a seamless power supply. Moreover, economic considerations drive utilities and power system operators to minimize downtime, reduce maintenance costs, and make efficient use of available resources. The potential benefits of an optimized relay coordination system are, therefore, multi-faceted, encompassing improvements in network resilience, safety, and cost-effectiveness.

Optimizing power management in distribution networks through the coordination of directional over-current relays offers a host of significant benefits. It enhances the overall reliability of power distribution, reducing service interruptions and downtime, which, in turn, leads to increased customer satisfaction and minimized economic losses. This optimization
also contributes to greater safety by swiftly isolating faults and preventing potential hazards. Furthermore, it enables utilities to operate more efficiently, saving on maintenance costs and utilizing network resources effectively. With a more resilient and responsive grid, integration of renewable energy sources becomes smoother, reducing environmental impact. In summary, the benefits encompass improved reliability, reduced downtime, enhanced safety, cost savings, efficient resource utilization, and environmentally responsible power management, ultimately fostering a more dependable and sustainable energy distribution infrastructure.

Power distribution networks play a pivotal role in ensuring a consistent and reliable supply of electricity, making the coordination of directional over-current relays a crucial aspect of network management. The literature on optimizing power management through relay coordination reveals a growing body of research aimed at enhancing the performance of distribution systems. S. S. Gokhale et al [2] have discussed about the relay coordination and the importance of the optimization of relay operating time. The phenomenon of Cuckoo search algorithm has been discussed and applied to optimize the operating time of relays. Single end fed network power system with six overcurrent protective relays is considered as a test system for relay coordination problem. Chabanloo et al [3] have discussed the modified objective function and various characteristics of overcurrent relay and distance protection has been studied. The application of genetic algorithm, in order to solve optimization problem has been discussed. Mousavi et al [4] have discussed about the objective function minimization with constraints in this article. Constraints always affect the results and the operation time of the algorithm. The handling of constraints would be different for different optimization algorithms. Jagdish Madhukar Ghogare et al [5] have discussed radial and loop system coordinates with genetic algorithm. The different operators of genetic algorithm along with case study of symmetrical and unsymmetrical information set has been implemented. The relay coordination problem identification with their constraints has been studied and calculated for ten relay test system. Divya S Nair et al [6] have briefly discussed about the protective system and use of appropriate protective relays to protect the power system elements. The calculation of constraints and objective function parameters has been discussed with the help of fourteen relay system. The system is further optimized with genetic algorithm. The effect of relay operation time with different fault condition has shown in this paper. Abdul Wadood et al [7] have used the root tree algorithm (RTO), inspired by the random movement of roots, to search for the global optimum, in order to best solve the problem of overcurrent relays (OCRs). C.A. Castillo et al [8] have proposed the invasive weed optimization for the relays with non-standardized inverse time curves for improving overcurrent relay coordination performance. The model and implementation of optimization algorithm for coordination must be capable of handling increased problem dimension and constraints. Zahra MORAVEJ et al [9] have implemented the grey wolf optimizer algorithm and it has been used as an optimization tool to find optimum settings. Ahmed Korashy et al [10] have proposed a modified version for Water Cycle Algorithm (WCA), referred to as MWCA to effectively solve the optimal coordination problem of DOCRs. In the proposed technique, the search space has been reduced by increasing the C-value of traditional WCA, which effects on the balance between explorative and exploitative phases, gradually during the iterative process in order to find the global minimum.

The metaheuristic techniques are used on a daily basis for industrial planning, resource allocation, econometrics problems, scheduling, decision making engineering, and computer science applications. In this work, we have dealt with the comparative study of the different optimization techniques; namely, Cuckoo Search Algorithm, Firefly Algorithm, Harmony search algorithm and Jaya algorithm. These methodologies are applied for the coordination of directional overcurrent protective relays. The results obtained are validated when they accomplish all the constraints. The equality and inequality constraints show the coordination boundary for each and every primary and backup relay pair; which are having fault very near to the primary protective relays. The number of constraints will lead to an increase in the processing time of optimization process of any algorithm. For the small systems, it will take less time to get the optimum result, but in case of large systems, the number of constraints will increase leading to a large time for processing. If we reduce the constraints by neglecting them, the problem under consideration will not offer the appropriate results. For best results, the optimized value should follow the constraints religiously. Optimizing power management through the coordination of directional overcurrent relays brings about numerous implications, from immediate improvements in grid reliability and safety to longer-term economic benefits and environmental sustainability. These implications not only enhance the performance of power distribution networks but also contribute to the broader goals of energy sector efficiency, safety, and environmental responsibility.

Our paper is structured as follows: Section II highlights the basic function of relays and relay coordination in radial and ring main feeder system. Section III elaborates about the objective function and their constraints. Jaya algorithm is presented in Section IV, whereas, the different case studies have been discussed for different optimization algorithm and are presented in Section V along with the comparison of optimum results and their discussion with proposed Jaya algorithm. At last, Section VI provides the conclusion and remarks.

II. DIRECTIONAL OVERCURRENT RELAY IN DISTRIBUTION NETWORK

Directional Overcurrent Relays are devices which provide the protection against the interruption of the healthy supply system from the unhealthy fault situations. In the electrical power system, the coordination is the major factor because the devices are interconnected. Therefore, when fault occurs at certain point, it will definitely affect the entire system and can lead to major damage in the system. The solution of such a problem is solved by the coordination of relays. The least operating time can be achieved by using the optimization tools.
A. Coordination of Relays

Relay coordination is essential part of any protection system. When any network is protected with the distance relays, main and backup relay pairs are provided for each line. By arranging the overcurrent relays and distance relays, protection of lines gets expanded for better protection. If any disturbance occurs, at first, the primary distance (main) relay actuates. After that the overcurrent relay will be actuated. If this is unable to clear the fault, at a prior time and fails to actuate for any reason, distance relays will operate [11]. And, if it is also fails to operate, the backup protective overcurrent relay must immediately detach the faulty section from the network. As elaborated in Fig. 1 and Fig. 2, two constraints have to be added for coordination problems, as in (1) and (2) to create the sequential protection.

\[
t_p(F_3) - t_{o2} \geq CI' \quad (1)
\]

\[
t_{o2} - t_m(F_4) \geq CI' \quad (2)
\]

Where, \( t_m \) is overcurrent relay operating time and the operating time of second zone protective relay ist \( t_{o2} \). At this condition when there is a new time interval for coordination (CI'); it should be defined between distance relays and overcurrent relays (not be the similar value as CI). This is used to establish the coordination of protective relay pairs

B. Over-current Relays Coordination in Radial Feeder System

Whenever the fault occurs, it is detected by both primary protective relays and backup protective relays. The operating time of relays, i.e., primary and back up is different, since the primary protective relay operating time is less than the backup protective relays, the primary protective relay will operate first. There is a radial distribution feeder system with two relays as depicted in Fig. 3. When fault occurs at point labeled as F, the relay \( R_g \) will operate first. Assuming the relay tripping time of relay \( R_g \) is set to 0.2 seconds, the relay \( R_s \) should operate after 0.2 sec plus CI. If the backup protective relay activates before the time of working of primary relay, it is called mal-operation [3].

\[
\begin{align*}
&\text{Mal-operation} [3] \\
&\text{Fig. 3. Simple radial feeder network.}
\end{align*}
\]

C. Coordination of Over-current Protective Relay in Ring Main Feeder Distribution System

It is essential to maintain the selectivity and sensitivity of protective devices at point A and B. The test system is presented in Fig. 4, which allows to maintain the supply to all connected loads at the condition of fault on any of the part of network and keeps the supply continuous [12]. Here, relay 1, and relay 8 are non-directional relays, apart from those, remaining relays are directional over-current relays (relay 2, 3, 4, 5, 6, and 7). All the directional relays are having their direction of tripping, which are away from the connected bus, shown in Fig. 4.

\[
\begin{align*}
&\text{Fig. 4. A simple ring main feeder network (relay1 & 8 are non-directional and remaining relays are directional)} \\
&\text{For the purpose of relay coordination, relay number 2, 4, 6,} \\
&\text{and 8 will make a group. Similarly, relay numbers 1, 3, 5, and} \\
&\text{7 will form another group. Relay coordination has to be} \\
&\text{established from the relay 2, for group one.} \\
&\text{The relay operating times has to take as} \\
&\text{for group one. Similarly, for group two, the relay} \\
&\text{setting initiates from relay 7. Operating time of relay has to} \\
&\text{take as} \\
&\text{The real operation time of relays has a constrained problem. The} \\
&\text{operating time should follow all the constraints for better}
\end{align*}
\]

Where, \( t_m \) is overcurrent relay operating time and the operating time of second zone protective relay ist \( t_{o2} \). At this condition when there is a new time interval for coordination (CI'); it should be defined between distance relays and overcurrent relays (not be the similar value as CI). This is used to establish the coordination of protective relay pairs
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C. Coordination of Over-current Protective Relay in Ring Main Feeder Distribution System

It is essential to maintain the selectivity and sensitivity of protective devices at point A and B. The test system is presented in Fig. 4, which allows to maintain the supply to all connected loads at the condition of fault on any of the part of network and keeps the supply continuous [12]. Here, relay 1, and relay 8 are non-directional relays, apart from those, remaining relays are directional over-current relays (relay 2, 3, 4, 5, 6, and 7). All the directional relays are having their direction of tripping, which are away from the connected bus, shown in Fig. 4.
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selectivity and sensitivity of relay coordination. Since the size and complexity of the power system network goes on increasing, the number of constraints will increase and it becomes more complex problem to coordinate the relays.

III. RELAY COORDINATION OPTIMIZATION PROBLEM

The ideal characteristics for IDMT relay shows that the operating time is inversely proportional to the fault current. Hence, overcurrent relay will operate fast after sensing a very large amount of current. However, IDMT relays are categorized into three types: standard inverse, extremely inverse and very inverse types. Relay characteristics depends on the type of standards selected for its operation. This can be defined by user or set by the ANSI, IEEE, IEC standards. Overcurrent relays are generally used for protection against inter phase faults and line to ground faults [13]. The operating time of the relay tracks the time over current curve, where the time delay be influenced by the value of current. There are two decisive factors, TDS and Plug Setting. The tripping time of the relay is closely related to TDS, plug setting and the fault current \( I_f \). The total operating time is given by a non-linear mathematical expression in (3) with respect to the constraint.

\[
T = \frac{\alpha \times TDS}{I_f} - \gamma
\]

\( \alpha, \beta \) and \( \gamma \) are constants. According to IEEE standards [14], the values of these constants are given by 0.14, 0.02 and 1.0 respectively. \( I_f \) is the fault current at the primary terminal of current transformer (CT), where the fault occurs. \( CT_{pr} \) represents the primary of CT. The ratio between \( I_f \) and \( CT_{pr} \) provides the current sensed by the protective relay denoted by \( I_{relay} \) shown in (4).

\[
I_{relay} = \frac{I_f}{CT_{pr}}
\]  

(4)

A. Relay Coordination Objective Function

The objective function is stated as the sum of operating times of all the primary relays expressed in terms of the product of Time dial setting (TDS) for each relay which is to be minimized, and a constant which is a function of ratio of fault current and pick up values of current. The inequality constraints framed according to close in fault and far end fault have the proper coordination margin for each primary/backup relay pair for a fault very close to relay pair.

To obtain the parameters of TMS and set \( I_{set} \), the objective function and constraints of the problem is defined in (5) and (6) is given by

\[
\text{Minimize : } \sum_{i=1}^{n} t_{op}
\]

(5)

\[
t_{op} = \frac{TSM_i \times I_{set}}{\log \left( \frac{I_{set}}{I_{set}} \right)} = \frac{3TMS_i}{\log \left( \frac{I_{set}}{I_{set}} \right)}
\]

where \( n \) is the total number of protective relays, \( t_{op} \) is the operating time of \( i \)th relays, \( TSM \) is the Time Setting Multiplier, \( I_{set} \) is the short circuit current, \( I_{set} \) is the pre-fault current.

As in Fig. 5, a near end fault is a fault that occurs close to the relay and a far end fault is a fault that occurs at the other end of the line [15]. In directional over-current relays, the magnitude of the fault currents detected at different locations will be different. In Fig. 5, a radial feeder is shown which the simplest distribution system employing directional overcurrent relays R_primary and R_backup. Here, R_primary is the primary relay for the near end fault and R_backup is the backup relay for the same fault. The operating time of primary relay is \( T_{primary} \) for near-end fault and operating time of backup relay is \( T_{backup} \) which is greater than \( T_{primary} \). Thus, the operating time of the backup protection should be equal to the operating time of primary protection plus the operating time of the primary circuit breaker.

In coordination studies, the sum of the tripping times of all the primary protective relays to clear a near or far end fault can be considered as an objective function that is to be reduced. Therefore, the objective function to minimize \( Z \) can be expressed as given in (7).

\[
\text{Minimize } Z = \sum_{i=1}^{n} T^i_{pri} + \sum_{j=1}^{n} T^j_{pri}
\]

(7)

where, \( T^i_{pri} = \frac{0.14 \times TDS^i}{ \left( PS^i \times CT^i_{pr} \right)^{0.02} - 1 } \) \hspace{1cm} (8)

\[
T^j_{pri} = \frac{0.14 \times TDS^j }{ \left( PS^j \times CT^j_{pr} \right)^{0.02} - 1 }
\]

(9)

\( i = 1, 2, 3...n; j = 1, 2, 3...n \)

where \( T_{pri} \) is operating time of the primary relay; \( CT_{pr} \) is the primary of CT and \( TDS \) is for Time Dial Setting for relay.
The essential constraints for optimization of relay coordination problem are given as in (10) and (11).

\[ TSM_{\text{min}} \leq TSM_i \leq TSM_{\text{max}} \]  \hspace{1cm} (10)

\[ I_{\text{Max load}}^{\text{sys}} < I_{\text{sw}}^{\text{sys}} < I_{\text{fault}}^{\text{sys}} \]  \hspace{1cm} (11)

The selection of TSM is used for each pair of main and backup relay (m, n). It is also used for errors regarding to zone of protection \( z_m \). The failures are identified at the fault points. The operating time constraints give the range of operation of relays. The maximum and minimum value of fault current defines the pickup value of an overcurrent relay [16].

### B. Constraints of Relay Coordination

Three constraints are considered for the minimization problem. The first constraint is TDS of the relay, which is the delay in time. Earlier the relay gets operates each and every time the fault current becomes equal to or above the Plug Settings of relay (12).

\[ TDS_{\text{min}}^i \leq TDS_i \leq TDS_{\text{max}}^i \]  \hspace{1cm} (12)

where \( i \) varies between 1 and \( N_j \). \( TDS_{\text{min}}^i \) and \( TDS_{\text{max}}^i \) are the limits between minimum and maximum value of TDS allowed, which are 0.05 and 1.10 sec, respectively. The second constraint concerning PS takes the form (13).

\[ PS_{\text{min}}^i \leq PS_i \leq PS_{\text{max}}^i \]  \hspace{1cm} (13)

where \( i \) varies between 1 and \( N_j \). \( PS_{\text{min}}^i \) and \( PS_{\text{max}}^i \) are the minimum limits and maximum limits of PS which are 1.25 and 1.50, respectively. Relay coordination functioning time is related to the fault current which can be seen by the protective relays and the pickup current setting. Relay functioning time is also depends on the category of the relay and it can be determined by standard characteristic curves of the relay or mathematical formula [2]. Hence, the relay operating time is defined by (14).

\[ T_i^\text{min} \leq T_i \leq T_i^\text{max} \]  \hspace{1cm} (14)

\( T_i^\text{min} \) is the minimum value and \( T_i^\text{max} \) is the maximum values for the relay operating time, which are 0.05 and 1.00, respectively. The organization time interval between the primary protective relays and the backup protective relays essentially verified during the optimization procedure. The coordination constraint between the primary and backup protective relays for relay coordination is given as (15).

\[ T_{\text{backup}} - T_{\text{primary}} \geq CTI \]  \hspace{1cm} (15)

where \( T_{\text{primary}} \) is the functioning time of primary protective relays and \( T_{\text{backup}} \) is functioning time of backup protective relays. The minimum coordination time interval is shown by \( CTI \). For electromechanical type of relays, \( CTI \) varies between 0.30 sec and 0.40 sec. Similarly, for numerical relays, the value of \( CTI \) varies between 0.10 sec and 0.20 sec. The value of \( T_{\text{backup}} \) and \( T_{\text{primary}} \) can be determined by (16) and (17), respectively.

\[ T_{\text{backup}} = \frac{0.14 \times TDS^y}{\left( \frac{I_{\text{pr}}}{PS^y} \right)^{0.02} - 1} \]  \hspace{1cm} (16)

\[ T_{\text{primary}} = \frac{0.14 \times TDS^y}{\left( \frac{I_{\text{pr}}}{PS^y} \right)^{0.02} - 1} \]  \hspace{1cm} (17)

where \( T_{\text{backup}} \) is actuating time of the backup relay; \( T_{\text{primary}} \) is actuating time of the primary relay; \( TDS^y \) is for Time Dial Setting for relay. \( PS^y \) is for Time Dial Setting for protective relay.

### IV. JAYA ALGORITHM

The Jaya algorithm, proposed by Venkata Rao [17], is a global search-based population method. This algorithm is based on the concept that it always tries to reach the best solution and to avoid failure solutions. Moreover, it is easy to implement as it requires only common controlling parameters (population size and number of generations). The algorithms which fall under the category of evolutionary and swarm intelligence require proper tuning of specific parameters which are related to algorithm in addition to tuning of common controlling parameters. A change in the tuning of the algorithm specific parameters influences the effectiveness of the algorithm. The Jaya algorithm does not require any algorithm specific parameters and it only requires the tuning of the common controlling parameters for its working.

Step I: Declare all the design variables of the objective function. In the search space, generate the population size (N) which is random. Each variable in the population generated is a vector and there are n number of design variables and is given by (18)

\[ x_i = x_i (l) + \text{rand} [0,1] \times (x_i (u) - x_i (l)) \]  \hspace{1cm} (18)

where \( x_{i,l} \) represents the maximum value and \( x_{i,u} \) represents the maximum value.

\[ \text{rand} [0,1] \] represents the generation of random numbers between 0 and 1, \( N \) represents the population size.

Step II: Set the number of iterations in the counter and let the iteration counter be F. Call the fitness function and update the population size while it reaches the number of iterations. Consider the \( G^{th} \) iteration and the absolute value of the candidate solution as \([x_{j,i,G}]\).

Step III: During the \( G^{th} \) iteration, let the variable generated be \( x_{j,i,G} \) which is used to generate a vector \( x'_{j,i,G} \) corresponding to it. This value obtained should lie within the
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minimum and maximum bounds framed and can be given as

\[ x_{j,i,G}^{'} = \begin{cases} 
2x_j^{'} - x_{j,i,G}^{'} & \text{if } x_{j,i,G}^{'} < x_j^{'} \\
2x_j^{'} - x_{j,i,G}^{'} & \text{if } x_{j,i,G}^{'} > x_j^{'} \\
x_{j,i,G}^{'} & \text{else}
\end{cases} \]

(19)

Step IV: The expression for the vector at the \(G\)th iteration is given by (20)

\[ x_{j,i,G}^{'} = x_{j,i,G}^{'} + r_{j,i,G} \left( x_{j,\text{best},G}^{'} - x_{j,i,G}^{'} \right) - r_{j,i,G} \left( x_{j,\text{worst},G}^{'} - x_{j,i,G}^{'} \right) \]

(20)

where \( x_{j,\text{best},G}^{'} \) and \( x_{j,\text{worst},G}^{'} \) represent the values of the variable \( j \) for the best and the worst candidate, respectively, and \( r_{j,i,G} \) and \( r_{j,i,G} \) are the random numbers in the range [0,1].

Step V: At the end, depending on the objective function, vector \( x_{j,i,G}^{'} \) is compared to its corresponding variable \( x_{j,i,G}^{'} \) and if it has lower value, it survives to the consecutive generation or else it will be retained in the population. Fig. 6 shows the flow chart of Jaya algorithm [4].

The flowchart of Jaya algorithm is demonstrated in Fig. 6.

![Flow chart of Jaya algorithm](image)

Fig. 6. Flow chart for Jaya algorithm.

The parameters of different optimization techniques used in this paper is listed in the Table I the number of iterations are kept equal for all the optimization techniques used [19, 20]. The algorithm parameters in the proposed method for optimizing power management through the coordination of directional over-current relays have a profound impact on the algorithm's performance and the outcomes of the optimization process. The choice of these parameters can significantly affect how quickly the algorithm converges to a solution and the quality of that solution. For instance, parameters related to learning rates, mutation rates, or step sizes can either expedite convergence or lead to overshooting the optimal solution if set too high, or slow down the process if set too low. The careful selection and tuning of algorithm parameters are pivotal to achieving effective and efficient power management optimization, ensuring robustness, scalability, and the ability to adapt to varying network conditions.

**TABLE I. PARAMETERS OF OPTIMIZATION TECHNIQUES**

<table>
<thead>
<tr>
<th>CS Parameters</th>
<th>FF Parameters</th>
<th>HS Parameters</th>
<th>Jaya Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Discovery Rate of alien eggs = 0.25</td>
<td>No. of fireflies:100</td>
<td>Harmony memory size=10</td>
<td>Population size=10</td>
</tr>
<tr>
<td>Alpha = 0.5</td>
<td>Beta min=0.2</td>
<td>Harmony consideration rate=0.9</td>
<td>Runs=10</td>
</tr>
<tr>
<td>Iteration=10</td>
<td>Gamma=1</td>
<td>Minimum Pitch Adjusting Rate=0.4</td>
<td>Maximum fitness=100</td>
</tr>
<tr>
<td></td>
<td>Iteration=10</td>
<td>Maximum Pitch Adjusting Rate=0.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Iteration:100</td>
<td>Maximum Iteration:100</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Minimum Iteration:100</td>
<td>Maximum Iteration:100</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(10)</td>
<td>(10)</td>
<td>(10)</td>
</tr>
</tbody>
</table>

V. ANALYSIS OF JAYA ALGORITHM

A. Analysis of 6-Bus, 10-Relays System

Single-line diagram of 220KV power system of Serum Institute, Pune India is shown Fig. 7 [18]. This is fed to Serum Substation 6 bus radial system. It has 10 relays, which is shown in Fig. 8. The short-circuit data are taken from the test data set. The CT ratio of 100/1 A is used for relay 1, 1000/1 A for relay 2, 300/1 A for relay 3 and 7, 500/1 A for relay 4 and 8, 600/1 A for relays 5, 6, 9, 10. The transformer rating for transformer \( T_1 \) has 400/220 KV, 315 MVA and %Z is 12.25%. Similarly for transformer \( T_2 \), 400/220 KV, 501 MVA, %Z is 12.25%, and for transformer \( T_3 \), 220/22 KV 30 MVA, %Z is 14.07%. Transmission line has double circuit line having lengths \( L_1 = 13.6 \) km, \( L_2 = 12.40 \) km; \( L_3 = 45 \) km; \( L_4 = 36 \) km; and line \( L_5,L_6,L_7,L_8 \) has length of 4 km. There are conductor spacing for vertical and horizontal line are 5.5 and 11 meters, respectively.

![Single line diagram of 6 bus, 10 relays test system](image)
The base MVA for calculating sequence currents is taken 500 MVA to construct sequence networks (positive, negative and zero). The load flow calculations are done with a conventional load flow analysis at all fault points based on those sequence networks. Primary and backup protective relay pairs are calculated and located in the system based on fault locations.

Table II demonstrates comparative analysis of some of the different nature inspired algorithms and the proposed Jaya algorithm. After the process of optimization, results in terms of relay operating time and total operating time for protective system given by some different algorithms. Minimum and maximum operating time limit has been set to 0.5 sec and 1 sec, respectively. Nineteen inequality constraint equations are formulated. The number of iterations would be same for all algorithms and is taken 100 iterations.

![Fig. 8.](image)

**Fig. 8.** Objective function values from various optimization techniques for 6 bus test system.

The results obtained from different optimization algorithms along the proposed Jaya algorithm using conventional relay characteristic are shown in Table II. The aim of the relay coordination optimization problem is to reduce the total time of operating for relays. Table shows the operating time of each relays, which can be comparable with the result from different algorithms. The overall total relay operating time has to be minimized. Proposed Jaya algorithm gives the best result among other algorithms. The evaluation time for each algorithm are different as per their parameters and number of populations. The number of population will increase the possibility to reach the most optimum solution, but it would also take more time to evaluation.

**TABLE III. STATISTICALLY ANALYSIS OF 6 BUS, 10 RELAYS TEST SYSTEM**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>CSA</th>
<th>FFA</th>
<th>HSA</th>
<th>JA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0.4647</td>
<td>0.1633</td>
<td>0.0670</td>
<td>0.3208</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>0.1246</td>
<td>0.0622</td>
<td>0.1406</td>
<td></td>
</tr>
<tr>
<td>95% CI for the mean</td>
<td>0.1438</td>
<td>0.0755</td>
<td>0.0166</td>
<td>0.2202</td>
</tr>
<tr>
<td>Standard error of the mean</td>
<td>0.0252</td>
<td>0.1052</td>
<td>0.2414</td>
<td></td>
</tr>
</tbody>
</table>

The statistical evaluation of the results obtained by different optimization techniques namely Cuckoo Search Algorithm (CSA), Fire-Fly Algorithm (FFA), Harmony Search Algorithm (HSA), and Jaya algorithm are presented in Table III. It shows the standard deviation and the standard error of the mean are 0.04603, 0.03882, 0.01969 and 0.01447 obtained by CSA, FFA, HSA and Jaya algorithm. From this table, it can be observed that the best value of standard deviation error is minimum (0.01447 sec) is obtained by Jaya which is the least value compared to the other techniques. This means that the Jaya algorithm gives the lowest standard deviation (0.01447 sec).

### B. Analysis of for 8-Bus, 14-Relays System

The single line diagram for 8-bus test system is shown in Fig. 9 [1]. Which contains 14 relays. There is also a link to additional network at various bus, as shown in Fig. 3, which are modeled by taking a base of 400 MVA for calculating the short circuit current. The short-circuit data for different fault conditions are obtained. The primary and back-up relay pairs are taken from manual calculated short-circuit analysis and short circuit currents are calculated as per conventional load flow analysis. The CT ratio for relays 3, 7, 9, 14 is considered as 800/5 A, for rest of relays CT ratio is considered is 1200/5 A. The population size is taken for a different algorithm is 10, and the number of iterations would be same for each algorithm, which has taken 100.

Comparative analysis of the various algorithms with the proposed Jaya algorithm is shown in Table IV. Finally the results in terms of relay operating time and TDS for main relays. Minimum and maximum operating time limit has been set to 0.5 sec and 1 sec, respectively. Twenty inequality constraint equations are formulated. The number of iterations would be same for all algorithms and is taken 100 iterations.
Fig. 9. Single line diagram of 8 bus, 14 relays test system.

Fig. 10. Objective function values from various optimization techniques for 8 bus test system.

TABLE IV. ANALYSIS OF 8 BUS, 14 RELAYS TEST SYSTEM FOR DIFFERENT OPTIMIZATION ALGORITHMS

<table>
<thead>
<tr>
<th>Relay number</th>
<th>Relay operating time (sec)</th>
<th>Cuckoo search algorithm</th>
<th>Fire-fly Algorithm</th>
<th>Harmony Search Algorithm</th>
<th>Jaya Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.2805</td>
<td>0.4106</td>
<td>0.2186</td>
<td>0.0026</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.1073</td>
<td>0.2875</td>
<td>0.1111</td>
<td>0.0844</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.3513</td>
<td>0.1846</td>
<td>0.0600</td>
<td>0.0057</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.3295</td>
<td>0.1941</td>
<td>0.0319</td>
<td>0.0041</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.2197</td>
<td>0.0488</td>
<td>0.0901</td>
<td>0.1290</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.3573</td>
<td>0.0417</td>
<td>0.2315</td>
<td>0.2512</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0.0335</td>
<td>0.2060</td>
<td>0.0024</td>
<td>0.0094</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.4969</td>
<td>0.1695</td>
<td>0.0390</td>
<td>0.0163</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0.0702</td>
<td>0.0488</td>
<td>0.0874</td>
<td>0.0768</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.2329</td>
<td>0.0417</td>
<td>0.1343</td>
<td>0.0155</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>0.3212</td>
<td>0.3721</td>
<td>0.1173</td>
<td>0.2630</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>0.3432</td>
<td>0.3682</td>
<td>0.0014</td>
<td>0.1384</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>0.2981</td>
<td>0.2234</td>
<td>0.0450</td>
<td>0.0970</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>0.3357</td>
<td>0.3296</td>
<td>0.1846</td>
<td>0.0642</td>
<td></td>
</tr>
<tr>
<td>$Z_{min}$</td>
<td>3.4233</td>
<td>3.3045</td>
<td>1.3553</td>
<td>1.1581</td>
<td></td>
</tr>
</tbody>
</table>

TABLE V. STATISTICAL ANALYSIS OF 8 BUS, 14 RELAYS TEST SYSTEM

<table>
<thead>
<tr>
<th>Parameter</th>
<th>CSA</th>
<th>FFA</th>
<th>HSA</th>
<th>Jaya</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0.2698</td>
<td>0.2090</td>
<td>0.09676</td>
<td>0.08269</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>0.1267</td>
<td>0.1310</td>
<td>0.07466</td>
<td>0.08751</td>
</tr>
<tr>
<td>95% CI for the mean</td>
<td>0.1967 to 0.3430</td>
<td>0.1334 to 0.2847</td>
<td>0.05365 to 0.1399</td>
<td>0.03216 to 0.1332</td>
</tr>
<tr>
<td>Standard error of the mean</td>
<td>0.03386</td>
<td>0.03502</td>
<td>0.01995</td>
<td>0.01339</td>
</tr>
</tbody>
</table>

C. Analysis of 14-Bus, 40-Relays System

The single line diagram of IEEE 14-bus test network is shown in Fig. 11 [21], which contains 40 relays. The short-circuit data are taken from the test data set. In this network, the system has 5 generators, 20 transmission lines and it is fed through two transformers $T_1$ and $T_2$. The power base of the system is 138 kV, 100 MVA. The range of TDS is set to be in between 0.5 sec to 1 sec for all the algorithms. The CT ratio is considered as 500/1 A for all the relays.

Fig. 11. Single line diagram of IEEE standard 14 bus test system.
The base MVA for calculating sequence currents is taken 500 MVA to construct zero sequence, positive sequence and negative sequence networks. The short circuit computation is completed with a conservative load flow analysis based on those sequence networks, at all fault points. Primary and backup protective relay pairs are recognized, and based on fault locations it is located in the system.

<table>
<thead>
<tr>
<th>Relay Number</th>
<th>Cuckoo Search Algorithm</th>
<th>Fire-fly Algorithm</th>
<th>Harmony Search Algorithm</th>
<th>Jaya Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.3464</td>
<td>0.2263</td>
<td>0.1016</td>
<td>0.0826</td>
</tr>
<tr>
<td>2</td>
<td>0.2205</td>
<td>0.2574</td>
<td>0.1112</td>
<td>0.0844</td>
</tr>
<tr>
<td>3</td>
<td>0.3156</td>
<td>0.3541</td>
<td>0.3101</td>
<td>0.1058</td>
</tr>
<tr>
<td>4</td>
<td>0.4366</td>
<td>0.3682</td>
<td>0.1320</td>
<td>0.0825</td>
</tr>
<tr>
<td>5</td>
<td>0.6594</td>
<td>0.5110</td>
<td>0.0901</td>
<td>0.1291</td>
</tr>
<tr>
<td>6</td>
<td>0.3882</td>
<td>0.2740</td>
<td>0.1640</td>
<td>0.0512</td>
</tr>
<tr>
<td>7</td>
<td>0.2874</td>
<td>0.2543</td>
<td>0.0625</td>
<td>0.0362</td>
</tr>
<tr>
<td>8</td>
<td>0.5520</td>
<td>0.5269</td>
<td>0.2390</td>
<td>0.1063</td>
</tr>
<tr>
<td>9</td>
<td>0.6306</td>
<td>0.5141</td>
<td>0.2875</td>
<td>0.1023</td>
</tr>
<tr>
<td>10</td>
<td>0.4336</td>
<td>0.4079</td>
<td>0.3344</td>
<td>0.1155</td>
</tr>
<tr>
<td>11</td>
<td>0.8722</td>
<td>0.3813</td>
<td>0.2873</td>
<td>0.2630</td>
</tr>
<tr>
<td>12</td>
<td>0.5683</td>
<td>0.3433</td>
<td>0.0215</td>
<td>0.0585</td>
</tr>
<tr>
<td>13</td>
<td>0.3235</td>
<td>0.2981</td>
<td>0.1050</td>
<td>0.0970</td>
</tr>
<tr>
<td>14</td>
<td>0.3297</td>
<td>0.3058</td>
<td>0.1847</td>
<td>0.0643</td>
</tr>
<tr>
<td>15</td>
<td>0.3934</td>
<td>0.3663</td>
<td>0.1986</td>
<td>0.0666</td>
</tr>
<tr>
<td>16</td>
<td>0.2905</td>
<td>0.2874</td>
<td>0.1112</td>
<td>0.0844</td>
</tr>
<tr>
<td>17</td>
<td>0.3176</td>
<td>0.2341</td>
<td>0.1601</td>
<td>0.0658</td>
</tr>
<tr>
<td>18</td>
<td>0.2926</td>
<td>0.1682</td>
<td>0.0320</td>
<td>0.0042</td>
</tr>
<tr>
<td>19</td>
<td>0.2394</td>
<td>0.2110</td>
<td>0.0901</td>
<td>0.1291</td>
</tr>
<tr>
<td>20</td>
<td>0.3506</td>
<td>0.2340</td>
<td>0.2315</td>
<td>0.2512</td>
</tr>
<tr>
<td>21</td>
<td>0.4360</td>
<td>0.3543</td>
<td>0.1025</td>
<td>0.0894</td>
</tr>
<tr>
<td>22</td>
<td>0.2596</td>
<td>0.2269</td>
<td>0.2390</td>
<td>0.1163</td>
</tr>
<tr>
<td>23</td>
<td>0.1236</td>
<td>0.1941</td>
<td>0.0875</td>
<td>0.0768</td>
</tr>
<tr>
<td>24</td>
<td>0.3365</td>
<td>0.4079</td>
<td>0.1344</td>
<td>0.0555</td>
</tr>
<tr>
<td>25</td>
<td>0.4692</td>
<td>0.3813</td>
<td>0.2173</td>
<td>0.1630</td>
</tr>
<tr>
<td>26</td>
<td>0.3695</td>
<td>0.3433</td>
<td>0.2015</td>
<td>0.1385</td>
</tr>
<tr>
<td>27</td>
<td>0.2235</td>
<td>0.2181</td>
<td>0.1450</td>
<td>0.0970</td>
</tr>
<tr>
<td>28</td>
<td>0.3296</td>
<td>0.3058</td>
<td>0.1847</td>
<td>0.0643</td>
</tr>
<tr>
<td>29</td>
<td>0.3342</td>
<td>0.2363</td>
<td>0.2186</td>
<td>0.0026</td>
</tr>
<tr>
<td>30</td>
<td>0.3369</td>
<td>0.2874</td>
<td>0.1112</td>
<td>0.0844</td>
</tr>
<tr>
<td>31</td>
<td>0.2365</td>
<td>0.2251</td>
<td>0.0601</td>
<td>0.0558</td>
</tr>
<tr>
<td>32</td>
<td>0.2125</td>
<td>0.1682</td>
<td>0.1320</td>
<td>0.0642</td>
</tr>
<tr>
<td>33</td>
<td>0.3265</td>
<td>0.2110</td>
<td>0.1901</td>
<td>0.1291</td>
</tr>
<tr>
<td>34</td>
<td>0.2785</td>
<td>0.1740</td>
<td>0.1315</td>
<td>0.0512</td>
</tr>
<tr>
<td>35</td>
<td>0.3696</td>
<td>0.2543</td>
<td>0.2025</td>
<td>0.0694</td>
</tr>
<tr>
<td>36</td>
<td>0.2365</td>
<td>0.2269</td>
<td>0.2390</td>
<td>0.1163</td>
</tr>
<tr>
<td>37</td>
<td>0.2874</td>
<td>0.3141</td>
<td>0.2875</td>
<td>0.2768</td>
</tr>
<tr>
<td>38</td>
<td>0.3355</td>
<td>0.2379</td>
<td>0.1334</td>
<td>0.1155</td>
</tr>
<tr>
<td>39</td>
<td>0.4364</td>
<td>0.3813</td>
<td>0.3173</td>
<td>0.2630</td>
</tr>
<tr>
<td>40</td>
<td>0.3652</td>
<td>0.3433</td>
<td>0.2415</td>
<td>0.1385</td>
</tr>
<tr>
<td>Zmin</td>
<td>8.3655</td>
<td>8.2506</td>
<td>4.5636</td>
<td>3.0454</td>
</tr>
</tbody>
</table>

Table VI. Analysis of 14 Bus, 40 Relays Test System for Different Optimization Algorithms

The standard deviation and the standard error of the mean as shown in Table VII are 0.02193, 0.01466, 0.01284 and 0.01015 obtained by CSA, FFA, HSA and Jaya algorithm. From this table, it can be observed that the best value of standard deviation error is minimum (0.01015 sec) is obtained by Jaya which is the least value compared to the other techniques. This means that the Jaya algorithm gives the lowest standard deviation (0.01015 sec).

D. Analysis of 30-Bus, 42 Relays Test System Network

The short-circuit data are taken from the test data set. In this network, the system has 4 generators, 21 transmission lines and it is fed through 4 generators, two transformers $T_1$ and $T_2$. The range of TDS is set to be in between 0.5 sec to 1 sec for all the algorithms. The CT ratio is considered as 500/1 A for all the relays.
Comparative valuation of the different present algorithms and the proposed Jaya algorithm is shown in Table VIII. The output is shown in terms of relay tripping time and total operating time for primary protective relays given by some different algorithms. Minimum and maximum operating time limit has been set to 0.5 sec and 1 sec respectively. The number of iterations would be same for all algorithms and is taken 100 iterations.

TABLE VIII. ANALYSIS OF 30 BUS, 42 RELAYS TEST SYSTEM FOR DIFFERENT OPTIMIZATION ALGORITHMS

<table>
<thead>
<tr>
<th>Relay Number</th>
<th>Relay Operating Time (sec)</th>
<th>Cuckoo Search Algorithm</th>
<th>Fire-fly Algorithm</th>
<th>Harmony Search Algorithm</th>
<th>Jaya Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.3364</td>
<td>0.1263</td>
<td>0.0516</td>
<td>0.0526</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.1205</td>
<td>0.1874</td>
<td>0.1112</td>
<td>0.0844</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.4156</td>
<td>0.3541</td>
<td>0.3101</td>
<td>0.1058</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.2366</td>
<td>0.1682</td>
<td>0.1320</td>
<td>0.0525</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.1594</td>
<td>0.2110</td>
<td>0.0901</td>
<td>0.1291</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.2882</td>
<td>0.0740</td>
<td>0.1640</td>
<td>0.0512</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0.2574</td>
<td>0.1543</td>
<td>0.0625</td>
<td>0.0662</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.4320</td>
<td>0.3269</td>
<td>0.2390</td>
<td>0.0563</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0.2906</td>
<td>0.3141</td>
<td>0.2875</td>
<td>0.1023</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.4336</td>
<td>0.4079</td>
<td>0.3344</td>
<td>0.1155</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>0.3722</td>
<td>0.3813</td>
<td>0.2873</td>
<td>0.2630</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>0.3683</td>
<td>0.3433</td>
<td>0.0615</td>
<td>0.0585</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>0.3235</td>
<td>0.2981</td>
<td>0.1050</td>
<td>0.0970</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>0.3297</td>
<td>0.3058</td>
<td>0.1847</td>
<td>0.0643</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.3934</td>
<td>0.2063</td>
<td>0.1986</td>
<td>0.0766</td>
<td></td>
</tr>
</tbody>
</table>

TABLE VIII. ANALYSIS OF 30 BUS, 42 RELAYS TEST SYSTEM FOR DIFFERENT OPTIMIZATION ALGORITHMS

<table>
<thead>
<tr>
<th>Relay Number</th>
<th>Relay Operating Time (sec)</th>
<th>Cuckoo Search Algorithm</th>
<th>Fire-fly Algorithm</th>
<th>Harmony Search Algorithm</th>
<th>Jaya Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>0.2905</td>
<td>0.2874</td>
<td>0.1112</td>
<td>0.0844</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>0.3176</td>
<td>0.2341</td>
<td>0.1601</td>
<td>0.0658</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>0.1926</td>
<td>0.0682</td>
<td>0.0620</td>
<td>0.0542</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>0.2394</td>
<td>0.2110</td>
<td>0.0901</td>
<td>0.1291</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0.3506</td>
<td>0.1340</td>
<td>0.2315</td>
<td>0.2512</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>0.4360</td>
<td>0.3543</td>
<td>0.1025</td>
<td>0.0594</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>0.2596</td>
<td>0.2269</td>
<td>0.2390</td>
<td>0.1163</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>0.1236</td>
<td>0.1941</td>
<td>0.0875</td>
<td>0.0768</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>0.3365</td>
<td>0.4079</td>
<td>0.1344</td>
<td>0.0555</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>0.4692</td>
<td>0.3813</td>
<td>0.2173</td>
<td>0.1630</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>0.3695</td>
<td>0.3433</td>
<td>0.2015</td>
<td>0.1385</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>0.2235</td>
<td>0.2181</td>
<td>0.1450</td>
<td>0.0970</td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>0.3296</td>
<td>0.3058</td>
<td>0.1847</td>
<td>0.0643</td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>0.3342</td>
<td>0.2363</td>
<td>0.2186</td>
<td>0.0506</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>0.3369</td>
<td>0.2874</td>
<td>0.1112</td>
<td>0.0844</td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>0.2365</td>
<td>0.2251</td>
<td>0.0601</td>
<td>0.0558</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>0.2125</td>
<td>0.1682</td>
<td>0.1320</td>
<td>0.0542</td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>0.3265</td>
<td>0.2110</td>
<td>0.1901</td>
<td>0.1291</td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>0.2785</td>
<td>0.1740</td>
<td>0.1315</td>
<td>0.0512</td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>0.3696</td>
<td>0.2543</td>
<td>0.2025</td>
<td>0.0194</td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>0.2365</td>
<td>0.2269</td>
<td>0.2390</td>
<td>0.1163</td>
<td></td>
</tr>
<tr>
<td>37</td>
<td>0.2874</td>
<td>0.3141</td>
<td>0.2875</td>
<td>0.2768</td>
<td></td>
</tr>
<tr>
<td>38</td>
<td>0.3355</td>
<td>0.2379</td>
<td>0.1334</td>
<td>0.1155</td>
<td></td>
</tr>
<tr>
<td>39</td>
<td>0.4364</td>
<td>0.3813</td>
<td>0.3173</td>
<td>0.2630</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>0.3652</td>
<td>0.3433</td>
<td>0.2415</td>
<td>0.1385</td>
<td></td>
</tr>
<tr>
<td>41</td>
<td>0.2874</td>
<td>0.2781</td>
<td>0.3150</td>
<td>0.0970</td>
<td></td>
</tr>
<tr>
<td>42</td>
<td>0.3125</td>
<td>0.3058</td>
<td>0.2747</td>
<td>0.0643</td>
<td></td>
</tr>
</tbody>
</table>

Z_{min} = 9.6204

Fig. 13. Single line diagram of IEEE standard 30 bus test system.

Fig. 14 shows the comparative analysis chart of the 30 bus, 42 relays test system along their objective function results and respective optimization techniques.
The proposed Jaya algorithm using conventional relay coordination and effective mathematical models to coordinate the protective devices. The objective function has to be minimized for relay coordination problem. Proposed Jaya algorithm gives the best result among other algorithms. The value of objective function has to be evaluated for each relays, which can be comparable with the result from different algorithms. The value of objective function has to be minimized for relay coordination problem. Proposed Jaya algorithm gives the best result among other algorithms. The evaluation time for each algorithm is different as per their parameters and number of populations.

The standard deviation and the standard error of the mean as shown in Table IX are 0.08308, 0.08744, 0.08243 and 0.06194 obtained by CSA, FFA, HSA and Jaya algorithm. From the above table, it can be observed that the best value of standard deviation error is minimum (0.06194sec) is obtained by Jaya which is the least value compared to the other techniques. This means that the Jaya algorithm gives the lowest standard deviation (0.06194sec).

The results obtained from different optimization algorithms along the proposed Jaya algorithm using conventional relay characteristic are shown in Table IX. The aim of the relay coordination optimization is to reduce the total operating time of all protective devices. Table shows the operating time of each relays, which can be comparable with the result from different algorithms. The value of objective function has to be minimized for relay coordination problem. Proposed Jaya algorithm gives the best result among other algorithms. The evaluation time for each algorithm is different as per their parameters and number of populations.

### Table IX. Statistically Analysis of 30 Bus, 42 Relays Test System

<table>
<thead>
<tr>
<th>Parameter</th>
<th>CSA</th>
<th>FFA</th>
<th>HSA</th>
<th>JAYA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0.3107</td>
<td>0.2588</td>
<td>0.1772</td>
<td>0.1011</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>0.08308</td>
<td>0.08744</td>
<td>0.08243</td>
<td>0.06194</td>
</tr>
<tr>
<td>95% CI for the mean</td>
<td>0.2649 to 0.3566</td>
<td>0.2194 to 0.3058</td>
<td>0.1515 to 0.2028</td>
<td>0.08181 to 0.1204</td>
</tr>
<tr>
<td>Standard error of the mean</td>
<td>0.01282</td>
<td>0.01349</td>
<td>0.01272</td>
<td>0.009558</td>
</tr>
</tbody>
</table>

The results obtained from different optimization algorithms along the proposed Jaya algorithm using conventional relay characteristic are shown in Table IX. The aim of the relay coordination optimization is to reduce the total operating time of all protective devices. Table shows the operating time of each relays, which can be comparable with the result from different algorithms. The value of objective function has to be minimized for relay coordination problem. Proposed Jaya algorithm gives the best result among other algorithms. The evaluation time for each algorithm is different as per their parameters and number of populations.

### Table X. Comparative Analysis of Results Obtained from Different Algorithms

<table>
<thead>
<tr>
<th>Relay System</th>
<th>Value of Objective Function (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CS</td>
</tr>
<tr>
<td>10 relay system</td>
<td>3.39</td>
</tr>
<tr>
<td>14 relay system</td>
<td>3.42</td>
</tr>
<tr>
<td>40 relay system</td>
<td>8.36</td>
</tr>
<tr>
<td>42 relay system</td>
<td>9.62</td>
</tr>
</tbody>
</table>

Table IX shows the comparative analysis with optimized results of different optimization algorithms used for relay coordination optimization problem for four different test systems.

### Table XI. Statistical Analysis of Objective Function

<table>
<thead>
<tr>
<th>Parameter</th>
<th>CSA</th>
<th>FFA</th>
<th>HSA</th>
<th>JAYA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>6.1975</td>
<td>5.8000</td>
<td>3.2375</td>
<td>2.4125</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>3.2653</td>
<td>2.8812</td>
<td>2.1191</td>
<td>1.4270</td>
</tr>
<tr>
<td>95% CI for the mean</td>
<td>1.0017 to 11.3933</td>
<td>1.2153 to 10.3847</td>
<td>-0.1344 to 6.6094</td>
<td>0.1418 to 4.6832</td>
</tr>
<tr>
<td>Standard error of the mean</td>
<td>1.6326</td>
<td>1.4406</td>
<td>1.0595</td>
<td>0.7135</td>
</tr>
</tbody>
</table>

The standard deviation and the standard error of the mean as shown in Table X are 1.6326, 1.4406, 1.0595 and 0.7135 obtained by CSA, FFA, HSA and Jaya algorithm. From this table, it can be observed that the best value of standard deviation error is minimum (0.7135 sec) is obtained by Jaya which is the least value compared to the other techniques. This means that the Jaya algorithm gives the lowest standard deviation (0.7135 sec).

Performance of the Jaya algorithm as the optimization tool for relay coordination operating time for different test systems has been evaluated. It has been observed that, the total sum of operating time of all the protective relays is given by the Jaya algorithm may be changed with the different evaluation, the number of constraints increases the overall evaluation time. It should be pointed that, the total operating time of all protective relays, is higher and for fault point at far-end when the fault is at the middle point, it is highest as compared to fault point at near-end, the proposed Jaya algorithm gives most appropriate results without any unbalanced operation of relays. It should also to be pointed that for the primary relays, relay operating time will rises as the change in the position of fault from near end to far end of the distributed feeders. The results undoubtedly indicate that the Jaya algorithm gives best optimum result as compare to the other algorithm used in relay coordination optimization.

### VI. Conclusion

In this study, we have successfully developed and implemented a novel approach to optimizing power management in distribution networks through the coordination of directional over-current relays. Through our work, we have achieved several significant outcomes. First and foremost, we have demonstrated a practical and effective mathematical modeling approach that accounts for the dynamic nature of distribution networks, enabling precise and adaptive relay coordination. Our algorithm has shown promising results in terms of enhancing the reliability of distribution networks, significantly reducing downtime during faults, and improving the overall safety of the power grid.

The proper tuning of the algorithm specific parameters is a very crucial factor which affects the performance of the above mentioned algorithms. The improper tuning of algorithm specific parameters either increases the computational effort or yields the local optimal solution. The four different test systems are considered. The execution of each algorithm has been set to 100 iterations keeping the initial conditions as same for all the four test systems as considered in our test system. Jaya algorithm is considered as best one among the four algorithms based on the results obtained in the work. Jaya algorithm is found to be very efficient as we can see that the variation in the solutions on the reaching towards the optima. It should be noted that the total operating time of all protective relays is higher for fault point at far-end; when the fault is at the middle point, it is highest as compared to fault point at near-end; thus, the proposed Jaya algorithm gives most appropriate results without any unbalanced operation of relays in the distribution systems. It should also to be pointed that for the primary relays, relay operating time will rises as the change
in the position of fault from near end to far end of the distributed feeders.
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Abstract—Many parking lots are still operate manually, and delays are commonly caused during the parking process when unforeseen events occur, such as when the parking ticket paper runs out or the ticket machines jam. New services are added to the parking system online with the aim of decreasing the amount of time that people spend waiting in line to park. This is done by conducting a parking booking system to obtain a parking ticket in the form of a QR Code as well as parking information, payment transactions, and other things that interfere with the parking process. In this study, the Forward Chaining Algorithm will be combined with the survey research method as the research methodology. The Rapid Application Development model is used for analysis and design (RAD). Representational State Transfer Application Programming Interface (REST API) is one of the solutions offered to overcome this problem. With the advent of online parking services, it is envisioned that customers who intend to park their vehicles in public spaces will be able to reserve a parking space in advance, greatly simplifying the process and eliminating the problem of the drawn out queue process.
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I. INTRODUCTION

Parked service is one of the services in the field of services, where parking is almost available in all places, shopping centers, schools, and is also available on the side of the road. Parking is a necessity for vehicle owners and wants their vehicles to be parked in a place, where the place is easy to reach [1]. In Indonesia, having a place to store vehicles (parking lots) when visiting a place for shopping, playing, and other activities is a place that must be available.

Often the process of parking the vehicle will cause a queue if unwanted things such as the parking ticket paper runs out, the ticket machine is jammed and other things will result in a long queue during the parking process. Determination of location and construction of parking facilities for the public is carried out by taking into account the general design of regional spatial planning, safety and smooth traffic, environmental sustainability, and convenience for service users [2]. However, currently there are still many parking places that use manual habits, namely after arriving at the parking lot, then pressing the button for a ticket and then entering the parking area and looking for a place to park. In addition, there are often long queues due to system errors, running out of ticket paper, and processing queues during the payment process.

Based on the preliminary description above, it can be concluded that several problem points that are the purpose of this activity include providing information and providing easy parking processes for users who will do parking. In addition, it also anticipates problems in the vehicle parking process such as the problem of running out of parking tickets, jammed ticket machines that can prolong the parking queue. Based on the preliminary description, this research aims to address several problem points, including:

1) Providing accessible information and streamlining the parking process for users.
2) Anticipating and preventing common issues encountered during the vehicle parking process, such as ticket shortages and queue delays.

The research problem revolves around the need for a more efficient and convenient parking experience, particularly in regions where parking services frequently face issues like long queues and technical disruptions. These problems stem from traditional, manual parking processes that may not align with modern expectations and urban development. The research seeks to answer the following questions:

1) How can the parking experience be improved for users?
2) What are the specific challenges associated with traditional parking processes?
3) How can the implementation of the REST API and QR Code technology enhance parking services?

The research objectives include:

1) To streamline the parking process, making it more user-friendly and efficient.
2) To identify and address common challenges in the existing parking systems.
3) To demonstrate the advantages of implementing the REST API and QR Code technology in the context of parking services.

This research is significant because it presents a solution to common issues encountered in parking services while aligning with the broader Smart City ecosystem. By implementing the REST API and QR Code technology, it seeks to enhance the parking experience for users, reduce queue times, and contribute to the efficiency and sustainability of urban transportation. The primary contribution of this research is the innovative application of REST API in online ticket ordering using mobile device QR Codes, offering a solution that
enhances the efficiency and convenience of parking services within the Smart City ecosystem. This contribution addresses issues commonly encountered in parking processes and aligns with modern urban development goals. The novelty that is unique in this research is the application of the REST API in ordering tickets online using a mobile device QR Code, which is part of one of the solutions in the Smart City ecosystem.

II. LITERATURE REVIEW

A. Representation State Transfer Application Programming Interface

In 2000, after the Web scalability crisis was averted, Fielding named and described the Web architectural style with a Ph. on. Web services are custom built web servers that support the needs of other sites or applications. Client programs use the Application Programming Interface (API) to communicate with web services. In general, an API provides a set of data and functions to facilitate interaction between computer programs and allow them to exchange information as shown in Fig. 1[3]:

As it can be seen in Fig. 1 above, there is a web service system, the web service itself is a software system that is intended as a liaison for interaction between machines and other machines in a system [4].

Web APIs are the face of web services, listening directly to and responding to client requests. The REST architectural style is generally applied to the design of APIs for modern web services. The web API that fits the REST architectural style is the REST API. Having a REST API makes a web service “RESTful”. REST APIs consist of a collection of interrelated resources. This collection of resources is known as the REST API resource model. A well designed REST API can attract client developers to use web services. In today's open market where competing web services compete for attention, an aesthetically pleasing REST API design is a must have feature [3], [13].

B. Ticket

The ticket is an important document that must be owned by passengers who will make a trip, the document is issued by the company or related body that acts as the owner of the services offered [5]. By having a ticket, a person will get services on land, sea and air transportation, both domestic and international. However, if this ticket is not used in whole or only part of the routes listed on the ticket, it can be cashed back according to the agreed agreement. Some of the ticket types used to date is as follows [6]:

- Ticket Paper Manual is a ticket made of valuable paper/document in the form of a book which is issued by writing using a pen. This ticket, although it has been used for a long time, is still used by several airlines. The ticket book is printed on special paper so that it is not easily counterfeited. There are audit coupons, agent coupons and passenger coupons that are useful as control over the issuance of a ticket.
- Ticket paper printers are those made of valuable paper/documents in the form of books issued by printing using a printer that is operated with a certain ticketing system. One ticket book consists of four flight coupons, audit coupons, agent coupons and passenger coupons.
- Electronic ticket is a ticket made electronically, where all flight and passenger data written in it are stored in an electronic document in the airline database or ticketing system Provider Company. Passengers only need to bring a printout of the data which can be reprinted repeatedly.

C. Park

Based on the results of studies in Guidelines for Planning and Operation of Parking Facilities, measuring space requirements Parking at activity centers is determined according to the nature and purpose of the parking. In practice in the field, it must be adjusted to parking demand every type of vehicle [12].

Every trip using a vehicle begins and ends at the parking lot, therefore parking spaces are spread out at the origin of the trip, which can be in the car garage, yard, roadside, and the destination of the trip, in the parking lot, parking building or on the side of the road. Because the concentration of the destination of the trip is higher than the place of origin of the trip, it usually becomes a problem at the destination of the trip. Parking is a temporary state of immobility of a vehicle, while stopping is a temporary state of immobility of a vehicle with the driver not leaving the vehicle [7]:

- Parking tariff policy is determined based on location and time, the closer to the City activities the higher the tariff, the higher the higher the rate. This policy is directed at controlling the number of parkers in the city center or activity center and encouraging the use of public transportation.
- Parking space restriction policy, especially in the downtown area or activity center. This policy is usually carried out on roadside parking whose main purpose is to smooth traffic flow, as well as restrictions on offstreet parking spaces which are carried out through IMB (Building Permits).
- Strict law enforcement policies against violators of the provision that parking is prohibited and prohibited from stopping and parking outside the designated place for this purpose, law enforcement can be carried out through fines or with wheel locks.

D. Quick Response Code

Since its introduction in 1994, the QR Code has gained widespread acceptance in various industries such as manufacturing, warehousing and logistics, retail, healthcare, life sciences, transportation, and office automation. Now with the tremendous growth of smartphones, QR Codes are also
being used in mobile marketing and advertising campaigns as a fast and effective way to connect with customers and provide end user content, including Web links, mobile coupons, airline boarding passes, etc. Successful implementation of QR Code in any of these fields requires knowledge of certain basic information about the QR Code itself and the technology associated with it. Although the QR Code was originally designed to track automotive components and systems through the manufacturing process and distribution supply chain, it quickly spread to almost every other area where traditional barcodes are used, as well as some entirely new ones [8]. The following is an example of the display of the QR Code which can be seen in Fig. 2.

![QR Code](image)

**Fig. 2.** QR code [8].

A QR Code (Quick Response Code) is a two dimensional (2D) matrix code belonging to a larger set of machine readable codes, all of which are often referred to as barcodes, regardless of whether they consist of bars, squares or other shaped elements. Compared to 1 D code, 2 D can hold a larger amount of data in a smaller space, and compared to other 2 D codes, QR Code can store more data. In addition, advanced error correction methods and other unique characteristics allow QR Codes to be read more reliably and at a higher speed than other codes. Like written language, barcodes are a visual representation of information. Unlike languages, however, which can be read by humans, barcodes are designed to be read and understood (decoded) by a computer, using a machine vision system consisting of an optical laser scanner or camera and barcode interpretation software. The rules used to create barcodes (grammar) and the characters they use (the alphabet) are called symbology [8].

![QR Code vs. barcode](image)

**Fig. 3.** QR code vs. barcode [8].

Unlike 1 D barcodes, QR Codes are 2D matrix codes that convey information not based on the size and position of the bars as seen in Fig. 3 above and spaced in one dimension (horizontal), but by arrangement of dark and light elements, called "modules"., in columns and rows, i.e. in both horizontal and vertical directions. Each dark or light module of a QR Code symbol a specific example of a code represents a 0 or 1, thus making it machine understandable [8].

QR Code modules perform several functions, some contain the actual data itself, while others are grouped into various function patterns that improve reading performance and allow symbol alignment, error correction, and distortion compensation. The timing pattern allows the scanning device to know the symbol size. There is also a required "quiet zone", a buffer area four modules wide that contains no data, to ensure that the text or creation area is not mistaken for QR Code data. The function pattern on the QR Code can be seen in Fig. 4 below.

![Function patterns](image)

**Fig. 4.** QR code function pattern [8].

Conventional 2D matrix codes require a lot of time to search for symbol codes to determine orientation angle, position (x and y coordinates), and size. To solve this problem, the QR Code was designed with a special position detection pattern located at the three corners of each symbol. The patterns have a 1:1:3:1:1 symmetric scan line ratio, which allows them to be scanned from any direction in a full 360 degrees. In addition, pattern position relationships allow quick access to relevant angle, position, and size information contained in the periphery of the code. As a result, QR Codes do not require lengthy code searches, enabling read speeds up to 20 times faster than conventional matrix codes. The position detection pattern search process can be performed by the scanning hardware, further increasing the overall speed by allowing image reading and data processing to be performed simultaneously [8].

Developing Android applications for a Parking Information System using Adobe AIR involves creating a mobile app that provides users with real-time parking information, such as available parking spots, pricing, location details, and navigation assistance. Adobe AIR is a cross-platform runtime that allows developers to build applications using web technologies like HTML, JavaScript, and ActionScript. [14]

A comprehensive review of the research entitled "Implementation of the REST API Model Using QR Codes on Mobile Devices to Order Parking Tickets" will include an understanding of the REST API concept, parking ticket ordering, and the use of QR Codes in the context of mobile applications. This research focuses on applying the REST API concept, ordering parking tickets, and using QR codes to create a solution that makes it easier to order parking tickets via mobile devices. This can improve user experience and efficiency in parking management, as well as utilize modern technology to overcome challenges in urban transportation and parking management.

### III. Research Method

This section may be divided by subheadings. It should provide a concise and precise description of the experimental results, their interpretation, as well as the experimental conclusions that can be drawn.
A. Data Collection Stage

The data collection stage was carried out with the Literature Study stage, carried out by searching for information from books, e-books, websites, modules, journals, internet browsing and various other literature related to making the Forward Chaining algorithm application. Next is the observation method or observation is direct observation, which is an activity that aims to obtain the necessary information by observing and recording and reviewing.

B. System Development Stage

The stages of system development used in this application are the Rapid Application Development (RAD) model, with black box testing. The stages of the Rapid Application Development (RAD) method can be seen in Fig. 5 below:

![Fig. 5. RAD phases](image)

The explanation of these stages can be seen in the following points: [10].

1) **Requirements planning:** The requirements planning phase combines elements of the systems planning and systems analysis phases of the SDLC. Users, managers, and IT staff members discuss and agree on business requirements, project scope, constraints, and system requirements. The requirements planning phase ends key issues and obtains management's permission to continue.

2) **User design:** During the user design phase, the user interacts with the systems analyst and develops models and prototypes that represent all system processes, outputs, and inputs. RAD groups or subgroups typically use a combination of JAD techniques and CASE tools to translate user requirements into a working model. User design is an interactive and continuous process that allows users to understand, modify, and ultimately agree on a system working model that meets their needs.

3) **Construction:** The construction phase focuses on the tasks of developing programs and applications that are similar to the SDLC. However, in RAD, users continue to participate and can still suggest changes or improvements as the actual screen or report is developed.

4) **Cutover:** The transition phase resembles the final tasks in the SDLC implementation phase, including data conversion, testing, switching to the new system, and user training. Compared with traditional methods, the whole process is compressed. As a result, new systems are built, shipped, and put into operation more quickly.

The Software Development Method using the RAD (Rapid Application Development) model has several advantages compared to other software development methods, especially in the context of project-based software development which requires flexibility, speed and high response to changing needs. Here are some of the advantages of RAD:

1) **Rapid development:** As the name suggests, RAD emphasizes on rapid development. In this model, the main focus is to produce a usable prototype or application quickly.

2) **High customer engagement:** RAD promotes active customer or stakeholder engagement.

3) **Flexibility:** The RAD model is very flexible and can handle changing requirements well.

4) **Better quality:** Through repeated iterations, RAD allows teams to identify and address problems earlier in the development cycle.

5) **Emphasis on reusability:** RAD encourages reusable component-based development that can save time and effort in subsequent project development.

6) **Cost efficiency:** While there are initial costs associated with developing a prototype, long-term savings can be achieved due to the reduction in changes that must be made in later stages of the project.

7) **Suitability for small-medium projects:** The RAD method is generally better suited for small to medium sized projects that require quick updates or upgrades.

8) **Concentrate on key functionality:** RAD focuses on the key functionality required by customers, avoiding features that may be unnecessary or annoying.

9) **Risk reduction:** By having prototypes that can be tested and evaluated, project risks can be reduced as problems can be identified early.

10) **Improved team collaboration:** RAD encourages active collaboration among development team members and stakeholders. This can result in a better understanding of needs and desired solutions.

In addition to the system development method using the Rapid Application Development (RAD) method, this study also uses Unified Modeling Language (UML) Diagrams as a tool in the analysis process and also in system design.

IV. RESULT AND DISCUSSION

A. Business Process Analysis

Based on the results of the data collection stages, the business processes in this research activity can be seen in the flowmap in Fig. 6 to Fig. 9 below:
In general, the differences between current and proposed business processes based on Fig. 6 to Fig. 9 above are:

1) **Manual parking business processes:**
   
   a) **Ticket Issuance:** In manual parking processes, when a vehicle arrives at the parking lot, a physical parking ticket is issued.
   
   b) **Finding a Parking Spot:** The driver must manually find an available parking spot within the parking facility, which can sometimes be a time-consuming process, especially in crowded parking areas.
   
   c) **Payment:** When leaving the parking area, the driver approaches a payment booth where they must provide the physical parking ticket and make the payment in cash or by card.
   
   d) **Ticket Validation:** The parking ticket is manually validated by an attendant, and the gate is opened to allow the vehicle to exit the parking area.
   
   e) Manual parking processes can face challenges such as ticket paper shortages, malfunctioning ticket machines, and extended waiting times, resulting in a less efficient and user-friendly experience.

2) **Application of REST API in Ordering Tickets Online Using a Mobile Device QR Code:**
   
   a) **Ticket Ordering via Mobile App:** With the application of the REST API, users can order parking tickets online through a mobile app.
   
   b) **QR Code Generation:** Upon ordering a parking ticket, a QR code is generated, typically displayed on the user's mobile device. This QR code serves as a digital ticket for entry and exit.
   
   c) **Efficient Entry:** To enter the parking area, users simply need to display the QR code on their mobile device, which is then scanned by a QR code reader at the entrance gate.
   
   d) **Online Payment:** Payment for parking can also be made online through the mobile app, reducing the need for cash payments and further expediting the process.
   
   e) **QR Code Validation:** At the exit gate, the QR code is scanned again for validation, and the gate is opened for the user to exit.
   
   f) Implementing REST API and QR Code technology offers several advantages, including faster entry and exit, reduced queues, reduced reliance on paper, and improved user convenience.

**B. Gap Analysis**

Below is a GAP Analysis table that describes the current and expected business processes. GAP analysis can be seen in Table I below:
TABLE I. GAP ANALYSIS

<table>
<thead>
<tr>
<th>No</th>
<th>Business Process</th>
<th>Currently</th>
<th>Expected</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Parking Process</td>
<td>Manual parking process, to do parking, the user must be in the parking lot to press the ticket button and then park.</td>
<td>Automatic process where the previous parking process can make a booking to get a parking ticket.</td>
</tr>
<tr>
<td>2</td>
<td>Parking Ticket</td>
<td>Parking tickets currently still use paper a lot.</td>
<td>The expected parking ticket at this time is in addition to reducing paper in the form of a QR Code.</td>
</tr>
</tbody>
</table>

In summary, manual parking business processes involve physical ticket issuance, manual search for parking spots, and payment at the booth, while the application of REST API with QR Codes allows for a more streamlined and efficient online ticket ordering process using mobile devices, reducing the reliance on physical tickets and facilitating quicker entry and exit from the parking facility.

C. Functional Modelling Analysis

This functional modeling analysis will use the Unified Modeling Language (UML) as follows:

1) Use case diagram: Use Case Diagrams are used to find out what functions are in an information system and who has the right to use those functions [11]. Use Case Diagram can be seen in Fig. 10.

![Fig. 10. Use case diagram.](image_url)

2) Class diagram: The use of this class diagram will describe the structure in terms of defining the classes that will be created to build the system. Classes have what are called attributes and methods or operations [11]. Class Diagram can be seen in Fig. 11.

![Fig. 11. Class diagram.](image_url)

D. Menu Structure Design

The design of this menu structure is a tool that is expected to make it easier for users to get to know this system better. The design of the menu structure of this system can be seen in Fig. 12.

![Fig. 12. Menu structure design.](image_url)

E. Interface Implementation

Implementation of the interface of this system can be seen from the description of the following points:

1) Maps page: Maps page that is displayed when the application is accessed, and the user has logged in. The display of this map page can be seen in Fig. 13.

![Fig. 13. Maps page.](image_url)
2) **Choose a parking location page**: The parking location page is the page that is displayed when the user presses the “choose location” button to select a location around them. The view of the page for choosing a parking location can be seen in the following Fig. 14.

![Choose a parking location](image1.png)

Fig. 14. Page view select parking location.

3) **Parking information page**: The parking information page is the page after we select a location for parking which is displayed when the application is accessed. The display of this main page can be seen in Fig. 15.

![Parking information page](image2.png)

Fig. 15. Parking information page display.

4) **Booking confirmation page**: The booking confirmation page is a confirmation page that is displayed when the user has pressed the booking location button. The display of this booking confirmation page can be seen in Fig. 16.

![Booking confirmation page](image3.png)

Fig. 16. Booking confirmation page preview.

5) **QR code booking information page**: The QR Code booking information page is the page after making a booking and the QR Code will be displayed when the user presses the QR Code button. The display of this QR code booking information can be seen in Fig. 17.

![QR code booking information](image4.png)

Fig. 17. Booking information page preview.

6) **QR code page**: The QR Code Page is intended to get parking access as a substitute for parking tickets. The display of this main page can be seen in Fig. 18.

![QR code page](image5.png)

Fig. 18. QR code page preview.
7) QR code page: QR Code Scan Result is the result when the QR Code is scanned to get parking access. The display of these results can be seen in Fig. 19.

![QR code scan result.](image)

When discussing API transfer for QR-Code reading mode and measuring delay (response time in milliseconds), keep in mind that this delay can be influenced by various factors, including the quality of the hardware and software used, environmental conditions, and the quality of the QR code itself. Below is Table II that includes several situations that may affect QR-Code reading delay:

<table>
<thead>
<tr>
<th>No</th>
<th>Factor / Issue</th>
<th>Estimated Delay (ms)</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Environmental Conditions</td>
<td>10-100</td>
<td>Low light, glare, or shadows can slow down QR code reading.</td>
</tr>
<tr>
<td>2</td>
<td>QR Code Quality</td>
<td>5-50</td>
<td>Damaged or non-standard QR codes may require extra time for decryption.</td>
</tr>
<tr>
<td>3</td>
<td>Camera Hardware</td>
<td>20-100</td>
<td>The quality of the camera on mobile devices or QR code readers can affect response time.</td>
</tr>
<tr>
<td>4</td>
<td>Software Application</td>
<td>10-50</td>
<td>The performance of QR code reader software may vary based on the implementation and updates.</td>
</tr>
<tr>
<td>5</td>
<td>Processor Speed</td>
<td>5-20</td>
<td>Faster mobile device or QR code reader processors will read QR codes more quickly.</td>
</tr>
<tr>
<td>6</td>
<td>Network Overhead</td>
<td>20-100</td>
<td>If QR codes need to be fetched from a server over a network, network overhead can impact delay.</td>
</tr>
</tbody>
</table>

The values in this table are general estimates and may vary depending on the actual circumstances. Some cases may experience higher or lower delays depending on the combination of these factors. Additionally, more advanced hardware and software may experience lower delays. Implementing REST APIs for online ticket booking using QR codes on mobile devices can have various advantages and disadvantages. Here are some of them:

1) Excess:

   a) Ease of Access and Use: The REST API allows users to easily access the ticket booking system using their mobile devices. This provides convenience for users in ordering public transportation tickets.

   b) Scalability: The REST API allows the system to easily scale to changing demands. It can handle traffic spikes that occur during peak hours or during special events.

   c) Interoperability: REST APIs typically use common data formats such as JSON, which can be easily understood by various devices and platforms. This allows various third-party applications to integrate with the ticket booking system.

   d) Security: REST APIs can be configured to implement security measures such as authentication, authorization, and data encryption to protect user information and payment transactions.

   e) Robustness: Using QR codes simplifies the check-in process on public transportation. Users simply display their QR code on their phone screen, and officers can quickly scan it to validate the ticket.

2) Weakness:

   a) Dependency on Internet Connection: REST API requires a stable internet connection. If users are in an area with a weak signal or no internet connection, they may not be able to book tickets or display their QR code.

   b) Technical Errors: In the event of technical glitches or server failure, users may experience difficulty booking tickets or using QR codes. This can disrupt the user experience.

   c) Data Security: Although REST APIs can be regulated with security measures, the risk of data leakage remains. Users’ personal data and payment information must be guarded very strictly.

   d) Development Cost: Developing and maintaining a robust and reliable REST API can require a large investment in terms of human and financial resources.

   e) Need for Continuous Maintenance: APIs need to be maintained and updated regularly to maintain their reliability. This requires additional effort and costs.

   f) Regulatory Compliance: Online ticket booking systems must comply with various regulations, including data privacy and financial regulations, which can add complexity and operational costs.

Implementing REST APIs in online ticket ordering using QR codes on mobile devices can provide many benefits, but also has several challenges that must be overcome to achieve success in managing public transportation in a smart city ecosystem.

V. CONCLUSION

The conclusions obtained from the activities that have been carried out include the existence of an online process that can facilitate the process of getting information about the place without having to look directly at the parking lot, making it easier for users to book a parking space. This activity can also anticipate problems in the vehicle parking process such as running out of parking tickets, jammed ticket machines that create long queues. With QR Code media as a substitute for parking tickets, it will save paper usage which is usually always thrown away after use, so this QR Code is one of the media used can replace paper tickets. Implementing the REST API in online ticket ordering using a QR code on a mobile
device is one of the best solutions for managing public transportation in the smart city ecosystem.
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I. INTRODUCTION

To adhere to the intended trajectory, a modern tactical missile (TM) autopilot system must be able to stabilize the rotational dynamics of the missile and accurately monitor the sequence of acceleration commands issued by the navigation and guidance system. However, constructing a missile's autopilot is a difficult challenge due to the unpredictability in aerodynamic derivatives.

Early missile autopilots were built using traditional methods, notably linearized dynamic models within a gain scheduling control approach. Using linear design methodologies within a gain scheduling framework, on the other hand, frequently resulted in suboptimal control where no stability or performance certificate could be given by the closed-loop system constituted of the nonlinear plant and planned controller. Several nonlinear control strategies have been developed to reduce the needed gain scheduling.

A nonlinear pitch-axis autopilot involving scheduling linear $H_\infty$ control design under constant operating conditions and bounded scheduling variables was first discussed in [1]. In the work presented in [2], gain-scheduling and gap metric techniques were used to design a robust missile pitch-axis autopilot for an air-to-air missile. The connection between the loop-shaping theory and the gap metric technique was used to compute the operating points, and proportional-integral/proportional-type controllers were designed. The problem of the missile’s autopilot design in the presence of hidden coupling terms was tackled in [3] using gain-scheduling control. The study introduced a self-scheduling method for preserving the local properties of the nonlinear gain-scheduled controller, which allows for consideration of the hidden coupling terms during the design process. The nonlinear pitch dynamics of a tail-controlled, extremely agile missile were addressed in [4] by designing a gain-scheduled 4-loop autopilot. The requirements for an autopilot's design were methodically converted into hard and soft tuning objectives, and the resulting multi-model/multi-objective issue was then addressed with the help of a nonsmoothed optimization process.

Many design schemes have recently been developed to provide stringent performance requirements and ensure robustness across different flight conditions. The Linear Parameter Varying (LPV) approach was recently used conjointly with linear fractional transformation (LFT) in [5] to design specified structure autopilots that ensure robustness to a large class of uncertainty. The proposed LPV/LFT algorithm could handle slope-restricted nonlinearities and rate-bounded time-varying parameters using a nonsmooth optimization technique and using polytopic LPV weights within the four-block loop-shaping $H_\infty$ loop shaping theory, the authors, in [6], designed an output feedback controller to provide a missile longitudinal autopilot with robust $H_\infty$ performance. To accommodate the seeker field-of-view constraint while maintaining the system's resilience, an integrated missile guidance and control method was developed in [7] by appending the integral barrier Lyapunov function to dynamic surface control. As uncertain disturbances of the system, the authors treated target maneuvering and unmodeled disturbances with the influence of the disturbance rejection rate error. They employed an extended state observer for real-time estimates.

The study in [8] offered a sliding mode control (SMC) architecture for precision missile operation inside a nonlinear finite-time control framework, as opposed to the asymptotically convergent control framework. The study's most significant contribution was analysing the influence of boundary layer thickness on missile system reactions, with the assumption that reducing boundary layer thickness will improve the control performance of the SMC autopilot system.

On the other hand, as the multilayered missile defense system has been refined and target maneuverability has increased, the challenge of penetrating a target with a single traditional missile has increased in recent years. In such a case, cooperative guiding is recommended as a viable countermeasure to boost missile penetrability. To improve the lethality of multiple missiles, cooperative guiding laws must also meet time and space restrictions, in addition to attaining a minimal or even zero miss distance. Many recent studies [9-
have concentrated on the topic of distributed cooperative guidance of multi-missile systems.

In this study, we first suggested a new high-order SMC-based technique for developing the guidance law, which serves as the foundation for estimating the ideal flying AOA and normal acceleration trajectories. The goal of this technique is to look at the use of finite-time control for the longitudinal dynamics of a tactical missile, with the needed information acting as the control command. We propose a smooth control-based design of distributed consensus protocols for multi-missile system guiding in the second half. Free-chattering distributed protocols are constructed using asymptotic exponential functions and graph theory. The essential criteria for smooth asymptotic tracking are derived using the Lyapunov method.

II. MISSILE DYNAMICS AND CONTROL OBJECTIVES

A TC system is a type of guided missile designed for use in combat situations with a relatively limited range, typically within the theatre of operations or on the battlefield. These missiles are designed to execute pinpoint attacks against hostile installations, vehicles, aircraft, and ships. Fig. 1 shows a typical TM model.

![Fig. 1. Missile pitch-axis motion.](image)

The Reichert’s missile model [1], a hypothetical fin-controlled pitch-axis missile that serves as a standard in studies of nonlinear controller design for supersonic and hypersonic vehicles, is employed as the basis for the present study.

The nonlinear dynamic model presented below governs the missile’s motion in the planar space.

\[
\dot{M} = K_M M^2 \left[ C_{D_0} - C_x(\alpha, M) \sin \alpha \right] - \frac{g}{v_s M} \sin \gamma \tag{1}
\]

\[
\dot{a} = K_M C_x(\alpha, M) \cos \alpha \cos \gamma + q \tag{2}
\]

\[
\dot{q} = K_m M^2 C_m(\alpha, M) \tag{3}
\]

\[
\dot{\gamma} = -K_M C_x(\alpha, M) \cos \alpha - \frac{g}{v_s M} \cos \gamma \tag{4}
\]

where:

- \( M \) is the Mach number.
- \( \alpha \) is the angle-of-attack (AOA) (rad).
- \( q \) is the pitch rate (rad/s).
- \( \gamma \) is the flight path angle (rad).

The nonlinear coefficients \( C_x \) and \( C_m \) characterize the missile aerodynamics model’s and are given as time-varying parameters.

\[
C_x = a_x a^3 + b_x |\alpha| \alpha + c_x (2 - M/3) \alpha + d_x \delta \tag{5}
\]

\[
C_m = a_m a^3 + b_m |\alpha| \alpha + c_m (\alpha - 7 + 8M/3) + e_m q + d_m \delta \tag{6}
\]

Considering the above four flight parameters as system’s states and the fin deflection (6) as control input, model (1)-(4) becomes.

\[
\dot{x} = f(x) + g(x)u
\]

\[
y = h(x)
\]

with

\[
x = [M \alpha q \gamma]^T \tag{7}
\]

\[
h = \eta(M, \alpha) \tag{8}
\]

\[
u = \delta \tag{9}
\]

where the missile’s normal acceleration \( \eta \) is given by

\[
\eta = K_M M^2 v_s C_x(\alpha, M) \tag{11}
\]

and \( f(x) \in \mathbb{R}^4 \), \( g(x) \in \mathbb{R}^4 \), and \( h(x) = \eta \in \mathbb{R} \) are uncertain bounded functions. \( f(x), g(x) \) and \( h(x) \) are uncertain due the uncertainty of the aerodynamics coefficients given in (5) and (6). The expended form of the model (7) is given below:

\[
f_1(x) = -\frac{g}{v_s} \sin x_3 - K_x x_1 \left[ C_{D_0} - \left( a_x x_2^3 + b_x |x_2| x_2 + c_x (2 - x_1/3) x_2 \right) \right] \sin x_2 \tag{12}
\]

\[
f_2(x) = +\frac{g}{v_s x_1} \cos x_3 + x_4 K_x x_1 \left[ a_x x_2^3 + b_x |x_2| x_2 + c_x (2 - x_1/3) x_2 \right] \cos x_3 + \left( x_1 - x_1^2 + x_1 \right) \cos x_2 \tag{13}
\]

\[
f_3(x) = -K_x x_1 \left[ a_x x_2^3 + b_x |x_2| x_2 - \frac{g}{v_s x_1} \cos x_3 \right] \tag{14}
\]

\[
+ \left( x_1 - x_1^2 + x_1 \right) \cos x_2 \tag{15}
\]

\[
g(x) = \left[ 0 0 K_m x_1^2 d_m \right]^T \tag{16}
\]

\[
h(x) = K_x x_1 \left[ a_x x_2^3 + b_x |x_2| x_2 + c_x (2 - x_1/3) x_2 \right] \tag{17}
\]

Achieving the intended mission in a short time while accounting for external disturbances and model uncertainties is the goal of the present control design. The performance objectives for the closed-loop system encompass the achievement of finite-time closed-loop convergence, fast response to substantial manoeuvres, the system’s ability to withstand and adapt to plant uncertainties and disturbances.
III. HIGH-ORDER SLIDING MODE CONTROL TO MISSILE AUTOPILOT DESIGN

A. Lie Derivatives for Nonlinear Affine Control

Consider a vector field \( f(x) \in \mathbb{R}^n \) defined on open operating domain \( D \subset \mathbb{R}^n \) and a smooth map \( m \in \mathbb{R}^p \). For any \( x \in m \), The Lie derivatives, along the trajectory \( f(x) \), for the map \( m \) are given as follows:

\[
L_f m(x) = \frac{d}{dt} m(\phi^t(x))\big|_{t=0}
\]

where, \( \phi^t(x) \) denotes the flow vector of \( f(x) \) at time \( t \). Using the chain rule, one can write

\[
L_f m(x) = m^{(1)}(x)f(x)
\]

with \( m^{(1)} = \frac{\partial m}{\partial x} \) being the Jacobian matrix of \( m \). Therefore, the \( r \)-derivative of \( m \) is given as

\[
\begin{align*}
L_f^r m(x) &= m^{(r-1)}(x)f(x) \\
L_f^0 m(x) &= m(x)
\end{align*}
\]

According to the Lie derivatives properties, for a further vector \( g \), expression (20) becomes

\[
L_g L_f m(x) = \frac{\partial L_f m(x)}{\partial x} g(x)
\]

B. Sliding Mode Control Design

Consider the following tracking error to be the actual output of a multi-output system with \( e(y) = y - y_d \).

\[
e(y) = y - y_d
\]

where, \( y_d \) denotes the desired values of \( y \). The system equilibrium point is located on the manifold \( e_i^r(0) = \{ x | e_i(x) = 0 \} \).

Definition 1. The derivative degree \( r \) in equation (20) extends, for the case (22), to the vector \( r = [r_1 \ r_2 \ldots r_p]^T \) for which expression (20) and (21), for a given initial condition \( x_0 \), become

\[
\begin{align*}
L_g L_f^k e_i(x) &= 0 \\
L_g L_f^{r_i-1} e_i(x_0) &= 0
\end{align*}
\]

Following is the calculation of the derivatives in (23) that appear in sequence.

\[
\begin{bmatrix}
L_f \\
L_f^k \\
L_g
\end{bmatrix}
\begin{bmatrix}
e_1(x) \\
e_2(x) \\
e_3(x)
\end{bmatrix} =
\begin{bmatrix}
\frac{\partial e_1}{\partial x_1}f_1(x) \\
\ldots \\
\frac{\partial e_1}{\partial x_n}f_n(x)
\end{bmatrix}
\]

Lemma 1 [xx]. If and only if the following holds for any subset of the domain of the output \( e_i \), then the relative degree \( r_i \) is well-defined there.

\[
L_g L_f^{r_i-1} e_i(x_0) = \tau
\]

where \( \tau \) is a constant.

Lemma 2 [xx]. For each \( e_i \) with \( r_i > 1 \), a stable motion towards zero can be obtained for the sequence \( e_i, e_i^{(1)}, e_i^{(2)}, \ldots, e_i^{(r_i-1)} \) by designing the following sliding manifold that satisfies \( \sigma_i^{-1}(0) = \{ x | e_i(x) = 0 \} \)

\[
\sigma_i(x) = L_f^{r_i-1} e_i(x) + \lambda_{r_i-2} L_f^{r_i-2} e_i(x) + \ldots + \lambda_1 L_f e_i(x) + \lambda_0 e_i(x)
\]

with \( \lambda_j > 0 (j = r_i - 2, \ldots, 0) \) define design parameters.

Lemma 3 [xx]: The following equation has a single local solution, denoted by the affine control \( u(x) \).

\[
\begin{bmatrix}
L_f \sigma_i(x) \\
\lambda_{r_i-2} L_f^{r_i-1} e_i(x) + \ldots + \lambda_0 L_f e_i(x)
\end{bmatrix} = 0
\]

Remark 1: If a relative degree \( r_i \) is defined for each output \( y_i \) with respect to a control input \( u \), then the smallest relative degree \( \rho > 1 \) is considered as the relative degree of the whole system (i.e., \( \rho = \min(r_i) \)).

Remark 2: A well-defined relative degree guarantees the applicability of such a controller over the working range, while the smallest relative degree simplifies the design task and gives a practical controller. The outer-loop sliding mode controller's primary characteristic is shown in the following block diagram.

C. AOA Autopilot

With \( e_2 = \alpha - \alpha_d = x_2 - x_{2,d} \) and \( \alpha_d = \frac{\partial x_d}{\partial x} \), the Lie derivatives (24) are computed as follows.

\[
L_g
\begin{bmatrix}
e_1(x) \\
e_2(x) \\
e_3(x)
\end{bmatrix} =
\begin{bmatrix}
L_g L_f \\
L_g L_f^2 \\
L_g L_f^3
\end{bmatrix}
\begin{bmatrix}
e_1(x) \\
e_2(x) \\
e_3(x)
\end{bmatrix} =
\begin{bmatrix}
\frac{\partial f_1}{\partial x_1} \\
\frac{\partial f_1}{\partial x_2} \\
\frac{\partial f_1}{\partial x_3}
\end{bmatrix}
\]

Considering property (25), the AOA's relative degree is \( r_a = 2 \). This proves that there exists a well-defined output-input assignment \( \forall x \in 0(x_0) \). According to the value of \( r_a \), the sliding manifold (26) becomes

\[
\sigma(x) = \frac{\partial e_2}{\partial x} f + \lambda e_2 + \frac{\partial x_2}{\partial x} f + \lambda(x_2 - x_{2,d})
\]

Applying Lemma 3, the fin deflection that ensure \( \sigma(x) = 0 \) is derived as follows:

\[
\delta(x) = \left( \frac{1}{1 + g(x)} - \left( u(x) + K_{sat}(\sigma(x)/\varepsilon) \right) \right)
\]

where the saturation function is implemented using a boundary layer \( \varepsilon \).
sat(σ/ε) = \begin{cases} \sigma/ε & \text{if } |σ/ε| \leq 1 \\ \text{sgn}(σ/ε) & \text{if } |σ/ε| > 1 \end{cases}

In this design, the gain K is provided to correct model uncertainties, unmodeled dynamics, and measurement noises, the coefficient sets the bandwidth of the error dynamics, and the layer ε is introduced to dampen the babbling.

D. Normal Acceleration Autopilot

The rate of the missile's acceleration is one of the primary variables managed by an autopilot system. Commonly symbolized by the letter "g" normal acceleration quantifies the gravitational pull experienced by the airframe in flight. Using normal acceleration autopilot to deflect the fins allows controlling a measured variable, which avoids the use of an estimator for α. To do so, we compute the inverse transformation of Eq. (11).

\[
\alpha(\eta, M) = K_s M^2 \left[ 2b_k - a_k c_k \left( \frac{2 - M}{3} \right)^3 \eta^3 \right] \\
- \frac{b_k}{K_s c_k \left( \frac{2 - M}{3} \right)^3} |\eta|^2 \\
+ \frac{1}{K_s M^2 c_k \left( \frac{2 - M}{3} \right)^3} \eta 
\]

From (33), the time derivative of η is given as follows

\[
\dot{\eta} = \left( \frac{\partial \alpha}{\partial \eta} \right)^{-1} \left[ K_s M^2 c_k (M, \eta) + q(M, \eta) - \frac{\partial \rho}{\partial M} M(M, \eta) \right]
\]

The sliding manifold and its corresponding control input are given as follows

\[
\begin{cases}
\sigma(x) = \frac{\partial \eta}{\partial x} f + \lambda (\eta - \eta_d) \\
\frac{\partial \eta}{\partial y} \frac{\partial x}{\partial x} f(x) + \lambda \frac{\partial \eta}{\partial y} = 0
\end{cases}
\]

IV. DISTRIBUTED MISSILE AUTOPILOT DESIGN

In the context of a fixed topology, we present, in this section, the design of distributed consensus protocols ut to allow a multi-missile system, composed of m agents, to track an AOA or normal acceleration commands to ensure a successful interception of high-risk targets. To do so, a consensus tracking error is defined as follows:

\[
e_t = \sum_{j=1}^{m} a_{ij} (x_i(t) - x_j(t))
\]

where, aij denote the elements of the the adjacent matrix A and x_i \in \mathbb{R}^n denotes the individual missiles state vector.

Definition 2: Based on the consensus (36), we define, for each agent 'i' (e.g., individual missile) the following inequality.

\[
\|\psi_i(e_t)\|_2 \leq \|\psi_i(e_i)\|_1 \leq N \|\psi_i(e_i)\|_\infty \leq N\kappa
\]

with N = nm and \kappa \in \mathbb{R}^+

Definition 3: According to the communication graph \mathcal{G} of the multi-missile system, we define a matrix M such that \(M = \mathcal{L} + \mathcal{D}_0\) with \mathcal{L} = \mathcal{D} - \mathcal{A} being the Laplacian matrix associated with \mathcal{G}, \mathcal{D}_0 = \text{diag}(a_{0i}), and \mathcal{D} = \text{diag}(d_i = \sum_{j=1}^{n} a_{ij}).

Definition 4: The missiles' dynamics are bounded

\[
\|fi(x_i)\|_2 \leq \rho\|x_i\|_2, \|fi(x_i) - f_i(y_i)\|_2 \leq \gamma\|x - y\|_2
\]

with \rho, \gamma \in \mathbb{R}^+.

Theorem 1: Based on the properties of the matrix M, If the fixed-time undirected graph \mathcal{G} is connected and at least one \a_0 > 0, the leader-follower consensus (36) is asymptotically guaranteed by the following distributed consensus control.

\[
u_t = -k_1 e_t - k_2 \psi_t(e_t)
\]

where, k_1, k_2 are the consensus gains satisfying.

\[
k_1 \geq \rho \frac{\lambda_{\max}(M)}{\lambda_{\min}^2(M)} \\
k_2 \geq \sqrt{\frac{\lambda_{\max}^2(M)}{t_s \lambda_{\min}^2(M) N \kappa}} (1 + d_0) \\
t_s = \sqrt{\frac{\lambda_{\max}^2(M)}{k_2 \lambda_{\min}^2(M) N \kappa}}
\]

with \lambda_{\min}(M) > 0, \kappa > 0, and t_s is the settling time.

Proof:

For each agent 'i', let us consider a tracking error denoted as \tilde{x}_i = x_i - x_0. By employing the distributed consensus protocol (38), the multi-agent closed-loop system is written as follows:

\[
\dot{\tilde{x}}_i = f_i(x_i) - f_0(x_0) - k_1 \sum_{j=1}^{n} a_{ij} (\tilde{x}_i - \tilde{x}_j) - k_2 \psi_t(\tilde{e}_i)
\]

where, \tilde{e}_i = \sum_{j=0}^{n} a_{ij} (\tilde{x}_i - \tilde{x}_j). For the muti-agent system, we write

\[
\dot{\tilde{x}} = F(\tilde{x}, x_0) - k_1 (M \otimes I_n) \tilde{x} - k_2 \Psi(\tilde{e})
\]

with

\[
\tilde{x} = [\tilde{x}_1^T, ..., \tilde{x}_n^T]^T, \quad F(\tilde{x}, x_0) = \left[[f_1(x_1) - f_0(x_0)]^T, ..., [f_n(x_n) - f_0(x_0)]^T\right]^T, \quad \Psi(\tilde{e}) = [\psi_1(\tilde{e}_1), ..., \psi_n(\tilde{e}_n)]^T
\]

where, f_0(x_0) denotes the vector field of the leader dynamics and x_0 denotes its state vector. To demonstrate the effectiveness of the proposed control algorithm, we consider the following Lyapunov function candidate.

\[
V = \frac{1}{2} \tilde{x}^T (M \otimes I_n) \tilde{x}
\]
for which,
\[ V = \tilde{x}^T (M \otimes I_N) [F(\tilde{x}, x_0) - k_1 (M \otimes I_N) \tilde{x} - k_2 \psi(\tilde{e})] \] (44)
with \( \lambda_{\min}(M) > 0 \), one can get
\[
\begin{aligned}
\tilde{x}^T (M \otimes I_N) F((\tilde{x}, x_0)) (M \otimes I_N) \tilde{x} \\
\leq \rho \lambda_{\max}(M) \| \tilde{x} \|^2_2 \\
\left( \frac{\lambda_{\max}(M)}{\lambda_{\min}(M)} \right)^2 \lambda_{\min}(M) \| \tilde{x} \|^2_2
\end{aligned}
\] (45)
It results,
\[ V \leq -k_1 \lambda_{\min}(M) \| \tilde{x} \|^2_2 - \rho \lambda_{\max}(M) \| \tilde{x} \|^2_2 + \lambda_{\min}(M) \| \psi(\tilde{e}) \|_2 \| \tilde{x} \|_2 \] (46)
Suppose that there exist \( \kappa \in \mathbb{R}^+ \) for which
\[ \| \psi_i(e_i) \|_2 \leq \| \psi_i(e_i) \|_1 \leq N \| \psi_i(e_i) \|_\infty \leq N \kappa \] (47)
It results that condition (46) is achieved if and only if
\[
\begin{aligned}
k_1 \lambda_{\min}(M) \| \tilde{x} \|^2_2 - \rho \lambda_{\max}(M) \| \tilde{x} \|^2_2 \\
+ \lambda_{\min}(M) \| \psi(\tilde{e}) \|_2 \| \tilde{x} \|_2 \
\geq 0
\end{aligned}
\] (48)
where, \( d_0 \) is the maximum value of an eventual disturbance \( (d_0 = 0 \) for undisturbed system). With \( k_1 \geq \rho \frac{\lambda_{\max}(M)}{\lambda_{\min}(M)} \), \( V \) will satisfy
\[ V \leq -\frac{k_2 \lambda(M) \sqrt{2} \psi_{\min}}{\sqrt{\lambda(M)_{\max}}} \leq -\frac{k_2 \lambda(M) \sqrt{2} \psi_{\min}}{\sqrt{\lambda(M)_{\max}} N \| \psi(\tilde{e}) \|_{\infty}} \] (49)
It follows,
\[
\begin{aligned}
\sqrt{V} & \leq \sqrt{V_0} - \frac{k_2 \lambda(M) \sqrt{2} \psi_{\min}}{\sqrt{\lambda(M)_{\max}}} \\
t_s & = \frac{k_2 \lambda(M)_{\min}}{k_2 \lambda(M)_{\max}} \\
k_1 & \geq \rho \frac{\lambda_{\max}(M)}{\lambda_{\min}(M)} \\
k_2 & \geq \frac{k_2 \lambda(M)_{\min} \sqrt{\lambda(M)_{\max}}}{t_s \lambda(M)_{\min}(1 + d_0)}
\end{aligned}
\] (50)
V. RESULTS AND DISCUSSION

First scenario: A quick, high-maneuver normal acceleration tracking scenario is used to assess the performance and reliability of the normal acceleration autopilot for a single missile airframe. As it can be seen in Fig. 2, the commanded acceleration and initial Mach number were chosen at their extremes. The results show that the proposed technique is effective for controlling such complex system.

Second scenario: In this section, first, the tracking of an AOA sequence using the state feedback-based autopilot is performed by a multi-missile composed of six agents. The AOA sequence is introduced as step commands given at different initial AOA \( \alpha_0 = [-5 0 20 -7.5 5 -20]^T \) and \( M = 3 \). The communication topology is shown in Fig. 3 and the time-history of the tracking mission is shown in Fig. 4.

![Fig. 2. Single missile response to a normal acceleration pattern: a) Normal acceleration, b) Tail deflection.](image1)

![Fig. 3. Fixed-time switching topology connected interaction graph.](image2)
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Abstract—With the human passion for gaining knowledge, learning new things and knowing the news that surrounds the world, social networks were invented to serve the human need, which resulted in the rapid spread and use among people, but social networks have a dark and bright side. The dark side is that strangers or anonymous people harass some users with obscene words that the user feels wrong about, which leads to psychological harm to him, and here we try to discover how to discover electronic bullying to block this alarming phenomenon.

In this context, the utility of Natural Language Processing (NLP) is employed in the present investigation to detect electronic bullying and address this alarming phenomenon. The machine learning (ML) method is moderated based on specific features or criteria for detecting cyberbullying on social media. The collected characteristics were analyzed using the K-Nearest Neighbor (KNN), Support Vector Machine (SVM), Naïve Bayes (NB), Decision Trees (DT), and Random Forest (RF) methods. Naturally, there are test results that use or operate on the proposed framework in a multi-category setting and are encouraged by kappa, classifier accuracy, and f-measure standards. These apparent outcomes show that the suggested model is a valuable method for predicting the behavior of cyberbullying, its strength, and its impact on social networks via the Internet. In the end, we evaluated the results of the proposed and basic features with machine learning techniques, which shows us the importance and effectiveness of the proposed features for detecting cyberbullying. We evaluated the models, and we got the accuracy of the KNN (0.90), SVM (0.92), and Deep learning (0.96).

Keywords—Cyberbullying detection; machine learning; deep learning; natural language processing (NLP), feature extraction; CNN

I. INTRODUCTION

Cyberbullying is a severe cybersecurity concern that constantly affects more people using social media and the Internet. Bullying is arguably hostile behavior displayed by a single individual or a group of people, who can only be present in certain places or at certain times of the day (such as during school hours) and can alternatively occur everywhere and at any time through electronic methods.

Cyberbullying was not taken seriously at the turn of the 20th century when social media, in general, and Internet usage were still in their infancy. At the time, the optimistic advice for dealing with cyberbullying was to “disconnect” or “turn off the screen [1, 2]. However, when the effects of online hate speech increase, these proposals lose their effectiveness. More than following the usual suggested cybersecurity standards and procedures is required to prevent cybercrime. 41% of American citizens reported experiencing online harassment personally in 2017, while 66% reported seeing discourse offensive to others. Additionally, about 50% of young individuals who use social media sites have been said to be various experience several kinds of cyberbullying. Popular social networking sites like Twitter are not immune to this menace.

The identification of cyberbullying has grown in importance as an NLP topic, cyberbullying detection’s objective is like other NLP jobs. Entails preprocessing the text (like a tweet) and extracting critical information in a particular method. That enables the use of machine learning to understand and categorize each text. The classic methods for classifying text involve the use of a way to make text representation simpler, such as the bag-of-words (BoW) approach, then a machine learning classifier like the logistic regression (LR) or support vector machine (SVM) approach [3] (see Fig. 1).

Natural Language Processing (NLP), the field of artificial intelligence that focuses on the interaction between computers and human language, has made significant strides in identifying online abuse [3]. However, specific challenges persist, including limitations in accommodating long texts within the constraints of social media platforms, the imbalance between hostile and constructive comments, the inherent ambiguity of natural language, and the prevalent use of slang [4] in the past ten years, neural network-based models have outperformed conventional machine learning methods on several NLP tasks.

Fig. 1. The general framework of deep learning architecture.
These NLP techniques rely on the successful use of word embeddings, specifically deep learning, and neural network dense vector representations. In contrast to conventional machine learning algorithm-based methods, which rely primarily on manually created characteristics that are viewed as insufficient Deep learning methods use multilevel automated feature representation, which is laborious, to distinguish the input, a model of a multilayer perceptron neural network in various NLP tasks, CNN-based models, and recurrent neural networks (RNN) have demonstrated promising outcomes and developed a novel character-based technique that combines a CNN model with an RNN architecture to categorize text. Long short-term memory (LSTM) categorizes phrases separately to learn text meaning; CNN then used word analysis to extract regional attributes.

Motivated by the notable results of numerous NLP research aiming to categorize extensive texts, deep learning systems have proved their effectiveness. This paper conducts a comprehensive examination of cyberbullying within social networks, employing advanced technologies and methodologies, including Natural Language Processing (NLP) and machine learning. In Section II, "Related Works," existing research is reviewed, offering insights into the techniques used to combat online harassment. Section III, "Materials and Methods," outlines the tools and strategies utilized, particularly NLP and machine learning. Section IV, "Computational Complexity," delves into the algorithms driving the cyberbullying detection system. Section V, "Results," presents the findings, emphasizing the method's high accuracy in predicting cyberbullying's impact on online social networks. Section VI, "Limitations and Future Scope," explores the study's boundaries and suggests future research directions. Finally, in Section VII, "Conclusions," the paper summarizes the implications of the research, shedding light on technology's role in enhancing online safety, and invites further exploration into these crucial issues.

II. RELATED WORK

This section examines methods for detecting cyberbullying in online social networks (OSNs). Cyberbullying incidents were broken down into Race, sexual orientation, culture, and IQ are some of the categories that Dinakar et al. in [5]. They employed four distinct classifiers as a result (Naive Bayes (NB), J48 with rules, J48 with trees, and SVM) to identify the comments submitted on several contentious YouTube videos as a use case. The dataset, which consists of over 50,000 words, consists of three sections: testing, validation, and training. The accuracy of Rule-based Jrip hasn’t, however, exceeded 80% and this is a good percentage to reduce online bullying. A method to identify fine-grained cyberbullying techniques, such as insults and threats.

The authors referenced online bullying and content that was taken from Ask.FM website contains English and Dutch language features that are like OSNs. The authors divided the prospective participants between a cyberbullying discourse harasser, target, and onlooker—into three groups. Two groups were formed in the class: onlooker-defenders and bystander-assistants, who back the harasser while speaking up for the victim. The comments were then separated using SVMs. However, bullying idioms are harder to locate in the text on Twitter. One of the first to provide a technique to identify cyberbullying on the Twitter network was Sanchez et al. [6]. The authors used Twitter abuse against a specific gender was identified using an NB classifier. The accuracy of their approach, though, was only 70%, and the amount of the dataset they employed was modest. To include a wide range of examples of cyberbullying, the abusive models should be applied generally rather than only to one topic. Using word2vec as a feature representation approach and both NB and RF classifiers, Saravanan et al. [7] provided a broad framework to identify false positives and abusive tweets. The framework may extract demographic data about the perpetrators, including They, also mentioned age, name, and gender. The recommended techniques, though, cannot generate precise outcomes in comparison to complex machine learning techniques like deep learning. This study achieved results of 78%.

The authors Al-garadi et al. [8] conducted a study to detect cyberbullying on Twitter, which takes advantage of several unique features, which explicitly include activity, network, user, and tweeting on the Twitter platform. For classification purposes, these traits, and the samples they were associated with were entered into a machine-learning system. According to the authors' analysis of four machine learning algorithms, the RF method is superior to all other algorithms in the area under the receiver operating characteristic curve and f-measurement such as KNN, SVM, and NB only about 599 out of 10007 authors. The dataset included total tweets related to bullying. The Big Five models (including neuroticism, agreeableness, and extraversion) and the Dark Triad (including psychopathy) have been used and I have achieved scores of 60%. by Balakrishnan, Khan, and Arambia, Balakrishnan et al. [9,10]. To analyze the personalities of Twitter users and gradually spot online cruelty. The proposed method aimed to look at the connection between personality factors and online bullying. The writers divided the tweets into four categories representing the user’s behavior: bully, spammer, attacker, and everyday person. Then the writers classified each tweet into one of the types mentioned earlier using the random forest RF ensemble approach. Results from the suggested system using these personality factors were favorable. Although it was a modest number, the dataset included 5453 tweets that were gathered using the hashtag "Gamergate." Additionally, the tweets are more specialized than they should be about a particular community (using the hashtag "Gamergate").

A significant amount of Twitter comments were examined by Chatzako et al. [11,12] to identify features of abusive conduct. These tweets were from people who engaged in various conversations, including those on the NBA, the Gamergate scandal, and comments about television programs about female wages. Discrepancy on stations run by the British Broadcasting Corporation (BBC). The writers looked into several aspects taken from Twitter, including user attributes, network-based features, and tweets. They then experimented with several cutting-edge classification techniques to differentiate across user accounts and achieved an accuracy of 91%.
A deep learning detection technique was presented by Gambhack et al. [13] To recognize Twitter cyberbullying comments. The method divided the remarks into four categories: non-offensive, racist, sexist, and all three (i.e., sexism and racism). The authors used the character four grams to represent text. Word2vec was also employed for semantic analysis authors. After that, the authors used one of these methods to condense the feature set: Features of un-layer CNN (i.e., max-pooling layer), and they used a SoftMax method to classify each tweet as a result. When tested utilizing cross-validation by ten, the suggested approach had an F-score of 78.3%. Six thousand six hundred fifty-five tweets make up the datasets that the authors used to identify cyberbullying in Twitter comments.

Pradhan et al. [14] explored two deep learning architectures as well as a neural network model. The CNN-LSTM and CNN-BiLSTM Deep learning architectures and neural networks are two examples. Deep learning both methods yielded encouraging results, with an accuracy rate of about 92%. The efficiency of models for self-attention (these models obtained cutting-edge results in a variety of machine translation tasks) by Pradhan et al. [14]. The detection of cyberbullying was investigated with the cyberbullying datasets from Form Spring, Wikipedia, and Twitter. The application of the transformer architecture paradigm for self-attention was examined by the authors. A multiheaded self-attention layer was employed in this architecture to replace the recurrent layers that were utilized for encoding and decoding, the results from the suggested method were satisfactory.

Agrawal et al. [15] experimentally showed through a framework that this method could get around some of the drawbacks of previous approaches, such as limiting the limitation of hate speech identification to a specific category (i.e., cyberbullying) and using custom features available through traditional machine learning methods. To overcome these restrictions, the authors investigated four deep learning architectures: BiLSTM with an attention layer, CNN, and LSTM. Additionally, the authors categorize assault, bullying, racism, and sexism are four criteria used to classify hate speech on the social internet. Furthermore, they used transfer learning to apply the information gained from a deep understanding of two datasets, one of which was remarkably similar, extensive tests were conducted on the research architectures using the Twitter, Wikipedia, and Formspring datasets. Around 16 thousand tweets from Twitter were used by the authors Pradhan et al. and Agrawal et al. [14,15] to identify social media cyberbullying using Spanish-language content. Plaza et al. [16] have devised a method. The authors investigated a few deep-learning algorithms to detect hate speech in Spanish. They were enhancing performance. The authors’ deep learning models were trained. Specifically, used Transfer learning is used to address a few sample problems. Additionally, the authors evaluated how well SVM and LR are examples of standard machine learning techniques. Compared models of deep learning that have been pre-trained include the enhanced-BERT, LSTM, CNN, and LSTM. The trials demonstrated that using BERT techniques and pre-trained models together enhanced performance in terms of accuracy in comparison to other deep learning and conventional models. Table I shows the comparison study of literature review.

<table>
<thead>
<tr>
<th>Authors</th>
<th>APP</th>
<th>Methods</th>
<th>Limitation</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>[5]</td>
<td>YouTube</td>
<td>Jrip, J48, NB, and SVM with rules</td>
<td>A small dataset with poor precision</td>
<td>80%</td>
</tr>
<tr>
<td>[6]</td>
<td>Twitter</td>
<td>Classification NB</td>
<td>A small dataset with poor precision</td>
<td>70%</td>
</tr>
<tr>
<td>[7]</td>
<td>Twitter</td>
<td>NB and random forests</td>
<td>Not reported</td>
<td>78%</td>
</tr>
<tr>
<td>[8]</td>
<td>Twitter</td>
<td>KNN, RF, NB, and SVM</td>
<td>The dataset is not that large</td>
<td>60%</td>
</tr>
<tr>
<td>[9,10]</td>
<td>Twitter</td>
<td>J48, RF, and NB</td>
<td>Constrained to a certain demographic with a fairly small dataset</td>
<td>60%</td>
</tr>
<tr>
<td>[11,12]</td>
<td>Twitter</td>
<td>A probabilistic artificial neural network and ensemble</td>
<td>The dataset is not that large</td>
<td>91%</td>
</tr>
<tr>
<td>[13]</td>
<td>Twitter</td>
<td>CNN uses SoftMax</td>
<td>The dataset is quite compact</td>
<td>78.3%</td>
</tr>
<tr>
<td>[14]</td>
<td>Twitter, Wikipedia, and Formspring</td>
<td>CNN, LSTM, and SVM</td>
<td>There is a minimal amount of data</td>
<td>92%</td>
</tr>
<tr>
<td>[15]</td>
<td>Twitter, Wikipedia, and Formspring</td>
<td>CNN, LSTM, and SVM</td>
<td>The dataset is quite compact</td>
<td>92%</td>
</tr>
<tr>
<td>[16]</td>
<td>Twitter</td>
<td>BERT techniques and trained models</td>
<td>The data collection is not that large</td>
<td>95%</td>
</tr>
</tbody>
</table>

Motivated by the notable results of numerous NLP research aiming to categorize extensive texts, deep learning systems have proved their effectiveness. We look into the possibility of recognizing short sentences utilizing the multichannel deep learning model.

III. MATERIALS AND METHODS

A. Dataset Description

The tweets dataset used in this study was sourced from [2]. In two columns, the data includes tweets and class. The dataset has two types: cyberbullying and not cyberbullying. There were 47692 tweets utilized in total to create this dataset.

1) Exploratory data analysis: The table description of the Cyberbullying dataset. Table II displays the percentage of cyberbullying incidents, 38000 tweets however the percentage of cyberbullying incidents is 47692 tweets.
According to Table II, the dataset’s two columns are object types. In this dataset, 36 tweets were found to be duplicates; these tweets were eliminated. Eliminate contractions, emojis, new line characters, links, and stop words.

Remove just the "#" sign to maintain the center of the sentence’s # hashtags while eliminating the # hashtags at the conclusion & $ are filtered special characters that are present in some words. The words were also reduced in complexity via stemming. Stemming is a technique used to strip away the suffixes, prefixes, and other word elements of a given word until only its root or lemma remains. This approach is useful in NLP [17](see Fig. 2).

It was observed in Fig. 3 that the tweets (including very long tweets) ethnicity has reached less than 100. While in Fig. 4, the tweets (excluding very long tweets) ethnicity has reached less than 100, we conclude that most of the words in the tweets are bullying ethnicity and we must detect and limit these bad tweets to reduce bullying.

In the Fig. 5 shows the percentage of ages that are exposed to cyberbullying, which schools, where the percentage reached less than 9000, unlike kids, which shows that the percentage is less than 1000, and here it shows us what ages are affected by cyberbullying.

Fig. 6 shows the religion that is most exposed to cyberbullying, which is the Muslim, with a percentage of less than 5,000, in contrast to radical which shows a percentage is less than 2,000.

<table>
<thead>
<tr>
<th>#</th>
<th>Column</th>
<th>Non-null Count</th>
<th>Dtype</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Tweet_text</td>
<td>47692 non-null</td>
<td>Object</td>
</tr>
<tr>
<td>1</td>
<td>Cyberbullying_type</td>
<td>47692 non-null</td>
<td>Object</td>
</tr>
</tbody>
</table>
B. Evaluation Metrics

We also know that classification accuracy is the natural choice for statistics because identifying cyberbullying is a classification task, but we have a problem, which is the inequality in class for determining to cyberbully, and accuracy is not a reliable indicator, as well as retrieval and accuracy, as well as the F1 scale. To obtain all measures (TN) a matrix containing four categories of false positive (FP), false negative (FN), true positive (TP), and true negative values is used [18,19].

The fraction of correctly classified instances relative to all instances is known as accuracy. The Eq. (1) that follows determines it.

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \tag{1}
\]

The recall is the proportion of correctly categorized examples that are positive when compared to instances that belong to the actual class. The Eq. (2) that follows determines it.

\[
\text{Recall} = \frac{TP}{TP + FN} \tag{2}
\]

The fraction of accurately categorized positive events relative to all projected positive instances is known as precision. The Eq. (3) that follows determines it.

\[
\text{Precision} = \frac{TP}{TP + FP} \tag{3}
\]

The F1 measure combines recall and precision, making it useful in situations when both are crucial. The Eq. (4) that follows determines it.

\[
\text{F1 measure} = 2 \cdot \frac{\text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}} \tag{4}
\]

C. Methodology

1) Feature extraction: The sklearn package’s CountVectorizer (CV), which has a 2500 feature maximum, was utilized to extract features. Cyberbullying type was used as a label, and a CV was added as a feature to the original tweet text. The label Y’s size was 46017X6, and the feature X’s was 46017X2500. With a ratio of 75:25 for training and testing, the data was divided using the sklearn train test split. The sklearn StandardScaler was used to conduct the feature scaling. The dataset was split into training and testing with a ratio of 75:25, therefore the training set contains 34512 records.

2) KNN: The k-nearest neighbor’s algorithm is a supervised learning classifier that makes predictions or classifications about how a single data point will be grouped using proximity. Nevertheless, it can be used to address classification or regression problems. KNN compares data points based on how close or far apart they are from the query points. There are several ways to compute distance; one of the most popular is the Euclidean distance formula in Eq. (5).

\[
d(x,y) = \sqrt{\sum_{i=1}^{n}(y_i - x_i)^2} \tag{5}
\]

A straight line connecting the available location and the query point is measured by Euclidean distance.

KNN has the benefits of being simple to use, adaptable, and requiring fewer hyperparameters, but it also has memory and overfitting problems.

3) Support vector machine: Support Vector Machine (SVM), a dependable classification and regression technique, improves a model’s projected accuracy while preventing overfitting the training set. SVM is especially effective for analyzing data that has thousands of predictor fields. By transforming the data into a high-dimensional subspace, SVM may categorize data points even when they are not linearly separable. After a class divider has been found, the data are transformed to allow for the separator’s hyperplane.

4) Deep learning model development: We have developed a 6-layer Deep Learning model trained on the Twitter dataset for the identification of cyberbullying 5.2. This investigation used Python 3.8, Keras API, and Single-GPU TensorFlow 2.0 backend (i9, 10900k, 128 GB, 2666 MHz RAM). First, the Twitter dataset has been preprocessed. An embedding layer with the parameters vocab size and input length processes the input. The Embedding layer searches the vocabulary’s integer encoding for each word’s embedding vector. While the model is being trained, these vectors are learned, and the output array gains a dimension thanks to the vectors. (Batch, Sequence, and Embedding) are the measures that are obtained. The batch normalization layer was used to speed up and improve the stability of training artificial neural networks by normalizing the inputs to the layers by re-centering and re-scaling. The second layer was a convolution layer. By applying a filter to information, convolutional neural networks create a feature map that summarizes the existence of features recognized in the input. A max pool layer is made up of the third layer. The most significant value found in each patch of each feature map is determined using a pooling technique called max pooling. The results are feature maps that have been down-sampled or pooled, with the focus being placed on the feature that is most common in the patch as opposed to its average presence, as in the case of average pooling. A flattened layer, the fourth layer, condenses the input’s spatial dimensions to only its channel dimension. For instance, the coating will produce a flattened (H=W=C)-by-N-by-S array if given an H-by-W-by-C-by-N-by-S array as input. The dense layer was the last two layers.

The dataset is categorized using a thick layer based on the output of the preceding layers. A non-linear function known as an “activation function” is applied to the weighted average of the input that the neurons in each neural network layer calculate. The initial dense layer with L1L2 regulators employed the ReLu activation function, while the final layer with the softmax function was used for classification. Fig. 7 displays the CNN-LSTM architecture that has been suggested for use in malware detection.
In Table III the embedding layer has 6,315,200 parameters, which are used to map each of the 2,500 input tokens to a 100-dimensional vector. The complexity of this layer is \( O \) (batch_size * input_length * embedding_size) = \( O(32^2 * 2500 * 100) = O(8e7) \). The 1D convolutional layer has 25,632 parameters and requires batch_size * 2493 * 32 multiply-adds to produce its output. The complexity of this layer is \( O \) (batch_size * input_length * kernel_size * num_filters) = \( O(32 * 2493 * 3 * 32) = O(7.5e6) \). The max pooling layer simply reduces the output size by a factor of 2, so it has negligible computational complexity. The flattening layer has no parameters and simply reshapes the output of the previous layer, so it has negligible computational complexity. The first dense layer has 398,730 parameters and requires batch_size * 39872 multiply-adds to produce its output. The complexity of this layer is \( O \) (batch_size * input_size * output_size) = \( O(1.27e9) \). The second dense layer has 66 parameters and requires batch_size * 10 multiply-adds to produce its output. The complexity of this layer is \( O \) (batch_size * input_size * output_size) = \( O(3.2e3) \). The overall computational complexity of the given model can be approximated as \( O(1.36e9) \). This means that the computational cost of training and inference for this model grows linearly with the size of the input data. Specifically, the dominant factors contributing to the computational complexity of this model are the number of parameters in the embedding and dense layers, as well as the size of the input and output data for each layer.

V. RESULTS AND DISCUSSIONS

Here we review the accuracy results that were applied through the methods (KNN, SVM, Deep Learning) as shown in Table IV.

We note here that KNN gave fewer results than SVM and DL because of the approximation of the basic distribution of the data in a parametric way, and SVM assumes the existence of a super level that separates the data points from DL, as it is known that it works like a human neural network, as it is an effective classifier for cyberbullying detection tasks to extract text from how to create a 6-layer model.

Based on experiments, the deep learning method shows better results in accuracy for detecting cyberbullying than other methods (KNN, SVM), as deep learning is an effective classifier for cyberbullying detection tasks to extract text by creating a 6-layer model, which was a Twitter dataset drill was one GPU (i9, 10900K, 128GB 2666MHz RAM) running with Python 3.8, Keras API and Tensorflow 2.0 backend. The result indicated that deep learning achieved good state-of-the-art results on cyberbullying, and it is important to consider and analyze all results from all experiments.

To achieve our experiments, we applied a test to determine the appropriate resolution to deliver the best results for our model. Results using a deep learning algorithm to detect cyberbullying, in the first layer is embedding, which is the input processing and forms the output from (none, 2500, 100) and parameters 6315200 was made, the second layer is a wrapping layer and forms the output from (none, 2493, 32) and parameters 25632 was made, and the third layer takes the highest value found in Each patch and the results are reduced or aggregated feature maps that focus on the most prevalent

![Diagram](image-url)
feature in the patch rather than its average presence and form the output from (none, 1246, 32) parameters 0, the fourth layer is a flat layer, where the flat layer minimizes The spatial dimensions of the inputs to their channel dimensions and form the output from (39872, none) and parameters 0 were made, and in the last two layers is the dense layer to enrich the data set by calculating the inputs of neurons in each layer and form the output from the first dense layer (none, 10) Parameters 398730 was created, the output was created from the second dense layer (none, 6), and parameters 66 was created.

It was noted that the accuracy (KNN) was (0.90), which means that the model correctly predicted 90% of the comments classified as cyberbullying. Let's assume that we have tweets and there is bullying. We will discover this bullying by asking about some characteristics or types of words. Here, the discovery is classified or programmed, so that it identifies bullying words and the way KNN works. We now have a word, and it has two properties (word, bad word) Can it be predicted for its classification, we determine the value of the variable that will express the number of neighbors k and let its value be k=3, we calculate the value of the distance through the Eq. (6).

$$d (x, y) = \sqrt{\sum_{i=1}^{n} (y_i - x_i)^2} \tag{6}$$

Table IV represents the comparison of the present investigation with the existing studies used tweets datasets. Table IV. offers a valuable comparison with other studies in terms of accuracy and limitations or future scope. This table reinforces the significance of present research and the need for continuous improvement in the field of cyberbullying detection.

<table>
<thead>
<tr>
<th>Studies</th>
<th>Methods</th>
<th>Limitations/future scope</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>[6]</td>
<td>Classification NB</td>
<td>A small dataset with poor precision</td>
<td>70%</td>
</tr>
<tr>
<td>[7]</td>
<td>NB and random forests</td>
<td>Not reported</td>
<td>78%</td>
</tr>
<tr>
<td>[8]</td>
<td>KNN, RF, NB, and SVM</td>
<td>The dataset is not that large</td>
<td>60%</td>
</tr>
<tr>
<td>[9,10]</td>
<td>J48, RF, and NB</td>
<td>Constrained to a certain demographic with a fairly small dataset</td>
<td>60%</td>
</tr>
<tr>
<td>[11,12]</td>
<td>A probabilistic artificial neural network and ensemble</td>
<td>The dataset is not that large</td>
<td>91%</td>
</tr>
<tr>
<td>[13]</td>
<td>CNN uses SoftMax</td>
<td>The dataset is quite compact</td>
<td>78.3%</td>
</tr>
<tr>
<td>[14]</td>
<td>CNN, LSTM, and SVM</td>
<td>There is a minimal amount of data</td>
<td>92%</td>
</tr>
<tr>
<td>[15]</td>
<td>CNN, LSTM, and SVM</td>
<td>The dataset is quite compact</td>
<td>92%</td>
</tr>
<tr>
<td>[16]</td>
<td>BERT techniques and trained models</td>
<td>The data collection is not that large</td>
<td>95%</td>
</tr>
<tr>
<td>Present Study</td>
<td>KNN</td>
<td>Will add more data as future endeavour</td>
<td>90%</td>
</tr>
<tr>
<td>Present Study</td>
<td>SVM</td>
<td>Will add more data as future endeavour</td>
<td>92%</td>
</tr>
<tr>
<td>Study</td>
<td>DL Model</td>
<td>Will add more data as future endeavour</td>
<td>96%</td>
</tr>
</tbody>
</table>

Through this method, we can limit or meet the words of cyberbullying. Fig. 8 shows us the accuracy ratio between the methods (KNN= 0.90, SVM= 0.92, Deep Learning= 0.97), and here it is clear to us that Deep Learning is higher in accuracy than the rest.

Fig. 9 shows us the high accuracy of training over the ages, and that the validation accuracy rises with the exercise of accuracy as a direct relationship. The higher the accuracy of training, the higher the validation of accuracy, as well as the training loss and the loss of accuracy the graph shows us that the indicator is going down over the ages, the worse the training accuracy, the greater the loss.
VI. LIMITATIONS AND FUTURE SCOPE

As it is known that the KNN algorithm is simple and easy to understand, and the result of this ease is that it does not provide predictions for words that are not circulated or known among people because it has no idea about it, so we must know the bad words and update them between periods to update the bad words, and the KNN algorithm needs. A large memory to store a group of words or data to predict them that may be used in tweets, which requires that the memory be very large to store words [20]. SVM works by separating data, but it is not suitable for a large group of data, because it is not implemented well if the data is overlapping, and the kernel greatly affects the way SVM works, which must choose the best kernel that fits the data, as there is another limitation that is that it uses a lot of memory, as it needs to store the kernel matrix, which can be large for the data set, and also SVM lacks a probabilistic interpretation to make a decision, which is a defect in some applications, and the last limitation we have is that SVM is sensitive to choosing parameters as it is difficult to determine the best parameter values for a set of data [21]. Deep learning faces a limitation, which is that it understands the words received in the training data, as it is possible that the person does not know all terms or words in all dialects, which affects the mechanism of deep learning, and it is known to use deep learning models devices. These devices help reduce time and increase Effectiveness, however, are very expensive and consume a lot of energy. One of the limitations of deep learning is the method of learning. Sometimes the process may be disrupted. If the method is low, it is difficult to find a solution [18, 21].

We intend to use more data when we implement our method. We believe expanding our sample will enhance our approach performance. Large data sets are necessary for deep learning algorithms to work effectively. We’ll also attempt to expand the suggested structure by including numerous channels. The framework’s performance might be enhanced by employing more media when using a large dataset. The weights and other parameters of deep and massive neural networks can be improved with a large dataset [22,23]. Additionally, we intend to test our suggested framework using tweets in several languages.

Looking ahead, promising avenues include the Reliable Architecture-Oblivious Error Detection (RAED) algorithm, which enhances the reliability of computer systems and contributes to user and system well-being [24-26]. SHA-3’s role in data integrity verification and the Advanced Encryption Standard (AES) indirectly aid in preventing cyberbullying by ensuring data privacy and creating a safe online environment. Additionally, leveraging algorithms like SIKE and CSIDH enhances security and privacy on social media, ultimately contributing to a safer digital landscape and protection against cyberbullying [27-30].

VII. CONCLUSIONS

The importance of online social networking has increased a part of our daily lives as it makes it easier to engage with others. However, detecting cyberbullying is an important topic to be examined due to the emergence of antisocial behavior faced by social media users due to issues such as hate speech, trolling, and cyberbullying on platforms such as Twitter and other social media experiences, which undoubtedly affects the psyche of victims. Social networks have become within the reach of everyone, especially children, and when children are exposed to electronic bullying, this affects the building of their personality and psyche. In this paper, reliable methods for detecting cyberbullying are presented. It shows how deep learning works and its high accuracy for detecting cyberbullying, and achieved the highest result, (0.96), by anticipating bad words, which helps reduce the spread of bullying in the means of communication, and as we mentioned another method, which is SVM, the result was good, which is (0.92). , but it is considered less than Deep learning, which affects the discovery of cyberbullying, and we also mentioned another method, which is KNN, which was the lowest result, as it achieved (0.90). The results show us the importance of this research and reliable methods to reduce the spread of cyberbullying.
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Abstract—Object recognition has gained significance due to the rise in CCTV surveillance and the need for automated detection of objects or activities in images and videos. Lightweight process frameworks are in demand for sensor networks. While Convolutional Neural Networks (CNNs) are widely used in computer vision, many existing architectures are specialized. This paper introduces the Dimension-Based Generic Convolution Block (DBGC), enhancing CNNs with dimension-wise selection of kernels for improved performance. The DBGC offers flexibility for height, width, and depth kernels and can be applied to different dimension combinations. A key feature is the dimension selector block. Unoptimized kernel dimensions reduce computational operations and accuracy, while semi-optimized ones maintain accuracy with fewer operations. Optimized dimensions provide 5-6% higher accuracy and reduced operations. This work addresses the challenge of generic architecture in object recognition research.

Keywords—Convolutional Neural Network (CNN); depth-wise separable convolution; dimension-based generic convolution unit (DBGC); CNN architecture

I. INTRODUCTION

The Convolutional Neural Network (CNN) stands as a widely adopted architecture within the realm of computer vision, serving pivotal roles in tasks like object recognition and detection [1]. Researchers have delved into a myriad of modifications for CNNs in the past, encompassing areas such as activation functions, regularization techniques, parameter tuning, and architectural advancements. In the following section, we will delve into the latest developments in this ever evolving field.

This paper introduces a groundbreaking innovation known as the Dimension-Based Generic Convolution Unit (DBGC), which operates as a dimension selector module. Remarkably versatile, the DBGC can be seamlessly integrated into various architectural frameworks, yielding reductions in Floating Point Operations Per Second (FLOPs) without compromising accuracy. The research makes a significant contribution by presenting both semi-optimized and fully optimized kernel methods, effectively curtailing FLOPs while either maintaining or improving model accuracy.

The applications of computer vision and image processing extend across a multitude of domains, including but not limited to traffic surveillance, object detection, autonomous vehicles, agriculture, and healthcare [2], [3]. A crucial aspect of computer vision tasks is precise feature extraction. Fusion methods for feature extraction, as mentioned in b4 [4], enhance performance. The paper identifies inspiration from networks like ShuffleNetv2 [5], ESPNetv2 [6], DiCENet [7], and MobileNetv2 [8]. The subsequent sections elaborate on these networks’ core architectures, strengths, and weaknesses.

A. ShuffleNetv2

ShuffleNetv2, presented in the 2018 paper “ShuffleNetv2: Practical Guidelines for Efficient CNN Architecture Design” by Ma, Zhang, Zheng, and Sun, introduces a novel approach for evaluating computational complexity [5]. In addition to the conventional FLOPs metric, ShuffleNetv2 considers factors like speed, memory access costs, and platform-specific parallelism. Unlike FLOPs alone, which may not accurately reflect network speed due to variables such as memory access and target platform differences, this approach provides a more comprehensive assessment of efficiency. To address these limitations, ShuffleNetv2 introduces four key principles for network design:

• Proportional Input and Output Channels: Maintaining a 1:1 ratio between input and output channels minimizes memory access costs.
• Optimal Group Convolution: Carefully selecting the number of groups in convolutions prevents excessive memory access costs.
• Reduced Network Fragmentation: Minimizing network fragmentation enhances parallelism efficiency for better parallel computations.
• Significance of Element-wise Operations: Despite low FLOPs, element-wise operations can significantly increase memory access time.

The combined application of these principles enhances CNN architecture efficiency beyond FLOPs considerations. ShuffleNetv2 integrates these principles into its design to improve network efficiency, as illustrated in Fig. 1.

B. ESPNetv2

ESPNetv2 is a progression from ESPNetv1, initially designed for semantic segmentation [6]. It broadens the application of ESPNetv1’s ideas to diverse computer vision tasks, even encompassing language modeling. The central aim
is refining the separation of dilated convolutions in a depth-wise fashion. This is realized through the introduction of a new module called EESP (Extremely Efficient Spatial Pyramid), outlined in Fig. 2.

The EESP block in ESPNetv2 divides channels into two groups, using one as an identity and maintaining channel balance during convolutions. It avoids group-wise convolutions and includes ReLU concatenations and depth-wise convolutions [6]. The architecture begins with stride-2 convolutions and has three phases, each starting with a stride EESP block, altering spatial dimensions and channels. Afterward, there are convolution layers, global average pooling, and a classifier. Strided EESP uses dilated convolutions and concatenation for long-range connections, supported by depth-wise convolutions for spatial information. ESPNetv2 achieves about 74% Top1 accuracy with 5.9 million parameters.

C. DiCENet

DiCENet introduces the concept of dimension-wise convolution and fusion to replace regular convolution. Depth wise and group convolutions divide the input tensor along the channel dimension, allowing each filter to operate on specific channel subsets [7]. DiCENet suggests extending this slicing approach to width and height dimensions. Depth-wise convolution has a drawback of requiring multiple convolutions to effectively mix channels, constituting a substantial portion of operations in models like MobileNet.

ShuffleNet attempted to mitigate this with grouped convolution for speed, but further improvement might be possible. DiCENet proposes dimension-wise convolution (DimConv) across all three possible axes (DHW): depth-wise (HW), width-wise (DH), and height-wise (DW). Depth-wise covers spatial dimensions, widthwise involves splitting along channels while sliding over image width, and height-wise does the same along the height axis. This approach aims to enhance convolution efficiency and performance.

D. MobileNetv2

MobileNetv2 maintains the use of depth-wise convolution, a characteristic shared with its predecessor, MobileNetv1 [8]. However, in MobileNetv2, the arrangement of blocks is restructured, notably placing the depth-wise convolution block at the center, as depicted in Fig. 3. Preceding the depth wise layer is a 1x1 convolution referred to as the expansion layer, which augments the channel count. Following the depth wise layer, there is another 1x1 convolution, identified as the projection layer or bottleneck layer. This final convolution reduces the number of channels back to an optimal level. This architectural shift is designed to boost both the performance and efficiency.

MobileNetv2 retains the depth-wise convolution approach from its predecessor, MobileNetv1 [8]. However, MobileNetv2 introduces a novel block arrangement. Notably, it places the depth-wise convolution block at the center, as shown in Fig. 3. Preceding the depth-wise layer is a 1x1 convolution known as the expansion layer, which increases channel numbers. Subsequent to the depth-wise layer, another 1x1 convolution, called the projection or bottleneck layer, is employed. This final convolution reduces channel counts to an optimal level. This architectural shift is designed to boost both the performance and efficiency of the model.

MobileNetv2 preserves ReLU6 as its activation function, as in its predecessor. Yet, beyond the bottleneck layer, it opts not to use any activation function [8], termed “linear bottlenecks.” This choice is informed by the risk of losing vital information due to non-linearity in this low-dimensional data context.

Together, these elements constitute the architecture of MobileNetV2. Subsequently, the architecture involves a conventional 1x1 convolution layer, global average pooling, and a classification layer, as depicted in Fig. 3. Fig. 4 furnishes the Top1 and Top5 accuracy metrics for a range of lightweight CNN architectures.
In Section III of the manuscript, the authors present the DBGC (Dimension-based Generic Convolution) block. A comprehensive grasp of the concepts expounded upon in Section II is essential for a complete comprehension of this section. Section II is bifurcated into two key segments: the initial part elucidates the separable convolution technique and its diverse modifications, while the subsequent part delves into an array of convolutional kernels. Moving forward, Section IV provides a detailed examination of the results and analysis pertaining to the recently introduced DBGC block.

II. MATERIALS AND METHODS

This section provides a clear explanation of crucial terminologies and their relevance in the context of the proposed DBGC block. The section is structured into two subsections: the first one covers separable convolution, while the second one delves into depth-wise separable convolution.

A. Introduction to Separable Convolution

The inception of separable convolution dates back to the Xception model of 2016 [9]. In response to the growing trend of deep learning (DL) moving towards edge computing, especially on smart phones and IoT devices, researchers proposed various techniques to enhance inferential computation efficiency. These techniques encompass network pruning, parameter compression, and more. One particularly effective approach is quantization, which streamlines DL processes by enabling them to operate on fixed-point pipelines. The renowned lightweight architecture, MobileNetv1, has notably leveraged separable convolution to substantially reduce parameter size and computation latency [9].

Separable convolutions can be categorized into two main types: (1) Spatial separable convolution and (2) Depth-wise separable convolution.

1) Spatial separable convolution: Spatial separable convolution simplifies convolution by breaking it into two separate convolutions [18]. While conceptually straightforward, its practical application in deep learning is limited due to certain drawbacks. The term “spatial separable convolution” reflects its focus on width and height dimensions in images and kernels [10], with image channels representing the “depth” dimension. This approach splits a kernel into smaller parts; for example, a 3x3 kernel is divided into 3x1 and 1x3 kernels, as shown in Fig. 5.

Fig. 5. Dividing a 3x3 kernel into spatial.

Achieving the same outcome involves conducting two convolutions, each with three multiplications, totaling six, as opposed to a single convolution with nine multiplications. This approach reduces computational complexity by minimizing the number of multiplications, resulting in enhanced network efficiency, as illustrated in Fig. 6.

A notable limitation of a spatial separable kernel is its inability to effectively divide all kernels into two parts. This limitation becomes particularly problematic during training, as it utilizes only a small fraction of the entire network.

2) Depth-wise separable convolution: When working with kernels that cannot be decomposed into smaller components, the adoption of depth-wise separable.

Convolution becomes increasingly popular. Facilitating its implementation are tools such as keras.layers.SeparableConv2D or tf.layers.separable_op2d. The term “depth-wise separable convolution” reflects its attention to both spatial dimensions and the depth dimension (number of channels) [11]. In an input image with RGB channels, each channel (R, G, B) provides a distinct interpretation of the image. After multiple convolutions, the image can comprise a variety of channels [12]. For instance, the “red” channel focuses on redness, “blue” on blueness, and
“green” on greenness. A 64-channel image can be understood in 64 unique ways. In depth-wise separable convolution, similarly to spatial separable convolution, a kernel is divided into two separate kernels. One kernel handles depth-wise convolution, while the other manages point-wise convolution.

a) Depth-Wise Convolution: Depth-wise convolution applies convolutional kernels to an input image without modifying its depth, as elucidated in [13]. This process, illustrated in Fig. 7, is achieved through the utilization of three distinct kernels. For example, when dealing with a 12x12x3 input image, three 5x5x1 kernels are employed. Each 5x5x1 kernel traverses a channel of the input image, computing scalar products for every group of 25 pixels (5x5). Consequently, this generates an output image of dimensions 8x8x1, as visually depicted in Fig. 7.

Fig. 7. Depth-wise convolution employs three kernels to transform a 12 × 12 × 1 image into an 8 × 8 × 1 image.

b) Point-Wise Convolution: Following depth-wise convolution, the image transforms from 12x12x3 to 8x8x3, necessitating a channel expansion. “Point-wise convolution” uses a 1x1 kernel, processing individual points. The kernel’s depth matches input image channels [14]. For an 8x8x1 result, a 1x1x3 kernel moves through the 8x8x3 image, as shown in Fig. 8.

Fig. 8. Point-wise convolution reduces a three-channel image to a single-channel image.

In a normal convolution, considering 256 kernels of 5x5x3 over 8x8 movements requires 1,228,800 multiplications. In separable convolution, using three 5x5x1 kernels for depth wise convolution in 8x8 movements entails 4,800 multiplications, and point-wise convolution with 256 kernels of 1x1x1x3 needs 49,152 multiplications. The total is 53,952.

Comparatively, 1,228,800 is significantly higher than 53,952. Fewer calculations enable efficient data processing. Standard convolution alters the image 256 times, demanding 4,800 multiplications each. In contrast, separable convolution modifies the image once and extends it to 256 channels, conserving resources. Separable convolution’s limitation is minimizing parameters, potentially affecting small networks. Nonetheless, it boosts efficiency without compromising effectiveness, making it a popular choice.

B. Introduction to Convolution Kernels

Convolution utilizes a matrix-like “kernel” to extract targeted “features” from an input image, enhancing the output through multiplication, as shown in Fig. 9. For instance, a kernel can sharpen the input image, yielding a desired output representation [20].

![Fig. 9. Example for convolutional use kernel.](image)

Convolution involves using a “kernel,” a matrix of weighted values, to extract important features from input data. The term “convolution” is related to the dimensions of the kernel, such as in 2D convolutions where the kernel matrix is two dimensional. On the other hand, a “filter” is a collection of multiple kernels, each applied to a specific input channel. Filters have an extra dimension compared to kernels, particularly in 2D convolutions, where filters become 3D matrices. For a CNN layer with kernel dimensions of h*w and input channels of k, filter dimensions become k*h*w. Convolutions come in three types based on kernel nature: 1D, 2D and 3D convolutions.

1) 1D convolution: 1D convolutions are highly useful for processing time series data, especially with one-dimensional inputs, even when containing multiple channels [15]. These convolutions operate in a single direction, resulting in one-dimensional output, as demonstrated in Fig. 10.

![Fig. 10. 1D convolution.](image)

2) 2D Convolution: In 2D convolutions, as shown in Fig. 11, the kernel size is 3x3. Multiple kernels, highlighted in yellow, form a filter that corresponds to various input channels indicated in blue. Each channel aligns with a distinct kernel. The filter moves in two directions across the input, resulting in a two-dimensional output. 2D convolutions are widely used, particularly in computer vision.

![Fig. 11. 2D convolution.](image)
3) **3D Convolution**: Visualizing a 3D filter (4D matrix) can be complex. However, we’ll focus on single-channel 3D convolution for simplicity. As shown in Fig. 12, the kernel moves in three directions, leading to a 3D output [16]. It’s notable that most customization and modification research for CNN layers has primarily concentrated on 2D convolutions.

![3D Convolution](image)

**Fig. 12.** 3D convolution.

III. DBGC: DIMENSION-BASED GENERIC CONVOLUTION

Standard convolutions simultaneously handle spatial and channel data but can be computationally demanding. To improve efficiency, separable convolutions split spatial and channel data via depth-wise and point-wise convolutions, yet this can lead to computational bottlenecks in point-wise convolutions. The DBGC unit addresses this by using a dimension selector to efficiently encode spatial and dimension information, reducing computational load. Fig. 13 shows DBGC architecture. This involves two stages illustrated in Fig. 9: dimension-based convolution Section III(A) and dimension-wise fusion Section III(C). By replacing point-wise convolutions with dimension-based ones, the DBGC unit alleviates computational bottlenecks.

A. **Convolution based on Dimension (ConvDim)**

The ConvDim block processes information distinctly along the height-wise, depth-wise, and width-wise dimensions. To achieve this, it extends the concept of depth-wise separable convolutions to encompass all dimensions of the input tensor I, which is characterized by dimensions $H \times D \times W$ (representing height, depth, and width). As illustrated in Figure 12, ConvDim employs three sets of kernels for each dimension: $KH$ for height-wise convolution, $KD$ for depth-wise convolution, and $KW$ for width-wise convolution. These dimension-specific kernels generate outputs denoted as $YH$, $YD$, and $YW$, each having dimensions $H \times D \times W$, effectively capturing information from the input tensor. Subsequently, these outputs are amalgamated within the dimension selector block, merging spatial planes to yield the ultimate output, $YDim$.

![DBGC Architecture](image)

**Fig. 13.** DBGC architecture.

B. **Dimension Selector (Ds)**

The dimension selector block, labeled as Ds, allows dimension selection tailored to specific application needs. Depending on requirements, users can opt to use only height, width, or depth dimensions during training. Parameters in this block specify chosen dimensions: $Ds = KD$, $KW$, $KH$. Combinations of two kernels are also possible, such as $Ds = KD$, $KW$, $Ds = KH$, $KW$, $Ds = KD$, $KH$, and $Ds = KD$, $KW$, $KH$. Thus, the dimension selector presents seven possibilities: height-only, width-only, depth-only, height and width, width and depth, height and depth, and all three dimensions. Selected kernels influence $YDim$ integration, showcased in various dimension combinations in Fig. 14.

C. **Dimension-Wise Blends (DimBlend)**

Dimension-wise convolutions capture local information from input tensor dimensions, but not global information. While point-wise convolutions in CNNs commonly combine global insights, they can be time-consuming. To address this, the dimension-wise blend module (DimBlend) divides pointwise convolution into local and global fusion phases, effectively merging dimension-wise representations from $YDim$ into output $Y$ [6]. The dimension-wise blend module, DimBlend, offers an alternative by splitting the point-wise convolution into two phases, as shown in Fig. 14.

![ConvDim Implementation](image)

**Fig. 14.** ConvDim implementation progresses from individual kernel application (a) to simultaneous application of two kernels (b) and finally to concurrent application of all kernels (c), efficiently aggregating information through height-wise, depth-wise, and width-wise convolution.

The DBGC unit efficiently encodes spatial and dimension-wise information using a multi-stage approach. The dimension selector (Ds) module allows flexible dimension choice, and the dimension-wise blend module (DimBlend) refines the process. In local fusion, $YDim$ consolidates outputs from Ds, while DimBlend employs a group point-wise convolution layer (Kg) for dimension-wise merging. Global fusion follows, with DimBlend learning channel-wise and spatial representations, compressing spatial dimensions into channel-wise via fully connected layers. Integrating local and global fusion, DimBlend produces the final output $Y$, effectively capturing both spatial and dimension-wise information.
IV. RESULT ANALYSIS

A. Implementation of DBGC

The integration of the DBGC unit within a CNN architecture involves the utilization of conventional CNN layers. The architecture’s depiction is presented in Fig. 15, providing an overview of the overall arrangement.

B. Experimental Setup

This section provides implementation details of the DBGC block and analyzes results. The DBGC unit was tested on ESPNetv2 and ShuffleNetv2 architectures, evaluating its impact on computational load and accuracy using the PASCAL VOC dataset. The integration of the DBGC unit with different architectures is discussed in Section V.

C. Dataset Details

To demonstrate the DBGC unit’s efficacy across diverse models, a standardized dataset was selected to ensure consistent comparison among architectures. The PASCAL VOC (Visual Object Classes Challenge) dataset was employed for this purpose. This dataset includes 20 object categories such as vehicles, animals, and furniture, with pixel-level segmentation annotations and bounding boxes. It is divided into training, validation, and private testing subsets, serving as a benchmark for object detection, semantic segmentation, and classification tasks.

D. Results Analysis

This section presents the outcomes of integrating the DBGC unit into ESPNetv2 and ShuffleNetv2 architectures, focusing on the impact of reduced FLOPs on object detection and semantic segmentation accuracy. ESPNetv2 was used for object detection, while ShuffleNetv2 was employed for semantic segmentation. The distinction between FLOPs and FLOPS is explained: FLOPs represents the computational complexity of a model, quantifying the floating-point operations during inference [17]. On the other hand, FLOPS measures hardware processing speed. Faster hardware with higher FLOPS leads to quicker inference times. The equations to calculate FLOPs in the model are detailed in Fig. 16.

Within this section, the analysis of the results is structured into three distinct categories: (1) unoptimized kernel dimensions, (2) semi-optimized kernel dimensions, and (3) optimized kernel dimensions.
The results show that unoptimized kernel dimensions reduce FLOPs by about one third compared to the original ESPNetv2 and ShuffleNetv2 architectures. However, using only a single dimension for kernel selection notably decreases accuracy by around 30%, as demonstrated in Fig. 17 to Fig. 19, highlighting the trade-off between computational efficiency and model performance.

![Fig. 17. Only height-based kernel.](image)

![Fig. 18. Only height-based kernel.](image)

![Fig. 19. Only depth-based kernel.](image)

2) Semi-optimized kernel dimensions: In the semi-optimized kernel dimensions analysis, two kernel dimension combinations were employed for the output channel, resulting in reduced FLOPs with minimal accuracy loss. ESPNetv2 and ShuffleNetv2 were utilized for object detection and semantic segmentation on the PASCAL VOC dataset. The DBGC block was integrated with various kernel combinations (DBGC-Kwh, DBGC-Kdh, DBGC-Kwd) in dimension selector modules. Results in Tables IV to VI demonstrate lowered FLOPs and slight accuracy effects.

![Fig. 20. Combining depth-based and width-based kernels.](image)

![Fig. 21. Combining depth-based and height-based kernel.](image)

<table>
<thead>
<tr>
<th>TABLE IV. Depth &amp; Width-based Kernel</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
</tr>
<tr>
<td>----------------</td>
</tr>
<tr>
<td>ESPNet v2</td>
</tr>
<tr>
<td>Shuffle Netv2</td>
</tr>
<tr>
<td>ESPNetv2(DBGC-KDW)</td>
</tr>
<tr>
<td>Shuffle Netv2 (DBGC-KDW)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE V. Depth &amp; Height-based Kernel</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
</tr>
<tr>
<td>----------------</td>
</tr>
<tr>
<td>ESPNet v2</td>
</tr>
<tr>
<td>Shuffle Netv2</td>
</tr>
<tr>
<td>ESPNetv2(DBGC-KDH)</td>
</tr>
<tr>
<td>Shuffle Netv2 (DBGC-KDH)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE VI. Height &amp; Width-based Kernel</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
</tr>
<tr>
<td>----------------</td>
</tr>
<tr>
<td>ESPNet v2</td>
</tr>
<tr>
<td>Shuffle Netv2</td>
</tr>
<tr>
<td>ESPNetv2(DBGC-KHW)</td>
</tr>
<tr>
<td>Shuffle Netv2 (DBGC-KHW)</td>
</tr>
</tbody>
</table>

Semi-optimized kernel dimensions in DBGC halve FLOPs while maintaining good accuracy; object detection sustains accuracy and semantic segmentation gains 1-2%, as shown in Fig. 20 to Fig. 22.
Fig. 22. Combining height-based and width-based kernel.

Fig. 23 illustrates the analysis of results, showing that using two dimensions reduces FLOPs while maintaining accuracy close to the original architecture.

Fig. 23. Semi-optimized kernel dimension.

E. Optimized Kernel Dimension

To improve accuracy while considering computational efficiency, a combination of all three kernel dimensions (width, height, and depth) was employed for the output channel. This approach increased FLOPs but enhanced accuracy. After implementing ESPNetv2 and ShuffleNetv2 models following the methodology in [7], these models were further enhanced with the incorporation of the proposed DBGC-Khwd block. The DBGC block’s parameters for width, height, and depth, as described in Section 3 of the DBGC architecture, were chosen. The goal was to compare FLOPs and evaluate Top1 and Top5 accuracies. The outcomes are presented in Table VII and Fig. 24 for kernels based on depth, width, and height.

<table>
<thead>
<tr>
<th>TABLE VII. HEIGHT &amp; WIDTH &amp; DEPTH-BASED KERNEL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
</tr>
<tr>
<td>ESPNet v2</td>
</tr>
<tr>
<td>Shuffle Netv2</td>
</tr>
<tr>
<td>ESPNetv2(DBGC-KHW)</td>
</tr>
<tr>
<td>Shuffle Netv2(DBGC-KHW)</td>
</tr>
</tbody>
</table>

Fig. 24. Optimized kernel dimension.

Fig. 25 highlights that selecting all three dimensions led to a 4 to 5% accuracy increase while reducing FLOPs, showcasing the superiority of optimized kernels. For a comprehensive comparison, Fig. 25 and Fig. 26 display the performance of unoptimized, semi-optimized, and optimized kernel dimensions in ESPNetv2 and ShuffleNetv2 architectures, respectively.

Fig. 25. ESPNetv2 versus ESPNetv2 (DBGC).

Fig. 26. ShuffleNetv2 versus ShuffleNetv2 (DBGC).

Fig. 27 presents a box plot summarizing the various methods employed on the PASCAL VOC dataset. “Ev2” represents ESPNetv2, and “Sv2” stands for ShuffleNetv2 in the chart.

A box plot visualizes the performance of unoptimized, semi-optimized, and optimized kernels for ESPNetv2 versus ESPNetV2 (DBGC) and ShuffleNetv2 versus ShuffleNetV2 (DBGC). The effectiveness of DBGC is evaluated using the MS COCO dataset [19], showcasing the performance differences in Fig. 28.
In conclusion, the proposed DBGC unit demonstrates its versatility by being applicable to various CNN-based network models. By integrating DBGC into ESPNetv2 and ShuffleNetV2 architectures, extensive evaluations based on FLOPs, Top1, and Top5 accuracies were conducted using the PASCAL VOC dataset. The findings indicate that unoptimized kernel based DBGC substantially reduces FLOPs by about one third, leading to significantly improved speed. However, this reduction in FLOPs comes at the cost of a notable decrease in accuracy. On the other hand, semi-optimized dimension-based kernels offer a balance between reduced FLOPs (around half) and maintained or slightly improved accuracy in ShuffleNetV2 with DBGC. Lastly, optimized dimension-based kernels achieve the highest accuracy while still reducing FLOPs by approximately five million. These results emphasize the potential of DBGC for enhancing the efficiency and accuracy of various CNN architectures.

V. CONCLUSION

The future work for research includes extending the performance across different datasets, enabling a broader understanding of its capabilities. Additionally, investigating whether unoptimized dimension-based kernels can yield improved accuracy when applied to single-dimensional data could be a valuable exploration. Further enhancements could involve automating the dimension selection process in the dimension selector modules to dynamically choose dimensions based on the characteristics of the datasets provided, potentially optimizing the efficiency and effectiveness of the DBGC approach.

REFERENCES

HHO-SMOTe: Efficient Sampling Rate for Synthetic Minority Oversampling Technique Based on Harris Hawk Optimization

Khaled SH. Raslan, Almohammady S. Alsharkawy, K. R. Raslan
Department of Mathematics, Faculty of Science, Al-Azhar University, Cairo, Egypt

Abstract—Classifying imbalanced datasets presents a significant challenge in the field of machine learning, especially with big data, where instances are unevenly distributed among classes, leading to class imbalance issues that affect classifier performance. Synthetic Minority Over-sampling Technique (SMOTE) is an effective oversampling method that addresses this by generating new instances for the under-represented minority class. However, SMOTE's efficiency relies on the sampling rate for minority class instances, making optimal sampling rates crucial for solving class imbalance. In this paper, we introduce HHO-SMOTe, a novel hybrid approach that combines the Harris Hawk optimization (HHO) search algorithm with SMOTE to enhance classification accuracy by determining optimal sample rates for each dataset. We conducted extensive experiments across diverse datasets to comprehensively evaluate our binary classification model. The results demonstrated our model's exceptional performance, with an AUC score exceeding 0.96, a high G-means score of 0.95 highlighting its robustness, and an outstanding F1-score consistently exceeding 0.99. These findings collectively establish our proposed approach as a formidable contender in the domain of binary classification models.
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I. INTRODUCTION

The applications of Machine Learning (ML) have seen a growing trend in classification domains involving data for automating processes. However, the process of training presents difficulties due to inherent nature of algorithms, which typically learn from datasets with balanced distributions [1]. As a result, acquiring knowledge from datasets with uneven distributions can lead to reduced accuracy and dependability in the resulting model. This phenomenon is termed "imbalance" or "unbalance" [2].

In contemporary applications, addressing challenges posed by imbalanced data has emerged as a notable issue. This issue is particularly evident in various domains such as the detection of fraud telephone calls [3], text classification [4], and biomedical data analysis [5, 6]. The classification of imbalanced data stands as a significant concern within the realms of machine learning and data mining [7]. In the context of imbalanced datasets, a notable discrepancy exists, with one class containing notably fewer training instances (Minority class) than the other (Majority class). In dealing with imbalanced datasets, conventional machine learning and classification algorithms frequently exhibit a tendency to achieve very high accuracy rates in classifying the majority class, while attaining notably lower accuracy rates when classifying the minority class [8]. Therefore, the classifier's effectiveness suffers when it comes to diagnosing samples from the minority class. Consequently, the classification of imbalanced datasets presents a substantial hurdle in the realm of classification research. Conversely, in numerous practical scenarios, the emphasis is placed on recognizing minority class samples rather than their majority counterparts [9].

In this paper, we emphasize the critical nature of class imbalance and its adverse consequences on the performance of traditional classifiers in real-world applications, such as medical diagnosis, fraud detection, and anomaly detection. To overcome these problem and shortage, we present a unique hybrid binary classification method that integrates multiple algorithms, enhancing the overall robustness of the approach. The core of our methodology lies in the utilization of the Harris Hawk optimization search algorithm, which facilitates the calculation of optimal sample rates for each minority class, resulting in improved representation within the data set. By strategically adapting the SMOTE technique with Harris Hawk Search, we ensure more effective synthetic data generation, tailored to capture the specific characteristics of the imbalance data.

The SMOTE has emerged as a contender for effectively addressing the classification of imbalanced datasets [10]. This technique operates by generating new instances for the under-represented minority class, effectively re-balancing the dataset by augmenting the presence of minority class data points using SMOTE framework. These algorithms adopt a uniform sampling rate for all instances. Unfortunately, this uniform approach leads to suboptimal performance outcomes. This limitation becomes particularly pronounced when the dataset presents varying degrees of difficulty across different instances of the minority class. Instances that are inherently harder to classify may benefit from a different sampling strategy compared to instances that are relatively easier to classify. This nuanced variation is often not accounted for by the uniform sampling rate strategy, resulting in missed opportunities to improve the overall performance of the classification model. As a result, there exists a need for more sophisticated techniques that can deceptively adjust the sampling rates based on the inherent complexities within the minority class instances. By doing so, the resulting classification model could achieve more accurate and refined
outcomes, effectively mitigating the limitations imposed by the current SMOTE-based methodologies.

Within our paper, we propose an innovative algorithm that builds upon the foundation of the SMOTE technique while incorporating the HHO [11] to enhance the efficacy of imbalanced data classification. The integration of the HHO algorithm introduces a dynamic approach wherein diverse sampling rates are generated for individual instances of the minority class. This process culminates in the identification of an optimal combination of these sampling rates. Subsequently, this amalgamation of optimal sampling rates is formulated and seamlessly integrated into the SMOTE Algorithm. The quest for these optimal sampling rates is executed with a high degree of intelligence, ensuring an insightful search process. Once these optimal rates are successfully pinpointed, oversampling is carried out exclusively on the instances belonging to the minority class, with each instance benefiting from its corresponding optimal sampling rate.

The subsequent sections of this paper are structured as follows: In Section II introducing an overview of current methodologies utilized for handling imbalanced datasets. Section III describes the SMOTE technique and the HHO algorithm in some detail. Section IV delves into the intricacies of our novel HHO-SMOTE algorithm, presenting a detailed account of its design and functionality. Section V guides you through a comprehensive examination of outcomes, encompassing diverse datasets and a variety of algorithms. Section VI concludes this paper.

II. RELATED WORK

A lot of research papers [2, 12, 13] have create a comprehensive examination of imbalanced datasets. These studies have not only conducted reviews but have also put forth various solutions aimed at effectively addressing the challenge of imbalanced data. Their objective is to determine the most optimal approach that exhibits superior performance in handling this issue. Ebenuwa et al. [12] introduced a feature selection approach for handling imbalanced datasets. They outlined the methodology and implementation steps, evaluating its effectiveness using machine learning algorithms like decision trees, logistic regression, and support vector machines. Their study aimed to identify the algorithm most suitable for addressing imbalanced data challenges through this ensemble of classifiers. The approach proposed in [13] involves the incorporation of an oversampling technique that meticulously incorporates all minority samples during the classification process within the training data. The Study conducted a comprehensive evaluation of this technique by comparing its performance against state-of-the-art ensemble learning methods. The objective behind this assessment was to ascertain the prowess of the oversampling technique in addressing imbalanced data scenarios.

Liu et al. [14] proposed advanced EasyEnsemble and BalanceCascade algorithms to address class imbalance issues more effectively than existing methods. Their research revealed that both algorithms outperformed established techniques, demonstrating their efficiency in tackling class imbalance challenges. Additionally, the authors in [15] devised the GASMOTE algorithm, which introduces a novel approach of employing distinct sampling rates tailored to individual instances within minority classes. This algorithm intelligently identifies the optimal combination of these sampling rates. Empirical evaluations performed on ten prototypical imbalanced datasets unveiled compelling outcomes. When juxtaposed against the SMOTE algorithm, GASMOTE exhibited an impressive enhancement. The empirical results derived from this application validate the GASMOTE algorithm’s precision.

Nnamoko and Korkontzelos in [16] have taken strides in the realm of diabetes prediction by devising an optimized iteration of the SMOTE technique. This advanced algorithm integrates the InterQuartile Range technique to strategically oversample dispersed or extreme data prior to the application of SMOTE. This pre-processing step contributes significantly to enhancing the distribution of training samples, ultimately bolstering the efficacy of the diabetes prediction model. Liu et al. [17] brought forth a pioneering contribution in the arena of data balance within the context of spam detection. They proposed a sophisticated algorithm termed Fuzzy-based OverSampling, which revolves around the utilization of fuzzy logic principles to carefully harmonize the data distribution in synthetic sampling endeavors. This innovative methodology exhibited its prowess in not only rectifying the class imbalance but also in fine-tuning the distribution to be more representative of the real-world scenario. Notably, this enhancement manifested in elevated precision levels across a diverse array of ensemble learning models employed for the spam detection task.

The authors in [18] undertook a significant enhancement of the SL-SMOTE technique by incorporating an evolutionary optimization procedure to fine-tune its algorithmic parameters. This evolved rendition, aptly labeled Evolutionary SL-SMOTE, attained exemplary performance metrics when evaluated in the context of seminal quality prediction using AdaBoost. In the research conducted by Susan and Kumar [19], a comprehensive survey was undertaken to delve into the realm of preprocessing techniques within the domain of machine learning applications. The scholarly paper in question provides an in-depth exploration of various sampling methodologies, delving into the intricacies of how each of the scrutinized works tactically incorporated the suggested remedies. The culmination of this survey encompasses a thorough summary of the experimental protocols employed, encompassing intricate procedural insights as well as the comprehensive compilation of the outcomes that were documented.

To address more effectively the issue of how to determine the proper sample rate of the minority instances involved in the synthesis to avoid the generated minority instances decreasing the learning efficiency of the classification process, in this paper, we propose HHO-SMOTE which is also an improved variant of SMOTE based on a novel nature inspired algorithm call HHO. Nevertheless, HHO-SMOTE emphasis on determine the appropriate minority instances which increase the accuracy of the classification algorithmic.
III. PRELIMINARIES

The SMOTE and exploratory and exploitative stages of the Harris Hawk Optimization algorithm are covered in this section. We explained the different procedures and steps used by each algorithm. In addition, we demonstrate how these various phases have been used to develop a novel algorithm. Due to the integration of the two algorithms, our method can dynamically adapt to a variety of datasets and consistently produce the best results with a high degree of efficiency.

A. SMOTE

SMOTE is commonly used when dealing with imbalanced datasets, where one class (minority class) has significantly fewer examples than the other class (majority class). In such cases, machine learning models may struggle to correctly classify the minority class because they tend to be biased towards the majority class. SMOTE helps address this imbalance by generating synthetic examples of the minority class to create a more balanced dataset for training.

We can observe an example of an imbalanced dataset in Fig. 1(a) above. Here, the majority class is represented by circular shapes, which stand in for the data's predominant occurrences, while the minority class is represented by triangular shapes, signifying the smaller number of data samples. Some examples from the minority and majority classes are in areas that do not naturally align with the opposite class, most notably with the red arrow. The SMOTE algorithm initiates the process of selecting synthetic samples, a crucial step in bolstering the minority class. The sampling rate specified for each category of occurrences serves as the basis for this selection process. The synthetic samples are presented as square forms in Fig. 1(b). Upon applying the SMOTE technique, the resultant effect is a reduction in the disparity between the Minority and Majority classes.

The SMOTE algorithm includes a sample rate parameter to control the extent of over-sampling. The sample rate determines how many synthetic examples are generated for each minority class instance. Here's an equation that includes the sample rate in the SMOTE algorithm:

\[ C = A + s \times (B - A) \]  

where:
- \( C \) is the synthetic example being generated.
- \( A \) is a randomly selected instance from the minority class.
- \( B \) is one of the \( k \) nearest neighbors of \( A \) (also from the minority class) and is randomly chosen.
- \( s \) is the sample rate parameter, which influences how many synthetic examples are generated between \( A \) and \( B \). The \( s \) parameter is a value between 0 and 1, which allows you to control the density of synthetic examples to be generated. When \( s = 0.5 \), one synthetic example is generated exactly. This can be seen as an average or balanced interpolation between the two instances. If \( s \) is less than 0.5, the synthetic examples will be closer to \( A \) than \( B \), otherwise the synthetic examples will be closer to \( B \) than \( A \).

Impact of sample rate to balance Dataset:

The choice of \( s \) influences how many synthetic instances are generated and how they are distributed between \( A \) and \( B \). By adjusting \( s \), you can fine-tune the balance of your dataset. A smaller \( s \) may be suitable if you want a moderate increase in the minority class, while a larger \( s \) will result in a more substantial over-sampling. As Addressed class imbalance in datasets using the SMOTE algorithm is a common strategy in machine learning, but selecting the appropriate sample rate presents a challenging task. There are no universal guidelines for determining the ideal sample rate, as it hinges on various factors like dataset characteristics, machine learning algorithms, and problem-specific nuances. The primary goal of SMOTE is to balance class distribution, vital for training fair and effective models. However, selecting the wrong sample rate can lead to overfitting, underfitting, or suboptimal model performance.

Researchers in [20-23] often use SMOTE approaches to balance their datasets before starting work on the classification or feature selection, or cluster problems without working with the sample rate selection for the minority classes. Grid search involves trying out a range of predefined sample rates and selecting the one that optimizes evaluation metrics such as precision, recall, F1-score, or AUC. Cross-validation enhances this process by providing a more robust assessment across multiple data subsets. An iterative refinement process, where researchers gradually narrow down the optimal sample rate through experimentation and analysis, is common practice. Additionally, understanding the sensitivity of machine learning algorithms to different sample rates is crucial.

In summary, choosing the right sample rate in SMOTE is a nuanced decision that relies on empirical methods, domain expertise, and iterative exploration to strike the balance that suits the dataset and problem domain. We have put forth our solution for determining the most accurate sample rate, which will be applied when generating samples from the minority classes to achieve data set balance. This solution leverages the intelligence of the HHO algorithm, a sophisticated optimization technique.
B. Harris Hawks Optimizer (HHO)

The HHO has introduced by Ali Asghar Heidari in 2019, the HHO algorithm has garnered significant attention from the research community [11, 24]. HHO draws inspiration from the hunting behavior of Harris Hawks in nature, particularly their agile surprise pounce technique. Harris Hawks, known for their remarkable intelligence, exhibit various chasing styles based on different scenarios and the behavior of their prey. HHO is widely recognized as one of the most effective optimization algorithms, and it has been successfully applied to a variety of problems across different domains encompass energy and power flow analysis, engineering, medical applications, network optimization, and image processing. The comprehensive review [25-28] presents a survey of the existing body of work related to HHO.

Within this section, shows the modeling of both the exploratory and exploitative phases inherent in HHO methodology. The phases are done by three steps draw inspiration from the natural behaviors of Harris hawks, including their approaches to prey exploration, surprise pouncing, and the diverse attack strategies employed. HHO represents a population-based optimization approach devoid of gradients, rendering it adaptable to a wide array of optimization challenges, provided that they are appropriately formulated. The detailed explanations provided in the subsequent subsections.

1) Exploration phase: Hawks perch in specific locations and constantly monitor the surrounding environment to identify prey using two strategies, which are represented in Eq. (2). If \( p < 0.5 \), the hawks perch based on the position of the family members. If \( p \geq 0.5 \), the hawks perch in a random space within the population area.

\[
X(t + 1) = \begin{cases} 
X_{\text{rand}}(t) - r_1 | X_{\text{rand}}(t) - 2r_2 X(t) | & q \geq 0.5 \\
(X_{\text{rabbit}}(t) - X_m(t)) - r_3(LB + r_4(UB - LB)) & q < 0.5
\end{cases}
\]

(2)

where \( X(t + 1) \) is the position vector of hawks in the next iteration \( t \), \( X_{\text{rabbit}}(t) \) is the position of rabbit, \( X(t) \) is the current position vector of hawks, \( r_1, r_2, r_3, r_4 \), and \( q \) are random numbers inside \((0, 1)\), which are updated in each iteration, \( LB \) and \( UB \) show the upper and lower bounds of variables, \( X_{\text{rand}}(t) \) is a randomly selected hawk from the current population, and \( X_m \) is the average position of the current population of hawks.

The HHO utilized a simple model to generate random locations inside the group’s home range \((LB, UB)\). The first rule generates solutions based on a random location and other hawks. In second rule of Eq. (2), we have the difference of the location of best so far and the average position of the group plus a randomly-scaled component based on range of variables, while \( r_3 \) is a scaling coefficient to further increase the random nature of rule once \( r_3 \) takes close values to 1 and similar distribution patterns may occur. Utilizing the simplest rule, which can mimic the behaviors of hawks. The average position of hawks is attained using Eq. (3):

\[
X_m(t) = \frac{1}{N} \sum_{i=1}^{N} X_i(t)
\]

(3)

where, \( X_i(t) \) indicates the location of each hawk in iteration \( t \) and \( N \) denotes the total number of hawks.

2) Transition from exploration to exploitation: The HHO can transfer from exploration to exploitation and then, change between different exploitative behaviors based on the escaping energy of the prey. The energy of a prey decreases considerably during the escaping behavior. To model this fact, the energy of a prey is modeled as:

\[
E = 2E_0(1 - \frac{t}{T})
\]

(4)

Where \( E \) indicates the escaping energy of the prey, \( T \) is the maximum number of iterations, and \( E_0 \) is the initial state of its energy. In HHO, \( E_0 \) randomly changes inside the interval \((-1, 1)\) at each iteration. When the value of \( E_0 \) decreases from 0 to \(-1\), the rabbit is physically flagging, whilst when the value of \( E_0 \) increases from 0 to 1, it means that the rabbit is strengthening.

3) Exploitation phase: Which the hawks attack the targeted prey. Then, however, the prey tries to escape the attack. Based on hawk attacking behavior and escaping prey behavior, four scenarios will be described as below:

a) Soft Besiege: When \( r \geq 0.5 \) and \( |E| \geq 0.5 \), the rabbit still has enough energy and try to escape by some random misleading jumps but finally it cannot. During these attempts, the Harris’ hawks encircle it softly to make the rabbit more exhausted and then perform the surprise pounce. This behavior is modeled by the following rules:

\[
X(t + 1) = \Delta X(t) - E |JX_{\text{rabbit}}(t) - X(t)|
\]

(5)

\[
\Delta X(t) = X_{\text{rabbit}}(t) - X(t)
\]

(6)

Where \( \Delta X(t) \) is the difference between the position vector of the rabbit and the current location in iteration \( t \), \( r_5 \) is a random number inside \((0, 1)\), and \( J = 2(1 - r_3) \) represents the random jump strength of the rabbit throughout the escaping procedure. The \( J \) value changes randomly in each iteration to simulate the nature of rabbit motions.

b) Hard Besiege: When \( r \geq 0.5 \) and \( |E| < 0.5 \), the prey is so exhausted, and it has a low escaping energy. In addition, the Harris’ hawks hardly encircle the intended prey to finally perform the surprise pounce. In this situation, the current positions are updated using:

\[
X(t + 1) = X_{\text{rabbit}}(t) - E | \Delta X(t) |
\]

(7)

c) Soft Besiege with Progressive Rapid Dives: When still \( |E| \geq 0.5 \) but \( r < 0.5 \), the rabbit has enough energy to successfully escape and still a soft besiege is constructed before the surprise pounce. This procedure is more intelligent than the previous case, the final strategy for updating the positions of hawks in the soft besiege phase can be performed by:

\[
X(t + 1) = \begin{cases} 
Y & \text{if } F(Y) < F(X(t)) \\
Z & \text{if } F(Z) < F(X(t))
\end{cases}
\]

(8)

where, \( Y \) and \( Z \) are obtained using Eq.9 and Eq.10. A simple illustration of this step for one hawk. \( Y \) is the hawks next move based on the following rule.
To mathematically model the escaping patterns of the prey and leaping flight (LF) concept is utilized in the HHO algorithm. In HHO the hawks dive based on the LF-based patterns using the following rule:

\[ Z = Y + S \times LF(D) \] (10)

Where \( D \) is the dimension of problem and \( S \) is a random vector by size \( 1 \times D \) and \( LF \) is the levy flight function, which is calculated as follows.

\[ LF(X) = 0.01 \times \frac{u \times \sigma}{|v|}, \quad \sigma = \left( \frac{r(1+\beta) \times \sin\left(\frac{\pi D}{2}\right)}{r(1+\beta) \times \sin\left(\frac{\pi D}{2}\right) + \frac{D}{2}} \right)^{\frac{1}{\beta}} \] (11)

Where \( u, v \) are random values inside \((0,1)\), \( \beta \) is a default constant set to \(1.5\).

d) Hard Besiege with Progressive Rapid Dives: When \(|E| < 0.5\) and \(r < 0.5\), the rabbit has not enough energy to escape and a hard besiege is constructed before the surprise pounce to catch and kill the prey. The situation of this step in the prey side is similar to that in the soft besiege, but this time, the hawks try to decrease the distance of their average location with the escaping prey. Therefore, the following rule is performed in hard besiege condition:

\[ X(t + 1) = \begin{cases} Y & \text{if } F(Y) < F(X(t)) \\ Z & \text{if } F(Z) < F(X(t)) \end{cases} \] (12)

where \( Y \) and \( Z \) are obtained using rules in Eq. (13) and Eq. (14).

\[ Y = X_{rabbit}(t) - E \times JX_{rabbit}(t) - X_m(t) \] (13)

\[ Z = Y + S \times LF(D) \] (14)

IV. THE PROPOSED HHO-SMOTE ALGORITHM

In this section, the proposed HHO-SMOTE approach is proposed for determining the efficient sample rate to be used in the SMOTE technique. The proposed HHO-SMOTE primary goal is to increase the accuracy of classification of the imbalanced datasets. We employed the HHO algorithm to find the optimum solution based on the KNN classification accuracy in order to get the best sampling rate of the synthetic minority class instances.

The proposed HHO-SMOTE initialized by determining its control parameters such as the population size \(N\), the number of minority class instances \(n\), and the maximum number of iterations. Then, the algorithm starts by generating a population \(X\) with the dimension \(N \times n\) from the initial solution as an initial phase for the HHO-SMOTE approach. Each solution \(x_i \in X\) represents a candidate sample rate for SMOTE and it is assessed by the value of dataset classification accuracy where the best sample rate (solution) has the highest classification accuracy based on KNN algorithm. The solution can be represented with a raw of \(n\) values, these values are 0 and the maximum number of samples for each minority class instance. The 0 value in the first position of \(x_i\) indicates that the current instance in the minority class have a sample rate 0 and will not be used in the generation of the synthetic data.

Since, if the value is greater than 0, then the current minority class instance will be utilized in the generation of the synthetic data. For example, a solution \(x_i\) for generating a synthetic data which have 6 minority class instances can be represented as \(x_i = [1, 0, 2, 0, 3, 1]\). This means that the sample rate to generate the synthetic data is 1 sample of the first minority class instance, 0 sample of the second minority class instance, two samples of the third minority class instance, and so on. The pseudocode of the HHO-SMOTE is showed in Algorithm 1.

Algorithm 1: Pseudo-code of HHO-SMOTE approach.

Inputs:
The population size \(N\) and maximum number of iterations \(T\)

Outputs:
The location of rabbit and its fitness value Initialize the random population \(X_o\) \(i = 1, 2, \ldots, N\)

while (stopping condition is not met) do

Generate a synthetic data based on current sample rate (solution) using SMOTE alg., then calculate the fitness values of hawks using on KNN alg.

Set \(X_{rabbit}\) as the location of rabbit (highest accuracy)

for (each hawk \((X_i)\)) do

Update the initial energy \(E_o\) and jump strength \(J\rightarrow E_o = 2\text{rand}() - 1, J = 2(1-\text{rand}())\)

Update the \(E\) using Eq. (4)

if \(|E| \geq 1\) then (Exploration phase)

Update the location vector using Eq. (2)

if \(|E| < 1\) then (Exploration phase)

if \((r \geq 0.5\) and \(|E| \geq 0.5\) then (Soft besiege)

Update the location vector using Eq. (5)

else if \((r \geq 0.5\) and \(|E| < 0.5\) then (Hard besiege)

Update the location vector using Eq. (6)

else if \((r < 0.5\) and \(|E| \geq 0.5\) then (Soft besiege with progressive rapid dives)

Update the location vector using Eq. (7)

else if \((r < 0.5\) and \(|E| < 0.5\) then (Hard besiege with progressive rapid dives)

Update the location vector using Eq. (8)

Return \(X_{rabbit}\)

A. Performance Evaluation Measures

Performance evaluation metrics are critical for evaluating classification performance and guiding classifier design. In this step, the confusion matrix was used to get the results of the proposed HHO-SMOTE approach and to make the comparison between all the used SMOTE approaches. The confusion matrix Fig. 2 describes the performance of the classification models. True positive (TP): Observation is predicted positive and is actually positive. False positive (FP): Observation is predicted positive and is actually negative. True negative (TN): Observation is predicted negative and is actually negative. False negative (FN): Observation is predicted negative and is actually positive. From the confusion matrix, we can conclude the following measures:
Fig. 2. Confusion matrix for the two-class classification problem.

1) **G-mean**: The geometric mean is the root of the product of class-wise sensitivity. This measure tries to maximize the accuracy on each of the classes while keeping these accuracies balanced. For binary classification, G-mean is the squared root of the product of the sensitivity and specificity. For multi-class problems, it is a higher root of the product of sensitivity for each class.

\[ G – mean = \sqrt{\text{Sensitivity} \times \text{Specificity}} \]  

(15)

2) **F1 score**: The F1 score, F score, or F measure is the harmonic mean of precision and sensitivity; it gives importance to both factors:

\[ F1 = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} = \frac{2 \times \text{TP}}{2 \times \text{TP} + \text{FP} + \text{FN}} \]  

(16)

3) **AUC**: The receiver operating characteristics (ROC) curve is the plot between sensitivity and the false positive rate for various threshold values. The area under curve (AUC) is the area under this ROC curve; it is used to measure the quality of a classification model. The larger the area, the better the performance. The ROC curve is a two-dimensional coordinate graph in which the X-axis represents the false positive rate (FPR) and Y-axis represents the true positive rate (TPR). The AUC can be calculated as:

\[ AUC = \frac{1 + \text{TPR} - \text{FPR}}{2} \]  

(17)

**V. EXPERIMENTS AND EVALUATION**

In this section, the experiments were done on different datasets. The following subsections will demonstrate the results and analyze these results. The experiments were conducted on Google Colaboratory, which provides a free Jupyter notebook environment with GPU support for running machine learning examples [29].

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#Att.</th>
<th>Org dataset</th>
<th>#Min.</th>
<th>#Maj.</th>
<th>IR</th>
</tr>
</thead>
<tbody>
<tr>
<td>abalone9-18</td>
<td>8</td>
<td>731</td>
<td>42</td>
<td>689</td>
<td>16.40</td>
</tr>
<tr>
<td>ada</td>
<td>47</td>
<td>4147</td>
<td>1029</td>
<td>3118</td>
<td>3.03</td>
</tr>
<tr>
<td>cleveland-0</td>
<td>14</td>
<td>177</td>
<td>13</td>
<td>164</td>
<td>12.62</td>
</tr>
<tr>
<td>ecoli2</td>
<td>7</td>
<td>336</td>
<td>52</td>
<td>284</td>
<td>5.46</td>
</tr>
<tr>
<td>ecoli3</td>
<td>7</td>
<td>336</td>
<td>35</td>
<td>301</td>
<td>8.60</td>
</tr>
<tr>
<td>ecoli4</td>
<td>7</td>
<td>336</td>
<td>20</td>
<td>316</td>
<td>15.80</td>
</tr>
<tr>
<td>german</td>
<td>29</td>
<td>1000</td>
<td>300</td>
<td>700</td>
<td>2.33</td>
</tr>
<tr>
<td>glass0</td>
<td>9</td>
<td>214</td>
<td>70</td>
<td>144</td>
<td>2.06</td>
</tr>
<tr>
<td>glass1</td>
<td>9</td>
<td>214</td>
<td>76</td>
<td>138</td>
<td>1.82</td>
</tr>
<tr>
<td>glass2</td>
<td>9</td>
<td>214</td>
<td>17</td>
<td>197</td>
<td>11.59</td>
</tr>
<tr>
<td>haberman</td>
<td>3</td>
<td>306</td>
<td>81</td>
<td>225</td>
<td>2.78</td>
</tr>
<tr>
<td>hypothyroid</td>
<td>25</td>
<td>3163</td>
<td>151</td>
<td>3012</td>
<td>19.95</td>
</tr>
<tr>
<td>kcl</td>
<td>20</td>
<td>2109</td>
<td>326</td>
<td>1783</td>
<td>5.47</td>
</tr>
<tr>
<td>new-thyroid1</td>
<td>5</td>
<td>215</td>
<td>35</td>
<td>180</td>
<td>5.14</td>
</tr>
<tr>
<td>page-block0</td>
<td>10</td>
<td>5472</td>
<td>559</td>
<td>4913</td>
<td>8.79</td>
</tr>
<tr>
<td>p1</td>
<td>21</td>
<td>1109</td>
<td>77</td>
<td>1032</td>
<td>13.40</td>
</tr>
<tr>
<td>pima</td>
<td>8</td>
<td>768</td>
<td>268</td>
<td>500</td>
<td>1.87</td>
</tr>
<tr>
<td>vehicle0</td>
<td>18</td>
<td>846</td>
<td>199</td>
<td>647</td>
<td>3.25</td>
</tr>
<tr>
<td>vehicle1</td>
<td>18</td>
<td>846</td>
<td>217</td>
<td>629</td>
<td>2.90</td>
</tr>
<tr>
<td>vehicle2</td>
<td>18</td>
<td>846</td>
<td>218</td>
<td>628</td>
<td>2.88</td>
</tr>
<tr>
<td>vehicle3</td>
<td>18</td>
<td>846</td>
<td>212</td>
<td>634</td>
<td>2.99</td>
</tr>
<tr>
<td>yeast3</td>
<td>10</td>
<td>1484</td>
<td>163</td>
<td>1321</td>
<td>8.10</td>
</tr>
<tr>
<td>yeast4</td>
<td>10</td>
<td>1484</td>
<td>51</td>
<td>1433</td>
<td>28.10</td>
</tr>
<tr>
<td>yeast5</td>
<td>10</td>
<td>1484</td>
<td>44</td>
<td>1440</td>
<td>32.73</td>
</tr>
<tr>
<td>yeast6</td>
<td>10</td>
<td>1484</td>
<td>35</td>
<td>1449</td>
<td>41.40</td>
</tr>
</tbody>
</table>

In our research, we utilized over 25 diverse datasets in different industries and attributes to evaluate the proposed technique. We maintained the original class distribution with five-fold cross-validation and conducted each experiment five times to obtain average metrics. Table I summarizes dataset details, including the dataset name, the number of attributes, the number of samples for the minority class, the original dataset record numbers, the number of samples in the majority class, and the corresponding imbalance ratio.

Table II presents the outcomes of our experimentation of 19 SMOTE variants approach and the proposed HHO-SMOTE approach with KNN algorithm as the application of SMOTE techniques for oversampling the dataset. The 19 methods are ADASYN [30], AND-SMOTE [31], ANS [32], Borderline-SMOTE1 [33], Borderline-SMOTE2 [33], distance-SMOTE [34], G-SMOTE [35], GASMOTE [15], Gaussian-SMOTE [36], KernelADASYN [37], kmeans-SMOTE [38], RandomSMOTE [39], Safe-Level-SMOTE [40], SDSMOTE [41], SMOTE [10], SOMO [42], SVM-balance [43], SYMPROD [44], ASN-SMOTE [45]. Notably, we have highlighted in bold the distinctive optimal values achieved for the average G-mean, F1-score, and AUC within the KNN results. This highlighting underscores the noteworthy observation that the combination of HHO-SMOTE consistently yields optimal results across a diverse array of datasets. The classification performance comparison results for the selected seven approaches applied on twelve datasets presented in Fig. 3, 4, and 5 are obtained using data from Table II.
### TABLE II. RESULTS OBTAINED BY KNN ON DATASETS OVERSAMPLED BY DIFFERENT SMOTE TECHNIQUES

<table>
<thead>
<tr>
<th>Dataset</th>
<th>abalone9-18 F1-score</th>
<th>ada F1-score</th>
<th>cleveland0 F1-score</th>
<th>ecoli2 F1-score</th>
<th>ecoli3 F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method</td>
<td>Gmean</td>
<td>AU C</td>
<td>Gmean</td>
<td>AU C</td>
<td>Gmean</td>
</tr>
<tr>
<td>ADASYN</td>
<td>0.952</td>
<td>0.952</td>
<td>0.95</td>
<td>0.857</td>
<td>0.887</td>
</tr>
<tr>
<td>AND-SMOTE</td>
<td>0.969</td>
<td>0.969</td>
<td>0.96</td>
<td>0.866</td>
<td>0.866</td>
</tr>
<tr>
<td>ANS</td>
<td>0.961</td>
<td>0.961</td>
<td>0.96</td>
<td>0.856</td>
<td>0.856</td>
</tr>
<tr>
<td>Borderline-</td>
<td>0.972</td>
<td>0.975</td>
<td>0.97</td>
<td>0.864</td>
<td>0.864</td>
</tr>
<tr>
<td>SMOTE2</td>
<td>0.963</td>
<td>0.964</td>
<td>0.96</td>
<td>0.874</td>
<td>0.874</td>
</tr>
<tr>
<td>distance-SMOTE</td>
<td>0.974</td>
<td>0.973</td>
<td>0.97</td>
<td>0.858</td>
<td>0.858</td>
</tr>
<tr>
<td>G-SMOTE</td>
<td>0.961</td>
<td>0.961</td>
<td>0.96</td>
<td>0.857</td>
<td>0.857</td>
</tr>
<tr>
<td>GASMOTEx</td>
<td>0.634</td>
<td>0.650</td>
<td>0.66</td>
<td>0.503</td>
<td>0.446</td>
</tr>
<tr>
<td>Gaussian-SMOTE</td>
<td>0.91</td>
<td>0.912</td>
<td>0.91</td>
<td>0.716</td>
<td>0.722</td>
</tr>
<tr>
<td>KernelADASYN</td>
<td>0.954</td>
<td>0.954</td>
<td>0.95</td>
<td>0.856</td>
<td>0.856</td>
</tr>
<tr>
<td>kmeans-SMOTE</td>
<td>0.447</td>
<td>0.928</td>
<td>0.6</td>
<td>0.863</td>
<td>0.863</td>
</tr>
<tr>
<td>Random-SMOTE</td>
<td>0.948</td>
<td>0.947</td>
<td>0.94</td>
<td>0.854</td>
<td>0.854</td>
</tr>
<tr>
<td>Safe-Level-</td>
<td>0.954</td>
<td>0.954</td>
<td>0.95</td>
<td>0.804</td>
<td>0.804</td>
</tr>
<tr>
<td>SMOTE</td>
<td>0.976</td>
<td>0.976</td>
<td>0.97</td>
<td>0.848</td>
<td>0.848</td>
</tr>
<tr>
<td>SOMO</td>
<td>0.258</td>
<td>0.91</td>
<td>0.53</td>
<td>0.699</td>
<td>0.811</td>
</tr>
<tr>
<td>SVM-balance</td>
<td>0.955</td>
<td>0.955</td>
<td>0.95</td>
<td>0.921</td>
<td>0.921</td>
</tr>
<tr>
<td>SYMPPROD</td>
<td>0.973</td>
<td>0.973</td>
<td>0.97</td>
<td>0.853</td>
<td>0.852</td>
</tr>
<tr>
<td>ASN-SMOTE</td>
<td>0.717</td>
<td>0.4685</td>
<td>0.74</td>
<td>0.478</td>
<td>0.2096</td>
</tr>
<tr>
<td>HHO-SMOTE</td>
<td>0.938</td>
<td>0.933</td>
<td>0.94</td>
<td>0.941</td>
<td>0.934</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dataset</th>
<th>ecoli4 F1-score</th>
<th>german F1-score</th>
<th>glass0 F1-score</th>
<th>glass1 F1-score</th>
<th>glass2 F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method</td>
<td>Gmean</td>
<td>AU C</td>
<td>Gmean</td>
<td>AU C</td>
<td>Gmean</td>
</tr>
<tr>
<td>ADASYN</td>
<td>0.938</td>
<td>0.939</td>
<td>0.93</td>
<td>0.791</td>
<td>0.794</td>
</tr>
<tr>
<td>AND-SMOTE</td>
<td>0.961</td>
<td>0.961</td>
<td>0.96</td>
<td>0.803</td>
<td>0.804</td>
</tr>
<tr>
<td>ANS</td>
<td>0.938</td>
<td>0.939</td>
<td>0.93</td>
<td>0.799</td>
<td>0.8</td>
</tr>
<tr>
<td>Borderline-</td>
<td>0.961</td>
<td>0.961</td>
<td>0.96</td>
<td>0.793</td>
<td>0.793</td>
</tr>
<tr>
<td>SMOTE2</td>
<td>0.961</td>
<td>0.961</td>
<td>0.96</td>
<td>0.781</td>
<td>0.781</td>
</tr>
<tr>
<td>distance-SMOTE</td>
<td>0.956</td>
<td>0.956</td>
<td>0.95</td>
<td>0.776</td>
<td>0.778</td>
</tr>
<tr>
<td>G-SMOTE</td>
<td>0.956</td>
<td>0.956</td>
<td>0.95</td>
<td>0.793</td>
<td>0.793</td>
</tr>
<tr>
<td>GASMOTEx</td>
<td>0.790</td>
<td>0.785</td>
<td>0.81</td>
<td>0.547</td>
<td>0.527</td>
</tr>
<tr>
<td>Gaussian-SMOTE</td>
<td>0.93</td>
<td>0.928</td>
<td>0.93</td>
<td>0.688</td>
<td>0.701</td>
</tr>
<tr>
<td>KernelADASYN</td>
<td>0.944</td>
<td>0.945</td>
<td>0.94</td>
<td>0.45</td>
<td>0.626</td>
</tr>
<tr>
<td>kmeans-SMOTE</td>
<td>0.956</td>
<td>0.956</td>
<td>0.95</td>
<td>0.796</td>
<td>0.797</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Dataset</th>
<th>Method</th>
<th>Gmea n</th>
<th>F1-score</th>
<th>AU C</th>
<th>Hypothyroid</th>
<th>Gmea n</th>
<th>F1-score</th>
<th>AU C</th>
<th>Kcl</th>
<th>Gmea n</th>
<th>F1-score</th>
<th>AU C</th>
<th>Page-blocks0</th>
<th>AU C</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADASYN</td>
<td>0.807</td>
<td>0.807</td>
<td>0.807</td>
<td>0.976</td>
<td>0.976</td>
<td>0.976</td>
<td>0.976</td>
<td>0.976</td>
<td>0.991</td>
<td>0.914</td>
<td>0.914</td>
<td>0.914</td>
<td>0.976</td>
<td>0.976</td>
</tr>
<tr>
<td>AND-SMOTE</td>
<td>0.754</td>
<td>0.755</td>
<td>0.757</td>
<td>0.977</td>
<td>0.977</td>
<td>0.977</td>
<td>0.977</td>
<td>0.977</td>
<td>0.963</td>
<td>0.954</td>
<td>0.954</td>
<td>0.954</td>
<td>0.983</td>
<td>0.983</td>
</tr>
<tr>
<td>Ans</td>
<td>0.79</td>
<td>0.791</td>
<td>0.794</td>
<td>0.976</td>
<td>0.976</td>
<td>0.976</td>
<td>0.976</td>
<td>0.976</td>
<td>0.674</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
</tr>
<tr>
<td>Borderline-SMOTE1</td>
<td>0.778</td>
<td>0.778</td>
<td>0.777</td>
<td>0.863</td>
<td>0.844</td>
<td>0.87</td>
<td>0.87</td>
<td>0.87</td>
<td>0.934</td>
<td>0.956</td>
<td>0.956</td>
<td>0.956</td>
<td>0.977</td>
<td>0.977</td>
</tr>
<tr>
<td>Borderline-SMOTE2</td>
<td>0.765</td>
<td>0.763</td>
<td>0.766</td>
<td>0.75</td>
<td>0.737</td>
<td>0.78</td>
<td>0.78</td>
<td>0.78</td>
<td>0.95</td>
<td>0.95</td>
<td>0.95</td>
<td>0.95</td>
<td>0.990</td>
<td>0.990</td>
</tr>
<tr>
<td>distance-SMOTE</td>
<td>0.782</td>
<td>0.785</td>
<td>0.784</td>
<td>0.978</td>
<td>0.978</td>
<td>0.978</td>
<td>0.978</td>
<td>0.978</td>
<td>0.954</td>
<td>0.954</td>
<td>0.954</td>
<td>0.954</td>
<td>0.978</td>
<td>0.978</td>
</tr>
<tr>
<td>G-SMOTE</td>
<td>0.781</td>
<td>0.778</td>
<td>0.784</td>
<td>0.975</td>
<td>0.975</td>
<td>0.975</td>
<td>0.975</td>
<td>0.975</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
</tr>
<tr>
<td>GASMOTE</td>
<td>0.487</td>
<td>0.445</td>
<td>0.495</td>
<td>0.863</td>
<td>0.844</td>
<td>0.87</td>
<td>0.87</td>
<td>0.87</td>
<td>0.744</td>
<td>0.717</td>
<td>0.717</td>
<td>0.717</td>
<td>0.627</td>
<td>0.627</td>
</tr>
<tr>
<td>Gaussian-SMOTE</td>
<td>0.777</td>
<td>0.777</td>
<td>0.783</td>
<td>0.75</td>
<td>0.737</td>
<td>0.78</td>
<td>0.78</td>
<td>0.78</td>
<td>0.95</td>
<td>0.95</td>
<td>0.95</td>
<td>0.95</td>
<td>0.971</td>
<td>0.971</td>
</tr>
<tr>
<td>KernelADASYN</td>
<td>0.794</td>
<td>0.792</td>
<td>0.801</td>
<td>0.987</td>
<td>0.987</td>
<td>0.987</td>
<td>0.987</td>
<td>0.987</td>
<td>0.972</td>
<td>0.972</td>
<td>0.972</td>
<td>0.972</td>
<td>0.975</td>
<td>0.975</td>
</tr>
<tr>
<td>Kmeans-SMOTE</td>
<td>0.787</td>
<td>0.797</td>
<td>0.794</td>
<td>0.768</td>
<td>0.972</td>
<td>0.79</td>
<td>0.79</td>
<td>0.79</td>
<td>0.953</td>
<td>0.954</td>
<td>0.954</td>
<td>0.954</td>
<td>0.981</td>
<td>0.981</td>
</tr>
<tr>
<td>Random-SMOTE</td>
<td>0.787</td>
<td>0.791</td>
<td>0.799</td>
<td>0.979</td>
<td>0.979</td>
<td>0.979</td>
<td>0.979</td>
<td>0.979</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td>0.977</td>
<td>0.977</td>
</tr>
<tr>
<td>Safe-Level-SMOTE</td>
<td>0.807</td>
<td>0.814</td>
<td>0.809</td>
<td>0.957</td>
<td>0.957</td>
<td>0.957</td>
<td>0.957</td>
<td>0.957</td>
<td>0.972</td>
<td>0.922</td>
<td>0.922</td>
<td>0.922</td>
<td>0.983</td>
<td>0.983</td>
</tr>
<tr>
<td>SDSMOTE</td>
<td>0.794</td>
<td>0.799</td>
<td>0.797</td>
<td>0.975</td>
<td>0.975</td>
<td>0.975</td>
<td>0.975</td>
<td>0.975</td>
<td>0.984</td>
<td>0.98</td>
<td>0.98</td>
<td>0.98</td>
<td>0.982</td>
<td>0.982</td>
</tr>
<tr>
<td>SMOTE</td>
<td>0.764</td>
<td>0.763</td>
<td>0.766</td>
<td>0.979</td>
<td>0.979</td>
<td>0.979</td>
<td>0.979</td>
<td>0.979</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
</tr>
<tr>
<td>SOMO</td>
<td>0.441</td>
<td>0.652</td>
<td>0.56</td>
<td>0.656</td>
<td>0.965</td>
<td>0.71</td>
<td>0.71</td>
<td>0.71</td>
<td>0.905</td>
<td>0.968</td>
<td>0.968</td>
<td>0.968</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td>SVM-balance</td>
<td>0.932</td>
<td>0.933</td>
<td>0.932</td>
<td>0.972</td>
<td>0.972</td>
<td>0.972</td>
<td>0.972</td>
<td>0.972</td>
<td>0.983</td>
<td>0.982</td>
<td>0.982</td>
<td>0.982</td>
<td>0.983</td>
<td>0.983</td>
</tr>
<tr>
<td>SYMPROD</td>
<td>0.78</td>
<td>0.785</td>
<td>0.781</td>
<td>0.978</td>
<td>0.978</td>
<td>0.978</td>
<td>0.978</td>
<td>0.978</td>
<td>0.995</td>
<td>0.962</td>
<td>0.962</td>
<td>0.962</td>
<td>0.995</td>
<td>0.995</td>
</tr>
<tr>
<td>ASN-SMOTE</td>
<td>0.997</td>
<td>0.994</td>
<td>0.992</td>
<td>0.680</td>
<td>0.4567</td>
<td>0.69</td>
<td>0.69</td>
<td>0.69</td>
<td>0.589</td>
<td>0.3438</td>
<td>0.3438</td>
<td>0.3438</td>
<td>0.700</td>
<td>0.700</td>
</tr>
<tr>
<td>HHSO-SMOTE</td>
<td>0.787</td>
<td>0.791</td>
<td>0.793</td>
<td>0.989</td>
<td>0.983</td>
<td>0.98</td>
<td>0.98</td>
<td>0.98</td>
<td>0.998</td>
<td>0.9973</td>
<td>0.9973</td>
<td>0.9973</td>
<td>0.973</td>
<td>0.973</td>
</tr>
<tr>
<td>Dataset</td>
<td>pc1</td>
<td>pima</td>
<td>vehicle0</td>
<td>vehicle1</td>
<td>vehicle2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Method</td>
<td>Gmea n</td>
<td>AU C</td>
<td>AU C</td>
<td>AU C</td>
<td>AU C</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ADASYN</td>
<td>0.958</td>
<td>0.958</td>
<td>0.958</td>
<td>0.781</td>
<td>0.781</td>
<td>0.78</td>
<td>0.78</td>
<td>0.78</td>
<td>0.939</td>
<td>0.938</td>
<td>0.938</td>
<td>0.938</td>
<td>0.962</td>
<td>0.962</td>
</tr>
<tr>
<td>AND-SMOTE</td>
<td>0.965</td>
<td>0.965</td>
<td>0.965</td>
<td>0.783</td>
<td>0.783</td>
<td>0.78</td>
<td>0.78</td>
<td>0.78</td>
<td>0.949</td>
<td>0.949</td>
<td>0.949</td>
<td>0.949</td>
<td>0.969</td>
<td>0.969</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Dataset</th>
<th>vehicle3</th>
<th>yeast3</th>
<th>yeast4</th>
<th>yeast5</th>
<th>yeast6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method</td>
<td>Gmean</td>
<td>F1-score</td>
<td>AU C</td>
<td>Gmean</td>
<td>F1-score</td>
</tr>
<tr>
<td>ADASYN</td>
<td>0.856</td>
<td>0.856</td>
<td>0.856</td>
<td>0.794</td>
<td>0.794</td>
</tr>
<tr>
<td>AND-SMOTE</td>
<td>0.863</td>
<td>0.864</td>
<td>0.863</td>
<td>0.794</td>
<td>0.795</td>
</tr>
<tr>
<td>ANS</td>
<td>0.865</td>
<td>0.866</td>
<td>0.865</td>
<td>0.822</td>
<td>0.822</td>
</tr>
<tr>
<td>Borderline-SMOTE1</td>
<td>0.873</td>
<td>0.874</td>
<td>0.874</td>
<td>0.826</td>
<td>0.826</td>
</tr>
<tr>
<td>Borderline-SMOTE2</td>
<td>0.859</td>
<td>0.858</td>
<td>0.859</td>
<td>0.828</td>
<td>0.829</td>
</tr>
<tr>
<td>distance-SMOTE</td>
<td>0.844</td>
<td>0.845</td>
<td>0.844</td>
<td>0.811</td>
<td>0.811</td>
</tr>
<tr>
<td>G-SMOTE</td>
<td>0.845</td>
<td>0.845</td>
<td>0.845</td>
<td>0.805</td>
<td>0.804</td>
</tr>
<tr>
<td>GASMOTE</td>
<td>0.527</td>
<td>0.530</td>
<td>0.527</td>
<td>0.464</td>
<td>0.318</td>
</tr>
<tr>
<td>Gaussian-SMOTE</td>
<td>0.629</td>
<td>0.648</td>
<td>0.629</td>
<td>0.789</td>
<td>0.794</td>
</tr>
<tr>
<td>KernelADASYN</td>
<td>0.827</td>
<td>0.827</td>
<td>0.827</td>
<td>0.751</td>
<td>0.754</td>
</tr>
<tr>
<td>kmeans-SMOTE</td>
<td>0.842</td>
<td>0.842</td>
<td>0.842</td>
<td>0.827</td>
<td>0.827</td>
</tr>
<tr>
<td>Random-SMOTE</td>
<td>0.829</td>
<td>0.829</td>
<td>0.829</td>
<td>0.854</td>
<td>0.853</td>
</tr>
<tr>
<td>Safe-Level-SMOTE</td>
<td>0.808</td>
<td>0.808</td>
<td>0.808</td>
<td>0.802</td>
<td>0.802</td>
</tr>
<tr>
<td>SDSMOTE</td>
<td>0.847</td>
<td>0.848</td>
<td>0.847</td>
<td>0.823</td>
<td>0.823</td>
</tr>
<tr>
<td>SMOTE</td>
<td>0.865</td>
<td>0.866</td>
<td>0.865</td>
<td>0.796</td>
<td>0.796</td>
</tr>
<tr>
<td>SOMO</td>
<td>0.608</td>
<td>0.771</td>
<td>0.608</td>
<td>0.647</td>
<td>0.737</td>
</tr>
</tbody>
</table>

www.ijacsa.thesai.org
In Fig. 3, we assessed G-mean values across 12 data sources using seven SMOTE techniques. A higher G-mean indicates a model’s proficiency in both positive and negative class identification, a valuable metric for imbalanced classification. ANS-SMOTE and GASMOTE ranked lower, while ADASYN, SMOTE, RANDOM-SMOTE, and Borderline-SMOTE performed similarly. ADASYN had slightly lower G-mean for “cleveland-0.” HHO-SMOTE consistently excelled across various datasets, demonstrating its robustness in imbalanced classification tasks.

![Fig. 3. Comparison of G-mean of seven SMOTE techniques.](image1)

In Fig. 4, we compare classification results using F1-score values for various SMOTE algorithms. The F1-score combines precision and recall, indicating a model’s ability to balance false positives and false negatives. ANS-SMOTE and GASMOTE performed poorly compared to ADASYN, SMOTE, RANDOM-SMOTE, and Borderline-SMOTE. Conversely, HHO-SMOTE consistently achieved near-perfect F1-Scores (0.9 to 1) across datasets, showing its stability and reliability in diverse classification tasks.

![Fig. 4. Comparison of F1-score of seven SMOTE techniques.](image2)

In Fig. 5, we conducted a fresh evaluation of our classification studies, focusing on AUC (Area Under the Receiver Operating Characteristic Curve). AUC gauges a binary classification model’s overall discrimination ability, considering true positive and false positive rates across different thresholds. The results show ANS-SMOTE and GASMOTE underperformed compared to ADASYN, SMOTE, RANDOM-SMOTE, and Borderline-SMOTE in AUC. In contrast, HHO-SMOTE consistently achieved high AUC values (typically 0.9 to 1), showcasing its adaptability across diverse datasets and confirming its effectiveness in classification tasks, especially when class separation is crucial.

![Fig. 5. Comparison of AUC of seven SMOTE techniques.](image3)

This research employs the of the well-known credit card fraud detection dataset [46]. The dataset was prepared by the ULB Machine Learning Group, which specializes in big data mining and fraud detection [47]. The dataset covers credit card transactions made by European credit card clients within two days in September 2013. Dataset have 492 fraudulent transactions out of 284807 total. Meanwhile, all attributes except “Time” and “Amount” are numerical due to transformation carried out on dataset using dimensionality reduction technique called principal component analysis (PCA). “Amount” attribute is the cost of the transaction, and “Time” attribute is the seconds that elapsed between a transaction and the first transaction in the dataset. “Class” is the dependent variable, has a value of 1 for fraudulent and 0 for legitimate.

In Fig. 6, we conducted extensive comparison using credit card fraud dataset known for its vast transaction volume. The goal was to thoroughly evaluate the stability and accuracy of our method within the realm of big data challenges, compared to other techniques. As depicted in the figure, HHO-SMOTE achieved highest AUC score, an impressive 0.96, surpassing other methods with scores below 0.94. These methods ranked in descending order as borderline-2, SMOTE, ADASYN, Borderline1, ASN-SMOTE, GASMOTE, and RANDOM SMOTE. In terms of the F1-Score, all algorithms consistently scored above 0.99, even reaching a perfect score of 1. Regarding the G-mean metric, HHO-SMOTE demonstrated its
superiority with a score exceeding 0.95, while its counterparts fell short with scores below 0.94.

![Comparison of different SMOTE techniques and HHO-SMOTE using fraud detection dataset](Image)

Fig. 6. Comparison of different SMOTE techniques and HHO-SMOTE using fraud detection dataset.

VI. CONCLUSION

In summary, the HHO-SMOTE approach represents a significant advancement in effectively addressing complexities of imbalanced datasets in classification tasks. By seamlessly integrating various classifiers with the Harris Hawk search optimization algorithm and SMOTE, we have established a robust framework capable of producing precise and reliable predictions for imbalanced data scenarios. These results hold substantial implications for a wide range of real-world applications where improved classification accuracy and data balance correction play pivotal roles in informed decision-making. Furthermore, our research contributes significantly to the field of imbalanced data handling by shedding light on a potent methodology that enhances the performance of classification models across diverse domains. This amalgamation of state-of-the-art techniques has the potential to mitigate challenges posed by skewed data distributions, ultimately enabling more accurate and trustworthy predictions.
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Abstract—Evaluating students' responses and providing feedback in the education system is widely acknowledged. However, while most research on Automated Essay Scoring (AES) has focused on generating a final score for given responses, only a few studies have attempted to generate feedback. These studies often rely on statistical features and fail to capture coherence and content-based features. To address this gap, we proposed a multitask learning system that can capture linguistic, coherence, and content-based features with Bidirectional Encoder Representations from Transformers (BERT) sentence by sentence and generate overall essay and trait scores. Our proposed system outperformed other existing models, achieving Quadratic Weighted Kappa (QWK) scores of 0.766, 0.69, and 0.701 compared to human rater scores. We evaluated our model on the Automated Student Assessment Prize (ASAP) Kaggle and operating system (OS) data set. When compared with other prescribed models proposed to multitask learning system is a promising step towards more effective and comprehensive writing assessment and feedback.
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I. INTRODUCTION

Evaluating student responses and providing feedback can improve the student's learning abilities in the education system. However, while AES has been a research focus in recent years, most studies have concentrated on generating a final score for student responses rather than providing feedback. In a few studies like [6, 13, 14, 15 and 16] systems, they did not attempt to generate feedback. However, these approaches extract statistical features for the final score and trait score generation, which did not fully capture students' responses' coherence and content-based features.

There are two main ways to provide feedback to students on their writing: gaze behavior by Mathias and Bhattacharyya [13, 14] and providing trait scores [6, 17, 14, 16, 25 and 26]. Gaze behavior refers to analyzing the visual behaviors of readers as they read a text, such as eye movement patterns. This methodology offers insights into readability, syntax, and fluency within the writing. However, trait scores evaluate specific writing attributes like organization, word choice, and coherence. These traits furnish more intricate insights into a student's writing than a simple overarching score.

Despite the strides made in deep learning and natural language processing, furnishing feedback on aspects such as organization, word choice, and syntax can benefit student learning more than just presenting a general score. As Woods [23] exemplified, this form of feedback equips students with a deeper comprehension of how to enhance their writing competencies holistically. For instance, feedback on organization assists students in grasping effective structuring techniques for their compositions. In contrast, feedback on word choice can help students select appropriate words to convey their ideas more clearly.

To accurately assess the student's response and provide comprehensive scoring and feedback, extracting both semantic and linguistic features from the text is essential. Relying solely on statistical features like Term Frequency and Inverse Document Frequency (TF-IDF), a bag of words, and N-gram models may not sufficiently capture the content and coherence of the student's answer. These traditional methods mainly focus on the frequency and distribution of individual words or phrases. In contrast, modern natural language processing (NLP) models such as word2vec [12] and Global vectors for word representation [7] can effectively capture semantic features by representing words in a continuous vector space. However, it is worth noting that these models like [1, 3, 4, and 13] primarily operate at the word level and may encounter difficulties when handling complex or polysynthetic words.

Deep learning models can be employed to address the need for capturing content, coherence, and maintaining the sequence of words. Recurrent Neural Networks (RNNs), particularly models like Long Short-Term Memory (LSTM) or Gated Recurrent Units (GRUs), are commonly used for sequential data processing in NLP. These models like [13, 20, 21, 22 and 24], can analyze text at the sentence or paragraph level, considering the contextual information preceding words provide. Ridley et al. in [18] implemented a system for cross prompt essay scoring with semi supervised learning; furthermore, maintaining an internal state can capture dependencies and semantic relationships between words.

A deep learning model trained on a suitable dataset can be developed in the context of grading and providing feedback on student responses. This model would take the student response as input, process it using an RNN or similar architecture, and generate a final score and trait score. The training data for such a model ideally includes labeled examples of student responses paired with their corresponding scores and traits. This way, the model can learn to recognize patterns and
associations between the input text and the desired output scores.

Overall, combining advanced NLP techniques, deep learning models, and appropriate training data can help extract content and coherence features while maintaining the sequence of words, thereby enabling the generation of accurate scores and feedback on student responses.

A. Contribution

- Our AES system captures sentence-level features from responses, enhancing essay analysis by highlighting key traits and patterns at this granular level. These features provide valuable insights into essay quality and structure.
- Employing LSTM, a type of recurrent neural network, we assign scores to essays. LSTM’s strength in capturing context and relationships among sentences makes it ideal for modeling and analyzing essays.
- Our AES system produces three scores - overall, organization, and word choice. This trio offers a multi-faceted evaluation of essays, assessing different writing aspects like coherence, logical flow, and vocabulary sophistication. Additionally, we compare our model against established approaches to demonstrate its superiority.
- We test it on two datasets, a public dataset and a domain-specific dataset. Testing on different datasets helps evaluate the generalizability of our model across different domains or essay topics. It demonstrates the versatility and adaptability of our AES system.

Organization: The remainder of the paper is organized as follows: Section II illustrates related works on various evaluation systems and challenges. Section III discusses the proposed model and the data set used for our models. Section IV discusses the results and analysis of our model on various factors and test cases. Finally, Section V discusses the conclusion and future work.

II. RELATED WORK

Automated Essay Scoring (AES) has primarily focused on generating a final score for student responses rather than providing detailed feedback. This emphasis on scoring is often driven by the need for standardized assessment, where the primary goal is to assign a numerical score that reflects the quality of the essay. So many researchers worked on the final score generation for the given response. Various systems, such as those developed by [4, 5, 9, and 10] as well as [11] have adopted distinct approaches. These approaches involve combining different elements, such as statistical features and word-level attributes, and training machine learning or neural network models. However, a noteworthy aspect is that these methodologies need to effectively encapsulate the entirety of the content within the essays into their respective vectors.

Generating feedback is more challenging because it requires understanding the student's response's content, structure, and coherence. While some AES systems [2, 8, 16 and 23] provide generic feedback based on predefined patterns or rules, the quality and specificity of this feedback may be limited.

However, there has been increasing interest in developing AES systems that go beyond scoring and provide more meaningful feedback to students. With advancements in natural language processing and deep learning, researchers are exploring approaches to extract fine-grained linguistic and semantic features from essays, which can be used to provide personalized feedback.

Ridley et al. in [17, 18] introduced a method that utilizes a trait-attention mechanism and a multi-task architecture to predict student essays' overall and individual trait scores. They conducted extensive experiments on the ASAP dataset, specifically prompt-2, to demonstrate the effectiveness of their approach for prompt-specific trait scoring and cross-prompt AES methods. To optimize model performance, researchers integrated syntactical elements by applying POS embedding. They employed LSTM models for generating comprehensive scores encompassing overall performance and specific traits. Additionally, Mathias and Bhattacharyya in [15] proposed a neural network model targeting word-level semantic features, enhancing the granularity of assessment. The common thread in these approaches is using Long Short-Term Memory (LSTM) models to predict multiple trait scores, enabling intricate essay evaluation. This technique captures nuanced semantic information at the word level, shedding light on the multifaceted traits manifested within the essays.

Hussein et al. in [6] focused on the ASAP dataset, employing LSTM to generate trait scores. Their model was tailored explicitly, capturing relevant patterns and features for accurate score prediction.

Woods et al. in [23] employed standard logistic regression to derive trait scores, providing a comprehensive assessment avenue. Although simpler than LSTM, logistic regression still yields valuable predictions and insights into trait scores.

Ohta et al. in [16] introduced a versatile model generating various scores, spanning overall evaluation, organizational development, and language proficiency. Their approach likely amalgamates techniques, potentially encompassing deep learning models such as LSTM, to predict and appraise different essay facets holistically.

These studies underscore diverse techniques and methodologies for forecasting trait scores in student essays. Each approach contributes unique insights, leveraging attention mechanisms, multi-task architectures, syntactical and statistical attributes, and the power of LSTM and logistic regression models for robust evaluation. In addition, these diverse methods contribute to the field by providing various options for assessing and providing feedback on different aspects of essay writing.

III. METHODOLOGY

We proposed that the AES system incorporates sentence-based text embeddings and LSTM to capture essay coherence and content. This model is implemented on top of [19] it generates multiple scores, including overall, organization, and word choice scores, providing a comprehensive evaluation.
Using both standard and domain-specific datasets strengthens the credibility and generalizability of our system. In addition, robustness testing ensures its resilience in handling adversarial responses. The architecture diagram Fig. 1 visually represents the system’s components and integration, facilitating replication and implementation.

Fig. 1. Architecture of content based essay scoring system with LSTM.

A. Data Set

In the context of our AES systems, we used the ASAP Kaggle dataset. This dataset comprises 12,978 essays written by students in grades 8 to 10. The essays were generated in response to eight different prompts provided to the students. Every prompt comprises a collection of 1500 or more essays, all of which have been evaluated by two individual raters. Prompts 3, 4, 5, and 6 pertain to essays that rely on specific sources for their content, whereas the remaining prompts fall under the “others” category.

For our trait-based essay scoring approach, we specifically focused on Prompt 2 during our study. This allowed us to analyze and evaluate the essays based on specific traits and criteria relevant to that prompt. Table I and Table II exemplifies a detailed description of the essay dataset, including the number of essays, prompts, and raters involved.

<table>
<thead>
<tr>
<th>Prompt</th>
<th>Prompt wise total number of essays</th>
<th>Average Number of words in an essay</th>
<th>Score range (min-max)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1783</td>
<td>350</td>
<td>2-12</td>
</tr>
<tr>
<td>2</td>
<td>1800</td>
<td>350</td>
<td>1-6</td>
</tr>
<tr>
<td>3</td>
<td>1726</td>
<td>150</td>
<td>0-3</td>
</tr>
<tr>
<td>4</td>
<td>1772</td>
<td>150</td>
<td>0-3</td>
</tr>
<tr>
<td>5</td>
<td>1805</td>
<td>150</td>
<td>0-4</td>
</tr>
<tr>
<td>6</td>
<td>1800</td>
<td>150</td>
<td>0-4</td>
</tr>
<tr>
<td>7</td>
<td>1569</td>
<td>250</td>
<td>0-30</td>
</tr>
<tr>
<td>8</td>
<td>723</td>
<td>650</td>
<td>0-60</td>
</tr>
</tbody>
</table>

In order to evaluate the performance of AES systems on domain-specific essays in the field of operating systems (OS), we created a custom dataset in addition to the ASAP dataset. This dataset was purposely crafted to address the field of operating systems. We formulated five fundamental inquiries concerning operating systems and then distributed these inquiries as assignments to students across various engineering colleges.

Upon gathering the responses, we meticulously eliminated duplicated or repeated submissions, culminating in a dataset comprising 2390 unique responses from 626 students. To ensure the dataset’s dependability and excellence, we engaged in the expertise of two subject matter specialists. These professionals evaluated each essay, assigning scores for overall impression, organization, and word choice. This approach provided thorough and detailed evaluations of the students’ written reactions.

By incorporating this tailor-made dataset, we intend to streamline the assessment of AES systems in their proficiency and accuracy when evaluating essays that specifically revolve around the operating systems realm. Furthermore, this dataset is a valuable asset for honing and optimizing AES systems within this domain.

The agreement between the two human raters was assessed using the QWK score. The computed QWK scores for the overall impression, organization, and word choice were 0.842, 0.879, and 0.912, respectively. These scores indicate a substantial agreement between the raters.

Table II illustrates a detailed description of the OS dataset, presenting information about the number of responses, students, and expert evaluators involved. Fig. 2 illustrates the agreement between the two raters, further illustrating the consistency in their evaluations.
B. Sentence Embedding

Converting text into vectors that effectively capture context and semantics is a complex task in natural language processing (NLP). Conventional embedding methods such as word2vec and GloVe primarily concentrate on converting text into word vectors. However, these methods come with certain constraints. They must thoroughly account for the words around a particular word and how their meanings change in different contexts. Furthermore, these techniques encounter difficulties when dealing with words with multiple meanings (polysemous words), which can result in a lack of accuracy in capturing the intended sense of the word.

Furthermore, approaches such as averaging word vectors to derive sentence vectors cannot capture the nuanced information in the original sentence. This oversimplification needs to be revised to include the intricate relationships and interactions between words, leading to a loss of important contextual details.

To address these challenges, more advanced techniques in NLP are being developed. These techniques aim to overcome the limitations of traditional methods by capturing a richer representation of text that incorporates both context and semantics more comprehensively. Our model utilizes Sentence BERT, a sentence embedding technique, to address these limitations. Sentence BERT introduces a dynamic approach to converting essays into vectors, considering the contextual and semantic aspects of individual sentences. Unlike traditional embedding techniques, Sentence BERT’s vector representation captures a more comprehensive understanding of the original text.

The process begins by removing special symbols like "@" and "#" from the essays and tokenizing them into sentences. The ASAP and OS datasets have specific limitations on the maximum number of sentences per essay. The maximum number of sentences per essay for the ASAP dataset is 96, while for the OS dataset, it is 23.

To obtain sentence embeddings using a pre-trained transformer model, such as Sentence BERT, each sentence is transformed into a 128-dimensional vector representation. As a result, for an essay from the ASAP dataset, there will be 96 * 128-dimensional vectors based on the maximum number of sentences.

Similarly, for an essay from the OS dataset, there will be 23 * 128-dimensional vectors based on the respective maximum number of sentences.

Finally, to ensure consistent dimensions, all essays are padded to have 96 * 128-dimensional vectors for the ASAP dataset and 23 * 128-dimensional vectors for the OS dataset. The maximum number of sentences in each dataset determines the padding size.

C. Model

To capture the coherence, cohesion, and linguistic features of the essay, we embedded all the sentences of the essays without removing stop words. So it allows the model to consider the entire text and capture the overall coherence of the essay.

In order to handle the sequence of sentence embeddings, we utilized LSTM (Long Short-Term Memory), a type of recurrent neural network (RNN). LSTM is designed to effectively process sequential information while retaining the memory of previous inputs.

The LSTM architecture incorporates various gates, as depicted in Fig. 3. These gates, including the input gate equation [2], forget gate [1], output gate [3], and context gate [4], collaborate to facilitate the processing and storage of long-term dependencies necessary for feature extraction.

The input gate controls the flow of information into the memory cell, while the forget gate determines which information to discard from the previous cell state. The output gate regulates the output information from the memory cell, and the context gate manages the update of the memory cell content.

\[
f_t = \sigma(g(w_f x_t + u_f h_{t-1} + b_f)) \quad (1)
\]
\[
i_t = \sigma(g(w_i x_t + u_i h_{t-1} + b_i)) \quad (2)
\]
\[
a_t = \sigma(g(w_a x_t + u_a h_{t-1} + b_a)) \quad (3)
\]
\[
c_t = \tanh(w_c x_t + u_c h_{t-1} + b_c) \quad (4)
\]

D. Implementation and Training LSTM

In our methodology, we started by turning essays into organized sets of numbers using a technique called Sentence BERT. These sets were then made consistent by adding extra information and aligning them with the largest essay size of 96 by 128. After this, we transformed these sets of numbers into
another type of organized sets with three dimensions, getting them ready for neural network training.

To construct our LSTM model, we devised a configuration comprising five tiers of LSTM units intricately assembled. Each tier encompassed components that facilitated the absorption of information, dissemination of information, and context management. This structural design proved pivotal in monitoring the interconnections spanning distinct sections of the essays.

To enhance the efficacy of our model, we adopted the RMSprop optimization technique, concentrating on minimizing the mean discrepancy between our forecasts and the actual results. To counteract the risk of our model fixating excessively on idiosyncrasies within the training data, we integrated a mechanism that intermittently deactivated specific model segments during the training phase. Furthermore, we established a predetermined pace for how our model assimilates knowledge from the data. Our model's response to data inputs was governed by a selected mathematical function termed ReLU. Throughout the model training process, we implemented a strategy known as 5-fold cross-validation. This divided our sets of essay information into separate groups for training, testing, and validating, with a specific ratio assigned to each for both the ASAP and OS datasets.

We trained our model for different amount of time (10, 15, 20, and 35 times), trying to find the best settings, and then we checked how well it performed. We used a QWK measure to see how close the model's ratings were to human ratings, an essential standard for automated essay scoring.

For each round of cross-validation, we calculated the QWK score. Finally, we chose the model that worked the best on the training data to make predictions on the test data. A graph (see Fig. 5) showed how the model learned and did on new data where batch size 24, demonstrating that it learned well without getting too stuck on the training details.

We are applied the same hyperparameters and cross-validation technique to ensure consistency in our experimentation and evaluation process between the ASAP and OS datasets. This allows for a fair comparison and assessment of our model's performance on different essay datasets.

IV. RESULT AND DISCUSSIONS

We conducted experiments using the ASAP and OS datasets to develop trait-based AES (Automated Essay Scoring) systems. Our proposed model exhibited the best results on both datasets. Furthermore, we approached the training of our model on a prompt-by-prompt basis and subsequently computed the corresponding training and validation losses. This process is visualized in Fig. 4 and Fig. 5. The figure illustrates the learning process for batch size 32, which is getting overfitted after some iteration. But from Fig. 5, when we used a batch size of 16, the training and validation losses consistently decreased and overlapped each other.

We achieved superior results when comparing our proposed models to other baseline models, specifically on prompt-2 of the ASAP dataset. We used the average QWK (Quadratic Weighted Kappa) score for each trait. As shown in Table III, our sentence embedding-LSTM model outperformed other models and demonstrated consistency with human rater scores. However, the integrated and word embedding models could have effectively captured sentence coherence. It is worth noting that while neural networks tend to achieve high QWK scores, they may not fully capture the text's coherence. The models implemented with word embeddings required maintaining word order, which could impact coherence. Additionally, word embedding models may struggle with polysemous words, potentially leading to a lack of coherence in the text.

Our proposed model performed well on the Domain-specific data set, specifically regarding the final, organization, and word choice scores. This indicates that our model is robust and consistently delivers good results.

Table IV compares our proposed model and other approaches on the Domain-specific data set, demonstrating the superiority of our model across multiple scoring criteria. In addition, the consistent performance of our model suggests its reliability and effectiveness in evaluating essays within the specific domain. Fig. 6 illustrates the comparison of the actual score and predicted scores of our models. From this, we can observe that both colors are overlapped maximum, which indicates that our model predicted the correct scores for test data.
TABLE III. NEURAL NETWORK MODEL HYPER PARAMETERS AND TRAINED VALUES

<table>
<thead>
<tr>
<th>Layer</th>
<th>parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Embedding</td>
<td>Sentence Embedding (BERT)</td>
<td>128 size vectors for each sentence</td>
</tr>
<tr>
<td>Input and output</td>
<td>Input size output</td>
<td>(1,96,128), (1, 23,128) 1+3</td>
</tr>
<tr>
<td>LSTM layers</td>
<td>No of layers</td>
<td>5</td>
</tr>
<tr>
<td>LSTM Units</td>
<td>LSTM Units</td>
<td>300</td>
</tr>
<tr>
<td>Hidden</td>
<td>Hidden units</td>
<td>200,100</td>
</tr>
<tr>
<td>Dropout</td>
<td>Dropout rate Recurrent Dropout out</td>
<td>0.4 0.5</td>
</tr>
<tr>
<td>Others</td>
<td>Epochs Batch size Learning Rate Optimizer</td>
<td>35 32 0.001 0.5 Adam</td>
</tr>
</tbody>
</table>

TABLE IV. COMPARISONS OF RESULTS ON ASAP DATA SET PROMPT-2(QWK SCORE) WITH PRESCRIBED MODELS

<table>
<thead>
<tr>
<th>System</th>
<th>Overall score</th>
<th>Organizational</th>
<th>Word choice</th>
<th>ASAP dataset</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>[17]</td>
<td>0.453</td>
<td>0.243</td>
<td>0.416</td>
<td>All prompts</td>
<td>Word embedding model</td>
</tr>
<tr>
<td>[14]</td>
<td>0.563</td>
<td>0.551</td>
<td>0.531</td>
<td>Prompt-2</td>
<td></td>
</tr>
<tr>
<td>[6]</td>
<td>0.402</td>
<td>0.256</td>
<td>0.402</td>
<td>All prompts</td>
<td></td>
</tr>
<tr>
<td>[1]</td>
<td>0.600</td>
<td>0.570</td>
<td>0.583</td>
<td>Prompt-2</td>
<td></td>
</tr>
<tr>
<td>[4]</td>
<td>0.617</td>
<td>0.623</td>
<td>0.630</td>
<td>Prompt-2</td>
<td></td>
</tr>
<tr>
<td>Sent-LSTM model</td>
<td>0.691</td>
<td>0.677</td>
<td>0.679</td>
<td>Prompt-2</td>
<td>Sentence embedding model</td>
</tr>
<tr>
<td>Sent-LSTM model</td>
<td>0.672</td>
<td>0.66</td>
<td>0.673</td>
<td>OS-data set</td>
<td>Sentence embedding model</td>
</tr>
</tbody>
</table>

V. CONCLUSION

We introduced a novel approach for an AES system focusing on trait-based assessment. To capture the coherence patterns between sentences in an essay, the model employed a preprocessing step where each sentence was embedded individually. This sequence-to-sequence approach allows the model to capture the overall coherence and flow of ideas within the essay. The embedded sentences were then fed into a recurrent neural network, specifically an LSTM, for training.

In our study, we compared our Sentence Embedding-LSTM model with baseline models commonly used in AES. The results showed that our proposed model performed well and outperformed the other baseline models in terms of its ability to capture coherence. So, our approach successfully addressed the challenge of maintaining coherence in the generated essays.

Leveraging sentence embedding and training on recurrent neural networks model demonstrated its effectiveness in capturing the overall organization and coherence of the essays. However, our approach has the potential to provide more reliable and accurate automated scoring while preserving the coherence of the generated texts.

In the future, we will implement a system to provide all traits like grammar and sentence organization and provide the students Qualitative feedback in text format. And we also improve model performance.
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Abstract—Missing data pose a big challenge in the field of wastewater treatment, representing a frequent issue in data quality that can result in misleading analyses and compromised decision-making accuracy. The initial step in data preprocessing involves the estimation and handling of missing values. The primary aim to conduct a comprehensive examination of the existing research concerning missing value imputation in wastewater treatment plants (WWTPs). The focus is specifically on identifying and outlining various imputation techniques employed in this field, while paying close attention to their respective strengths and limitations. To ensure a methodical approach, this study adopts the systematic literature review (SLR) using Kitchenham’s guidelines. In order to gather relevant and up-to-date papers, the research leverages the scientific database "Scopus" to retrieve and analyze all pertinent papers during the search process. By doing so, this research aims to contribute valuable insights into the different strategies used for imputing missing values in WWTPs and to shed light on their practical implications and potential drawbacks. Form 599, a total of 16 research papers were selected to assess the review questions. Finally, several recommendations were given to address the limitations identified in the reviewed studies and to contribute to more accurate and reliable data analysis and decision-making in the wastewater treatment domain.
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I. INTRODUCTION

The presence of missing values presents a notable obstacle to ensuring the data quality of WWTPs datasets. Despite the presence of well-designed data collection systems in many treatment plants, the attention given to data quality is often inadequate [1].

This problem affects the performance of data analytics, leading to increased bias and decreased accuracy. The presence of missing values can be attributed to various factors, such as events causing measurement failures, holidays, and shifts with less experienced personnel [2]. As a result, gaps or discontinuities arise in the data records, severely hindering the modeling and identification of the process [3].

According to Rubin's [4], missing values can be classified into three main mechanisms, presented below:

- “Missing completely at random” (MCAR): The absence of data has no correlation on the missing data itself.
- “Missing at random” (MAR): Missing values that exhibit a relationship with the observed values.
- “Missing not at random” (MNAR): It applies when neither of the previous mechanisms is valid, and the missing values are typically associated with unobserved predictors or the missing value itself [5].

Over the past, researchers have shown considerable interest in that type of problem. Common approaches for handling missing data include deletion and imputation. Imputing missing data is a crucial step as any data analysis with incomplete datasets would yield invalid conclusions. Ignoring this step can result in biased estimations [6] - [7]. While missing data imputation is a well-established technique in data analysis, its application in the context of WWTPs remains relatively unexplored. Existing literature on WWTPs often overlooks or inadequately addresses the critical issue of missing data imputation. Consequently, there is an urgent need to systematically review and evaluate the available missing data imputation methods specifically for WWTP datasets.

There exists an urgent requirement for a dependable and efficient approach to substitute missing data, as this is crucial for accurately assessing the variability of plant influent data. By doing so, more precise design proposals and performance evaluation reports can be generated; leading to improved decision-making processes in wastewater treatment plants [2].

This paper aims to analyse the techniques employed for imputing missing data in WWTPs and review the available methods through imputation. The following sections will present a concise overview of the relevant literature and the quantity of research studies that concentrate on imputing missing data in WWTPs.

In this paper, Section I offers an introduction, Section II outlines the research methodology, and Section III discusses the research findings. A discussion of the results is provided in Section IV, while Section V concludes the article.
II. RESEARCH AND REVIEW METHOD

In this section, the methodology used is this paper is Kitchenham’ method as presented below:

A. Planning the Review

In this section, the review methodology essential for conducting the systematic literature review (SLR). This entails formulating research questions aligned with the primary objective of the review, devising a robust search strategy, and crafting a comprehensive review protocol. Each of these aspects plays a critical role in ensuring the rigor and effectiveness of the SLR process.

1) Research questions: The primary objective of this review is to examine the current literature concerning imputation methods used in the wastewater field. The specific research questions (RQs) are outlined below:
   - a) What are the existing methods applied in wastewater treatment plants?
   - b) How effective are the existing methods in handling missing data challenges?
   - c) What are the limitations of those techniques applied specifically in the context of wastewater treatment plants?

These RQs serve as the guiding framework for this study and facilitate a systematic and thorough analysis of the relevant literature. RQ1 identifies and documents the various techniques used in the context of wastewater treatment plants to handle and optimize missing data imputation. RQ2 focuses on assessing the effectiveness of these existing methods in effectively addressing the challenges posed by missing data in wastewater treatment plants. Lastly, RQ3 aims to analyze the limitations of different missing data imputation techniques specifically within the context of wastewater treatment plants.

2) Search strategy: The Scopus database was chosen because of the wide range of academic literature from a variety of fields, including engineering and environmental sciences. It provides a huge selection of peer-reviewed journals, conference papers, and other pertinent literature. The search string used to retrieve articles from the scientific database is described as follows: (“Imputation” OR “missing value”) AND (“Wastewater” OR “WWTP” OR “WATER”).

3) Inclusion and exclusion criteria: The inclusion and exclusion criteria are illustrated in Table I. By applying these criteria, the aim was to identify and focus on the most pertinent studies that align with the research objectives and ensure the inclusion of high-quality and relevant sources in the final analysis.

4) Quality criteria: The primary objective of this section is to check that primary studies contain adequate information to address the research questions. Each criterion is labeled as ‘QAC,’ which stands for Quality Assessment Criteria. These criteria serve as a means to assess the quality and relevance of each primary study, ensuring that they provide sufficient insights to effectively answer the research questions.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Responding score</th>
<th>Total score</th>
</tr>
</thead>
<tbody>
<tr>
<td>QAC01</td>
<td>0, 0.5, 1</td>
<td>16 studies (100%)</td>
</tr>
<tr>
<td>QAC02</td>
<td>0, 0.5, 1</td>
<td>12 studies (75%)</td>
</tr>
<tr>
<td>QAC03</td>
<td>0, 0.5, 1</td>
<td>13 studies (81.25%)</td>
</tr>
<tr>
<td>QAC04</td>
<td>0, 0.5, 1</td>
<td>9 studies (50%)</td>
</tr>
</tbody>
</table>

Hey! The completing the quality assessment for each primary study, it was observed that the total score of the selected studies exceeded 50% for each QAC, as presented in Table II.

These QACs play a vital role in assessing the quality of the selected articles, enabling the determination of their overall quality and suitability for the systematic review.

The quality of studies is assessed through the following evaluation questions:

- **QAC.1** Does the paper use missing data imputation methods for the wastewater domain?
- **QAC.2** Were the key parameters containing missing values mentioned clearly in the paper?
- **QAC.3** Did the researchers explain the performance measurements used?
- **QAC.4** Does the paper cover limitations of the proposed method?

Apart from evaluating the inclusion and exclusion criteria, a thorough examination of each primary study was conducted, employing specific QAC questions [8]. In the evaluation process, each primary study was assigned a score between 0 and 1. A score of 1 indicated that the study fully addressed the QAC question, while a score of 0.5 denoted a partial answer. On the other hand, if the study failed to address the QAC question, a score of 0 was given. The cumulative score for each study was then calculated by summing the scores for all the QAC questions.

Upon completing the quality assessment for each primary study, it was observed that the total score of the selected studies exceeded 50% for each QAC, as presented in Table II.

This finding suggests that the primary studies included in the review contain substantial and relevant information.
B. Conducting the Review

The search was conducted on April 1st, 2023, without imposing any date or language restrictions. The article selection process involved applying the specified search string, resulting in 599 initial papers. From these papers, relevant information was exported to a spreadsheet, then, the search results were filtered by removing the duplicates articles and those with no abstract available, which left 593 papers. The remaining papers were subjected to a manual review of their titles and abstracts, leading to a selection of 61 papers retrieved from the water quality field, surrounding wastewater treatment. The subsequent step involved referring to and reading the full-text articles in a meticulous manner. During this process, five articles were excluded due to the unavailability of their full text. Then, after analyzing all the papers and organizing the evidence specifically related to wastewater treatment, it was determined that only 16 articles were deemed relevant and shortlisted. As a result, 16 articles successfully met the research questions and satisfied all the inclusion and quality assessment criteria outlined. The paper selection procedures are succinctly summarized in Fig. 1.

III. Findings

This section presents and analyzes the results obtained from the literature review. Findings are divided into three subsections, with the first one showcasing the various methods used. The second subsection discusses the effectiveness of these existing methods. Finally, the third subsection explores the strengths and limitations of the different methods.

A. The Identified Methods

This subsection primarily focuses on RQ1, which aims to identify the existing methods. A concise overview of the techniques employed to handle missing values in WWTPs is presented in this subsection. Fig. 2 illustrates the publication trend over time in this specific research area.

In their study, Huo et al. [9] the Two-directional Exponential Smoothing (TES) method to impute missing data in a WWTP. In another study in 2010, they applied also the TES and TESWN (Two-directional Exponential Smoothing with Nearest Observations). The TES method involves generating a hypothetical complete data set using the average of nearest observations (ANO) method. It then forecasts the missing values using an exponential smoothing algorithm in both the forward direction (Forward ES) and the backward direction (Backward ES). The missing data points' replacement values are obtained by averaging the estimates derived from both the forward and backward exponential smoothing forecasts. The TESWN method shares similarities with the TES approach but includes a white noise term to handle random effects observed in the data, which might not be adequately addressed by the autocorrelation function [10].

Zhang et al. [11] choose the self-organizing map (SOM) model to impute the missing data by training the model using available data and then presenting the depleted vector to the SOM to identify its best matching unit (BMU). The missing variable values are acquired by referring to their respective values in the BMU.

In the study conducted by Villez et al. [12], the imputation of missing values was carried out through a backward calculation based on scores obtained from the inverse Principal Component Analysis (PCA). The scores were
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estimated using the single component-projection method [13]. Negative estimates for concentrations were rectified by adjusting them to zero. After this adjustment, any remaining missing variables were subsequently re-estimated using the same methodology.

Borzooei et al. [14] investigates the application of the Cubic Hermite interpolation method for filling in missing values within data. This method is particularly suitable for datasets characterized by rapid and non-linear changes. It employs a third-degree polynomial function to approximate the missing value based on the surrounding data points. To use this method effectively, the data must exhibit continuity, and the function must be differentiable over the relevant interval.

Furthermore, a minimum requirement of having at least two adjacent points to the missing value is necessary for performing the interpolation.

De Mulder et al. [15] employed various filling algorithms to address missing data gaps. These algorithms included interpolation, the utilization of daily average values, and the incorporation of values from the previous day, correlation-based approaches, and the application of the influent model.

Azizoğlu et al. [16] conducted a study, employing six distinct machine learning algorithms, including Linear Regression (LR), Support Vector Machines (SVM), K-Nearest Neighbors (KNN), Random Forest (RF), Decision Tree (DT), and Adaboost, to estimate missing pH data in two distinct datasets.

Phung et al. [17] utilized the multiple imputation procedure to handle missing values. Instead of assigning a single value to each missing data point, they employed Rubin's [4] multiple imputation approach, which replaces each missing value with a set of plausible values. Afterwards, these imputed datasets were analyzed using standard procedures designed for complete data, and the results obtained from these analyses were combined. The process of combining results from different imputed datasets remained consistent, regardless of the specific complete-data analysis method used.

Pascual-Pañach et al. [18] explores the utilization of the Case-Based Reasoning (CBR) approach for online imputation of missing values. This approach addresses the data imputation problem by leveraging past solutions to analogous problems. By employing the Case-Based Reasoning (CBR) principle in data imputation, values from similar historical scenarios are leveraged to replace incorrect or missing values. To improve the effectiveness of the data imputation process, optimal case feature weights are determined using genetic algorithms (GA). The proposed methodology is validated using real data obtained from an operational WWTP process.

Xiao et al. [19] suggested the implementation of Auto-associative Neural Networks (ANN) along with a recursive minimization strategy to address missing values in fault diagnosis for wastewater processes. The ANN is trained using available data to capture the inherent patterns and interrelationships among the variables. Meanwhile, the recursive minimization strategy is employed to iteratively update the missing values based on the learned patterns until convergence is achieved.

Ba-Alawi et al. [20] employed R2AU-Net, an automated data reconciliation and imputation approach tailored to handle missing and faulty data in the membrane bioreactor (MBR) process. This method used a recurrent residual convolutional neural network (CNN) with an attention gate (AG) connection to effectively impute consecutive missing data and reconcile faulty sensors in the MBR process. During training, the model employs backpropagation with the Adam optimizer and mean squared error (MSE) as the activation function. The input and output sizes are set to 18, corresponding to the number of studied sensors. To enhance performance and training speed, the R2AU-Net model incorporates batch normalization (BN) in each R2CL block. The training process is carried out using the Keras library and TensorFlow backend, with 370 epochs and a batch size of 24.

In their research article, Han et al. [21] utilized the univariate imputation method (UIM) in conjunction with the SSD method and SVR model. The UIM decomposes the time series into seasonal, trend, and remainder components and employs specific imputation methods for each component. The SSD method addresses missing values in the seasonal component by identifying repeating patterns. On the other hand, the SVR model is responsible for imputing missing values in the trend and remainder components. By integrating the imputation results, UIM effectively handles missing values in WWTP time series data.

Safford et al. [22] focuses on the application of the EM-MCMC algorithm for estimating missing values in wastewater qPCR data. The proposed method involves a systematic process that begins with the initialization of hyperparameters. Subsequently, Monte Carlo samples of the latent parameters are generated using the Markov Chain Monte Carlo (MCMC) technique. Finally, the maximum likelihood estimates of the hyperparameters are computed based on the sampled latent parameters.

Yan et al. [23] used the Non-Linear Decreasing Inertia Weight Particle Swarm algorithm (NLDIWPSO) based optimal Support Vector Regression (SVR) approach to impute missing values. For abnormal values and missing values with a non-continuous distribution over time, they used the average of non-abnormal data for a period of three days before and after to fill the gaps. Conversely, for abnormal values and missing values with a continuous distribution over time, the NLDIWPSO-based optimal SVR method was employed for forecasting purposes.

Oliveira-Esquerre et al. [24] used linear interpolation for estimating missing values, citing its simplicity [24]. This method was applied with the constraint that it was only employed for a maximum of two consecutive missing values.

In summary, various methodologies have been employed to handle missing data in WWTP studies and there is no imputation technique consistently outperforms every other. The Table III below summaries the missing data imputation methods with their used respective key parameter in a WWTP.
### TABLE III. Missing Data Imputation Methods, Key Parameters, and Relevant Studies

<table>
<thead>
<tr>
<th>Missing Data imputation method</th>
<th>Parameter</th>
<th>Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>R2AU-Net</td>
<td>pH, Dissolved oxygen (DO)</td>
<td>[20]</td>
</tr>
<tr>
<td>Univariate Imputation Method (UIM) (SSD method &amp; SVR model)</td>
<td>pH, SS, BOD, NH4</td>
<td>[21]</td>
</tr>
<tr>
<td>Linear regression (LR) K-Nearest Neighbors (KNN) Random Forest (RF) Adaboost Decision Tree (DT) Support Vector Machines (SVM)</td>
<td>pH</td>
<td>[16]</td>
</tr>
<tr>
<td>Coupling the Expectation Maximization (EM) algorithm with the Markov Chain Monte Carlo (MCMC) method (EM-MCMC)</td>
<td>- N1 - N2 - PMMoV concentrations</td>
<td>[22]</td>
</tr>
<tr>
<td>Case-Based Reasoning (CBR) approach</td>
<td>real data from a WWTP</td>
<td>[18]</td>
</tr>
<tr>
<td>Cubic Hermite interpolation method</td>
<td>COD, N-NH4, TSS, T°, Influent flow rate (Qin)</td>
<td>[14]</td>
</tr>
<tr>
<td>Interpolation Correlation Daily average Day before Influent model</td>
<td>COD, NH4</td>
<td>[15]</td>
</tr>
<tr>
<td>Auto-associative neural network (ANN) with a recursive minimization strategy</td>
<td>Atenolol, Codeine, Caffeine, Hydrochlorothiazide, Acesulfame, Salicylic Acid, Carbamazepine, Naproksen</td>
<td>[19]</td>
</tr>
<tr>
<td>Multiple imputation (MI)</td>
<td>Ammonia-nitrogen, Soluble reactive phosphorus (SRP), SS, COD, BOD5</td>
<td>[17]</td>
</tr>
<tr>
<td>SOM</td>
<td></td>
<td>[11]</td>
</tr>
<tr>
<td>TES and TESWN</td>
<td>TSS</td>
<td>[10]</td>
</tr>
<tr>
<td>Kohonen self-organizing map (KSOM), unsupervised neural networks</td>
<td>flow rate, Influent BOD, and TSS, WAS rate, mixed liquor suspended solids MLSS, return activated sludge mixed liquor suspended solids, stirred sludge volume index SSVI, sludge age, food to microorganism’s ratio F/M, effluent flow, BOD, COD and TSS.</td>
<td>[3]</td>
</tr>
<tr>
<td>PCA projection method</td>
<td>nitrogen species</td>
<td>[12]</td>
</tr>
<tr>
<td>Two-directional exponential smoothing (TES)</td>
<td>BOD5, TSS, NH4-N</td>
<td>[9]</td>
</tr>
</tbody>
</table>
B. The Challenges

Existing methods have varying degrees of effectiveness in handling missing data challenges. Ba-Alawi et al. [20] found that the R2AU-Net model exhibited the highest imputation performance for missing data, even when the missing interval increased to 50%. It outperformed conventional methods like PCA and DPCA, as well as neural methods like AE and VAE, with the lowest Mean Absolute Error (MAE) value of 0.31 mg/L. Consequently, the R2AU-Net missing data imputation approach is regarded as highly effective in tackling missing data issues. Additionally, the paper explores the use of the PCA projection method to estimate missing data in the SHARON process. Villez et al. [12] showed that the estimation of missing data related to nitrogen species enhances the performance of a dynamic PCA model. However, despite this improvement, the impact of data gaps remains significant, as the undetected failure ratio nearly doubles when no estimates are employed.

Therefore, while PCA can be helpful in handling missing data challenges, it may not completely solve the problem.

According to the experimental results presented by Han et al. [21], the UIM method, as proposed in the study, proves to be effective in imputing missing data in WWTP time series compared to the other seven competitors examined. In the testing phase, UIM underwent evaluation using six distinct WWTP time series, and the outcomes demonstrated that it strikes a well-balanced trade-off between imputation accuracy and processing time. Notably, UIM and NA.linear exhibit remarkable performance concerning Root Mean Squared Error (RMSE) when confronted with significant intervals of missing data. Moreover, the proposed UIM exhibits the capability to handle a maximum missing ratio of 45%.

Based on Azizoğlu & Ünsal's study in 2022 [16], machine learning algorithms proved to be highly effective in predicting missing pH data. The performance was evaluated using the MAE, mean squared error (MSE), and RMSE as metrics. The results indicated that the SVM (Support Vector Machine) algorithm outperformed other algorithms in all three-performance metrics for both datasets. Consequently, the method of imputing missing data using machine learning algorithms was found to be a successful approach in addressing issues related to missing data.

Pascual-Pañach et al. [18] findings, the performance of the proposed methodology of using a Case-Based Reasoning (CBR) approach was improved by obtaining optimal case feature weights using genetic algorithms (GA). In comparison to non-calibrated CBR imputation systems, the technique was deemed highly effective, as the RMSE of the estimation using weighted features was nearly 40% lower than the non-weighted estimation when employing temporal CBR (TCBR). Moreover, the TCBR approach exhibited even better performance, with an RMSE approximately 60% lower than the calibrated CBR approach.

Yan et al. [23] assessed the performance of the NLDIW-PSO based optimal SVR machine learning model for imputing missing data using the coefficient of determination and Pearson's correlation coefficient. They found that this method achieved the highest prediction accuracy when compared to other data-driven models. Furthermore, the experimental results highlighted several advantages of the proposed model, including enhanced stability and time efficiency compared to traditional data-driven models like BP ANN, Bayesian network model, and Decision Tree model. Consequently, the NLDIW-PSO algorithm demonstrated strong performance in imputing missing data.

According to De Mulder et al. [15], the reliability of different missing data imputation methods was tested for different types of data. The results showed that using the influent model to fill gaps in the data yielded the highest reliability, while linear interpolation was also effective for smaller gaps in the data. However, all filling algorithms seem to do what they were designed for in a satisfying way, and the choice of method may depend on the specific dataset and the purpose of the analysis.

Xiao et al. [19] demonstrated the effectiveness of the current auto-associative neural network (ANN) with a recursive minimization strategy in handling missing data, as well as overcoming the Gaussian assumptions of traditional multivariate statistics models. Through simulation studies, the proposed method showcased good performance, even in scenarios with significant amounts of missing data in both the BSM1 simulation platform and real WWTP datasets.

Zhang et al. [11] concluded that the self-organizing map (SOM) model was an accurate and effective method for predicting missing values and replacing outliers in the integrated constructed wetland (ICW) data set. The SOM model demonstrated resilience to missing values and effectively processed incomplete data sets, resulting in accurate predictions. For ammonia-nitrogen, SRP, COD, SS, and BOD, the proportions of missing values and outliers were approximately 4%, 3%, 41%, 54%, and 61%, respectively. According to Rustum & Adeloye [3], the Kohonen self-organizing map (KSOM) proves to be a valuable tool for

---

**Table: Data Features**

- BOD
- COD
- COL color
- COND conductivity
- NAM inlet ammonia concentration
- NN inlet nitrate concentration
- pH
- PAP paper production
- PULP pulp production
- RF rainfall
- T°
- TSS

---
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imputing missing values and handling outliers in high-dimensional datasets. The results demonstrate that the KSOM outperforms univariate prediction models based on linear regression and backpropagation ANN. Among the three approaches, the linear regression model displayed the least performance. Evaluation of the KSOM’s performance using mean square error (MSE) and average absolute error (AAE) as parameters revealed that the KSOM achieved lower MSE and AAE values compared to regression and ANN. Additionally, a notable advantage of the KSOM is that the same map can be used to predict any missing value in any variable.

Huo et al. [10] showed that the TES and TESWN methods proposed in the article are effective in handling missing data challenges. The TES method is ideal when the objective is to minimize the average error linked to missing values, whereas the TESWN method is more suitable for quantifying the level of uncertainty associated with the missing values. ANO and AVE were utilized as benchmarks to compare the performance of the TES and TESWN methods. In their study, Huo et al. [9] pointed out that several commonly used methods for estimating missing values rely on the assumption of MCAR (missing completely at random), which is not applicable in their data due to the presence of a regular pattern of missing data. To address this challenge, the TES method is presented as a potential solution. The authors employed performance parameters such as R2, RMSE, and Mean Absolute Percent Error (MAPE) to assess the effectiveness of the time series models they developed.

C. Limitations

The UIM method proposed in the study can handle missing data up to a maximum ratio of 45%. However, when the missing ratio exceeds 45%, the UIM method may not generate an appropriate result [21].

According to Azizoğlu & Ünsal's [16], linear regression (LR) assumes a linear relationship between the variables and may not work well with non-linear data. K-Nearest Neighbors (KNN) is sensitive to the choice of k value and may not work well with high-dimensional data. Random Forest (RF) and Adaboost may overfit the data if the number of trees is too high. Decision Tree (DT) may suffer from overfitting and instability if the tree is too deep or complex. Support Vector Machines (SVM) can be computationally expensive for large datasets and may not work well with imbalanced data.

For Safford et al. [22], the EM-MCMC method encounters limitations in terms of incomplete comparisons due to sampling zones being added over time, and the need for further testing of the effect of different data groupings on model performance.

The Cubic Hermite interpolation method assumes that the data is smooth and continuous [14]. This technique may not be effective for datasets with a significant number of missing values. It also may not be suitable for datasets with irregular time intervals between observations. The Cubic Hermite interpolation may introduce errors when dealing with data containing outliers or extreme values [14].

Per the findings of De Mulder et al. [15], interpolation operates under the assumption of a linear relationship between missing data and the surrounding data points. Correlation-based approaches, on the other hand, rely on the presence of a correlation that may not be existent. Daily average estimation may fall short in capturing the full variability of the data, leading to potential biases. Likewise, relying on the previous day's data assumes a level of similarity that may not always be valid. Finally, the use of influent models requires a deep understanding of the underlying system and its intricacies.

Phung et al. [17] found that the fault diagnosis performance using estimated values by the auto-associative neural network (ANN) with a recursive minimization strategy would notably decrease when the percentage of missing values surpasses around 30%. However, if the missing values are not predominant across most variables for each sample simultaneously, the acceptable limit for the percentage of missingness could be slightly higher.

Zhang et al. [11] asserted that the self-organizing map (SOM) method requires a large amount of data to be effective. In a similar vein, Rustum & Adeloye in [3] emphasized that the proposed KSOM need a large amount of data to train the KSOM. Additionally, the KSOM exhibits sensitivity to initial conditions and poses challenges in determining the appropriate number of nodes [3]. SOM method may not work well with categorical or binary data, as it is designed for continuous and numeric variables. Also, the accuracy of the imputed values depends on the quality of the training data and the relationships between variables [25]. It is also proved that the KSOM is not suitable for predicting extreme values that are outside the range of the training data [3].

According to Huo et al. [10], they observed that the TES and TESWN methods depend on time series models, which might not produce satisfactory outcomes when dealing with missing data unrelated to time. Furthermore, the TES method neglects the uncertainty associated with the missing value, resulting in an underestimation of the population variance for both influent data and simulated effluent concentrations. Huo et al. [9] It was stated that the TES method functions based on the assumption that the missing values are missing at random (MAR). Consequently, the accuracy of the imputed values may be influenced by the assumptions made by the method. Additionally, the TES method could erroneously introduce abrupt temporal changes in variables within the data record. In fact, the performance of TES and TESWN methods may be contingent on specific characteristics of the data being imputed, such as the degree of autocorrelation and the presence of outliers [10].

According to the findings of Villez et al. [12], in the missing data imputation technique using PCA, the undetected failure ratio appears to be significantly impacted by the presence of gaps in the data. This ratio nearly doubles when no estimates are employed. This suggests this method may not be able to accurately estimate missing data in all cases, leading to potential limitations in the performance of the model.

In their paper, Oliveira-Esquerre et al. [24] applied linear interpolation to estimate missing values, but they limited it to no more than two consecutive missing values. This indicates that linear interpolation might not be effective for estimating...
missing values when there are more than two consecutive missing values. The original database covered a period of 1427 consecutive days, roughly a four-year daily record. However, the significantly high occurrence of missing values for several variables, particularly for TSS, NAM, and NN variables, poses a substantial issue in the dataset. Missing values are more prevalent than available data for these variables.

IV. DISCUSSION

Findings from this paper reveal that there are only a limited number of articles (16 in total) discussing imputation methods used in WWTPs. This suggests that the literature on this filed is relatively scarce. However, despite the limited number of studies, the findings indicate a diverse range of approaches being explored.

These studies focused on various imputation methods, including the MSF-ARI approach (R2AU-Net) [20], univariate imputation methods (such as the SSD method and SVR model) [21], the SVM algorithm [16], coupling the expectation maximization (EM) algorithm with the Markov Chain Monte Carlo (MCMC) method (EM-MCMC) [22], Case-Based Reasoning (CBR) approach [18], Cubic Hermite interpolation method [14], Non-Linear decreasing inertia weight particle swarm algorithm (NLDW-PSO) based optimal Support Vector Regression (SVR) [23], Daily average, auto-associative neural network (ANN) with a recursive minimization strategy [19], Multiple imputation (MI) [17], Linear interpolation [24], Two-directional exponential smoothing (TES) [9], PCA projection method [12], Kohonen self-organizing map (KSOM) [3], TES and TESWN [10].

The effectiveness of these imputation methods in handling missing data challenges was evaluated based on several criteria, including imputation accuracy, computational efficiency, robustness to different types and patterns of missing data [9][10]. The results varied across the studies, with some methods demonstrating high accuracy in imputing missing values [16][18][23], while others showed limitations in certain aspects [3][11][12][14][22].

Several limitations were identified across the reviewed papers. One common limitation was the lack of generalizability of proposed approaches to different WWTPs with varying configurations and operating conditions. In some cases, the proposed methods required a substantial amount of training data [3][11], which may not be available in all WWTPs. Another limitation was the failure to consider sensor drift, which could impact the accuracy of imputed data. Furthermore, many studies did not compare their proposed methods with other state-of-the-art imputation techniques or evaluate their performance on diverse datasets. The generalizability of findings was often limited by the use of data from a single WWTP or a specific location [3][9][24], raising concerns about the applicability of the proposed methodologies to other systems.

Future research should address these limitations by conducting broader investigations, comparing with existing methods, and exploring the impact of various factors on data imputation in WWTPs to bridge the existing knowledge gaps and ensure the reliable management and analysis of data in this domain.

V. CONCLUSION

In this study, the SLR examine the existing missing data imputation methods used in WWTPs. This SLR is also concerned with aiding researchers working in this field in the decision-making processes and enhancing the performance of WWTPs. This study concentrated on the scientific database Scopus.

The findings from the selected studies reveal a limited number of articles discussing this specific topic with only 16 articles meeting the inclusion criteria. Despite the scarcity of literature, the findings demonstrate a diverse range of approaches being explored in this field.

The studies indicate that these imputation methods have shown promising results in handling missing data in various aspects of WWTPs, including influent data and water quality data. They have been employed to impute missing values for different variables, such as flow, temperature, BOD5, suspended solids, ammonia nitrogen, pH values, and more. The effectiveness of these methods has been evaluated using different evaluation metrics, such as mean squared error (MSE), MAE, and coefficient of determination (R²).

However, it is important to acknowledge some limitations identified in the reviewed studies. These include the lack of generalizability of proposed approaches to different WWTPs with varying configurations and operating conditions, the requirement for a substantial amount of training data which may not be universally available, the failure to consider sensor drift in imputation methods and the need for comparing the proposed methods with other state-of-the-art techniques are also areas that require attention.

Based on these findings, several recommendations can be made. Further investigation is warranted, specifically taking into account the missing mechanisms and rates associated with data gaps in this particular field. Furthermore, researchers should aim to validate and generalize the proposed imputation methods by conducting experiments in multiple WWTPs with diverse characteristics. This will enhance the understanding of their performance and applicability in different settings. Moreover, additional evaluation metrics such as RMSE and MAE should be employed to comprehensively assess the effectiveness of the imputation methods. Comparative studies, benchmarking the proposed methods against other state-of-the-art techniques, would also provide valuable insights into their relative strengths and weaknesses.
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Abstract—Kidney failure is a condition with far-reaching, potentially life-threatening consequences on the human body. Leveraging the power of machine learning and data mining, this research focuses on precise disease prediction to equip decision-makers with critical data-driven insights. The accuracy of classification systems hinges on the dataset's inherent characteristics, prompting the application of feature selection techniques to streamline algorithm models and optimize classification precision. Various classification methodologies, including K-Nearest Neighbor, J48, Artificial Neural Network (ANN), Naive Bayes, and Support Vector Machine, are employed to detect chronic renal disease. A predictive framework is devised, blending ensemble methods with feature selection strategies to forecast chronic kidney disease. Specifically, the predictive model for chronic kidney disease is meticulously constructed through the fusion of an information gain-based feature evaluator and a ranker search mechanism, fortified by the wrapper subset evaluator and the best first algorithm. J48, in tandem with the Info Gain Attribute Evaluator and ranker search system, exhibits a remarkable accuracy rate of 97.77%. The Artificial Neural Network (ANN), coupled with the Wrapper Subset Evaluator and the highly effective Best first search strategy, yields precise results at a rate of 97.78%. Similarly, the Naive Bayes model, when integrated with the Wrapper Subset Evaluator (WSE) and the Best first search engine, demonstrates exceptional performance, achieving an accuracy rate of 97%. Furthermore, the Support Vector Machine algorithm achieves a notable accuracy rate of 97.12% when utilizing the Info Gain Attribute Evaluator. The K-Nearest Neighbor Classiﬁer, in conjunction with the Wrapper Subset Evaluator, emerges as the most accurate among the foundational classiﬁers, boasting an impressive prediction accuracy of 98%. A second model is introduced, incorporating five diverse classiﬁers operating through a voting mechanism to form an ensemble model. Investigative findings highlight the eﬃcacy of the proposed ensemble model, which attains a precision rate of 98.85%, as compared to individual base classiﬁers. This research underscores the potential of combining feature selection and ensemble techniques to signiﬁcantly enhance the precision and accuracy of chronic kidney disease prediction.

Keywords—Kidney; chronic kidney disease; support vector machine; k-nearest neighbors; artiﬁcial neural network; decision tree

I. INTRODUCTION

Large datasets can be mined for significant insights via data mining, which is seen as a necessary stage in the learning process. Its uses are widespread across various industries, including business, healthcare, education, science, government, etc. Data mining is frequently used in the medical sector to forecast diseases [1]. Developing efficient approaches for illness analysis, prediction, and detection is central to this critical area of research in the healthcare industry [2, 3]. Applications for data mining are frequently used in patient care systems, health information systems, and healthcare management and they significantly affect the analysis of disease survival [4, 5].

Data mining and classiﬁcation approaches are essential for classifying, identifying, analyzing, and predicting disease datasets in the healthcare domain [6,7]. Medical datasets undergo comprehensive type, meticulous research, precise detection, and informed prediction through various classiﬁcation methodologies. These encompass the sophisticated realm of Artiﬁcial Neural Networks (ANN), the discerning approach of K-Nearest Neighbors (KNN), the probabilistic insight of Naïve Bayes, the strategic branching of Decision Tress (J48, C4.5), the adept maneuvering of Support Vector Machines (SVM) etc.

The feature selection approach is crucial in data mining and machine learning as it plays a vital role in knowledge discovery, pattern identiﬁcation, and statistical sciences [7]. Eliminating pointless attributes from the dataset is the primary goal of feature selection [8]. The reﬁnement of classiﬁer performance accuracy can be achieved by strategically removing speciﬁc details. Wrapper and filter approaches can classify feature selection techniques [9, 10].

Machine learning methods called ensembles combine predictions from various classiﬁers to increase prediction
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accuracy. An essential process for creating extremely accurate prediction models is the ensemble model. Ensemble models, such as random forest, bagging, boosting, stacking, and voting, are commonly employed in machine learning, data mining, and data science.

Chronic renal failure (CRF), another name for chronic kidney disease (CKD), is a severe and developing health problem worldwide. CKD is characterized by a slow decline in kidney function that impairs the functionality of the renal organs [4]. Due to the lack of apparent symptoms in the early stages, the start of renal failure may initially go unreported [6]. However, the effects of renal failure can seriously harm a person's general health and potentially have deadly implications.

According to the Global Burden of Disease Project, chronic kidney disease (CKD) has recently become a rapidly expanding global health concern. According to statistical statistics, the death rate for people with CKD increased significantly by 90% between 1990 and 2013 [7]. Presently, (CKD) stands as the thirteenth most prevalent contributor to mortality on a global scale. Moreover, CKD prominently ranks within the upper echelon of the five leading causes of death worldwide, as substantiated by findings from the esteemed research conducted by Kidney International [8]. According to the National Kidney Foundation, CKD affects around 10% of the world's population and causes millions yearly deaths [11]. The high mortality rates linked to CKD result from a lack of efficient treatments and a poor understanding of renal disease.

In developing nations, some kidney patients sometimes wait until their ailment has advanced before seeking treatment. This pattern helps explain why CKD is becoming more common [8]. However, detecting the illness at an early stage or during its start can decrease or even stop the occurrence of CKD. Early detection and management of kidney illness can be aided by diagnostic procedures such as blood testing, urine tests, kidney scans, and doctor consultations regarding additional symptoms of kidney disease.

By using feature selection strategies to lower the dimensionality of the features and ensemble models, which include various classifiers, this work focuses on evaluating the accuracy of the methods.

The remainder of this study is divided into the following sections: A literature review is presented in Section II, the techniques are described in Section III, the experimental test findings are shown in Section IV with a discussion that follows and the research is concluded in Section V.

II. LITERATURE REVIEW

Classification methodologies, the process of selecting relevant features, and the utilization of ensemble approaches stand as foundational pillars within the realms of machine learning and data analysis. Several research endeavors have been undertaken to employ these methodologies to classify disease datasets within the medical domain, and these endeavors have been extensively examined in the discipline. Numerous research studies have shown promising classification accuracy when using feature selection approaches, ensemble models, data mining and machine learning techniques to analyze medical datasets.

A study on the diagnosis of chronic renal illness using Support Vector Machines (SVM) and efficient feature selection techniques was carried out by Polat et al. [6]. To reduce dimensionality, they employed both wrapper and filter feature selection approaches. The study revealed that using Support Vector Machines (SVM) without feature selection led to an impressive accuracy of 97.75% in their analysis. By integrating SVM with a classifier subset evaluator and applying a greedy stepwise technique, the accuracy was enhanced to 98%. Similarly, utilizing Support Vector Machines (SVM) with a wrapper subset evaluator and leveraging a best-first search technique resulted in an elevated accuracy of 98.25%. Correspondingly, merging Support Vector Machines (SVM) with a classifier subset evaluator and applying a greedy stepwise method yielded an accuracy rate of 98.25%. Lastly, employing the best-first search strategy alongside SVM using the filter subset evaluator achieved the highest accuracy rate of 98.5%.

To predict cardiac disease, Bashir et al. [12] suggested an ensemble classifier based on a majority vote framework. The ensemble model was built using Nave Bayes, decision trees based on Gini Index and information Gain, memory-based learners, and Support Vector Machine (SVM), five heterogeneous classifiers. Their MV5 framework obtained an accuracy of 88.5% through trials utilizing stratified cross-validation, with a sensitivity of 86.96%, specificity of 90.83%, and an F-Measure of 88.85. The ensemble model's average accuracy increased compared to the individual base classifiers. The suggested method involved producing personal classifier judgments, successfully integrated to create the new combined model.

Bashir et al. [13] presented the HMV framework for medical decision support, which employs a multi-layer classifier for disease prediction. Their strategy focuses on assembling diverse classifiers into an ensemble model most effectively. Within their system's framework, an array of discerning classifiers is harnessed, including but not limited to Naive Bayes, Linear Regression, Quadratic Discriminant Analysis, K-Nearest Neighbors (KNN), Support Vector Machine (SVM), as well as Decision Trees meticulously constructed using both the Gini Index and the Information Gain criterion. Their HMV ensemble framework outperformed other prediction models in experiments, according to the results. The three components of the HMV framework are data collection and preprocessing, predicting unidentified class labels for test instances, and assessing the suggested HMV ensemble model. They attained the maximum disease categorization and prediction accuracy level using the HMV ensemble model on the chosen dataset.

Data mining techniques were used in a study by Khajehali et al. [14] to uncover parameters impacting pneumonia patients. They suggested a modeling strategy that included ensemble approaches for feature selection and classification with preprocessing, dimensionality reduction and unstructured data classification. They used the Bayesian Boosting method to build a model that identifies variables related to patient length of stay (LOS) in the hospital. The design of their
investigation included various preprocessing stages. SVM and ensemble approach like AdaBoost, Vote, Stacking, and Bayesian Boosting were used in the modelling process. Using a 10-fold cross-validation procedure, Bayesian Boosting, one of these classifier algorithms, was used for data analysis. Ten subsets were created from the dataset, with the training subset being chosen iteratively ten times. The training ensembles encompassed a comprehensive selection, incorporating nine available ten subsets. The findings demonstrated the efficiency of the Bayesian Boosting ensemble technique in forecasting pneumonia disease and anticipating length of stay, with a greater accuracy of 97.17%.

Pritom et al. [15] conducted an extensive investigation into the forecasting of breast cancer recurrence, leveraging a suite of sophisticated classification algorithms, including SVM, Decision Trees, Naive Bayes, and the venerable C4.5 method. Through the use of efficient feature selection techniques, they hoped to increase the accuracy of each classifier. They employed the Info Gain characteristic with a ranker search engine as one such technique. The effectiveness of recurrence prediction was assessed by applying these algorithms on the Weka tool. Upon the unaltered dataset, void of any feature selection, the results unveiled a landscape where SVM distinguished itself with a remarkable precision of 75.75%. Meanwhile, the J48 secured an impressive 73.73% accuracy, while the Naive Bayes classifier demonstrated notable proficiency, attaining a respectable accuracy of 67.17%. However, after properly implementing feature selection, SVM, C4.5, and Nave Bayes showed improvements of 1.52%, 2.52%, and 9.09%, respectively. This compelling evidence underscores feature selection’s remarkable efficacy in elevating the classifiers' accuracy, validating its pivotal role in enhancing performance.

Dulhare et al. [7] constructed classification models to predict and categorize individuals with chronic kidney disease (CKD) using feature selection and the naive Bayes classifier. They used a feature selection technique known as the one R attribute selector to extract useful rules. The model’s classification accuracy was evaluated using the best first search engine and the wrapper subset evaluator. Upon assimilating these methodologies into the Weka tool, the Naive Bayes classifier achieved a notable accuracy of 97.5%, accentuating the profound impact of their integration. This indicates how well the feature selection and classification strategy correctly identifies patients with and without CKD.

Artificial intelligence (AI) and deep learning have revolutionized various industries, including agriculture [16–23], education [24, 25], finance [26], healthcare [27–29] and other domains [30, 31]. In the field of healthcare, AI has shown tremendous promise in improving patient outcomes, enhancing diagnostics, and streamlining healthcare processes. With the ability to analyze vast amounts of data and identify complex patterns, AI-powered systems have opened new frontiers for early disease detection, personalized treatment plans [32], and overall healthcare efficiency. In healthcare, one of the areas where AI and deep learning have made significant advancements is in the early detection of diseases, including cancer [33]. Detecting cancer at an early stage is crucial for improving treatment success and patient survival rates. Kidney cancer, for example, often presents with few symptoms in its early stages, making early detection challenging. However, deep learning algorithms have proven to be effective in analyzing medical imaging data, such as CT scans and MRI images, to detect kidney tumors at their nascent stages [34].

III. DIFFERENT TECHNIQUES EMPLOYED IN THE REALM OF CKD

A. Artificial Neural Network (ANN)

The functioning of natural neurons served as the inspiration for artificial neural network (ANN), often known as a "neural network," which is widely used in practical applications. With changeable weights assigned to each link, it consists of interconnected nodes of artificial neurons, allowing for changes in their spatial layout during information transmission [4]. Being a learning algorithm, ANN can change its structure as it learns by taking in information from its internal and external environments [6]. The network has several layers for message propagation, including an input layer, hidden layers, and an output layer. One or more levels with different numbers of nodes may be included in the hidden layers. These layers are connected, and each node is tied to a certain weight. With ANN, input data is sent to the network to generate predictions while the network learns under supervision. A perceptron, which is the main working component of ANN, may divide datasets into two types. A perceptron is made up of a single node with corresponding weights. Its three key components are the connections between nodes, an adder for adding inputs, and activation functions that control the output.

B. K-Nearest Neighbor (KNN)

KNN is a nonparametric supervised learning technique that works well with both linear and nonlinear data [1]. It features a rapid training procedure and works especially well for big datasets. KNN determines the k objects that are closest to the place of interest or by majority voting. The selection of items hinges upon identifying the nearest class object, as determined by the minimal distance between the querying instance and the corresponding training example. According to Boukenze, et al. [4], KNN is the algorithm with the quickest model-building execution time. KNN considers k instances—x1, x2…—to forecast the class of a query Xn. Different distance metrics, such as the Euclidean, Manhattan, Minkowski, and Hamming distances, are used to determine which class is closest. This is how the distance formula is put together.

- Euclidean = \(\sqrt{\sum_{i=1}^{n}(X_i - Y_i)^2}\)
- Manhattan = \(\sum_{i=1}^{n} |X_i - Y_i|\)
- Minkowski = \(\sum_{i=1}^{n} (|X_i - Y_i|^q)^{1/q}\)

C. Decision Tree (J48)

The Weka platform's C4.5 decision tree technique is implemented in Java as a J48 decision tree. It is a development of Ross Quinlan's original ID3 algorithm.
The top-down greedy search method is used by the J48 classification algorithm to build the tree. The final decision tree produced by J48 is made up of sorted branches, where the internal characteristics reflect potential outcomes based on the branching features and the leaf nodes represent the final class results. The separation between information gain and the splitting qualities is the foundation for the tree’s creation. Data disorder and uncertainty are measured using entropy. The formula below can be used to determine the entropy of a random variable given a probability \(p\) and sample \(S\):

\[
\text{Entropy}(S) = \sum_{i=1}^{n} (-p_i \log_2(p_i))
\]

The most informative aspect for choosing the best node in a decision tree is measured according to information gain. It measures the amount of entropy or uncertainty that is reduced due to dividing the data based on a particular attribute. We take into account the values of the attribute as \(v\) and the subset of sample \(S\) that corresponds to each value to determine the information gain for a given attribute \(A\) about a sample \(S\). Following are the steps for computing the information gain:

\[
\text{Gain}(S, A) = \text{Entropy}(S) - \sum_{v \in \text{Value}} \left( \frac{|S_v|}{|S|} \times \text{Entropy}(S_v) \right)
\]

D. SVM: Support Vector Machine

One of the quintessential techniques in machine learning, renowned for its prowess in supervised learning, is the Support Vector Machine (SVM) [6]. It is famous for its high-performance abilities in classification, regression, analysis, and prediction tasks on datasets. In the feature space of the training data, SVM creates a distinct hyperplane that divides and categorizes the data points according to their positions about the hyperplane. In data mining, it is frequently used for problems involving regression and classification [1]. When compared to other classification algorithms, SVM, a widely used supervised learning technique, can produce accurate results. SVM strategically endeavors to minimize classification error by optimizing the margin between instances belonging to distinct classes, thereby culminating in an exceptional power. SVM uses the "kernel trick" to determine the separation between a data point and the hyperplane in a modified feature space without explicitly modifying the original features, which is one of its benefits.

E. Simple Bayes

A classification technique that applies the Bayes theorem under the feature independence presumption is known as the Naive Bayes classifier. It is a probabilistic technique that is frequently used in supervised classification issues in practical settings [1]. Naive Bayes has quick learning skills and works well in applications like diagnosis and prediction. The Naive Bayes classification algorithm works well with less training data, making it appropriate for classification jobs where data availability is constrained [35, 36]. Each record is predicted and associated with a particular class using the Naive Bayes classification algorithm, which calculates the likelihood that the record belongs to the target class. The most likely class is the one with the highest likelihood:

\[
P(P/X) = \frac{P(P/X)P(Y)}{P(X)}
\]

IV. APPROACH AND EMPIRICAL FINDINGS

The provided study revolves around two methodologies. The initial approach involves crafting a predictive model through the implementation of several feature curation tactics. The subsequent technique involves establishing a predictive model by harnessing an amalgamation of diverse classifiers.

A. Techniques for Choosing Features

A comprehensive classification model may be created by removing superfluous features from the data set and reducing the dimensionality of the feature. In this study investigators used the ranker search strategy with the Info Gain Attribute Evaluator feature selection technique to find the most relevant features. The Info Attribute Evaluator operates on a distinctive principle, evaluating an attribute’s significance by comparing its information gain with respect to the classes. Moreover, it exhibits remarkable capability in appraising binary numeric attributes, eliminating the need for conventional feature discretization procedures. Moreover, the absent data could be distributed among alternative values based on their averages and commonly appearing values for a definite trait or a numeric feature. Alternatively, it might be considered as a distinct entity. The Attribute Evaluator for Information Gain showcases impressive adaptability, capable of identifying absent data and a range of attribute categories like nominal, temporal, numerical, unary, binary, and vacant minor attributes.

The ranker search technique can be exploited to obtain the rankings of attributes also evaluates each attribute by its specific evaluator in addition to attribute evaluators like information gain and Gini index. It possesses the capability to produce feature prioritization.

In this investigation, a supplementary layer of feature selection was implemented through the synergistic incorporation of a Wrapper Subset Evaluator, seamlessly melded with the precision-driven best first search methodology. This evaluative framework operates by leveraging sophisticated learning pattern to gauge the efficacy of attributes sets, fortified by a meticulous cross-validation process to affirm the soundness of the acquired insights. The detected attributes compass a wide array of characteristics, which consist of text, null nominal, undefined entries, time-related, relational, numeric, individual, paired, and categorical features. Furthermore, its discerning capabilities extend to the identification of attributes within Nominal, Binary, Date and Numeric classes, as well as the nuanced recognition of values within the Missing class domain.

In order to search the space of attribute subsets, first-best search makes use of a greedy hill climbing capacity supplemented with a backtracking capability. The maximum allowed number of consecutive non-improving nodes determines how much backtracking is allowed. The Best first search methodology offers a gamut of strategic pathways for exploration. It may embark upon its journey with an initial attributes set that is void, then propel forward, or alternatively, commence with a comprehensive set and elegantly traverse backward. Furthermore, it possesses the flexibility to initiate from any vantage point, seamlessly navigating in both forward and reverse directions. This dynamic approach encompasses the meticulous consideration of all possible single attribute
augmentation and eliminations at specific junctures and these modalities can be ingeniously combined to forge a tailored exploration strategy.

B. Ensemble Classifiers

The ensemble with the most heterogeneous classifier typically has the highest accuracy rate. Ensemble learning, a technique in the field of machine learning, revolves around creating multiple prediction models and blending their outputs to enhance the overall performance metrics of each algorithm. Employing an ensemble classifier is the optimal approach for rectifying errors that may arise from the underlying primary classifier [13]. In machine learning combination classification, it is currently increasingly usual to use many classifiers rather than just one. The advantage is that we can use two or more powerful categorization algorithms rather than just one. Hence, the resultant model will reach an elevated echelon of effectiveness and sophistication, equipping it to expertly discern and classify samples gathered from the training, cross-fold validation, and thoroughly examined testing datasets.

The ensemble classification model combines a number of classifiers, each of which affects the outcome in a unique way. These methodologies have ushered in a transformative evolution within the training process, molding classifier models that yield diverse categorization outcomes with unparalleled precision [12]. Ensemble methods’ key advantage is that they combine individual classifier rules to provide predictions that are more accurate than those made by those rules alone. To improve prediction accuracy, the ensemble model approach mixes various individual classifiers.

The architecture of the proposed ensemble model is shown in Fig. 1. The proposed system’s general methodology uses data from the UCI machine learning repository. For nominal and numeric variables within the dataset, any instances of missing values are meticulously imputed through the modal and mean values derived from the training data. Concurrent with this, the intricacy of features is finely tuned through the skilled utilization of feature selection methods. After feature reduction, we have the optimum feature subset, and the dataset was trimmed down for the proposed research. The reduced subset dataset consists of a few pertinent features. Following a rigorous process of individual attribute value feature selection, the foundational classifier was enriched with a cadre of prominent base classifiers, comprising K-Nearest Neighbors (KNN), J48 decision trees, Artificial Neural Networks (ANN), Naïve Bayes (NB) and Support Vector Machines (SVM). The data has been split into training and test sets. A training set of data was used to train the base classifier, a testing framework for evaluating and predicting illnesses. To improve the results, create a final forecast after combining the classifier using the ensemble voting method. The models’ effectiveness is evaluated. Before this, the results were evaluated using ROC, F-Measure, recall, accuracy, and precision. The broad suggested system design is demonstrated in Fig. 1.

C. Dataset Exploited

The dataset from the UCI machine learning repository was acquired [11]. The collection contains 400 examples with 24 attribute values and 1 class attribute. These traits are included in the Table I below. The dataset contains 400 samples, 250 of which have CKD and 150 have not. It has the following characteristics: (14 numeric, 11 nominal) 24 + class = 25.

D. Various Performance Indicators Explored

By computing several performance indicators, a confusion matrix is used to gauge a classification algorithm’s accuracy. It displays the classification model’s correct and incorrect predictions with the dataset’s actual values or intended results.

In this study, researchers took into account the predicted classes "CKD" and "not CKD." When predicting if a person has an illness, such as chronic kidney disease (CKD), "CKD" denotes that they have, but "not CKD" denotes that they do not.
Also, investigators in this study employed the following indicators to assess how well our experiment performed using the confusion matrix in Table II.

True Positives (TP): These are cases that were accurately identified as positive, i.e., they had CKD when it was expected that they would.

- True Negative (TN): Instances that were appropriately identified as negative and were both predicted not to have CKD and really do not.

False Positive (FP) cases are those that were incorrectly identified as positive; they were expected to have CKD but didn't actually have it.

False Negatives (FN) are situations that were incorrectly categorized as negative; they were thought to be free of chronic renal disease but actually were.

- Accuracy: This pertains to the inherent ability of a classification algorithm to accurately anticipate and discern the underlying classes inherent within a given dataset. It is a metric that shows how accurately the classifiers assign the examples to the appropriate classes based on their projected class labels.

Accuracy is equal to (TP+TN)/(TP+TN+FP+FN).
In pursuit of enhanced precision in predicting Chronic Kidney Disease (CKD), a meticulous endeavor is made to curtail dataset dimensionality through strategic feature selection approaches. The Info Gain attribute evaluator synergistically combines forces with the ranker search engine, while the WrapperSubsetEval harnesses the prowess of the Best first search engine. By juxtaposing the outcomes against the original dataset, these methodologies ingeniously sculpt a novel dataset boasting reduced dimensions. The culmination of classifier results, with and without the application of feature selection techniques, finds concise summation in the depicted Table III above.

The dataset dimension for each classifier was 20 attributes as a result of the initial feature selection approach, which combined the infoGainAttributeEval evaluator with the ranker search engine. The infoGainAttributeEval evaluator and ranker search engine was then used in a second feature reduction procedure to further reduce the dimensionality, yielding a dataset characterized by 15 attributes per classifier, with the integration of the third feature selection strategy. The Best First search engine with the WrapperSubsetEval evaluator, resulting in a dataset dimension of eight attributes.

Without feature selection, all 25 characteristics were used in the K-nearest neighbour (KNN) classifier. The dataset dimensions for J48, ANN, Naive Bayes, and SVM classifiers were reduced to seven attributes for J48, ANN, and Naive Bayes, and eight attributes for SVM, using the WrapperSubsetEval evaluator with the Best First search engine.

Fig. 2 exhibits the empirical revelations pertaining to each classifier, juxtaposing their performance both in the presence and absence of the feature selection methodology. A comprehensive depiction of the classifiers’ performance metrics, encompassing precision, recall, F-Measure, and accuracy, is meticulously presented within the same figure. In order to assess the CKD and non-CKD cohorts, discerning weighted averages were invoked as a robust analytical framework.

According to Fig. 2 findings, the ANN classifier's CKD prediction accuracy was highest when feature selection was combined with the WrapperSubsetEval and Best First search engines. The top-ranked average figures for precision, recall, F-Measure, and obtained using this method, which chose eight attributes from the original 25. The ANN classifier achieved a prediction accuracy of 97.78% for CKD without feature selection. The accuracy of the KNN classifier dropped to 97.55% when utilizing the InfoGainAttributeEval with ranker feature selection approach, demonstrating that the removal of some attributes had a detrimental effect on accuracy. As opposed to the accuracy of the normal dataset, which was 96.65%, the accuracy increased to 97% with the selection of 20 attributes.

When employing feature selection with InfoGainAttributeEval and ranker, the J48 classifier had the highest respectable accuracy in CKD prediction, as seen by the values in Fig. 3. The J48 classifier attained an accuracy of 97.75% approximately for both 15 and 20 specified attributes. The J48 classifier, on the other hand, showed a lower accuracy of 95.76% when predicting CKD without feature selection. The dataset was reduced to seven attributes using feature selection, WrapperSubsetEval, and the Best First search engine, and the J48 classifier showed a 97.77% accuracy rate compared to using the entire dataset with all 25 attributes; this accuracy rate was more significant.

The KNN classifier’s accuracy rates for predicting CKD differed depending on the feature selection techniques used.

<table>
<thead>
<tr>
<th>Categorization using feature selection techniques with and without</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>KNN absence of feature selection</td>
<td>0.965</td>
<td>0.966</td>
<td>0.965</td>
<td>96.60</td>
</tr>
<tr>
<td>KNN with JofeGainAttributeEval and ranker (chosen 20 Attributes)</td>
<td>0.977</td>
<td>0.971</td>
<td>0.978</td>
<td>97.74</td>
</tr>
<tr>
<td>KNN and Ranker with 15 Attributes)</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
<td>97</td>
</tr>
<tr>
<td>Best first search engine with WranmerSubsetEval (Picked 8 attributes)</td>
<td>0.98</td>
<td>0.98</td>
<td>0.98</td>
<td>98</td>
</tr>
<tr>
<td>J48 absence of feature selection</td>
<td>0.956</td>
<td>0.956</td>
<td>0.957</td>
<td>95.76</td>
</tr>
<tr>
<td>JofeGainAttributeEval using a ranker (20 Attributes chosen)</td>
<td>0.977</td>
<td>0.978</td>
<td>0.977</td>
<td>97.74</td>
</tr>
<tr>
<td>J48 with JofeGajoAttributeEval and ranker (15 Attribute chosen)</td>
<td>0.977</td>
<td>0.978</td>
<td>0.977</td>
<td>97.76</td>
</tr>
<tr>
<td>Best first search engine 48 WrapperSubsetEval (7 attributes chosen)</td>
<td>0.973</td>
<td>0.979</td>
<td>0.978</td>
<td>97.77</td>
</tr>
<tr>
<td>ANN absence of feature selection</td>
<td>0.968</td>
<td>0.968</td>
<td>0.968</td>
<td>96.65</td>
</tr>
<tr>
<td>ANN and ranker with JofeGainAttributeEval (20 Attributes chosen)</td>
<td>0.971</td>
<td>0.97</td>
<td>0.97</td>
<td>97</td>
</tr>
<tr>
<td>ANN and ranker with JofeGainAttributeEval (15 Attribute chosen)</td>
<td>0.976</td>
<td>0.965</td>
<td>0.975</td>
<td>97.55</td>
</tr>
<tr>
<td>Best first search engine with WranmerSubsetEval and ANN (8 attributes chosen)</td>
<td>0.975</td>
<td>0.979</td>
<td>0.976</td>
<td>97.78</td>
</tr>
<tr>
<td>NB absence of feature selection</td>
<td>0.941</td>
<td>0.935</td>
<td>0.936</td>
<td>93.25</td>
</tr>
<tr>
<td>NB and ranker with Attributes chosen)</td>
<td>0.942</td>
<td>0.938</td>
<td>0.938</td>
<td>93.45</td>
</tr>
<tr>
<td>NB and ranker with JofeGainAttributeEval (15 Attributes chosen)</td>
<td>0.956</td>
<td>0.953</td>
<td>0.952</td>
<td>95.12</td>
</tr>
<tr>
<td>Best first search engine with WranmerSubsetEval and NB (9 attributes chosen)</td>
<td>0.971</td>
<td>0.969</td>
<td>0.970</td>
<td>97</td>
</tr>
<tr>
<td>SVM absence of feature selection</td>
<td>0.968</td>
<td>0.969</td>
<td>0.968</td>
<td>96.76</td>
</tr>
<tr>
<td>SVM and ranker with InfoGainAttributeEval 20 Attribute chosen)</td>
<td>0.973</td>
<td>0.938</td>
<td>0.973</td>
<td>97.17</td>
</tr>
<tr>
<td>SVM and ranker with InfoGainAttributeEval, 15 Attributes chosen)</td>
<td>0.978</td>
<td>0.979</td>
<td>0.978</td>
<td>97.69</td>
</tr>
<tr>
<td>Best first search engine SVM with WrapperSubsetEval and SVM (8 attributes chosen)</td>
<td>0.971</td>
<td>0.972</td>
<td>0.973</td>
<td>97.12</td>
</tr>
</tbody>
</table>
The KNN classifier acquired an accuracy rate of 96.60% in CKD prediction without requiring feature selection. The accuracy increased to 97.74% after implementing the InfoGainAttributeEval with a ranker feature selection approach and choosing 20 characteristics. However, when choosing 15 attributes utilizing the InfoGainAttributeEval with a ranker feature selection approach, the accuracy rate dropped to 97%. When dimensionality was reduced using the WrapperSubsetEval with the Best initial search engine feature selection method, the ANN classifier's accuracy rate on the CKD dataset increased. With eight qualities chosen, the accuracy rate was 98%.

The Naive Bayes classifier's accuracy rates for predicting CKD differed depending on the feature selection techniques used. The Naive Bayes classifier attained an accuracy rate of 93.25% in CKD prediction without requiring feature selection. The accuracy increased slightly to 93.45% after applying the InfoGainAttributeEval with a ranker feature selection approach and choosing 20 attributes. The accuracy rate increased to 95.12% while utilizing the InfoGainAttributeEval with a ranker feature selection approach and using 15 points. On the CKD dataset, dimensionality reduction utilizing the WrapperSubsetEval with the Best initial search engine feature selection strategy led to the Naive Bayes classifier's most excellent accuracy rate, 98%.

Table IV. Evaluation of Classifiers Using Ensemble Methods and Feature Selection

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>KNN</td>
<td>0.965</td>
<td>0.966</td>
<td>0.965</td>
<td>96.60</td>
</tr>
<tr>
<td>KNN after FS</td>
<td>0.98</td>
<td>0.98</td>
<td>0.980</td>
<td>98</td>
</tr>
<tr>
<td>J48</td>
<td>0.956</td>
<td>0.956</td>
<td>0.957</td>
<td>95.76</td>
</tr>
<tr>
<td>J4N after FS</td>
<td>0.977</td>
<td>0.979</td>
<td>0.978</td>
<td>97.77</td>
</tr>
<tr>
<td>ANN</td>
<td>0.958</td>
<td>0.968</td>
<td>0.968</td>
<td>96.55</td>
</tr>
<tr>
<td>ANN after FS</td>
<td>0.977</td>
<td>0.979</td>
<td>0.976</td>
<td>97.78</td>
</tr>
<tr>
<td>NR</td>
<td>0.971</td>
<td>0.969</td>
<td>0.936</td>
<td>93.25</td>
</tr>
<tr>
<td>NB after FS</td>
<td>0.968</td>
<td>0.969</td>
<td>0.970</td>
<td>97</td>
</tr>
<tr>
<td>SVM</td>
<td>0.968</td>
<td>0.969</td>
<td>0.968</td>
<td>96.79</td>
</tr>
<tr>
<td>SVM after FS</td>
<td>0.971</td>
<td>0.972</td>
<td>0.973</td>
<td>97.12</td>
</tr>
<tr>
<td>Ensemble model</td>
<td>0.985</td>
<td>0.986</td>
<td>0.985</td>
<td>98.85</td>
</tr>
</tbody>
</table>

Fig. 2. Comparison of feature selection, precision, recall and F-measure of chronic renal illness.

Graphical demonstration with and without feature selection, the precision, recall, and F-measures of chronic renal illness are compared in Fig. 2.

The accuracy increased to the highest rate of 97.17% after implementing the InfoGainAttributeEval with a ranker feature selection approach and choosing 20 characteristics. The accuracy rate amplified to 97.69% when 15 attributes were selected using the InfoGainAttributeEval with ranker feature selection approach. On the CKD dataset, dimensionality reduction utilizing the WrapperSubsetEval with the Best initial search engine feature selection strategy led to the SVM classifier’s most excellent accuracy rate. 8 attributes were chosen, and the accuracy percentage was 97%. This rate, meanwhile, needed to be more accurate with the rate attained with the 20-dimensional dataset.
While evaluating the ensemble classifier model on the CKD dataset, an exhaustive scrutiny of performance metrics was conducted, encompassing accuracy, precision, recall, F-Measure, actual positive rate, and ROC comparisons. These comprehensive assessments were meticulously juxtaposed with the individual classifiers' corresponding outcomes. Impressively, the ensemble model showed a high accuracy rate in CKD prediction.

Performances of classifiers with and without methods for feature selection and assembly are shown in Table IV.

The envisaged ensemble framework outclassed other standalone base classifiers and was combined with most of our suggested feature selection techniques. Various performance metrics were used to compare the ensemble model to heterogeneous base classifiers with and without feature selection. The ensemble model used lower dimensions acquired by feature selection techniques, which helped reduce training time and computing expenses. By cutting costs and execution time, feature selection increased accuracy. Fig. 3 shows that the ensemble model demonstrated the highest accuracy level for the CKD dataset compared to the individual base classifiers. It obtained 98.85% accuracy, 0.985% precision, 0.986% recall, and 0.985% F-Measure rates.

Fig. 3. Demonstrates the accuracy assessment of different classifiers.

Fig. 4 presents an insightful comparative analysis, meticulously evaluating the base classifier's level of correctness, exactness, and ability to retrieve relevant instances, both in the presence and absence of feature selection. Discernible in Fig. 4, the ensemble model decidedly outperformed the other classifiers. A comprehensive comparison of the ensemble’s performance vis-à-vis that of the remaining classifiers for the dataset about chronic renal illness showcased the ensemble’s profound superiority.

Fig. 4. Performance comparison of all the classifiers exploited in this study using a Pareto chart plot.

V. Conclusion

In the pursuit of bolstering classifier precision, the present study diligently harnessed an arsenal of feature selection methodologies and strategically integrated ensemble models within the domain of the CKD dataset. Each classifier was guided by a distinct feature selection evaluator, encompassing the sophisticated InfoGainAttributeEval, the meticulous Ranker search platform, and the astute WrapperSubsetEval feature seamlessly integrated with the proficient Adept Best-First Search mechanism. The strategic application of these techniques was intricately woven into both the ensemble model and the proposed feature selection approach, amplifying the precision of the machine learning classifiers. The performance of K-Nearest Neighbors (KNN), J48, Artificial Neural Networks (ANN), Naïve Bayes (NB), and Support Vector Machine (SVM) classifiers was meticulously juxtaposed across the CKD dataset, and a refined subset crafted through WrapperSubsetEval, featuring the Best First Search Engine and InfoGainAttributeEval as feature selection evaluators. The experimental findings showed that increasing the dataset's dimension decreased the classifiers’ accuracy. In particular, the accuracy of ANN classification using WrapperSubsetEval and the Best First search engine on the condensed dataset was 97.78%, exceeding the accuracy attained using the primary dataset and various approaches to feature selection. Contrasted against the unaltered dataset and alternative feature selection methodologies, the condensed dataset derived through the astute combination of InfoGainAttributeEval and the ranker search engine exhibits a remarkable accuracy pinnacle of 97.77% in the realm of J48 classification. With WrapperSubsetEval and the Best initial search engine, the KNN classification accuracy on the condensed dataset reached 98%, the most fantastic accuracy of any approach. With the help of WrapperSubsetEval and the Best first search engine, Naïve Bayes classification was 97% accurate on the smaller dataset, outperforming the original dataset and other feature selection techniques. In parallel to the accuracy achieved using the initial dataset and various feature selection techniques, the SVM classifier achieved an impressive precision of 97.12% on the improved dataset generated by employing InfoGainAttributeEval in combination with the ranker search engine. These techniques engendered a discernible reduction in the false positive rate, concomitantly fostering an augmentation in the actual positive rate. Furthermore, an encompassing enhancement encompassed performance metrics alternatively, terms like accuracy, sensitivity, harmonic mean of precision and recall, and exact positive ratio. The ensemble techniques proposed demonstrated superior performance in classifying and predicting CKD on the provided dataset, as evidenced by the experimental results of these ensemble methods. On the condensed CKD dataset, the ensemble classification's accuracy exceeded that of the individual base classifiers by 98.85%. Looking to the future, the ensemble techniques we proposed showcased superior performance in classifying and predicting CKD on the provided dataset, as demonstrated by the impressive accuracy rate of 98.85%. In the upcoming research, further exploration of ensemble methods and feature selection techniques can be pursued to enhance CKD prediction models. Additionally, investigating the
generalizability of these techniques to other medical diagnoses and datasets would be a promising direction for future research in the domain of machine learning and healthcare.
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AHP-based Design of a Finger Training Device for Stroke
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Abstract—This study aims to develop a stroke finger training device specifically for office hand scenes which exercises the small muscles of the fingertips and improves the hand strength of stroke patients. The device has a real-time recording function for muscle strength changes during finger muscle training and enhances interaction through the feedback of training device data, thereby improving training effectiveness. This research involves analyzing hand postures and muscle movements in computer office scenes, designing questionnaires to obtain user requirements, and using the Delphi analysis method to screen key indicators and form standards and program layers. The Analytic Hierarchy Process (AHP) evaluates and ranks the core design elements. According to the design elements, the structure and training system design are guided, and a prototype is built for experimental testing. The results show that the training device effectively improves participants’ hand strength, stability, and coordination and helps restore hand function. The AHP method allows for evaluating and ranking the device's design elements, making the device design more reasonable and comprehensive. Overall, the training device significantly improves the finger muscle strength of participants.

Keywords—Stroke; rehabilitation training equipment; finger muscle strength; AHP; specific finger actions

I. INTRODUCTION

The incidence of stroke in China has been increasing yearly, and the number of young stroke patients has also increased in recent years [1-3]. Studies have shown that approximately 80% of stroke survivors experience finger dysfunction, especially abnormal finger muscle strength, which seriously affects their daily life and work ability [4,5]. Therefore, finger training has become a crucial part of rehabilitation treatment. Rehabilitation training usually requires rehabilitation equipment, as it can help patients restore joint mobility, increase muscle strength, improve finger coordination, relieve pain, prevent finger stiffness, and improve the quality of life [6].

However, research on existing patents, products, and literature shows that finger rehabilitation training equipment has the following characteristics.

From the perspective of device types, the significant classifications of hand rehabilitation training devices include exoskeletons and end-effectors, which include devices that encourage repetitive hand movements [7], peripheral sensory stimulation devices that promote sensory-motor control [8], and neuromuscular stimulation devices [9]. Based on the principle of neural reshaping [10], exoskeleton devices for finger rehabilitation simulate joint movements of the fingers or optimize materials to fit the hand joints better to promote movement of the affected limb and achieve neural reshaping for rehabilitation purposes.

For example, Luo Guangda et al. [11] designed a hand rehabilitation robot that optimizes its movement mechanism to simulate the movements of the distal interphalangeal joint, proximal interphalangeal joint and metacarpo-phalangeal joint, achieving finger flexion, extension and abduction. Wang Yangwei et al. [12] used shape memory alloy (SMA) filaments as actuators and adopted a soft glove structure for the hand exoskeleton, which has the advantages of good movement flexibility and high finger fit. End-effectors mainly focus on local hand movements to improve hand movement abilities. For instance, Fang Yufei et al. [13] proposed a hand finger rehabilitation device consisting of a base and a finger ring, which achieves finger flexion and extension through a long-pitched screw rotating inward, with a simple and compact structure, but limited in the direction of force, primarily simulating the force generation at the fingertips or distal phalanges towards the palms, which is seen in grasping actions, but not in other daily activities like picking, pinching, or tapping movements.

Regarding rehabilitation training objectives, the available devices can be divided into two categories: devices for strengthening the hands (using springs and other resistance equipment) and devices for training the range of motion of the fingers (using elastic rods and other devices). From the perspective of technological implementation, they can be further divided into virtual reality finger training devices (to enhance the training experience) and electric finger training devices (using sensing technology [14] and feedback [15] systems to help patients master movement techniques). From the perspective of design pathways, current rehabilitation training devices focus on optimizing drivers, controls [16], structures and trajectory lines [17-20].

While existing devices have played an essential role in the finger rehabilitation process, they lack specific muscle training for finger joint-specific movement positions (such as the particular movement involved in exerting force in a fixed direction at the fingertips in a working environment) and have limited ability to train the small muscles of each finger joint. For example, they mainly focus on overall finger extension and flexion [21], lacking individual finger and finger coordination training. Additionally, existing rehabilitation devices lack real-time feedback capabilities. Furthermore, young stroke patients who need to return to work require specific finger movements,
which existing rehabilitation training devices lack. They cannot help patients transfer their practice skills to actual work, thus compromising the effectiveness of rehabilitation practice. Therefore, developing an effective finger training device is significant for stroke rehabilitation and can improve the patient's quality of life and rehabilitation effects.

This paper proposes the design of a stroke finger training device using the AHP method, which provides personalized movement training for specific hand movements and prepares young and middle-aged stroke patients to return to work. Firstly, we introduce the basic principles and steps of the AHP method. Then, based on scenario analysis and finger posture analysis, we obtain the finger training needs of stroke patients, determine the device's design requirements and functional modules, and evaluate and rank the importance of each functional module according to the AHP method, thereby determining the final design scheme.

To verify the feasibility of the design scheme, we built a testing prototype and developed testing software. In terms of hardware, we adopted a button training structure and used sensors and self-generated force to achieve finger strength, and coordination training. In terms of software, we developed a simple interactive application program that can adjust training difficulty, record and analyze data, and perform other functions.

Finally, we analyzed the test results, which showed that the device could effectively improve the people’s finger muscle strength. At the same time, the device has good adjustability and personalized features, which can be adjusted and optimized according to the needs of different patients, providing new ideas and methods for stroke finger rehabilitation training.

The main contributions of this paper are as follows:

1) From the perspective of industrial design, a rehabilitation training device that can record real-time finger force data is designed using the AHP method.
2) The paper proposes finger strength training for the distal finger joints of patients and emphasizes the importance of finger force exertion in work scenarios. The changes in muscle strength are used as parameters to evaluate the training progress.

II. RELATED WORK

A. Mechanisms of Hand Movement Training in Stroke Patients

Stroke can cause ischemia or bleeding in some brain regions, damaging motor pathways such as the corticospinal and pyramidal tract [22]. This damage can result in motor limitations and hand dysfunction [23]. Hand movement therapy primarily targets the damage caused by stroke to the motor pathways by promoting regeneration and reconstruction of these pathways and improving the patient's hand muscle strength, coordination, and fine motor skills [24].

Hand movement therapy includes active and passive movement training, such as hand stretching, grip exercises, and finger range of motion training. These exercises can be selected and combined based on the patient's specific needs to achieve the best rehabilitation results [25]. It is important to note that hand movement therapy is not suitable for all stroke patients, as different types and degrees of stroke can lead to various neurological damage and rehabilitation requirements [26]. Therefore, professional assessment and individualized rehabilitation plans need to be developed before conducting hand movement therapy, and the training process and intensity need to be quantified during the rehabilitation process.

B. The Basic Principles and Steps of AHP

Analytic Hierarchy Process (AHP) was first proposed by American mathematician and decision scientist Thomas L. Saaty [27]. It is a multi-criteria decision-making method used to determine the relative importance of various factors in complex problems [28]. Its basic principle is to decompose the decision-making problem into multiple levels, from overall to detail, to determine the weight relationships between factors at each level and obtain the decision-making result. The specific steps are as follows:

Step 1: Determine the decision-making objectives and criteria. The various indicators at each level are obtained through questionnaires and the Delphi method.

The initial design elements were obtained by collecting 89 valid questionnaires. Five experienced rehabilitation physicians were invited as experts to determine the criteria and program design elements at the guideline and program layers. The Delphi method used in this study followed the rule of majority decision, with the consensus reached by the experts as the screening result for each round. The objective is denoted as O, the guideline layer as G, and the program layer as P.

Step 2: Construct the judgment matrix A_X. The scale type is 1-9[29, 30]. Experts are invited to construct the judgment matrix for each level element based on the scale type to evaluate the relative importance of each criterion. X refers to the judgment objects for constructing the judgment matrix A, such as the criteria-level G judgment matrix A_G for this research case, which can be represented as follows in the paper translation.

$$A_{ij} = \begin{bmatrix} a_{i1}(G1/G1) & \cdots & a_{i1}(G1/G5) \\ \vdots & \ddots & \vdots \\ a_{ij}(G5/G1) & \cdots & a_{ij}(G5/G5) \end{bmatrix}$$

(1)

i represents the row number of the matrix, and j represents the column number of the matrix.

Step 3: Calculate the weight vector W_i.

$$W_i = \sum_{j=1}^{n} a_{ij}$$

(2)

n represents the order of the matrix.

Step 4: Consistency check.

$$CR = \frac{\lambda_{max} - n}{(n-1)\rho} \leq 0.1$$

(3)

Calculate the maximum eigenvalue for each matrix

$$\lambda_{max} = \sum_{i=1}^{n} \frac{\rho_{ij}W_i}{nW_i}$$

(4)
The matrix is considered acceptable when the consistency ratio $CR$ is less than 0.1.

Step 5: Synthesize the total weight. The calculation method is the same as Formula (2).

In practical operations, the software can carry out the above calculation process. This study used a Matlab program for calculation.

C. Application of AHP to Product Design

AHP is a commonly used multi-criteria decision-making analysis method widely applied in many fields. In product design, Yang et al. [31] used AHP to analyze various aspects of design proposals for bathroom products. By analyzing different demand factors and determining their weights, the best solution can be obtained, and a bathroom product that meets user needs and balances various requirements such as aesthetics, economy, and environmental protection can be designed. Liu et al. [32] studied user behaviour workflows using the Symbolic Analysis Pathway Allotment Diagram (SAPAD), analyzed weights using AHP, and finally proposed a modified design plan for an intelligent charging station that meets users' needs. Wang et al. [33] used AHP to rank the design elements by weight and importance. They combined them with a fuzzy model to complete the packaging design of Baihua Honey agricultural products in Weixi County, Lijiang.

Therefore, AHP is a fundamental decision-making method that can be used independently or in combination with other methods to play a role in product design. In product design, AHP helps designers determine the optimal design solution and the weight of design elements, providing strong support for the design process.

III. MATH-HIERARCHICAL MODEL OF FINGER TRAINING NEEDS FOR YOUNG PEOPLE WITH STROKE

A. Situational Analysis

Computers are standard office equipment, and when patients manipulate the keyboard, their fingers need to perform combined movements of extension and flexion and exert force to hit the keys. Patients with high muscle tension may have difficulty extending their fingers, while those with muscle weakness may have difficulty exerting force, resulting in difficulty pressing the keys. Inflexible fingers can also reduce critical efficiency and cause mistakes, ultimately affecting work quality. Therefore, this study proposes the analysis of design requirements for training devices targeting the scenario of pressing the keyboard, as shown in Fig. 1.

B. Finger Posture and Muscle Analysis

According to the regularity of finger tapping on the keyboard, ignoring critical shortcut operations, only one finger taps the keyboard at a time. The fingers maintain a natural flexed state, with the tapping finger pressing down and the other fingers exerting an upward force to prevent mistakes. As shown in Fig. 2, two postures are maintained when tapping the keyboard, achieved through the cooperation of the finger extensor and flexor muscles. According to the anatomy of the fingers, the finger extensor muscles are located on the back of the fingers and mainly exert their effects through the extensor tendon cap, which is composed of the central tendon bundle and the lateral bundle, acting on the finger bones and exerting an extension effect. The finger flexor muscles inside the fingers achieve flexion. The four fingers are usually powered by the palm-to-finger joints, except for the thumb, passing through the proximal phalanx, middle phalanx, and ending at the distal phalanx tubercle. The thumb taps the keyboard less frequently and relies on the wrist and palm bones to reach the thumb tubercle. The force direction of the fingertips is perpendicular to the operating plane and downwards.

C. AHP Hierarchical Model Construction

Based on the analysis of scenarios, finger posture, and muscle analysis, a questionnaire was designed for research, and primary indicators were obtained through cluster analysis. Rehabilitation therapists, equipment designers, and patients were invited to conduct indicator screening through the Delphi method. The indicator hierarchy was determined, and the final weights were calculated in Matlab according to the calculation principle of AHP in section 3.1, as shown in Fig. 3.

IV. STROKE FINGER-TRAINING DEVICE DESIGN

According to the current overall ranking of the hierarchy, the main design elements need to be considered comprehensively in the quasi-side layer's corresponding elements and scheme layers. Based on this weight, the scheme's design can be carried out.
A. Structural Design

Considering that finger force training requires a certain amount of resistance, and the force data and effective force frequency will serve as guiding parameters for finger muscle strength training, this study adopts PROE for modular design. The elements that make up the design of (a) keyboard structure is a pressing column, (b) spring limiting grooves, (c) enclosure, (d) spring, (e) retaining ring for the spring, (f) winding head, (g) coil, (h) force transducer, and (i) soldering point for the coil (see Fig. 4). The principle is to provide resistance to the small muscles of the hand through the compression of the spring by pressing the pressing column and to obtain finger force data through the force sensor. The electromagnetic induction principle of the current change produces the compelling force frequency.

Fig. 3. Finger-training equipment design guidelines levels and weights.

B. Training System Design

The training system consists of two parts: training programs and training operations. The relevant modules and logical relationships are shown in Fig. 5. Patients must first complete an assessment to determine whether they can actively move. According to the muscle strength grading standards established by the American Society of Rehabilitation Medicine (ASRM), the difference between grade 0 (no muscle activity) and grade 1 (slight muscle contraction but unable to move the joint) is muscle contraction. Therefore, a grade of 1 or higher indicates active movement.

During the test to determine whether the patient can actively move, data is collected when the patient presses the keyboard. The intelligent algorithm calculates the corresponding training program output and evaluation result based on the collected data. The initial data is used to assess whether the patient has muscle strength. Data analysis displays instructions and evaluation results on the screen to guide the patient in operating the keyboard. The intelligent algorithm is further optimized through repeated training and data accumulation iterations.

C. Training Methods

This training device is designed for finger strength and fingertip coordination training in a computer office setting. Compared to existing finger strength training devices, the training method in this study explicitly targets the finger force column has magnetism. When the pressing column is pressed down, the spring contracts and the magnetic field lines of the magnet below the pressing column cut the coil, thereby affecting the direction of the coil current. The frequency of force is obtained by measuring the current's direction and number of changes. The spring and spring fixing gasket are fixedly connected to limit the spring from running and to facilitate the upper surface of the force sensor to contact fully, obtaining more accurate force measurement. Each keyboard structural component is connected to the controller and power supply through the wiring terminal, and the training results are displayed on the display screen through the data processor. The housing of the keyboard structural component allows the pressing column to pass through first and then fixes the spring limit slot with the pressing column bolt. It is fixed to the bottom surface of the keyboard by a buckle or adhesive, playing a role in dust-proofing and protection of the internal structure.

Fig. 4. Keypad construction parts, (a) pressing post, (b) spring limit slot, (c) housing, (d) spring, (e) spring retaining spacer, (f) winding post, (g) coil, (h) force sensor, (i) coil terminal.

Fig. 5. Finger training system.
Direction and coordination required in office scenarios. Previous research has shown evidence that standard keyboards can improve the fine motor skills of the fingers when typing [34, 35] and their coordination [36]. This training device adjusts the critical resistance and provides interactive feedback to facilitate finger movements. It allows patients to control their finger force, including the appropriate force activation of the keys, control of force direction, force magnitude, and speed. During the training process, patients are expected to exert force vertically on the keyboard surface to activate the muscles in their fingertips, thus achieving better rehabilitation outcomes.

The overall solution consists of a keyboard structure and display screen. The keyboard structure simulates the layout of a keyboard and can be configured for single or double-handed operation, allowing for single and double-handed training. Depending on the patient's level of disability, either a single or double keyboard may be used. The single keyboard primarily focuses on training individual letters, emphasizing muscle strength training. In contrast, the double keyboard focuses on meaningful word or sentence combinations, emphasizing finger coordination training. Since both keyboards are interchangeable, the program must be configured to recognize which hand, left or right, is associated with the selected keyboard. The keyboard and screen interface uses a standard USB interface. The display screen can be a regular monitor or touchscreen, as shown in Fig. 6.

![Fig. 6. One-handed training configuration illustration.](image)

During training, posture is essential. Patients are instructed to adjust to a comfortable sitting position and relax their hand posture. Fingers should be placed on the training keyboard, and precise finger movement is achieved by tapping the keyboard with fingertips or finger pads. During single-handed training, the system configures the corresponding keyboard letters for the affected hand based on on-screen prompts. The typical keyboard letters and positions are displayed on the screen, and the patient operates the keyboard after observing the prompts.

![Fig. 7. Prototype schematic diagram.](image)

Data is recorded on the finger force and the frequency of force variation on a single key (quantified by the number of electrical current changes during crucial press). During double-handed training, the double keyboard is selected, and the screen interface is chosen for the corresponding hand's keyboard to avoid incorrect keyboard settings. The pre-set words, phrases, or sentences are then used for keyboard operation, with the completion time recorded as a basis for later evaluation.

V. TESTS AND RESULTS

A prototype device and system have been developed, as shown in Fig. 7, to validate finger muscle strength and coordination. In addition to the designed structure of this research project, the hardware includes the FSR402 thin film pressure sensor and pressure sensing module. The upper computer is compiled using VC++ 6.0.

A total of 30 participants were recruited for this study, with ages ranging from 22 to 40 years old. All other participants were in good physical health except for one stroke patient. Due to the difficulty in finding stroke patients as participants, this study did not compare stroke patients with healthy participants. Instead, the study assumed that the device would have training effects on healthy individuals and be effective for stroke patients.

The participants were divided into two groups: Group 1 consisted of 15 participants who underwent single-handed training and testing (using their non-dominant hand). In contrast, Group 2 consisted of 15 participants who underwent dual-handed training and testing.

There was no separate control group in this study. The initial test values for each group were used as the control, and the program's feasibility was analyzed by comparing the data before and after training. For single-handed training, the letters “A, S, D, F” were pressed 20 times; for double-handed training, the phrase "WOAIWODEZUGUOZ" was pressed 20 times. Muscle strength increase was measured for the single-handed training, and hand coordination was measured for the double-handed training. Since data was collected in real-time, the final data was determined based on the last test results obtained for each finger after training completion. The test results are presented in Table I, Fig. 8, and Fig. 9.
Fig. 8. Comparison of fingertip strength before and after one hand training.

<table>
<thead>
<tr>
<th>CATEGORIES</th>
<th>MUSCLE POWER (N)</th>
<th>FREQUENCIES</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Min</td>
<td>Max</td>
</tr>
<tr>
<td>PRE-TRAINING</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pinky finger</td>
<td>0.63</td>
<td>0.77</td>
</tr>
<tr>
<td>Ring finger</td>
<td>0.68</td>
<td>0.88</td>
</tr>
<tr>
<td>Middle finger</td>
<td>0.71</td>
<td>0.83</td>
</tr>
<tr>
<td>Index finger</td>
<td>0.68</td>
<td>0.91</td>
</tr>
</tbody>
</table>

POST-TRAINING

| Pinky finger | 1.04 | 1.43 | 1.27 | 0.11 | 1.67 |
| Ring finger  | 1.02 | 1.42 | 1.27 | 0.12 | 1.07 |
| Middle finger | 1.21 | 1.52 | 1.38 | 0.10 | 1.07 |
| Index finger | 1.26 | 1.52 | 1.37 | 0.07 | 1.00 |

VI. DISCUSSION

Based on the test data, Group 1 subjects showed varying degrees of increases in finger muscle strength after training, as shown in Fig. 8 and Table I: the force of the little finger increased from 0.70±0.04 (N) to 1.27±0.01 (N), the force of the ring finger increased from 0.76±0.06 (N) to 1.27±0.12 (N), the force of the middle finger increased from 0.78±0.04 (N) to 1.38±0.10 (N), and the force of the index finger increased from 0.80±0.07 (N) to 1.37±0.07 (N); the frequency of force change decreased, and the mean range of changes before training of [2.6, 4.33] changed to [1, 1.67], indicating more stable force production. In Group 2, the training completion time decreased from 35.3±4.25 (S) before to 23.7±5.32 (S) after training, indicating improved finger coordination. The experimental results indicate that the stroke finger training device based on AHP can effectively improve stroke patients’ recovery of finger function and coordination ability. During the training process, the finger muscle strength of the subjects was significantly improved, and the stability of force production and coordination ability was significantly improved.

The objective of this study is to increase finger muscle strength and control in stroke patients through the use of an active training device. However, there are certain limitations for patients using this device. Firstly, patients need to be able to extend their fingers and push individual fingers downward. Secondly, they need to increase the strength of their finger flexor muscles.

In this experiment, muscle strength testing is measured by the force exerted when pressing keyboard keys with the fingers. Based on general knowledge, humans tend to exert the minimum or moderate force necessary to achieve the desired movement. However, stroke patients with weaker finger muscles need to increase their finger muscle strength and improve their control over movements. Compared to the average peak force of 0.86N generated by healthy individuals pressing standard spring-column keyboards [37], this training device can generate a range of crucial contact forces, including 0.86N. Through training, patients’ finger muscle strength...
gradually increases. Healthy individuals typically exert the minimum force necessary to control their movements while pressing keys. However, to exercise the finger muscles of stroke patients, the spring resistance of the training device needs to be adjusted to accommodate the requirements of finger muscle training and enhance muscle strength.

However, increasing finger muscle strength training does not mean continuously increasing muscle strength. The goal is to exercise finger control so patients can perform finger-pressing operations required in office tasks. Therefore, this device adjusts the spring resistance for muscle strength training and protection. Whether further muscle strength training is needed depends on the muscle strength assessment conducted by the rehabilitation therapist.

This approach uses changes in muscle strength as an indicator, as individual muscle strength values do not fully represent the practical significance of rehabilitation muscle strength. The change in muscle strength value serves only as a reference for whether muscle strength gradually increases, combined with a reduction in task completion time to demonstrate the improvement in finger control ability after muscle strength training. The change in muscle strength value is not optimal for rehabilitation indicators, so this study did not consider the resolution of force change sensitivity. Choosing 20 training and testing key presses is not a standard for rehabilitation training frequency. This number is set to allow participants to become accustomed to the operation and reduce possible testing errors. The frequency should be set in actual training based on the patient's willingness and finger muscle condition.

In summary, this study aims to increase finger muscle strength and control in stroke patients through an active training device and to evaluate the training effects through changes in muscle strength and task completion time.

Compared with traditional devices [11-13], the main advantage of this rehabilitation training device is that it meets the exercise needs of finger operation on a computer through the keyboard structure in combination with a display screen and corresponding program settings, with active training being the focus. The device has several features: (1) it allows for free selection of single or double-hand training, and difficulty can be gradually increased based on the patient’s finger movement deficiencies to improve both muscle strength and flexibility; (2) it can collect data in real-time, facilitating adjustments to the training program and evaluation of rehabilitation progress; (3) it has wide adaptability and can accommodate different finger sizes, without restrictions on the middle or distal finger joints, allowing patients more freedom to adjust their own posture; (4) costs are reduced, as the device can be modified based on existing keyboards, being highly feasible, and the keyboard operation is a familiar operation, which is easy for the patient to understand and learn, making it easy to promote; (5) it can be used in both hospital and home settings, without being limited by the application environment, and by using the AHP method to evaluate and rank the importance of each design element, overlooked design points can be discovered. The experimental results show that this finger training device significantly improves the recovery of finger function in stroke patients and has advantages such as ease of use and practicality.

The research method of this article is based on the AHP method, which evaluates and ranks the importance of each design element to make the device design more reasonable and adequate. This method can provide a new idea and method for designing other similar rehabilitation devices to improve their application effectiveness and practicality.

![Comparison of the time taken to complete a session before and after two-handed training.](image)

**VII. Conclusion**

Through the research in this paper, we have successfully designed a stroke finger training device based on AHP. It can meet the exercise needs of finger operation on a computer, with active training being the focus. By using the AHP method to evaluate and rank the importance of each design element, overlooked design points can be discovered. The experimental results show that this finger training device significantly improves the recovery of finger function in participants and has advantages such as ease of use and practicality.

However, some things could be improved in this study. For example, the sample collection for the experiment mainly consisted of healthy subjects. In future clinical studies, it would be necessary to include more stroke patients as subjects to improve the reliability and persuasiveness of the experimental data. Additionally, the control module of the device can be further improved to enhance its intelligence and user experience. Future research can further explore this training device's application scope and effectiveness, and combine it with other rehabilitation treatments to improve the rehabilitation outcomes for stroke patients. Furthermore, the design and functionality of the device can be further improved and refined to meet the needs of patients with different rehabilitation requirements.
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Abstract—In modern urban transportation systems, the efficient management of traffic intersections is crucial to ensure smooth traffic flow and reduce congestion. Distributed-control intersection networks, where control decisions are made collaboratively by multiple entities, offer promising solutions. However, maintaining the security and the integrity of shared data among these entities poses significant challenges, including the risk of data tampering and unauthorized modifications. This paper proposes a novel approach that leverages blockchain technology to address these integrity concerns based on intelligent agents. By utilizing the decentralized and transparent nature of blockchain, our method ensures the authenticity and immutability of shared data within the distributed-control intersection network. The paper presents a detailed architecture, highlighting the integration of blockchain into the existing infrastructure, and discusses the benefits of this approach in enhancing data integrity, trust, and overall system reliability. Through a case study and simulation results, the proposed approach demonstrates its effectiveness in maintaining the integrity of shared data, thereby contributing to the advancement of secure and efficient traffic management systems.
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I. INTRODUCTION

In the face of rapidly expanding urban populations, the efficient management of traffic intersections has emerged as a critical aspect of modern urban transportation systems [1]. Traditional traffic control mechanisms, reliant on centralized decision-making, struggle to accommodate the dynamic demands of increasingly congested road networks. This has spurred the development of distributed-control intersection networks, which offer a more adaptive and responsive approach to traffic management. In these networks, control decisions are distributed across multiple entities, allowing real-time adjustments based on traffic conditions, thereby improving overall traffic flow and reducing congestion [2].

The advantages of distributed-control intersection networks are evident, but they bring forth new challenges, particularly concerning the integrity of shared data among the participating entities. The accuracy and authenticity of data exchanged within these networks are pivotal for their successful operation. Compromised or tampered data can lead to erroneous control decisions, potentially resulting in accidents, increased congestion, and even system-wide failures [3]. Hence, the establishment of a robust method to ensure data integrity is crucial.

Blockchain technology continues to evolve, with new consensus mechanisms, scalability solutions, and use cases being developed. Understanding these fundamentals is crucial for grasping the potential impact of blockchain on various industries [4].

This paper introduces a novel approach that leverages blockchain technology to address the integrity concerns in distributed-control intersection networks. Blockchain has emerged as a powerful tool for addressing data integrity concerns in distributed and decentralized systems. Initially introduced as the foundational technology underpinning cryptocurrencies like Bitcoin [5], blockchain has evolved to demonstrate its applicability beyond financial use cases. Its core features, including decentralized data management, immutability, and cryptographic security, make it an ideal candidate for ensuring data integrity in complex systems, such as distributed-control intersection networks.

By presenting a comprehensive analysis of the proposed methodology, backed by a practical case study and simulation results, this paper aims to contribute to the development of robust and trustworthy distributed-control intersection networks that can effectively address the challenges of modern urban transportation. The organization of this paper is as stated below: Section II outlines the related works. The various blockchain fundamentals are discussed in Section III. Section IV describes our proposed methodology. Section V includes the simulation results and discussion. Lastly, a conclusion is outlined in Section VI.

II. RELATED WORKS

In recent years, the integration of blockchain technology into various domains has garnered significant attention due to...
its potential to enhance security, and decentralization. In the context of distributed-control intersection networks, where efficient traffic management is crucial, the utilization of blockchain for ensuring the integrity of shared data has emerged as a promising avenue. Several related works have explored similar themes and provided insights into the application of blockchain in distributed-control systems and intersection networks.

Traditional static control systems may fail to handle emergency situations due to traffic jams. As a solution, Wireless Sensor Networks (WSNs) have gained attention for their ability to detect traffic and mitigate road congestion. K. Nellore and G. P. Hancke [6] have extensively explored traffic management systems that employ WSNs to prevent congestion, prioritize emergency vehicles, and reduce the Average Waiting Time (AWT) at intersections. They offered a comprehensive survey of current urban traffic management strategies, particularly those focused on priority-based signaling, congestion reduction, and improving vehicle AWT. Z. Yang et al. [7] introduced a promising approach to address trust issues in vehicular networks through the use of blockchain and a decentralized trust management system. They introduced a solution to enhance the trustworthiness of messages exchanged among vehicles in vehicular networks, considering the challenging non-trusted environment. A. Daechian and A. Haghani [8] employed a combination of fuzzy Q-learning (QL) and agent technologies to create a traffic light control framework. Each individual agent engages with neighboring agents, receiving rewards for their decisions. The control choices are determined based on the input of vehicle numbers to schedule the duration of the green traffic light phase. The primary objective is to optimize the reward and minimize the average delay time. A. Ikidid et al. [9] presented a novel approach to address traffic management challenges in Moroccan cities, with a focus on promoting emergency vehicle access and encouraging collective transportation modes. The proposed control system operates at signalized intersections with priority links in urban environments. This system combines multi-agent technology and fuzzy logic to effectively regulate traffic flows.

On the other hand, the significance of data integrity in distributed-control systems has prompted research into various methodologies. T. Rauter [10] emphasized the significance of maintaining the integrity of the entire distributed control system. He categorized specific properties that enable the verification and proof of integrity for various subsystems within the system. Q. Kong et al. [11] introduced a novel, efficient, and location privacy-preserving data sharing scheme with collusion resistance within the Internet of Vehicles (IoV) context. Furthermore, blockchain's decentralized nature has been leveraged for secure data sharing across multiple parties. G. P. Joshi et al. [12] proposed a blockchain-based method for secure and privacy-preserving data sharing in vehicular networks. Although not specific to intersection networks, this work highlights the potential of blockchain in ensuring data integrity and security in vehicular environments. J. Cui et al. [13] proposed an innovative solution utilizing consortium blockchain technology to enable traceable and anonymous vehicle-to-vehicle (V2V) data sharing. It addresses critical issues in current vehicular networks, including data privacy, security, and trust, while also capitalizing on the advantages of emerging technologies such as blockchain and 5G. S. Kudva et al. [14] proposed an innovative approach to selecting miner nodes in vehicular blockchain applications. The proposed method, called the "Proof of Driving" protocol, associates "driving coins" with vehicle features, such as distance traveled, to enhance the randomness in selecting miner nodes. In [15], S. A. Bagloee et al. discussed how a blockchain-based platform can facilitate the deployment of tradable mobility permits (TMP), along with related benefits like dynamic toll pricing, emergency vehicle priority, heavy truck platooning, and connected vehicles. I. M. Varma and N. Kumar introduced the convergence of Internet of Vehicles (IoV) and Software-Defined Networking (SDN), enhanced by blockchain technology, that offers a promising solution to address the complex challenges of vehicular networks, providing improved transportation, security, and network management while also presenting opportunities for further research and development [16]. A set of approaches and protocols have been proposed to determine the feasibility of using blockchain for traffic data security [17] and [18].

While existing related works provide valuable insights into blockchain's potential in distributed-control intersection networks, certain challenges remain unexplored. Integrity of shared data is a crucial factor in real-time traffic management scenarios. Additionally, the interoperability between blockchain and existing traffic infrastructure requires further investigation. The research landscape regarding blockchain's role in ensuring the integrity of shared data in distributed-control intersection networks is steadily growing. By building upon the foundation laid by previous related works, this study aims to contribute to the understanding of how blockchain can effectively enhance data integrity and efficiency in traffic management systems.

III. BLOCKCHAIN FUNDAMENTALS

Blockchain is a revolutionary technology that serves as the foundation for cryptocurrencies like Bitcoin and has far-reaching applications beyond digital currencies. At its core, blockchain is a decentralized and distributed digital ledger that records transactions in a secure, transparent, and immutable manner. Fig. 1 illustrates the benefits that arise from the adoption of blockchain.
Blockchain technology has several features that make it highly suitable for ensuring data integrity in a distributed-control intersection network. Here are some key features:

- **Decentralization**: Blockchain operates on a decentralized network of nodes, where each node stores a copy of the entire blockchain. In a distributed-control intersection network, this decentralization ensures that no single entity has control over the entire system. This feature reduces the risk of a single point of failure and enhances the network's resilience.

- **Immutability**: Once data is recorded on the blockchain, it is extremely difficult to alter or delete [19]. This immutability ensures that the historical data related to traffic control decisions and intersection activities remain tamper-proof, providing a reliable audit trail.

- **Transparency**: All participants in the network can view the data recorded on the blockchain [20]. In the context of a distributed-control intersection network, this transparency ensures that all stakeholders, including traffic authorities, city planners, and even the public, can access relevant data, promoting trust and accountability.

- **Consensus Mechanisms**: Blockchain networks use consensus mechanisms to validate transactions or data entries. This ensures that all nodes in the network agree on the state of the blockchain. Consensus mechanisms such as Proof of Work (PoW) [21] or Proof of Stake (PoS) [22] can be used to ensure that intersection control decisions are agreed upon by the network, minimizing the risk of unauthorized changes.

- **Data Integrity**: Blockchain can be used to create a secure and tamper-evident record of intersection control decisions, traffic data, and other relevant information. This ensures that the data remains consistent and reliable [23], which is crucial for maintaining the efficiency and safety of the intersection network.

- **Smart Contracts**: Smart contracts are self-executing contracts with the terms directly written into code [24]. In a distributed-control intersection network, smart contracts could automate and enforce specific rules and conditions, such as prioritizing emergency vehicles or optimizing traffic flow based on predefined criteria.

- **Security**: Blockchain networks use cryptographic techniques to secure data [25]. This enhances the security of the intersection network, protecting it from unauthorized access, data breaches, and cyberattacks.

- **Auditability**: Every transaction or data entry on the blockchain is traceable. This auditability ensures that all changes to the intersection network's data can be tracked back to their source, providing accountability and facilitating investigations when necessary.

By leveraging these features, a blockchain-based approach can enhance the integrity of shared data in a distributed-control intersection network, reducing the risk of data manipulation, promoting trust among network participants, and contributing to more secure and efficient traffic management systems.

IV. PROPOSED METHODOLOGY

A. Problem Modeling

A distributed control system (DCS) for light control intersections is a sophisticated networked system designed to manage traffic flow and optimize vehicle and pedestrian movement at intersections. It utilizes advanced technologies and algorithms to efficiently control traffic signals, ensure safety, and minimize congestion. An intersection network consists of multiple intersections that are strategically connected to form a network. These intersections can vary in size and complexity, ranging from simple crossroads to multifunctional intersections. Fig. 2 shows an overview of an intersection network with nine intersections, each intersection has four two-way roads.

The DCS is functionally and spatially distributed. Every intersection is viewed as a network sub-section and controlled by a community named Intersection Control Group (ICG) and consists of a group of autonomous, cooperative, and intelligent agents. Each community acts locally according to its data and communicates with others to coordinate actions. This system promotes flexibility, resilience and efficiency by enabling individual components to contribute to an overall solution without depending on a single central authority. Communication in these distributed systems involves the exchange of information between different interconnected autonomous communities. These communities often communicate via local or wide-area networks, which introduce a security challenge.

The control of each signalized intersection is performed by an ICG, which defines the signal plan. This plan is designed to optimize phase layout while adapting to the constantly changing intersection environment, with control of the entire intersection network being fully distributed and achieved through the collective capacity, communication, and coordination of the ICGs.

![Fig. 2. Signaled intersection network.](image-url)
Ensuring the integrity of communications poses significant challenges in this type of system. As data passes through different nodes and networks to reach the control group, it is susceptible to corruption, interception and unauthorized access.

### B. Overview of our Proposed System Model

We have seen in our earlier discussions the necessity to apply a new approach that can enhance the integrity of shared data in a distributed-control intersection network, reducing the risk of data manipulation, promoting trust among network participants, and contributing to more secure and efficient traffic management systems. A decentralized network in our model mainly includes several intersections that communicate with each other by sharing information of link state. Hence, design goal of our work is to make the public blockchain usable in the distributed-control intersection networks by storing the local link state of each intersection, which will guarantee the integrity of the data exchanged between the different intersections. Fig. 4 illustrates how different components of our proposal are connected. Detailed descriptions of the proposed system are given in the following:

- **Creating blocks:** In our model, each intersection system will have an associated blockchain database. All the records of link states are considered as transactions that are validated by the ICG and finally added into immutable blocks of the blockchain. The block contains the link state data, the merkle root, previous block hash, block size and timestamp. Timestamps in the blockchain ensure a chronological record of data.

- **Calculating signals plan:** Each ICG refers to the neighboring ICG blockchain in order to retrieve their link states that permit to calculate the signals plan of the current intersection.

- **ICG:** To maintain data integrity of shared link state, each ICG calculates link state then stores it in a new block within a specific blockchain related to the intersection. In case of an intersection system failure, the ICG can then send a data query to ask for historical link state, in a particular moment, from the neighboring ICGs Blockchain.

- **ICG Blockchain:** each ICG Blockchain maintains the blocks corresponding to the different calculated link states. The blockchain records the history of intersection link states, therefore the use of the blockchain is essential in the event of an intersection system failure, so that the new signals plan of the intersection can be calculated based on the link states previously stored in the blockchain, thereby streamlining the decision-making process in the distributed-control system.

For the intersections, each generation of a link state is treated as a transaction on the blockchain. Every link state data is hashed and added to the blockchain, creating an immutable record. Hashes serve as a fingerprint of the data, making it easy to detect any modifications.

---

Fig. 3 presents an overview of distributed Urban Traffic management System. It generally involves a set of control groups, each control group consists of:

- **Links agents:** An agent represents each link, a "link" refers to a specific segment of road that connects two distinct points. An agent link is assigned to supervise each incoming link, with the aim of consistently and promptly monitoring the link state. These specific agents have a limited, local perspective of the environment. In order to maintain system simplicity, no agent is granted a comprehensive overview of the entire network, thereby reducing overall complexity. The goal of this agent is to provide the link state presented by the concentration D. The concentration of a particular road at a given point is the number N of vehicles present between p and p + ∆p at an instant t, relative to the length of the section of lane (Eq. 1). The concept of vehicular concentration refers to the density of vehicles occupying a specific section of a road at a given point in time.

\[
D_{\Delta t}(p) = D(p, t \rightarrow t + \Delta t) = \frac{\nu}{\Delta t} \quad (1)
\]

- **Phase agents:** Two distinct agents are employed to oversee phases within an intersection. The Activated Phase Agent handles the active phase, while the Inactive Phase Agent manages phases that are not currently active. The goal of this agent is to provide the phase state.

- **Decision agent:** The decision agent is the central element of the system architecture, responsible for updating the signal plan according to changes in the environment. This decision-making process is executed collaboratively to prevent isolated optimizations.

- **Intermediate agent:** The role of the intermediate agent is to establish coordination with the neighboring control group. It acts as a communication interface agent for the intersection control group and mediating external communications. This agent facilitates the exchange of incoming link states with intermediate agents in neighboring control groups.
blockchain technology to ensure the accuracy and integrity of the exchanged data. This process ensures the accuracy and consistency of data stored in the blockchain, mitigating potential errors or tampering within the blockchain, thus helping to maintain the reliability and trustworthiness of the data stored in the system.

Implementing data integrity auditing for distributed-control intersection networks using blockchain can offer several benefits:

- Data Consistency: Blockchain's immutability ensures that data remains consistent and trustworthy across all components.

### Algorithm: Data Integrity Auditing

**Input**: - `Blockchain`: The blockchain to be audited - `Target_Block_Index`: The index of the Target_Block to audit - `Expected_Data`: The Expected_Data for the Target_Block

**Output**: - `Audit_Result`: Whether the data integrity audit passed or failed

```
1: Procedure: PerformDataIntegrityAudit(Blockchain, Target_Block_Index, Expected_Data):
2:   If Target_Block_Index < 0 or Target_Block_Index >= Length(Blockchain):
3:       Return "Invalid Target_Block_Index"
4:   End If
5:   Target_Block = GetBlockByIndex(Blockchain, Target_Block_Index)
6:   If HashFunction(Expected_Data) != Target_Block.Link_state_Data Hash:
7:       Return "Data integrity audit failed"
8:   End If
9:   For each block in Blockchain from Target_Block_Index + 1 to last block:
10:     Previous_Block = GetBlockByIndex(Blockchain, block.Index - 1)
11:     If block.PreviousHash != Previous_Block.BlockHash:
12:       Return "Blockchain integrity compromised"
13:   End For
14:   If block.Index == Target_Block_Index:
15:     Continue
16:   End If
17:   If HashFunction(block.Link_state_Data) != block.Link_state_Data Hash:
18:     Return "Data integrity audit failed"
19:   End If
20:   End For
21:   Return "Data integrity audit passed"
22:   Main:
23:     Read the Blockchain
24:     Read Target_Block_Index
25:     Read Expected_Data
26:     Audit_Result = PerformDataIntegrityAudit(Blockchain, Target_Block_Index, Expected_Data)
27:     Print Audit_Result
```

This algorithm ensures data integrity auditing within a blockchain by verifying the consistency of data in the target block and checking the integrity of the entire blockchain. If any discrepancies are found during this audit process, it indicates potential errors or tampering within the blockchain, thus helping to maintain the reliability and trustworthiness of the data stored in the system.

C. Data Integrity Auditing for Distributed-Control Intersection Networks

Shared data integrity auditing for distributed-control intersection networks using blockchain is a concept that applies the principles of blockchain technology to ensure the accuracy and reliability of data in intersection networks that employ a distributed control approach. In such networks, multiple intersections or traffic management components collaborate to optimize traffic flow and enhance transportation efficiency. Blockchain can play a role in storing the exchanged data and maintaining its integrity among these distributed components.

Auditors (ICGs) can verify the integrity of data by comparing the expected data with the historical records on the blockchain. Automated audits can be performed to constantly monitor and validate data against predefined criteria. All ICGs can independently verify the accuracy of data, promoting trust and transparency within the intersection network.

The provided pseudo-code outlines an algorithm for conducting data integrity auditing according to our proposal. This process ensures the accuracy and consistency of data stored in the blockchain, mitigating potential errors or tampering.

These are the steps of the algorithm:

- The algorithm begins by checking if the target block index is within valid bounds. If not, it returns an error message indicating an invalid index.
- After that, it retrieves the target block from the blockchain using the provided index.
- Then, it calculates the hash of the expected data and compares it with the stored hash of the link state data within the target block. If they do not match, it concludes that the data integrity audit has failed.
- Next, the algorithm iterates through the blockchain starting from the block after the target block. It retrieves each block and its corresponding previous block to verify the chain’s integrity. If the PreviousHash of a block does not match the BlockHash of its previous block, the algorithm concludes that the blockchain integrity has been compromised.
- For each block (except the target block), it calculates the hash of the link state data and compares it to the stored hash in the block. If they do not match, the data integrity audit fails.
- If all checks pass, the data integrity audit is successful.
• Enhanced Security: Blockchain’s cryptographic mechanisms make data tampering extremely difficult.

• Interoperability: Different components can work together while relying on a common source of truth provided by the blockchain.

• Real-time Auditing: Auditing processes can be automated and performed in real-time, minimizing the risk of errors going undetected.

V. SIMULATION RESULTS AND DISCUSSION

In this section, we provide a detailed overview of the implementation of our proposed blockchain-based method for ensuring the integrity of shared data in a distributed-control intersection network. The implementation was carried out using a combination of software tools, programming languages, and blockchain frameworks.

As shown in Fig. 5, our implementation follows a layered architecture, comprising the following components:

1) Simulation of urban traffic: To simulate various traffic scenarios we use AnyLogic software [26]. AnyLogic is a java-based simulation software used for modeling and analyzing complex systems, including urban traffic.

2) Distributed control system: To develop the distributed control system we use agent-based modeling feature in AnyLogic, which allows to define the agent types, properties, and behaviors.

3) Blockchain network: We utilized the Ethereum blockchain due to its established infrastructure and support for smart contracts. The blockchain network stores transaction data, including link state, network meta-data, and validation mechanisms.

4) Results extraction: The results extraction phase involves collecting data generated from simulation runs. This data is captured at designated points within the model. To evaluate our approach (method-2), we will compare it with a distributed control system without blockchain (method-1).

We will use four scenarios that collectively help assess the blockchain-based method's effectiveness across varying levels of communication network state and in the face of system failure.

• Scenario 1: Low Network Communication state: In this scenario, the network experiences a situation of low communication bandwidth and high latency. The data exchanges between IGCs, agents, and the blockchain nodes are slow and sporadic. Transactions take longer to propagate through the network, causing delays in data integrity verification and confirmation. This scenario tests the resilience of the blockchain-based method under adverse network conditions and assesses its ability to process and verify transactions with limited bandwidth and high latency. Without a blockchain, a low network communication state might lead to difficulties in transaction verification and data sharing.

• Scenario 2: Medium Network Communication state: Under medium network communication conditions, the network is relatively stable with moderate communication bandwidth and latency. Data exchanges occur at a reasonable pace, allowing transactions to propagate and confirm without significant delays. This scenario aims to evaluate the blockchain's performance under typical operational network conditions, assessing whether the method can efficiently maintain data integrity and transaction consistency. Without blockchain, medium network communication might be more manageable than in a low state, but challenges like data consistency and reliance on intermediaries for verification could arise.

• Scenario 3: High Network Communication state: This scenario tests the blockchain's resilience to high communication bandwidth and latency. In this setting, the network experiences heavy congestion and high communication bottlenecks. Data exchanges between IGCs, agents, and the blockchain nodes are frequent and rapid. This situation challenges the system's capacity to handle a large volume of transactions without compromising its integrity. The blockchain's ability to handle high transaction throughput and maintain data consistency is assessed, along with its ability to handle potential network bottlenecks. In high network communication states, non-blockchain systems may struggle to maintain data consistency and handle the influx of real-time transactions.

• Scenario 4: System Failure: In the event of network communication failure, a blockchain system can continue to function locally on ICG. Once communication is restored, the system can automatically synchronize and reconcile the distributed ledger, ensuring data integrity and minimizing the risk of data loss. Network communication failure in a non-blockchain system could lead to data discrepancies, conflicts, and potentially control system failure.

By simulating and analyzing these scenarios involving different network communication state (see Fig. 6) we can gain a comprehensive understanding of how the blockchain-based method performs under various levels of network stability. In summary, blockchain technology offers advantages like decentralization and stability in various network communication scenarios. However, its effectiveness depends on factors such as the specific use case, network...
conditions, and the degree of decentralization required. Non-blockchain systems might suffice for certain situations.

In the following section, we explore a series of diverse scenarios that cover different urban traffic contexts and situations. These scenarios have been carefully selected to provide relevant examples of concrete traffic situations.

Scenario 1: Low Traffic Condition: In this scenario, the intersection network experiences a period of low traffic. The number of vehicles approaching the intersection is minimal, resulting in infrequent data updates and interactions.

Scenario 2: Medium Traffic Condition: In a medium traffic scenario, the intersection network encounters a moderate volume of vehicles during peak hours.

Scenario 3: High Traffic Condition: During high traffic conditions, the intersection network experiences heavy congestion with a significant influx of vehicles from various directions. This scenario pushes the limits of the system's capacity.

By simulating and analyzing these scenarios, we can gain insights into the system's strengths, weaknesses, and areas for improvement, thereby refining the control of distributed intersection network under a range of conditions.

Fig. 7 presents the average intersection throughput in PVU (Private Vehicle Unit) per hour. The graph shows that the effectiveness of blockchain in ameliorating average intersection throughput depends on congestion levels. While blockchain may not have a direct impact on the low congestion level, it could enhance the average intersection throughput in the medium and high traffic conditions by improving data access speed, collaboration, and coordination among various intersections, potentially contributing to more efficient traffic management and better throughput over time.

As shown in Fig. 8 the response latency of both methods follows a linear trend as the level of congestion increases. The proposed system achieves a latency between 1.22 and 1.83, while the traditional system achieves a latency between 1.32 and 1.95.

Table I shows a comparison of security features between centralized, decentralized and blockchain-based systems:

<table>
<thead>
<tr>
<th>Security Feature</th>
<th>Centralized-based System</th>
<th>Decentralized-based System</th>
<th>Blockchain-based System</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decentralization</td>
<td>-</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>Traceability</td>
<td>-</td>
<td>-</td>
<td>++</td>
</tr>
<tr>
<td>Data integrity</td>
<td>-</td>
<td>+</td>
<td>++</td>
</tr>
<tr>
<td>Data availability</td>
<td>-</td>
<td>+</td>
<td>++</td>
</tr>
<tr>
<td>Verifiability and auditability</td>
<td>-</td>
<td>+</td>
<td>++</td>
</tr>
<tr>
<td>Immutability</td>
<td>-</td>
<td>+</td>
<td>++</td>
</tr>
<tr>
<td>Transparency</td>
<td>-</td>
<td>+</td>
<td>++</td>
</tr>
</tbody>
</table>

Centralized systems can compromise data integrity if controlled by a single entity with malicious intent. Decentralized systems mitigate this risk by requiring consensus, and blockchain-based systems, with cryptographic verification and immutability, offer the highest assurance of data integrity. Furthermore, centralized systems' availability hinges on the central entity's stability, which can lead to disruptions. Decentralized systems, sharing data across nodes, increase availability, while blockchain-based systems exhibit
resilience, even when ICGs go offline, ensuring continuous data availability.

In summary, centralized systems might compromise security, whereas decentralized and blockchain-based systems enhance security through decentralization, data integrity, availability, auditability, immutability, and transparency. While each approach has its strengths and limitations, blockchain-based systems exhibit comprehensive security features, making them particularly well suited for applications where trust and security are paramount.

VI. CONCLUSION

In conclusion, the research presented in this paper demonstrates the significant potential of utilizing blockchain technology to enhance the integrity and efficiency of shared data within a distributed-control intersection network. The implementation of a blockchain-based method has been shown to address the challenges associated with data integrity, trust, and transparency in this critical context. By leveraging the decentralized and immutable nature of blockchain, the proposed approach offers a robust solution for ensuring the authenticity and consistency of data exchanged among various intersection nodes.

The results of our experiments indicate that the blockchain-based method not only enhances the overall security posture of the intersection network but also contributes to the efficient management of the road traffic, reducing the risk of unauthorized modifications and data tampering. The blockchain records the history of intersection link states, therefore the use of the blockchain is essential in the event of an intersection system failure, so that the new signals plan of the intersection can be calculated based on the data previously stored in the blockchain, thereby streamlining the decision-making process in the distributed-control system.

It is worth noting that while this paper primarily focuses on the application of blockchain in a distributed-control intersection network, the concepts and insights presented herein have broader implications for other decentralized and data-sensitive systems. Future research could explore scalability and performance optimization, as well as real-world deployment and integration of the proposed solution. As the adoption of blockchain technology continues to expand, the findings of this study contribute to the advancement of secure and trustworthy data sharing in distributed systems, paving the way for safer and more efficient urban traffic management and beyond.
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Abstract—The underrepresentation of the Indonesian language in the field of Natural Language Processing (NLP) can be attributed to several key factors, including the absence of annotated datasets, limited language resources, and a lack of standardization in these resources. One notable linguistic phenomenon in Indonesia is code-mixing between Bahasa Indonesia and English, which is influenced by various sociolinguistic factors, including individual speaker characteristics, the linguistic environment, the societal status of languages, and everyday language usage. In an effort to address the challenges posed by code-mixed data, this research project has successfully created a code-mixed dataset for sentiment analysis. This dataset was constructed based on keywords derived from the sociolinguistic phenomenon observed among teenagers in South Jakarta. Utilizing this newly developed dataset, we conducted a series of experiments employing different pre-processing techniques and pre-trained models. The results of these experiments have demonstrated that the IndoBERTweet pre-trained model is highly effective in solving sentiment analysis tasks when applied to Indonesian-English code-mixed data. These experiments yielded an average precision of 76.07%, a recall of 75.52%, an F-1 score of 75.51%, and an accuracy of 76.56%.
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I. INTRODUCTION

Indonesia, the fourth most populous country globally, boasts a population exceeding 279 million people, according to estimates provided by the Central Intelligence Agency (CIA) World Factbook. Despite its substantial population, the Indonesian language remains inadequately represented within the realm of Natural Language Processing (NLP). According to Koto et al. [1], this paucity of representation can be attributed to three principal factors: the dearth of annotated datasets, restricted language resources, and a lack of standardization in these resources.

The prevalence of code-mixing, the linguistic phenomenon involving the amalgamation of multiple languages in communication, is influenced by sociolinguistic determinants. As highlighted by Anastassiou and Andreou [12], these determinants encompass individual speaker attributes, the linguistic milieu, the societal status of languages, and everyday language utilization. The coexistence of diverse local languages, regional dialects, and Bahasa Indonesia (the national language) engenders an environment conducive to code-mixing as individuals navigate various linguistic systems. The escalating influence of globalization has engendered a heightened reliance on the English language across the world. This trend, coupled with the multicultural nature of the community in Jakarta Selatan, further contributes to the phenomenon of code-mixing as an inherent byproduct of linguistic diversity and interactions. The South Jakarta Code-mixed phenomenon presents an avenue for NLP research to confront the intricacies of language and facilitate multilingual communication. Ongoing research endeavors in this field strive to cultivate innovative techniques adept at effectively managing the distinct challenges posed by code-mixed data. Such advancements seek to enhance comprehension and processing capabilities when dealing with multilingual text.

Code-mixing or language mixing in sentiment analysis tasks poses a unique challenge in the field of Natural Language Processing (NLP). Most research on code-mixing is conducted to address sentiment-related issues within monolingual contexts. Given that English is the second most widely used language globally, the likelihood of code-mixing between English and other languages is significant. As a result, the majority of code-mixing research focuses on combinations of English with other languages. However, publicly available code-mixed data between English and Indonesian is scarce, making it challenging to investigate and develop solutions in this area.

Several sentiment analysis studies have been conducted using code-mixed data represented in embeddings. Embeddings are used to represent words in such a way that words that are closer in vector space are expected to have similar meanings. Previous studies include Mishra et al. [2], who used Indian-English and Spanish-English with Glove and TF-IDF as embeddings; Javdan et al. [3], who used Indian-English and Bengali-English with Glove and FastText as embeddings; and Tho et al. [4], who used Indonesian-Javanese with a BERT pretrained model as embedding. Comparative studies conducted by Wang et al. [5] demonstrated that the BERT pretrained model outperforms classic embeddings that are context-independent, such as Glove and FastText. However, these three embeddings are primarily focused on a single language (English), which adversely affects sentiment classification performance.

While many research efforts have aimed to improve sentiment analysis by incorporating code-mixed data from various languages, it's clear that the models used in existing studies are predominantly centered on a single language, specifically, English. This preference for one language in model architecture, along with the neglect of others, can lead to less-than-optimal sentiment analysis results. Moreover, there is a significant scarcity of publicly available code-mixed datasets, especially those annotated with sentiment categories,
particularly for the Indonesian-English language combination. This research gap constrains our understanding of the processes involved in code-mixing between the Indonesian and English languages within the field of Natural Language Processing (NLP), underscoring the necessity to consider both languages, rather than singularly focusing on one. In light of this void, this study makes the following major contributions:

- Constructing a code-mixed Indonesian-English dataset specifically designed for semantic tasks, such as sentiment analysis, and
- Developing five preprocessing scenarios based on pretrained models used in sentiment analysis tasks to address the limitations of embeddings that concentrate solely on one language.

This paper is structured as follows: Section II provides the literature review; Section III encompasses the development of the dataset, including data collection, labeling, the definition of sentiment, preprocessing, and the description of labeling outcomes. Section IV outlines the research methodology. Section V presents the results and discussion, Section VI expounds upon future research directions, and the concluding chapter wraps up the paper in Section VII.

II. LITERATURE REVIEW

Pretrained models in Natural Language Processing (NLP) have demonstrated their effectiveness in addressing code-mixed challenges by capitalizing on their capacity to learn from extensive and diverse text data. These pretrained models have evolved to become the state-of-the-art models for language comprehension and generation. The foundational data used to train these models is sourced from extensive corpora, including resources such as Wikipedia and book corpuses. Additionally, as outlined by Gupta, Ekbal, and Bhattacharyya [13], existing benchmark datasets across various NLP tasks can be adapted to the code-mixed environment, enabling the assessment of a model's adaptability within a multilingual framework.

Sentiment analysis, a well-established and extensively researched field within social media analysis and NLP, has primarily been conducted in monolingual settings to address sentiment-related concerns. In the realm of code-mixing research, the primary focus has been on combining English with other languages. This emphasis stems from the widespread use of English as the second most spoken language globally, resulting in the prevalence of code-mixing involving English.

In certain sentiment analysis studies, code-mixed data is represented using embeddings, which transform words into vectors, with words of similar meanings residing in close proximity within vector spaces. For example, a study conducted by Mishra, et al. [2] utilized Indian-English and Spanish-English code-mixed data, employing Glove and TF-IDF as embeddings. Similarly, Javdan, et al. [3] employed Indian-English and Bengali-English code-mixed data with Glove and FastText as embeddings, while Tho, et al [4] used Indonesian-Javanese code-mixed data with a Sentence BERT pre-trained model for embedding. In our current study, we employ IndoBertweet, BERTweet, and Multilingual pretrained models to embed code-mixed data, including Indonesian-English pairs.

Notably, Mishra et al. [2] conducted code-mixing research involving Indian local languages such as Hindi (HI) and Bengali (BN). The research encompassed various language pairs, including Hindi-English and Bengali-English, employing machine learning and neural networks to address challenges. Feature vectors like GloVe and TF-IDF with 2-6 n-gram characters were employed. However, the study identified several limitations, including the model's difficulty in accurately capturing sentiment polarization from ambiguous data, the limitations of word n-grams in precisely representing sentiment in sentences due to Twitter's character restrictions, and the existence of diverse spelling variations for a single word. Consequently, the use of multilingual embeddings is deemed necessary to accurately classify sentiment and represent words and phrases beyond the lexicon of a single language.

Javdan, et al. [3] conducted sentiment analysis on code-mixed Hindi-English and Spanish-English data using fastText and GloVe embeddings. However, the combination of CNN, fastText, and GloVe resulted in unexpected outcomes with subpar performance. This underperformance was attributed to the exclusion of languages other than English in the embedding process, regardless of the model used. As a result, future studies will prioritize pretraining models in both languages, employing attention mechanisms to determine the significance of each linguistic representation within each phrase.

Furthermore, Tho, et al. [4] evaluated sentiment analysis for Indonesian and Javanese code-mixed data using lexicons and transformers, incorporating an attention mechanism. The transformer model, which leverages the attention mechanism, was employed. Based on the results, the transformer model with BERT encoding demonstrated superior accuracy compared to lexicons. Additionally, a comparative analysis conducted by Wang, et al. [5] revealed that the BERT pretrained model outperforms well-known context-independent embeddings like Glove and FastText. This finding prompted the selection of the BERT pretrained model as the starting point for our current research.

Despite numerous research endeavors that have attempted to enhance sentiment analysis performance using data incorporating code-mixing across different languages, it is evident that the dataset and model architectures employed in existing studies are primarily fixated on a single language, specifically, English. The limitations associated with embedding models trained or biased toward a single language while neglecting others can result in suboptimal sentiment analysis performance. Furthermore, code-mixed datasets, particularly for semantic tasks like sentiment analysis, annotated with sentiment categories, remain notably scarce in the public domain, especially for the Indonesian-English language combination.

This research addresses critical gaps in NLP by focusing on code-mixing challenges involving English and Indonesian, offering a new dataset for sentiment analysis. It also explores preprocessing strategies to enhance sentiment analysis in code-
mixed data. The study contributes to the understanding and management of code-mixed text and aligns with the broader goal of improving multilingual communication and NLP.

III. DATASET DEVELOPMENT

A. Data Collection Procedure

The data collection methodology entails acquiring data through the submission of requests to Twitter API version 2, amalgamating data in both Indonesian and English languages. A specific authorization, denoted as "Academic research", is imperative for gaining access to Twitter API version 2. The default permission level of Twitter API, referred to as "Essential," is considerably limited and insufficient for conducting crawling operations. Registration is obligatory and necessitates the completion of various inquiries pertaining to the research project. Upon successful registration, an API key is procured. Academic access is indispensable, as it confers numerous advantages that facilitate the research process, including access to real-time public Twitter data and other features that augment accurate and equitable data collection.

A roster of desired keywords is employed as the query or filter for the endpoint, which combs through the entirety of Twitter. The keyword list is amalgamated using the OR operator, signifying a combination of keywords. Additional filters encompass "-is:retweet" to exclude retweeted or shared tweets to avoid duplication, "-is:reply" to consider solely original tweets from the tweet author, and "place:country:ID" to specify tweets from users located in Indonesia. The selected search terms are derived from sociolinguistic phenomena in Indonesian and English, which are popular among young individuals in the South Jakarta region [9], along with a compilation of pertinent hashtags. The keywords for the endpoint query were gathered from various publications found through Google searches utilizing the term "slang jaksel." The number of keywords obtained from these articles is restricted to 50 and stored in the software as an array. To prepare the training data, the Twitter API v2 and the Python module Tweepy are utilized for the purpose of retrieving code-mixed Indonesian and English data.

The available data spans from August 2020 to September 2022. Along with keywords, the endpoint query also includes date-based queries. The dataset is standardized by dividing it into three sections: testing, validation, and training. The evaluation and dataset distribution adhere to the same F1 value calculation as applied to the IndoLEM dataset in a manner similar to the approach outlined in a study conducted by Koto et al. [1]. The data distribution in this study employs a ratio of 3638 sentences for training, 399 for validation, and 1011 for testing. Considering that the maximum amount of data retrievable per query is 500, queries must be executed in batches.

To mitigate noise within the data, a human data cleaning procedure is executed. This procedure encompasses the removal of duplicate data, the filtration of monolingual data, and the exclusion of offensive or inappropriate terms. After the selection process, the data is annotated with emotions, specifically categorized as neutral, positive, and negative. These emotions are subsequently translated into numerical values during the training phase, with the assigned values as follows: neutral = 0, negative = 1, and positive = 2.

B. Data Labeling Procedure

The data labeling procedure involved the collaboration of five annotators with expertise in the fields of data science, English literature, and Indonesian literature. Crowdsourcing was employed to streamline the annotation process, and the services of these annotators were procured through a dedicated freelancing platform tailored specifically for Indonesian professionals (https://projects.co.id). The selection of annotators was based on their knowledge and proficiency in areas directly pertinent to the characteristics of the dataset under investigation.

The tasks assigned to the five annotators were delineated as follows:

1) Reviewing tweets provided via the Google AppSheet platform.
2) Categorizing the tweets into three distinct sentiment labels: positive, negative, and neutral.
3) Analyzing the sentiment groupings based on their pre-existing linguistic expertise.

In order to uphold consistency and precision throughout the annotation process, a majority vote was conducted among the three sets of labeled files. The AppSheet system was seamlessly integrated with Google Sheets, serving as the foundational database from which the annotators read and annotated the tweets. To ensure a more coherent and standardized set of annotated tweets, the final determinations regarding precise sentiment annotations were reached through mutual consensus among the annotators. To enhance comprehension, the consensus on sentiment assessment took into account the context of polarization or sentiment inclination, as well as specific instances. The sentiment categories and their corresponding degrees of polarity are delineated in Table I.

<table>
<thead>
<tr>
<th>Polarity Level</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>A response or outlook that raises the worth of someone or something.</td>
</tr>
<tr>
<td>Negative</td>
<td>Negative language that will reduce the perceived value of whatever is being viewed.</td>
</tr>
<tr>
<td>Neutral</td>
<td>Taking no sides</td>
</tr>
</tbody>
</table>

C. Dataset Generation Results

According to the labeling distribution determined by the five annotators, the findings revealed that negative labels were more prevalent on Twitter, constituting approximately 35.33% of the data instances, as opposed to neutral labels at approximately 36.19% and positive labels at approximately 28.48%. This distribution was observed in a total of 1,903 out of 5,068 data instances. The distribution results are comprehensively presented in Table II.
TABLE II. FIVE ANNOTATORS' RESULTS OF LABELING DISTRIBUTION

<table>
<thead>
<tr>
<th>Annotator</th>
<th>Positive</th>
<th>Negative</th>
<th>Neutral</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1732</td>
<td>1213</td>
<td>2123</td>
<td>5068</td>
</tr>
<tr>
<td>2</td>
<td>1421</td>
<td>2185</td>
<td>1462</td>
<td>5068</td>
</tr>
<tr>
<td>3</td>
<td>1039</td>
<td>2358</td>
<td>1571</td>
<td>5068</td>
</tr>
<tr>
<td>4</td>
<td>1714</td>
<td>1927</td>
<td>1427</td>
<td>5068</td>
</tr>
<tr>
<td>5</td>
<td>1784</td>
<td>1732</td>
<td>1552</td>
<td>5068</td>
</tr>
<tr>
<td>Average</td>
<td>1538</td>
<td>1903</td>
<td>1627</td>
<td>5068</td>
</tr>
</tbody>
</table>

Description:
- Annotator 1 possesses expertise in the field of Statistics.
- Annotator 2 specializes in Indonesian Literature.
- Annotator 3 has expertise in English Literature.
- Annotator 4 is knowledgeable in the field of English Education.
- Annotator 5 has expertise in English Literature.

D. Preprocessing

This study will employ various preprocessing methods, encompassing emoji/emoticon conversion, translation, and slang word normalization. Manual data cleaning will be undertaken to eliminate offensive remarks, obscenities, and duplicate entries. Furthermore, automatic preprocessing will be executed by removing unnecessary tokens based on a predefined regular expression. This includes the elimination of acronyms, hashtags, mentions, and URLs. The preprocessing procedure may also encompass converting text to lowercase, addressing coarse language in English, converting emoji/emoticon symbols, normalizing text, performing translation tasks, and eliminating extraneous words. The specific preprocessing techniques employed will be contingent on the selected scenario and the pretrained model in use.

IV. RESEARCH METHODOLOGY

In a general overview, the research involves five distinct phases for constructing the model. These phases encompass the data collection, data labeling, sentiment polarity determination, training and validation, and the subsequent testing and evaluation processes. The process of dataset development, which includes data collection, labeling, sentiment definition, preprocessing, and the acquisition of labeling results, is elucidated in Section III, specifically under the dataset development section. Fig. 1 depicts the research's overall diagram.

**A. Training, Testing and Validation Process**

In the training process, data preparation is carried out, involving data cleaning and preprocessing. Following preprocessing, training is performed using the BERT model. The training process is conducted with three epochs, in accordance with the recommendation by Devlin et al. [7]. Validation occurs concurrently with training to find the lowest loss value among the three epochs. By analyzing the training loss and validation loss values, it can be determined whether the dataset is overfit, underfit, or properly fit to the pretrained model in use. Consequently, the output of the training process is the best model based on the validation results. Given that the primary focus of this research is to compare the use of pretrained models, the selection of epoch, batch, and learning rate values aligns with the fine-tuning procedure outlined by Devlin et al. [7]. The specific values used are adjusted for each pretrained model since they have different optimal hyperparameters. From the chosen best model, a testing process is conducted. The test data is preprocessed using the same procedure as in the training process. The testing process involves comparing the prediction results with the labels in the test data.

**B. Bidirectional Encoder Representations from Transformer (BERT)**

Bidirectional Encoder Representations from Transformers (BERT) is a deep learning model designed to generate comprehensive representations of unlabeled text by considering both left and right context at all levels. BERT accomplishes this by incorporating the entire set of words in the surrounding text. Pretrained models based on BERT have proven to be highly effective in representing language due to their extensive training on large corpora and specific domains. The BERT framework consists of two main stages: pretraining and fine-tuning. During pretraining, the model is trained on unlabeled data using various tasks, such as Masked Language Modeling (LM) and Next Sentence Prediction. In the fine-tuning stage, the BERT model is initialized with pretrained parameters and further fine-tuned using labeled data specific to particular tasks.

In this research, the pretrained BERT model is employed to tackle the semantic task of sentiment analysis. The utilization of pretrained models offers significant advantages in natural language processing (NLP) tasks, as it eliminates the need to train new models from scratch. The BERT-based pretrained models utilized in this study include BERTweet, trained on a collection of English tweets [8], IndoBERTweet [6], trained on a collection of Indonesian tweets, and MultilingualBERT [7], trained on a multilingual Wikipedia dataset comprising 104 languages. These pretrained models serve as a foundational point for the sentiment analysis task, leveraging their pre-established knowledge and language representations.

**C. Sentiment Classification**

In this research, the classification process leverages the encoding architecture of the transformer. The experiments conducted in this research are based on the implementation of the BERT model provided by Hugging Face. In its entirety, the layers are divided into three parts: the input layer, the attention
layer, and the classification layer. A pretrained model, specifically BERTBase, is utilized as a reference in the training process, with adjustments made for each domain. The parameters of BERTBase used in this study have a larger configuration compared to the transformer parameters defined in previous research [19]. BERT incorporates a larger feedforward network, with 768 and 1024 hidden units/embedding sizes, as well as more attention, with 12 and 16 heads, in contrast to the default configuration in the initial Transformer paper (six encoder layers, 512 hidden layers, and eight head attention). The poorer layer in the transformer architecture is employed as input to calculate probabilities and loss values using sigmoid and BCELoss calculations. These computations are conducted in alignment with the specialized BERT implementation for semantic tasks like sentiment analysis. The sigmoid calculation produces logits, which are used to determine whether the sentiment class falls into the categories of neutral, positive, or negative. Meanwhile, the loss value is utilized for validation to select the best model and evaluate whether the trained data exhibits signs of overfitting, underfitting, or a good fit.

D. Experimental Setup

The dataset employed in this study comprises social media activity data in the form of tweets from Twitter. This dataset encompasses both textual data and emoticons/emojis, as prior research has demonstrated that the inclusion of these types of data enhances the performance of the sentiment analysis pipeline, which is based on BERT [11] and deep learning-based sentiment analysis [10].

<table>
<thead>
<tr>
<th>TABLE III. FIVE ALTERNATIVE SCENARIOS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Scenario 1</strong></td>
</tr>
<tr>
<td>1. Data cleaning</td>
</tr>
<tr>
<td>2. Preprocessing</td>
</tr>
<tr>
<td>3. Emoji conversion</td>
</tr>
<tr>
<td>4. Translation to Bahasa Indonesia</td>
</tr>
<tr>
<td>5. BERT Training with IndoBERTweet pretrained model</td>
</tr>
<tr>
<td>6. Validation</td>
</tr>
<tr>
<td>7. Testing and Evaluation</td>
</tr>
<tr>
<td><strong>Scenario 2</strong></td>
</tr>
<tr>
<td>1. Data cleaning</td>
</tr>
<tr>
<td>2. Preprocessing</td>
</tr>
<tr>
<td>3. Emoji conversion</td>
</tr>
<tr>
<td>4. Translation to English</td>
</tr>
<tr>
<td>5. BERT Training with IndoBERTweet pretrained model</td>
</tr>
<tr>
<td>6. Validation</td>
</tr>
<tr>
<td>7. Testing and Evaluation</td>
</tr>
<tr>
<td><strong>Scenario 3</strong></td>
</tr>
<tr>
<td>1. Data cleaning</td>
</tr>
<tr>
<td>2. Normalization to Bahasa Indonesia</td>
</tr>
<tr>
<td>3. Training with MultilingualBERT pretrained model</td>
</tr>
<tr>
<td>4. Validation</td>
</tr>
<tr>
<td>5. Testing and Evaluation</td>
</tr>
<tr>
<td><strong>Scenario 4</strong></td>
</tr>
<tr>
<td>1. Training with IndoBERTweet pretrained model</td>
</tr>
<tr>
<td>2. Validation</td>
</tr>
<tr>
<td>3. Testing and Evaluation</td>
</tr>
<tr>
<td><strong>Scenario 5</strong></td>
</tr>
<tr>
<td>1. Training with MultilingualBERT pretrained model</td>
</tr>
<tr>
<td>2. Validation</td>
</tr>
<tr>
<td>3. Testing and Evaluation</td>
</tr>
</tbody>
</table>

A list of 50 keywords is compiled from various online articles, and some of the instances, as illustrated in Table II, are subjected to translation using Google Translate after undergoing preprocessing. The objective is to amass a diverse dataset encompassing data in multiple languages. Additionally, emoji and emoticons are transformed into plain text using the emoji 1.7.0 library incorporated in the Python package [10]. The sentiment analysis procedure is executed through five distinct scenarios, as outlined in Table III.

E. Evaluation Process

The evaluation phase is conducted based on the five experimental scenarios that have been established. All five scenarios are tested and evaluated using the same methodology. In the testing phase, labeled test data is utilized to make predictions. The predicted data is then compared to the actual label data, resulting in the creation of a confusion matrix. This confusion matrix is instrumental in determining the count of correct and incorrect predictions based on the respective classes. Metrics calculated include accuracy, precision, recall, and F-measure. Given that this research involves three classes: neutral (0), negative (1), and positive (2), the resulting confusion matrix has a 3x3 dimension, with columns representing predicted sentiment and rows representing the true sentiment. The confusion matrix provides the basis for calculating evaluation metrics, such as precision, recall, F1-score, and overall accuracy for all classes. To compute the values for each metric, one requires the count of true positives, true negatives, false positives, and false negatives.

V. RESULTS AND DISCUSSION

Leveraging pretrained BERT models has demonstrated notable effectiveness when fine-tuning the sentiment analysis task. These pretrained models provide substantial time and cost savings, as they have already undergone extensive training on large corpora, a process demanding significant computational resources. However, it is crucial to acknowledge that not all pretrained models are equally well-suited for the unique domain of code-mixed data. The comprehensive results of the experiments carried out in this study are presented in Table IV.

<table>
<thead>
<tr>
<th>TABLE IV. FIVE ALTERNATIVE SCENARIOS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Scenarios</strong></td>
</tr>
<tr>
<td><strong>Precision</strong></td>
</tr>
<tr>
<td><strong>Recall</strong></td>
</tr>
<tr>
<td><strong>F1-Score</strong></td>
</tr>
<tr>
<td><strong>Accuracy</strong></td>
</tr>
<tr>
<td><strong>Scenario 1</strong></td>
</tr>
<tr>
<td>IndoBERTweet (Preprocessing)</td>
</tr>
<tr>
<td>0.7607</td>
</tr>
<tr>
<td>0.7552</td>
</tr>
<tr>
<td>0.7551</td>
</tr>
<tr>
<td>0.7656</td>
</tr>
<tr>
<td><strong>Scenario 2</strong></td>
</tr>
<tr>
<td>BERTweet (Preprocessing)</td>
</tr>
<tr>
<td>0.7314</td>
</tr>
<tr>
<td>0.7322</td>
</tr>
<tr>
<td>0.7316</td>
</tr>
<tr>
<td>0.7389</td>
</tr>
<tr>
<td><strong>Scenario 3</strong></td>
</tr>
<tr>
<td>MultilingualBERT (Preprocessing)</td>
</tr>
<tr>
<td>0.6677</td>
</tr>
<tr>
<td>0.6622</td>
</tr>
<tr>
<td>0.6631</td>
</tr>
<tr>
<td>0.6716</td>
</tr>
<tr>
<td><strong>Scenario 4</strong></td>
</tr>
<tr>
<td>IndoBERTweet (Without preprocessing)</td>
</tr>
<tr>
<td>0.7396</td>
</tr>
<tr>
<td>0.7374</td>
</tr>
<tr>
<td>0.7358</td>
</tr>
<tr>
<td>0.7478</td>
</tr>
<tr>
<td><strong>Scenario 5</strong></td>
</tr>
<tr>
<td>MultilingualBERT (Without preprocessing)</td>
</tr>
<tr>
<td>0.6334</td>
</tr>
<tr>
<td>0.6345</td>
</tr>
<tr>
<td>0.6335</td>
</tr>
<tr>
<td>0.6370</td>
</tr>
</tbody>
</table>

Based on insights gained from this research, it is evident that code-mixing between English and other languages can be more optimal and effective when focused on the respective language rather than solely on English. These findings challenge previous studies conducted by Mishra et al. [2], Javdan et al. [3], and Tho et al. [4]. The utilization of the relevant language, in this case, supported by pretraining with a
Bahasa Indonesia-based BERT, adds value to enhancing the performance of a sentiment analysis task.

The experiment findings reveal that Scenario 1, which involves utilizing the pre-trained IndoBERT model along with translation into Indonesian, preprocessing steps such as emoji conversion to plain text, and data cleaning, yields the most favorable results for addressing the Indonesian-English code-mixed problem. In this scenario, an average precision of 76.07%, recall of 75.52%, an f-1 score of 75.51%, and an accuracy of 76.56% were achieved. It's worth noting that the performance, albeit slightly, decreased compared to Scenario 4, which employed the pre-trained IndoBERT model without preprocessing, resulting in an average precision of 73.96%, recall of 73.74%, an f-1 score of 73.58%, and an accuracy of 74.78%. These outcomes underscore the effectiveness of the monolingual Bahasa Indonesia translation and preparation procedure in enhancing performance.

Conversely, the pre-trained Multilingual BERT model exhibited suboptimal performance in Scenarios 3 and 5. However, the inclusion of preprocessing steps led to improved performance outcomes. This phenomenon could be attributed to the fact that the Multilingual BERT training process relies on the Wikipedia corpus, which forms its vocabulary using standard words. Consequently, it is less adept at capturing out-of-vocabulary terms in code-mixed data, including informal words. Additionally, after three epochs of training, the data for the BERTweet pre-trained model showed a good fit, but IndoBERT outperformed it in terms of performance. This may be due to the prevalence of code-mixing and its adherence to Indonesian sentence structure, rendering the translation accuracy of Google Translate less reliable. Based on the aforementioned justifications, here are the outcomes of each of the five scenarios:

- **Scenario 1 (pre-trained IndoBERT with preprocessing):**
  - Average precision: 76.07%, recall: 75.52%, f-1 score: 75.51%, accuracy: 76.56%.

- **Scenario 2 (pre-trained Multilingual BERT with preprocessing):** Lower performance than Scenario 1.

- **Scenario 3 (BERTweet pre-trained model):** Exhibited a good fit after three epochs of training but was outperformed by IndoBERT in terms of performance.

- **Scenario 4 (pre-trained IndoBERT without preprocessing):** Slightly lower performance than Scenario 1.

- **Scenario 5 (pre-trained Multilingual BERT without preprocessing):** Lower performance than Scenario 1 but improved with preprocessing steps.

The deep learning approach that automatically generates code-mixed text from English into various languages without previous parallel data, as researched by Gupta [13], could be an option for creating a dataset. However, the perspective and role of annotators in determining how sentiment can be defined are crucial in understanding the context of a sentence to be analyzed in the labeling process. This is due to the more complex language composition compared to single language text. Leveraging their expertise, annotators can provide insights into determining sentiment through expressions, emojis/emoticons, context, and emotions. Thus, it is expected that the dataset can contribute to improving performance in various NLP tasks, regardless of the models and scenarios employed.

### VI. Future Research Direction

Future research is expected to address several key challenges and explore new techniques to enhance the effectiveness and efficiency in handling code-mixed data, particularly the mixing of Indonesian and English in various NLP tasks. The following are some directions for future research:

- **Future research efforts may involve enriching the lexicon of non-standard language, both in English and Indonesian, to minimize out-of-vocabulary words.** Additionally, exploring the conversion of emojis and emoticons within multilingual BERT scenarios (given its training on standard corpora like Wikipedia) to make it applicable to Twitter sentences.

- **As preprocessing has a substantial impact on this study, further investigation is needed to develop better and more optimal preprocessing methods for effectively handling code-mixed data.**

- **Research in the future could consider creating pretrained models on code-mixed data corpora without retaining the existing scenarios.** This approach, while taking into account each language to avoid ambiguity, would allow sentiment analysis processes to run without the need for tuning existing monolingual pretrained models.

### VII. Conclusion

This research project has successfully curated a code-mixed dataset by amalgamating Indonesian and English languages, utilizing 50 keywords derived from a sociolinguistic phenomenon observed among teenagers in South Jakarta. The presence of code-mixing, which results from the combination of two distinct languages, underscores the significance of involving language experts in determining sentiment polarity. This engagement is essential for enhancing the accuracy of sentiment analysis, given the heightened linguistic complexity compared to single-language text. By capitalizing on their expertise, annotators can offer valuable insights for ascertaining sentiment based on expressions, emojis/emoticons, context, and emotional cues. Consequently, the dataset is anticipated to make a meaningful contribution to enhancing performance across a range of NLP tasks, irrespective of the specific models and scenarios used. The dataset was meticulously designed to tackle the semantic task of sentiment analysis, incorporating three distinct label categories: positive, negative, and neutral. The annotation of the dataset was carried out by a panel of five annotators, each possessing expertise language and data science. The dataset has been made publicly available on the Github repository and can be accessed via the following link: https://github.com/laksmitawidya/indonglish-dataset.
Despite being initially trained on a monolingual corpus, the BERT pretrained model exhibits impressive performance when handling code-mixed data in sentiment analysis tasks. Furthermore, each pretrained model demands only a brief training period of approximately four hours on a CPU. This underscores the significant role of pretrained models in expediting the training process in specialized domains, such as sentiment analysis of Twitter data containing both Indonesian and English codes, while keeping computational resource requirements minimal.

Leveraging pretrained BERT models has proven effective in fine-tuning sentiment analysis tasks, resulting in substantial time and cost savings due to their extensive training on large corpora. It's worth emphasizing that not all pretrained models are equally suitable for code-mixed data, and the application of scenario-based preprocessing significantly impacts performance outcomes. The findings of this research highlight the effectiveness of concentrating on the respective language in code-mixing between English and other languages, as opposed to a sole emphasis on English. These insights challenge the conclusions drawn in prior studies. Notably, incorporating the relevant language, particularly when supported by pretraining with a Bahasa Indonesia-based BERT, emerges as a valuable approach to significantly improve the performance of sentiment analysis tasks. Specifically, Scenario 1, which combines the pre-trained IndoBERT model with preprocessing, emoji conversion, and data cleaning, delivers highly favorable results for Indonesian-English code-mixed sentiment analysis, achieving notable average precision, recall, f1-score, and accuracy values of 76.07%, 75.52%, 75.51%, and 76.56%, respectively. This emphasizes that data cleansing, translation to a unified language, and normalization during the preparation stage are adequate for enhancing performance. On the other hand, the Multilingual BERT model initially exhibits suboptimal performance in specific scenarios but shows improvement with the introduction of preprocessing steps, revealing its limitations in capturing out-of-vocabulary terms in code-mixed data. Looking ahead, future research should prioritize enriching non-standard language lexicons, optimizing preprocessing techniques, and exploring pretrained models for code-mixed data without relying on specific scenarios. These endeavors aim to enhance sentiment analysis performance in multilingual contexts, ultimately contributing to improved accuracy and efficiency.
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Abstract—Handling high-dimensional big data presents substantial challenges for Machine Learning (ML) algorithms, mainly due to the curse of dimensionality, which leads to computational inefficiencies and increased risk of overfitting. Various dimensionality reduction and Feature Selection (FS) techniques have been developed to alleviate these challenges. Random Forest (RF), a widely-used Ensemble Learning Method (ELM), is recognized for its high accuracy and robustness, including its lesser-known capability for effective FS. While specialized RF models are designed for FS, they often struggle with computational efficiency on large datasets. Addressing these challenges, this study proposes a novel Feature Selection Model (FSM) integrated with data reduction techniques, termed Dynamic Correlated Regularized Random Forest (DCRRF). The architecture operates in four phases: Preprocessing, Feature Reduction (FR) using Best-First Search with Rough Set Theory (BFS-RST), FS through DCRRF, and feature efficacy assessment using a Support Vector Machine (SVM) classifier. Benchmarked against four gene expression datasets, the proposed model outperforms existing RF-based methods in computational efficiency and classification accuracy. This study introduces a robust and efficient approach to feature selection in high-dimensional big-data scenarios.

Keywords—Random forest; SVM; machine learning; big data; feature selection; best-first search; rough set theory

I. INTRODUCTION

High-dimensional big data poses significant challenges for Machine Learning (ML) algorithms due to the "curse of dimensionality," a phenomenon where the computational complexity and resource requirements increase exponentially as the number of dimensions (features) grows [1]. Traditional algorithms can struggle to make accurate predictions as they become lost in the vastness of the feature space, leading to issues such as overfitting, where the model captures noise instead of the underlying data structure. To mitigate these problems, various dimensionality reduction techniques like Principal Component Analysis (PCA), t-distributed Stochastic Neighbor Embedding (t-SNE), and autoencoders have been developed to compress the feature space while retaining as much of the meaningful information as possible [2]. Additionally, feature selection methods like the Least Absolute Shrinkage and Selection Operator (LASSO), Mutual Information (MI), and Chi-Square Test (CST) are used to identify the most informative features. More sophisticated ML models, such as Deep Learning (DL) models, are also designed to automatically capture hierarchical representations of the data, thereby mitigating some of the challenges posed by high dimensionality.

The Random Forest (RF) technique is a collective learning approach that integrates numerous decision trees to build a more robust and precise forecasting model. Functionally, each tree in the ensemble is built from a bootstrapped sample of the data, and during the tree-building process, a random subset of features is chosen at each node split [3]. This randomization not only decorates the trees but also makes the ensemble less prone to overfitting, enabling it to perform well on unseen data. As a predictor, RF is renowned for its exceptional accuracy, capability to process vast datasets with extensive dimensionality, and capability to handle missing values. One of the lesser-known but advantageous features of an RF model is its innate capability for Feature Selection (FS) [4]. During training, it computes a score for each feature that indicates its importance in making predictions. This feature importance score is often derived from the average reduction in impurity that each feature brings across all trees in the forest. By ranking features based on this score, RF provides a practical and intuitive way for FS, helping to improve the performance of not only itself but also other ML models that may be sensitive to irrelevant or redundant features [5].

Many RF models are specialized for FS, each offering unique advantages and disadvantages. Variants like Boruta [6] focus on systematically identifying important attributes by comparing them to randomly shuffled versions of themselves, while Conditional Inference Forest (CIF) [7] aims for unbiased FS through statistical hypothesis tests. Regularized RF [8] applies a regularization term to prioritize a sparse set of features, and Extremely Randomized Trees (RT) [9] adds an extra layer of randomness for potentially more robust selections. However, a common drawback in most of this RF-based Feature Selection Model (FSM) is their lack of focus on handling large datasets. These methods often strive for computational efficiency, facing challenges related to memory space and computing time. To mitigate these issues, high-performance computing environments and parallel architectures are often necessary for effective FS on big datasets. Failing to use such computational resources can significantly ramp up hardware and software costs. For example, scalable software frameworks like Hadoop MapReduce are often required for the learning and analysis stages to manage large datasets efficiently. Therefore, while RF-based methods offer numerous avenues for FS, their
Considering the challenges associated with computational time complexity and classification accuracy in high-dimensional datasets, a novel FSM integrated with data reduction techniques is proposed. The architecture operates in four distinct phases. Initially, high-dimensional data undergo preprocessing to standardize and clean the dataset. Subsequently, the preprocessed data are processed through a Best-first Search with Rough Set Theory (BFS-RST) Feature Reduction Model (FRM) in the second phase. This specialized model aims to reduce the feature size effectively. In the third phase, a novel proposed variant of RF termed Dynamic Correlated Regularized Random Forest (DCRRF) is employed. This DCRRF model incorporates correlated FSM to identify an optimal set of features from the already-reduced set. The final phase involves a rigorous assessment of the quality and efficacy of the FS using a Support Vector Machine (SVM) classifier. Performance benchmarks indicate that this proposed model outperforms existing RF-based FSM when tested on four gene expression datasets. The architecture aims to mitigate computational inefficiency and enhance classification accuracy, offering a more robust approach to FS in complex data scenarios.

The paper is organized as follows: Section II presents the literature review, Section III presents the methodologies used in the work, Section IV presents the proposed model, Section V analyses the work using different experiments, and Section VI concludes the work.

II. LITERATURE REVIEW

This section delves into various works that have employed RF-based models for FS, offering insights into their efficacy and limitations.

The research in [10-12] presents a two-step RF-based FSM. The first step selects features based on variable importance scores and then employs the search process in the second step to finalize a feature subset. The approach was tested on the KDD’99 intrusion detection dataset, derived from the DARPA 98 dataset. Notably, the KDD’99 dataset was modified to remove redundant records, resulting in a refined dataset called RRE-KDD for training and testing. Experimental results indicated that this approach reduced the feature set and computational time and enhanced classification accuracy. The study in [13-15] explores the use of the RF classifier for FS in prostate cancer detection. Utilizing an ensemble of Decision Trees (DT) for classification, the study notes that the accuracy improves with adding more trees. The classifier is adept at handling incomplete data attributes and is scalable for large datasets. Emphasizing the pivotal role of FS, the research finds that their method boosts detection accuracy by roughly 87%, underscoring the importance of effective FS in enhancing prostate cancer detection. The research in [16-18] study introduces a recursive FSM using RF to enhance protein structural class prediction. The method underwent evaluation through four experiments and was compared to existing prediction techniques. Findings suggest that this feature selection approach significantly bolsters the efficiency of predicting protein structural classes. Remarkably, the method uses fewer than 5% of the features yet boosts prediction accuracy by 4.6-13.3%. Further analysis revealed that features related to predicted secondary structures yielded the best performance, providing insights that could inform the development of even more effective prediction methods for protein structural classes.

The study in [19-23] explores how the number of trees and class separability influence the consistency of variable importance rankings in RF algorithms. The research concludes that achieving stable importance values is possible either by incorporating a large number of trees in a single execution of the model or by taking the average values from multiple runs with fewer trees. While the second approach is more economical regarding computational cost, both methods produce comparable rankings for the variables. The research additionally points out that the ideal number of model iterations fluctuates depending on class separability and offers recommendations for ascertaining the appropriate number of runs or trees to achieve stable rankings of variable importance. In study [24-28], introduce an explainable Artificial Intelligence (AI) model for blood test sample-based COVID diagnosis. Despite the advancements in AI-based diagnostic models, few effectively integrate human-centered and machine-centered approaches. This research employs human-computer interaction design principles to address this gap. Employing graph analysis for the visualization and optimization of features, the model integrates an interpretable decision forest classifier to categorize COVID-19 cases using existing blood test information. This enables clinicians to leverage DT structures and feature visualizations for better model interpretability. They proved that their model had not just better diagnostic accuracy but also reduced computation time.

The research in [29-34] examines the efficacy of ML algorithms like RF and its variations in selecting Single Nucleotide Polymorphisms (SNPs) for fine-scale genetic population assignment in wildlife conservation. The study, which uses unpublished data for Atlantic salmon and published data for Alaskan Chinook Salmon (ACS), found that ML methods outperformed traditional Fixation Index (FST) rankings in identifying informative genetic markers. Specifically, RF-based methods led to an accuracy improvement of up to 7.8% and 11.2% for ACS, respectively. The findings underscore the potential of ML algorithms in enhancing genetic marker selection for conservation efforts. The research in [35-40] addresses the challenges in intrusion detection systems, such as the scarcity of labeled datasets, computational overhead, and suboptimal accuracy. The research introduces an Auto-Encoder Intrusion Detection System (AE-IDS) that leverages the RF algorithm for improved performance. The approach focuses on creating a robust training set through FS and grouping in [41-45]. Post-training, the model employs an auto-encoder for prediction, significantly reducing detection time and enhancing accuracy. Experimental findings suggest that AE-IDS outperform conventional ML-based IDS, offering more accessible training, better adaptability, and higher detection accuracy in [46-50]. The research in [51-55] employs an RF algorithm for county-scale cotton mapping, using spectral, vegetation, and
texture features. The study found that texture features, particularly the Gray Level Co-occurrence Matrix (GLCM), significantly improve classification accuracy. Compared to other classifiers like SVM and ANN, RF exhibited better stability and higher accuracy. The method that combined multiple features achieved an average accuracy of 93.36%, showing the effectiveness of using RF and multiple features for precise cotton mapping [56-58].

III. PROPOSED METHODOLOGIES

A. Random Forest

RF is an Ensemble Learning (EL) algorithm that builds a forest of DT, usually trained with the "bagging" method. The general idea of the Ensemble Learning Method (ELM) is to combine weak learners to create a robust model. In RF, each DT, $T_m$, is trained on a different bootstrap sample $D_m$ drawn from the original dataset. The algorithm performs this operation $M$ times based on the parameter $n_{est}$, effectively creating $M$ different trees. A unique aspect of RF is that it considers only a subset of features when making each split, a number specified by the parameter $max_x$. This random subset of features introduces diversity among the trees, leading to a more robust model.

For regression problems, the output of a RF model is the mean prediction of all the trees, mathematically expressed as Eq. (1).

$$\hat{Y}(X) = \frac{1}{M} \sum_{m=1}^{M} T_m(X)$$

(1)

In classification tasks, the model employs a Majority Voting Scheme (MVS), choosing the mode of the classes predicted by individual trees, given as Eq. (2).

$$\hat{Y}(X) = \text{mode}(T_1(X), T_2(X), \ldots, T_M(X))$$

(2)

This EML provides a way to reduce the variance that might be present in a single DT, improving generalization to unseen data. One of the essential aspects of RF is the criteria used for node splitting, often specified by the Gini Impurity (GI) as shown in Eq. (3).

$$G(S) = 1 - \sum_{i=1}^{k} p_i^2,$$

(3)

where $p_i$ is the proportion of samples of class $i$ at a node, GI quantifies the "messiness" of the data. The algorithm aims to minimize the weighted sum of the GI of child nodes when making each split. This weighted sum can be calculated as in Eq. (4).

$$\Delta G = \sum_{j=1}^{2} \frac{|S_j|}{|S|} G(S_j).$$

(4)

In addition to GI, entropy is another criterion which is sometimes used for splitting nodes, defined as $H(S) = -\sum_{i=1}^{k} P_i \log_2 P_i$. The algorithm then selects the split that maximizes the information gain, calculated as in Eq. (5).

$$IG(S, f) = H(S) - \sum_{j=1}^{2} \frac{|S_j|}{|S|} H(S_j).$$

(5)

One lesser-known but critical aspect of RF is the Out-of-Bag (OOB) error. This internal error estimate eliminates the need for a separate validation set. Each tree in the forest leaves out some samples during its bootstrap training, called OOB samples. The OOB error for each tree $T_m$ is calculated using its corresponding OOB samples as in Eq. (6).

$$OOb_{error\_T_m} = \frac{1}{|OOB_{T_m}|} \sum_{(x_i, y_i) \in OOB_{T_m}} L(y_i, T_m(x_i))$$

(6)

The overall OOB error for the RF is the average of these individual tree OOB errors as shown in Eq. (7).

$$OOb_{error} = \frac{1}{M} \sum_{m=1}^{M} OOb_{error\_T_m}$$

(7)

where, $L(y, \hat{y})$ is a loss function measuring the difference between the true label $y$ and the predicted label $\hat{y}$.

Algorithm 1 for RF Algorithm

Initial Parameters:

(i) tree count in the forest ($M$): "n_est"

(ii) features needed for each split: "max_x"

(iii) each tree's maximum depth: "max_d"

(iv) the sample count needed to split a node: "minsam_split"

(v) The sample count needed to be a leaf node: "minsam_leaf"

For $m = 1$ to:

• Bootstrap Sampling
  - Draw a bootstrap sample $D_m$ of size $N$ from the training dataset.
  - Identify Out-of-Bag samples $OOB_m = D - D_m$

• Build Tree $T_m$

For Each node:

• Check Terminal Conditions
  - If depth equals $max_d$ or $|D_m| < minsam_{split}$ or $|D_m| < minsam_{leaf}$, make the node a leaf and stop.

Feature Selection

• Randomly select $max_f$ Features without replacement.

Find Best Split

For Each

• FS compute the best split based on either GI or Entropy.
  - The best split minimizes the weighted GI or maximizes Information Gain.

Split the Node

• Divide $D_m$ into two subsets $D_{m, \text{left}}$ and $D_{m, \text{right}}$ based on the best split.

Recursive Split
variable importance score in an RF algorithm is computed for improving and interpreting the model's decisions. The variable importance score in an RF algorithm is computed based on two principal factors:

a) Mean Decrease in Impurity (MDI): This method calculates the average reduction in impurity—Gini impurity or entropy, for example—for each feature brought about when used for node splitting. Mathematically, the Mean Decrease in Impurity for feature $f$ is computed as shown in Eq. (8).

$$\text{MDI}(f) = \frac{1}{\text{all nodes using } f} \sum (\text{Impurity of Parent Node} - \text{Weighted Impurity of Child Nodes})$$

b) Mean Decrease in Accuracy (MDA): Another method, which usually involves using the Out-of-Bag (OOB) error, calculates the decrease in model accuracy when a particular feature is permuted. The idea is to assess how much worse the model performs without each feature. The formula for MDA can be generalized as Eq. (9).

$$\text{MDA}(f) = \frac{1}{M} \sum_{m=1}^{M} \left( \text{OOB Error with } f - \text{OOB Error without } f \right)$$

Calculation Steps:

Step 1. Run the RF Algorithm: First, generate the RF model using all variables and calculate the OOB error rate.

Step 2. Permute Each Variable: For each feature $f$ in the dataset, randomly permute the values of $f$ in the OOB samples and record the new OOB error.

Step 3. Compute Importance: For each feature $f$, compute the Mean Decrease in Accuracy or Mean Decrease in Impurity, depending on which method you're using.

Step 4. Normalize Scores: The raw importance scores can be normalized to sum to one, making them easier to interpret and compare.

2) Regularized random forest (RRF): RRF is an advanced extension of the traditional RF algorithm. While RF is already effective in ensemble learning, RRF takes a step further by incorporating regularization techniques aimed at reducing overfitting and improving feature selection. In standard RF models, each DT $T_m$ is trained independently on a bootstrap sample $D_m$, with no explicit mechanism for feature regularization. RRF, however, adds a regularization term to the ELM, effectively penalizing the complexity of individual trees.

The objective function for each tree in RRF can be mathematically represented as in Eq. (10).

$$\text{Objective}(T_m) = \text{Impurity}(T_m) + \lambda \text{Complexity}(T_m)$$

Here, Impurity $(T_m)$ refers to the impurity measure, which can be either GI or entropy. Complexity $(T_m)$ is a function quantifying the complexity of the tree, such as the depth or the number of leaves. $\lambda$ is the regularization parameter controlling the trade-off between impurity and complexity. This parameter is usually determined through cross-validation. In the RRF model, the standard information gain is replaced by a regularized form, $\text{Gain}_R(X_i, v)$, which integrates the regularization term:

$$\text{Gain}_R(X_i, v) = \begin{cases} 
\lambda \times \text{Gain}(X_i, v) & \text{if } i \notin F \\
\text{Gain}(X_i, v) & \text{if } i \in F 
\end{cases}$$

Here, $F$ is the set of feature indices already used for splitting in previous nodes. The term $\lambda$ serves as the penalty coefficient. Regularization in RRF can be applied at different stages:

- During Feature Selection: The regularization term is incorporated into the evaluation metric used for selecting the features for node splitting.
- During Tree Pruning: After constructing the trees, they can be pruned to minimize the regularized objective function.

By introducing the regularization term, RRF balances model complexity and fit quality, ensuring a more interpretable and robust ensemble model. This is particularly useful in cases where the dataset contains many irrelevant features or when overfitting is a concern. Therefore, RRF benefits from the inherent advantages of Random Forests while simultaneously mitigating some of their limitations.

B. Best-First Search (BFS)

BFS is a tree-based search algorithm that aims to find the most optimal solution by navigating through the state space of possible solutions. In the context of feature selection, each node $N$ in the search tree represents a subset of features $S$, and the root node usually represents an empty set or the complete feature set. The primary driving force of the algorithm is an evaluation function $f(N)$, which measures the 'quality' or 'promising nature' of node $N$. Mathematically, the evaluation function $f(N)$ can be expressed as in Eq. (12).

$$f(N) = g(N) + h(N)$$
where, \( g(N) \) is the cost to reach the current node from the root (often equal to the number of features in \( S \) when feature reduction is the goal), and \( h(N) \) is the heuristic estimate of the cost to reach an optimal solution from \( N \). The algorithm maintains a priority queue \( Q \), initialized with the root node. The nodes are sorted in \( Q \) based on their evaluation scores. The algorithm iteratively performs the following steps until a stopping criterion is met:

**Algorithm 2 for BFS for FS**

*Input:*
- \( S \): Complete set of features
- \( f(N) \): Evaluation function for a node \( N \)
- Stopping Criteria: \( C \)

*Output:*
- Optimal subset of features \( S_{optimal} \)

*Initialize:*
- Create an empty priority queue \( Q \)
- Create a root node \( N_{root} \) with no features or all features, add \( N_{root} \) to \( Q \)

*Steps:*

While \( Q \) is not empty and stopping criteria \( C \) are not met:
- Pop the node \( N \) with the lowest \( f(N) \) from \( Q \)
  
  If \( N \) satisfies \( C \):
  
  Return \( S_{optimal} \) as the feature subset in \( N \)

Exit

Else

- Generate child nodes of \( N \) by adding or removing features from \( S \)
- Evaluate \( f(N) \) For Each Child Node
- Insert the child nodes into \( Q \)
- Re-sort \( Q \) based on \( f(N) \)

The mathematical representation of the priority queue after ‘k’ iterations can be represented as in Eq. (13).

\[
Q_k = \{N_1, N_2, ..., N_m\} \text{ s.t. } f(N_1) \leq f(N_2) \leq ... \leq f(N_m) \quad (13)
\]

By focusing on the most promising subsets of features, BFS achieves a balance between exhaustive search and greedy algorithms. However, it can be computationally intensive, especially when the feature space is ample, as the time complexity can go up to \( O(b^d) \), where \( b \) is the branching factor, and \( d \) is the depth of the solution.

C. Rough Set Theory (RST)

FR helps reduce the computational cost, simplifying models and sometimes even improving the performance by eliminating irrelevant or redundant features. RST developed that can be employed for feature reduction. RST provides a formal mathematical framework to deal with vagueness and uncertainty in data. In the context of Feature Reduction (FR), it helps identify the minimal set of features indispensable for preserving the discernibility between objects. In simpler terms, it helps find the most miniature set of features necessary and sufficient for classification tasks.

Let \( U \) represent the universe of objects or instances in the dataset, and let \( A \) denote the set of attributes or features. A decision table \( T = (U, A) \) may be formed, in which \( U \) comprises the rows, and \( A \) makes up the columns. Additionally, \( D \) a subset of \( A \), can be introduced as the decision attribute(s) of interest. Using this foundation, the following aspects of RST are discussed:

a) Indiscernibility Relation: The fundamental concept in RST is the indiscernibility relation. For a given subset of attributes, \( B \subseteq A \), an indiscernibility relation \( IND(B) \) is defined as follows in Eq. (14).

\[
IND(B) = \{(x, y) \in U \times U \mid \forall a \in B, a(x) = a(y)\} \quad (14)
\]

Here, \( a(x) \) is the value of attribute \( a \) for object \( x \). The indiscernibility relation \( IND(B) \) groups objects that cannot be distinguished by attributes in \( B \).

b) Lower and Upper Approximations: Given a target set \( X \subseteq U \), the lower and upper approximations are defined as in Eq. (15) and Eq. (16).

Lower Approximation: \( B_X = \{x \in U \mid [x]_B \subseteq X\} \quad (15) \)

Upper Approximation: \( B^X = \{x \in U \mid [x]_B \cap X \neq \emptyset\} \quad (16) \)

Here, \([x]_B\) represents the equivalence class of \( x \) concerning \( B \).

c) Core and Reduct: The core attributes are indispensable for maintaining the exact lower approximation for every subset of \( U \) as the entire set \( A \). Mathematically, Eq. (17).

\[
Core(A, D) = \{a \in A \mid A_D \neq (A - [a])_D\} \quad (17)
\]

A reduct is a minimal subset \( B \) of \( A \) such that \( B_D = A_D \). In other words, \( B \) and \( A \) give the same lower approximations for each decision class.

D. Feature Reduction using RST

The overarching goal is to identify all possible reducts and then choose the one with the least number of attributes while preserving the classification power of the original dataset. However, finding all reducts can be computationally taxing. For this reason, heuristic approaches are frequently used to approximate a minimal reduct effectively.

1) Initialize with core attributes: Start by calculating the core attributes, denoted as Core \((A, D)\), which are essential for classification. Initialize the reduct set, Reduct, with these core attributes.

2) Iterative refinement: Continue refining the reduct set until it provides the same classification power as the complete
attribute set \( A \). Specifically, iterating while reducing \( D \) is not equal to \( \overline{A_D} \).

- Evaluate Significance: For each remaining attribute \( a \) in \( A - \text{Reduct} \), evaluate its significance in distinguishing between different classes.
- Select Most Significant Attribute: Add the attribute with the highest significance score to the Reduct set.

By the end of this iterative process, Reduct will contain a minimal set of attributes that retains the original dataset's ability to distinguish between different classes.

E. Correlation-based Feature Selection (CFS)

CFS is an FSM designed to improve model performance by FS that are highly correlated with the target variable and minimally correlated with each other. The process typically begins with data preprocessing to standardize or normalize the features then calculating a correlation matrix. Based on this matrix, an initial subset of FS either through predefined correlation thresholds or optimization algorithms. The criterion \( C_r \), often used to maximize the quality of the feature subset, is Eq. (18).

\[
C_r = \frac{k^{-\frac{e_{C_f}}{2}}}{\sqrt{k+k-1}r_{ff}^{\frac{1}{2}}}
\]

where, \( k \) is the number of features, \( e_{C_f} \) is the average correlation between features and the class label, and \( r_{ff} \) is the average inter-feature correlation. This subset is then further evaluated using methods like cross-validation.

It is important to note that the CFS employs a heuristic search strategy within its multivariate FS algorithm to pinpoint optimal attributes in a given dataset. The criteria for selection are anchored in the correlation strength and statistical significance between a feature and its associated category. This unique capability has solidified CFS's role as a go-to method for Feature Extraction (FE), especially in large-scale data environments. Moreover, CFS has yielded numerous impactful findings that contribute to elevating the efficacy of Decision-Making System (DMS).

The advantages of CFS are manifold. It tends to produce more superficial and interpretable models by decreasing the feature size, thus mitigating the risk of overfitting. However, the method is not without limitations. For example, Pearson's correlation, which is commonly used, assumes a linear relationship between variables and does not capture feature interactions. Despite this, CFS remains a powerful FSM, aiming to optimize the model's performance and generalization capabilities. When integrated with techniques like Regularized Random Forest (RRF), CFS can further enhance the FSM, leveraging the regularization capabilities of RRF to produce an even more robust and interpretable model.

IV. PROPOSED FSM

In the architecture of the proposed FSM, as shown in Fig. 1, four key steps seamlessly integrate to provide a holistic solution. Initially, the dataset undergoes a preprocessing phase, which includes tasks like data normalization, formatting, and randomization, preparing the data for rigorous analysis. Following preprocessing, the first significant phase employs the innovative BFS-RST Adaptive Algorithm to reduce the feature set effectively. Utilizing this algorithm allows for a focus on a subset of features that are most relevant to the task, thereby enhancing the model's efficiency. This reduced feature set serves as the input to the second crucial phase, which features the Dynamic Correlated Regularized Random Forest (DCRRF) application. DCRRF refines FS dynamically, optimizing performance and interpretability through a combination of Correlation-based Feature Selection (CFS) and Regularized Random Forest (RRF) methodologies. After the optimal feature set has been identified, the final step involves a data analysis phase where the effectiveness of the selected features is rigorously tested using a Support Vector Machine (SVM) classifier. This multi-layered approach enhances the feature selection process and lends itself to detailed performance evaluation, making it a comprehensive solution for complex data analysis scenarios.

A. Data Preprocessing

The first step in the proposed FSM is Data Preprocessing. This phase is crucial because it converts the raw dataset into a more manageable, clean form, making it easier to analyze and feed into subsequent FR and FS stages. A properly preprocessed dataset not only streamlines the FSM but also contributes to the robustness and interpretability of the resulting model. The following methods are used in the preprocessing pipeline of the proposed architecture:

![Proposed FSM](Fig. 1. Proposed FSM.)
• Data Formatting: Including Data Formatting as the initial step in the preprocessing pipeline is fundamental for making the dataset readable and interpretable by the following algorithms. Addressing issues like inconsistent data types and missing values eliminates the potential for errors or biases that could significantly affect the performance of the BFS-RST Adaptive Algorithm and DCRRF. Proper formatting is a stable foundation for the stages that follow in the feature selection model.

• Data Scaling: Data Scaling finds its place in the preprocessing phase due to its significant impact on any ML algorithm’s performance. The scales of numerical features can vary widely, and a feature with a more extensive range could overshadow those with smaller ranges, leading to suboptimal FS or model training. Scaling standardizes this, ensuring that each feature is given equal importance, thereby enhancing the overall reliability and effectiveness of the BFS-RST and DCRRF algorithms.

• Data Randomization: Data Randomization is incorporated to mitigate any sequence-based biases in the dataset. Data points can come in sequences that may reflect various forms of underlying structure or bias, such as time-based or class-based ordering. Shuffling the order of data points enables the FSM, which employs both the BFS-RST and DCRRF algorithms, to learn more objectively, uninfluenced by the sequence in which the data points initially appear.

B. Adaptive Feature Reduction (AFR) using BFS and RST

FR is a vital process in ML pipelines, as it aims to cut down on the data dimensions without significantly affecting the model’s performance. While several algorithms aim to do this, each has advantages and disadvantages. BFS is known for its ability to traverse the feature space optimally but can be computationally expensive. On the other hand, RST provides a formal framework to identify indispensable features but can be heuristic and computationally intensive for calculating reducts.

An adaptive approach that combines the strengths of both algorithms is thus conceived to achieve effective FR. The rationale is to employ RST’s capability to identify core attributes indispensable for the DMS and then use BFS to navigate the feature space efficiently. In the given dataset \(D\), each feature subset \(S \subseteq A\) is a potential candidate for FR. These subsets are represented as nodes in the search space that BFS navigates. An evaluation function \(f(S)\) is used to assess the "quality" of each subset \(S\), analogous to how each node in a traditional BFS comes with an associated cost or value.

1) Initialization using core attributes from RST: Rough Set Theory first identifies a set of core attributes \(R_{core}\) from \(A\). These are the features that are indispensable for maintaining discernibility among the classes in \(D\) as shown in Eq. (19)

\[
R_{core} = \{a \in A \mid a \text{ is indispensable for discernibility} \}
\]  

2) Evaluation function in BFS: The evaluation function \(f(S)\) used in BFS combines a cost function \(g(S)\) and a heuristic \(h(S)\) to guide the search. \(g(S)\) could represent how well \(S\) performs in terms of model accuracy or any other metric, and \(h(S)\) is a heuristic estimate of the "distance" to the optimal feature subset, see Eq. (20).

\[
f(S) = \omega_1 \cdot g(S) + \omega_2 \cdot h(S) \quad (20)
\]

Here, \(\omega_1\) and \(\omega_2\) are weight parameters.

3) Priority assignment using RST: During the BFS traversal, RST is used to identify if a subset \(S\) is a reduct minimal set of features with discernibility power comparable to \(A\). Such subsets are flagged for higher priority in the BFS queue.

\[
\text{Priority}(S_i) = \begin{cases} 
\alpha \cdot f(S_i), & \text{If } S_i \text{ is a reduct} \\
\{f(S_i), & \text{Otherwise}
\end{cases} \quad (21)
\]

In Eq. (21), \(\alpha < 1\) is a factor that lowers the evaluation function \(f(S_i)\) for reducts, they are effectively giving them a higher priority in the queue. By methodically integrating RST for initial setup and ongoing evaluation with the traversal capabilities of BFS, the algorithm aims to find an optimal and minimal feature subset from \(A\) for dataset \(D\). In the proposed algorithm, the focus is on reducing features by generating child nodes with fewer attributes, followed by an evaluation of their effectiveness using both BFS and RST techniques. Feature sets that neither improve nor degrade the quality of the model will be pruned. With this understanding now established, Algorithm 3, shown below, illustrates the steps involved:

Algorithm 3 for BFS-RST based on Adaptive Feature Reduction

Input:
- \(F\): Complete set of features
- \(f(S)\): Evaluation function for a feature subset \(S\)
- \(C\) : Stopping Criteria (e.g., a set limit on the number of features)

Output:
- \(S_{opt}\) : Optimal reduced set of features

Initialize:
- Compute the core attributes \(R_{core}\) using RST. These are the features that are indispensable for the discernibility of classes.
- Initialize priority queue \(Q\) with \(R_{core}\) as the root node, evaluated by \(f(R_{core})\).
- Algorithm Steps:
  - While \(Q\) is not empty and \(C\) is not met, Do
    - Dequeue: Pop the node \(S\) with the lowest \(f(S)\) from \(Q\).
Check Stopping Criteria:
- **If** S satisfies C, **Then**
- Return $S_{opt} = S$
- **Exit**

**FR and Child Node Generation:**
- Remove one feature at a time from
  $S$ to create smaller subsets $S_1, S_2, \ldots, S_n$
- For Each $S_i$, if $S_i$ is a reduct according to RST, flag it as a high-priority node.

Evaluate and Enqueue:
- **For Each** Child Node $S_i$, Compute $f(S_i)$
- **If** $S_i$ is flagged as high-priority, Adjust $f(S_i)$ to reflect its importance.
- Insert $S_i$ into $Q$
- Re-sort Priority Queue: Sort $Q$ based on $f(S)$.

In Step 3.3.1, each child node $S_i$ has one less feature than its parent $S$. This is where FR is explicitly done. Here, Rough Set Theory is used for two purposes:

(i) It provides a robust starting point $R_{core}$ that contains indispensable features, ensuring that the essential features are not eliminated in the initial stages.

(ii) It helps to flag high-priority nodes (reducts) during the FR process, guiding the algorithm toward a more meaningful feature subset.

The BFS evaluates these smaller feature sets and prioritizes them in the queue. If a reduced feature set satisfies the stopping criteria, it is output as the optimal set of features $S_{opt}$. In essence, this algorithm combines the strengths of both RST and BFS to perform feature reduction in a more effective and informed manner.

C. Dynamic Correlated Regularized Random (DCRRF)

DCRRF is a novel hybrid model that aims to combine the strengths of Correlation-based Feature Selection (CFS) and Regularized Random Forest (RRF) to optimize FS and improve model performance dynamically. By incorporating CFS into the training of each tree within the RRF ensemble, DCRRF aims to maximize model robustness and interpretability. The model takes a reduced feature set $D'$ as input from the BFS-RST Adaptive algorithm. This feature set is standardized or normalized to make feature values comparable using the following steps:

1) **Standardization:** In the standardization process, every attribute is adjusted to have a zero mean and a unit standard deviation. This becomes particularly crucial when dealing with features in disparate units or varying in scale. To standardize a given feature $x$, a commonly used mathematical EQU (22) is typically employed.

$$\text{Standardized}(x) = \frac{x - \text{mean}(x)}{\text{std}(x)} \quad (22)$$

2) **Normalization:** In normalization, the features are typically scaled to lie in a given range $[0, 1]$. This is often beneficial when the algorithm involves distance metrics or when the feature has a skewed distribution. Normalization of a feature $x$ is generally achieved by Eq. (23):

$$\text{Normalized}(x) = \frac{x - \min(x)}{\max(x) - \min(x)} \quad (23)$$

The normalized feature set is the foundation for the subsequent feature selection process in the DCRRF model. For each tree $T_m$ in the ensemble, a distinct bootstrap sample $D'_m$ is chosen from this processed feature set. A correlation matrix $\text{Corr}(D'_m)$ is then computed for each of these samples, expressed as in Eq. (24).

$$\text{Corr}(D'_m) = \begin{pmatrix}
\text{corr}(X_1, X_1) & \text{corr}(X_1, X_2) & \ldots & \text{corr}(X_1, X_n) \\
\text{corr}(X_2, X_1) & \text{corr}(X_2, X_2) & \ldots & \text{corr}(X_2, X_n) \\
\vdots & \vdots & \ddots & \vdots \\
\text{corr}(X_n, X_1) & \text{corr}(X_n, X_2) & \ldots & \text{corr}(X_n, X_n)
\end{pmatrix} \quad (24)$$

Using the CFS criterion $Cr$, a tailored feature subset $F_m$ is dynamically selected for each tree $T_m$. The $Cr_m$ The criterion is calculated as Eq. (25).

$$Cr_m = \frac{k_m + \tilde{c}_{fm}}{\sqrt{k_m + k_m(k_m - 1)r_{fm}}} \quad (25)$$

where, $k_m$ is the number of features in $F_m$, $\tilde{c}_{fm}$ is the average correlation between features and the class label for $D'_m$, and $r_{fm}$ is the average inter-feature correlation for $D'_m$. This criterion $Cr_m$ is used to select an optimal subset of features $F_m$ for each $T_m$. After this dynamic FS, each tree $T_m$ is trained using its respective selected feature subset $F_m$. The training process adopts the regularized objective function which is shown in Eq. (26).

$$(T_{m,F_m}) = \text{Impurity}(T_{m,F_m}) + \lambda \text{Complexity}(T_{m,F_m}) \quad (26)$$

Importantly, this objective function is indexed with $F_m$ to signify the dynamically chosen features for that specific tree. The optimal feature set $F^{*}$ is then determined by an intersection operation over all the dynamically selected feature subsets $F_m$. This can be formally expressed as in Eq. (27).

$$F^{*} = F_1 \cap F_2 \cap \ldots \cap F_M \quad (27)$$

The dynamic FS introduces diversity among the individual trees, making the ensemble model more resilient and adaptable. It also enables optimized FS, thereby potentially improving both performance and interpretability. The following Algorithm 4 presents the steps involved in the proposed FSM.

D. **Algorithm 4 for DCRRF for Feature selection**

**Input:**
- Reduced Feature set $D'$
- Number of trees $M$
- Regularization parameter $\lambda$
Output

- Optimal set of features $F^*$
  - Data Preprocessing
  - Normalize or standardize the Feature set $D'$.
- Initialize Feature Set
- Initialize feature set $F^* = \emptyset$.

Ensemble Training and FS

- For $m = 1$ to $M$ do the following:
- Bootstrap Sample
- Draw a bootstrap sample $D_m'$ from $D'$.
- Calculate Correlation Matrix
- Compute $\text{Corr}(D_m')$ for the bootstrap sample $D_m'$.
- FS with CFS
- Compute the CFS criterion $C_r_m$ using $\text{Corr}(D_m')$.
- Select the optimal feature subset $F_m$ based on $C_r_m$.
- Train Regularized RF Tree
- Use $F_m$ and $D_m'$ to train a tree $T_m$ with the objective function:
  \[ \text{Objective}(T_m, F_m) = \text{Impurity}(T_m, F_m) + \lambda \text{Complexity}(T_m, F_m) \]
- Update Feature Aggregation
- Update $F^*$ based on $F_m$ using an intersection operation:
  \[ F^* = F^* \cap F_m \]
- Determine the Optimal Feature Set
- Return $F^*$ as the optimal feature set that captures the most important features across the ensemble.

D. Data Analysis

The data analysis phase serves as the final phase of the FSM's pipeline. This phase is significant because it provides the final validation of the feature sets that have been carefully reduced and selected through the preceding stages. The focus here is on evaluating these feature sets within the specific context of the problem, be it classification, clustering, or some other form of ML task. For the purpose of this paper, the efficacy of the proposed FR and FS model is examined using a SVM classifier. The reason for choosing SVM for analysis is twofold. First, SVMs are known for their effectiveness in high-dimensional spaces, making them a suitable choice for testing the quality of the FS. Second, SVMs are robust to overfitting, especially in cases where the number of dimensions is greater than the number of samples, further validating the quality of the FS. The features that have passed through the BFS-RST Adaptive Algorithm and the DCRRF are fed into the SVM model. Performance metrics such as accuracy, precision, recall, and F1-score are computed to evaluate the classifier's performance on the selected feature sets.

V. EXPERIMENTAL ANALYSIS

A. Dataset and Implementation

In the current research, experiments were conducted on four gene expression datasets analyzed by [59], namely: i) Prostate [60], ii) Brain [61], iii) NCI60 [62] and iv) Adenocarcinoma [63]. The specifics regarding the number of instances and attributes for each dataset are detailed in Table I. All methods and experimental procedures were executed in a Jupyter Notebook environment, utilizing the Python 3.6 language. Computations and tests were carried out on a system equipped with a Windows 10 operating system, powered by a 2.8GHz AMD Ryzen 5 processor, and supplemented by 8GB RAM. Various stages of data processing, feature selection, and machine learning implementations leveraged pre-existing software libraries.

The datasets mentioned above are partitioned into an 80:20 ratio for the purposes of training and evaluation. The SVM model is calibrated using specific hyperparameter settings, as shown in Table II, for optimal performance.

The regularization parameter $C$ is set to 1 to maintain a compromise between maximizing the margin and minimizing the classification error. The Radial Basis Function (RBF) kernel is chosen for its ability to handle both linear and nonlinear patterns in the data [64-73]. The model undergoes 100 iterations during training to ensure convergence and optimal performance. The performance of the proposed feature selection model is compared with RF-based baseline models such as i) Boruta, ii) RRF, iii) VSURF and iv) GRRF. The effectiveness of the SVM, when employing each feature mentioned above, FSM, is assessed through metrics such as accuracy, sensitivity, specificity, precision, and F-score. The results achieved by all the models for the listed performance metrics are shown in Table III.

### TABLE I. DATASET DESCRIPTION

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Instance</th>
<th>Attribute</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prostate</td>
<td>102</td>
<td>6033</td>
<td>2</td>
</tr>
<tr>
<td>Brain</td>
<td>42</td>
<td>5597</td>
<td>5</td>
</tr>
<tr>
<td>nci60</td>
<td>61</td>
<td>5244</td>
<td>8</td>
</tr>
<tr>
<td>Adenocarcinoma</td>
<td>76</td>
<td>9868</td>
<td>2</td>
</tr>
</tbody>
</table>

### TABLE II. SVM LEARNING PARAMETERS

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Specific Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regularization C</td>
<td>1</td>
</tr>
<tr>
<td>Kernel Type</td>
<td>RBF</td>
</tr>
<tr>
<td>Number of Iterations</td>
<td>100</td>
</tr>
</tbody>
</table>
In both the Prostate and Brain datasets, as shown in Fig. 2 and Fig. 3, DCRRF demonstrates superior performance across multiple metrics. For the Prostate dataset, DCRRF achieves an accuracy of 0.9514, edging out the second-best model, RRF, by 0.37%. It also excels in sensitivity with a score of 0.9582, which is notably higher than RRF's 0.9413. Regarding specificity and precision, DCRRF performs on par with RRF and GRRF, highlighting its balanced efficiency in identifying True Negatives (TN) and minimizing False Positives (FP). The F1-score for DCRRF is the highest at 0.9534, and it further improves to 0.9562 when augmented with BFS-RST, all while requiring only 12 selected features. For the Brain dataset, DCRRF again leads in accuracy and sensitivity, with scores of 0.9073 and 0.8693, respectively. While its specificity score of 0.9292 is not the highest, it still indicates a balanced performance compared to RRF's higher specificity but lower sensitivity. In the precision metric, DCRRF is slightly edged out by VSURF but still performs strongly with a score of 0.8986. Its F1-score stands at 0.8894, and when combined with BFS-RST, it further improves to 0.9003, again achieving this with fewer features. These metrics collectively indicate that DCRRF, particularly when enhanced with BFS-RST, offers balanced, efficient, and robust performance across both datasets in FS and classification tasks.

In the NCI60 dataset, as shown in Fig. 4, DCRRF stands out with an accuracy of 0.9283, outperforming the next-best model, RRF, which scores 0.9157. While its sensitivity score of 0.8765 isn't the highest, it's balanced by a strong specificity of 0.9405. The model's F1-score is 0.8885, which is superior to both Boruta's 0.8408 and RRF's 0.8823. Its precision score is

<table>
<thead>
<tr>
<th>Models</th>
<th>FS</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Precision</th>
<th>F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Prostate Dataset (No. of Features: 6033)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Boruta</td>
<td>96</td>
<td>0.9306</td>
<td>0.9242</td>
<td>0.9558</td>
<td>0.9579</td>
<td>0.9407</td>
</tr>
<tr>
<td>RRF</td>
<td>88</td>
<td>0.9479</td>
<td>0.9413</td>
<td>0.9558</td>
<td>0.9581</td>
<td>0.9496</td>
</tr>
<tr>
<td>VSURF</td>
<td>78</td>
<td>0.9385</td>
<td>0.9356</td>
<td>0.9421</td>
<td>0.9466</td>
<td>0.9411</td>
</tr>
<tr>
<td>GRRF</td>
<td>18</td>
<td>0.9488</td>
<td>0.9518</td>
<td>0.9557</td>
<td>0.9572</td>
<td>0.9497</td>
</tr>
<tr>
<td>DCRRF</td>
<td>29</td>
<td>0.9514</td>
<td>0.9582</td>
<td>0.9559</td>
<td>0.9582</td>
<td>0.9534</td>
</tr>
<tr>
<td>BFSRST+ DCRRF</td>
<td>12</td>
<td>0.9544</td>
<td>0.9589</td>
<td>0.9593</td>
<td>0.9625</td>
<td>0.9562</td>
</tr>
<tr>
<td><strong>Brain Dataset (No. of Features: 5597)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Boruta</td>
<td>83</td>
<td>0.8761</td>
<td>0.8464</td>
<td>0.8990</td>
<td>0.8464</td>
<td>0.8464</td>
</tr>
<tr>
<td>RRF</td>
<td>97</td>
<td>0.8861</td>
<td>0.8236</td>
<td>0.9342</td>
<td>0.8797</td>
<td>0.8507</td>
</tr>
<tr>
<td>VSURF</td>
<td>56</td>
<td>0.9060</td>
<td>0.8693</td>
<td>0.9342</td>
<td>0.8882</td>
<td>0.8787</td>
</tr>
<tr>
<td>GRRF</td>
<td>22</td>
<td>0.8960</td>
<td>0.8693</td>
<td>0.9166</td>
<td>0.8693</td>
<td>0.8693</td>
</tr>
<tr>
<td>DCRRF</td>
<td>28</td>
<td>0.9073</td>
<td>0.8802</td>
<td>0.9292</td>
<td>0.8986</td>
<td>0.8984</td>
</tr>
<tr>
<td>BFSRST+ DCRRF</td>
<td>19</td>
<td>0.9126</td>
<td>0.9096</td>
<td>0.9114</td>
<td>0.8910</td>
<td>0.9003</td>
</tr>
<tr>
<td><strong>NCI60 Dataset (No. of Features: 5244)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Boruta</td>
<td>93</td>
<td>0.8794</td>
<td>0.9004</td>
<td>0.9257</td>
<td>0.9660</td>
<td>0.8408</td>
</tr>
<tr>
<td>RRF</td>
<td>197</td>
<td>0.9157</td>
<td>0.8823</td>
<td>0.9414</td>
<td>0.8823</td>
<td>0.8823</td>
</tr>
<tr>
<td>VSURF</td>
<td>83</td>
<td>0.8878</td>
<td>0.7351</td>
<td>0.9549</td>
<td>0.9485</td>
<td>0.8283</td>
</tr>
<tr>
<td>GRRF</td>
<td>63</td>
<td>0.9233</td>
<td>0.8598</td>
<td>0.9680</td>
<td>0.9075</td>
<td>0.8830</td>
</tr>
<tr>
<td>DCRRF</td>
<td>58</td>
<td>0.9283</td>
<td>0.8765</td>
<td>0.9405</td>
<td>0.9008</td>
<td>0.8885</td>
</tr>
<tr>
<td>BFSRST+ DCRRF</td>
<td>53</td>
<td>0.9317</td>
<td>0.8960</td>
<td>0.9317</td>
<td>0.8960</td>
<td>0.8960</td>
</tr>
<tr>
<td><strong>Adenocarcinoma Dataset (No. of Features: 9868)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Boruta</td>
<td>143</td>
<td>0.8757</td>
<td>0.8027</td>
<td>0.9532</td>
<td>0.9485</td>
<td>0.8695</td>
</tr>
<tr>
<td>RRF</td>
<td>86</td>
<td>0.9098</td>
<td>0.8933</td>
<td>0.9274</td>
<td>0.9290</td>
<td>0.9108</td>
</tr>
<tr>
<td>VSURF</td>
<td>106</td>
<td>0.8784</td>
<td>0.7844</td>
<td>0.9781</td>
<td>0.9712</td>
<td>0.8679</td>
</tr>
<tr>
<td>GRRF</td>
<td>20</td>
<td>0.9057</td>
<td>0.9268</td>
<td>0.9785</td>
<td>0.9768</td>
<td>0.9030</td>
</tr>
<tr>
<td>DCRRF</td>
<td>36</td>
<td>0.9101</td>
<td>0.8977</td>
<td>0.9367</td>
<td>0.9274</td>
<td>0.8992</td>
</tr>
<tr>
<td>BFSRST+ DCRRF</td>
<td>14</td>
<td>0.9249</td>
<td>0.9130</td>
<td>0.9387</td>
<td>0.9405</td>
<td>0.9179</td>
</tr>
</tbody>
</table>
of 0.9008 is commendable, though it is slightly eclipsed by Boruta's 0.9660. Notably, when integrated with BFS-RST, the model's F1-score rises to 0.8960 with a reduced feature count of 53. In the Adenocarcinoma dataset, as shown in Fig. 5, DCRRF maintains its strong performance with an accuracy of 0.9101, closely followed by RRF at 0.9098. DCRRF shines in sensitivity with a score of 0.8977, substantially better than Boruta's 0.8027 and slightly edging out RRF's 0.8933. With well-rounded scores in specificity (0.9367) and precision (0.9274), it also maintains a balanced F1-score of 0.8992. When enhanced by BFS-RST, the F-score improves to 0.9179 with just 14 FS, demonstrating the model's efficiency and efficacy in FS and classification.

In a comprehensive review of the results for OOB error, time consumption and AUC efficiently, as shown in Fig. 6 to Fig. 8, BFSRST+DCRRF consistently delivers outstanding performance across all datasets, excelling in AUC and minimizing OOB errors. For instance, in the Prostate dataset, this model achieves the highest AUC of 0.893, using the fewest features (12) and an OOB error of just 0.11. The computational time, although slightly higher than its DCRRF counterpart, remains modest at 0.06 minutes. Similarly, in the Brain and NCI60 datasets, BFSRST+DCRRF again tops the chart in AUC, recording 0.911 and 0.914, respectively, while maintaining low OOB errors and computational times. On the Adenocarcinoma dataset, it achieves an AUC of 0.902, leading the pack. VSURF performs well but is computationally expensive, particularly noticeable in the Prostate and Adenocarcinoma datasets, where the computational times are 0.08 and 0.1 minutes, respectively. DCRRF alone also shows promise, particularly in the NCI60 and Adenocarcinoma datasets, where it nearly matches the performance of its BFSRST-enhanced version but with more features. Boruta and RRF, although competent, generally lag in AUC and OOB error metrics. Notably, GRRF consistently demands fewer features but doesn't offer a compelling trade-off regarding AUC or OOB error. The BFSRST+DCRRF model demonstrates superior, balanced performance across all four datasets.

Fig. 2. Performance comparison for prostate dataset.

Fig. 3. Performance comparison for brain dataset.

Fig. 4. Performance comparison for NCI60 dataset.

Fig. 5. Performance comparison for adenocarcinoma dataset.

Fig. 6. OOB error comparison.
Handling big data with high dimensions presents unique challenges, particularly regarding computational resources and predictive accuracy. To address these issues, an all-encompassing Feature Selection Model (FSM) has been developed. This system incorporates initial data cleaning and feature reduction through Best-first Search and Rough Set Theory (BFS-RST). It culminates in deploying a specialized Random Forest (RF) algorithm called Dynamic Correlated Regularized Random Forest (DCRRF). Each stage of this four-tiered architecture serves a specific function, from initial data refinement to advanced FSM. The final assessment phase employs a Support Vector Machine (SVM) classifier to evaluate the quality and utility of the selected features rigorously. When tested against existing RF-based FSM on four gene expression datasets, this innovative approach improved computational efficiency and classification accuracy. The system's enhanced performance indicates its potential as a scalable solution for tackling the unique challenges presented by high-dimensional big data across various applications.

**VI. CONCLUSION**
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Abstract—Cybersecurity has become a trending topic in this technological era. Crimes keep happening in this medium and bring challenges for researchers and IT professionals worldwide to find the best solution to overcome this issue. Crimes primarily related to fraud on e-services have become a red alert that needs to be a concern for netizens. Instead of simply believing in the human-created network and system, individuals or users should acquire and implement protective behaviours for themselves. Thus, a few factors such as source credibility, perceived value of data, wishful thinking, perceived threat severity, perceived threat vulnerability, maladaptive rewards, and response efficacy have been investigated in this study, and the Protection Motivation Theory is used to counter cybersecurity issues faced by users. A tool has been created to facilitate the collection of empirical data necessary for verifying the proposed model. Analysis such as Content validity index (CVI) and Scale-level CVI (S-CVI) have been used to validate the item. The findings indicate that one of the items does not meet the criteria, however, it has been suggested by experts to revise and make it comprehensible to use for the main study. This paper also includes a discussion part regarding the implications of the experts' evaluation. This study, in particular, can help boost the understanding of cyber fraud and the proper methods, a user can employ to avoid becoming a victim.
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I. INTRODUCTION

Nowadays, people live in a networked culture where cyber technology has enabled cloud computing, online shopping, and other activities [1]. Despite the various advantages of technology in terms of commerce, communication, education, and entertainment, as noted by Bulgurcu et al. [2], it also presents some drawbacks. The unbridled expansion of digital technology has contributed to the correspondingly burgeoning problem of cyber fraud. This development is inextricably linked to intricate complications and perils that are engendered by the anonymous and rapid nature of the internet, which has been mentioned by Khalifa et al. [3] resulting in an ever-widening conundrum of cyber criminality. Annually, Kuru and Bayraktar [4] stated that cybercriminals devise novel tactics and techniques to deceive potential targets. People around the world are concerned about various issues due to cyber fraud [5], which also occurs in Malaysia. Although many countries have taken steps to make the cyber world more secure, Sorell and Whitty [6] agreed that there is still much work to be done to find a long-term solution to the security issues that plague cyberspace.

In the meantime, some consumers are unaware that they use e-services in their everyday lives. e-Services, which encompass all electronic services such as online bill-paying applications, government e-services, online banking, and online shopping [7] make it easier for users to conduct any online activity. Although the government of Malaysia has put in place various controls and safeguards to protect its citizens online, the rate at which cybercrimes are committed continues to rise in tandem. For instance, in 2022, there were 4,912 reported cases of the Macau Scam, also known as impersonation or fraud calls, which caused a loss of RM199.8 million, whereas e-commerce crimes accounted for 5,397 cases and a loss of RM71.6 million.

Furthermore, e-financial fraud or phishing has racked up as many as 543 cases, resulting in a loss of RM40.5 million [62]. Additionally, e-government, e-health, online shopping, and online banking have gradually changed into e-services which have been stated by Yesuf and Probst [8] throughout domains and industries as a means of optimising processes and facilitating engagement with both established and cutting-edge services of organisations. They also agreed [8] that the new systems and related services contain vulnerabilities that fraudsters might exploit to cause billions of dollars in losses to the global economy. In addition, [8] also mentioned the e-services platform developed for users’ convenience has become insecure in recent years.

Fraud involving a cyber-aspect has shown a marked rising tendency, but traditional fraud has only declined a little. This pattern is expected to persist as more online transactions and banking are conducted. This tendency has made individuals fearful of online transactions, but not everyone takes action or realises the severity of the consequences when they become victims. According to a previous study by Button et al. [9], [10], being a victim of cyber fraud has negative consequences, such as psychological impact, financial losses, theft of intellectual property, invasion of privacy, and a loss of confidence and trust. Therefore, it is imperative to reduce the likelihood of becoming a target of fraudulent activities.

Next, Section II will provide a review of the relevant literature. Section III will discuss the methodology that has been employed, followed by Section IV, which presents the analysis and results. In Section V, the paper will deliberate on the research findings and acknowledge the study’s constraints. Finally, Section VI will offer a conclusion, including recommendations for potential future research.
II. RELATED WORK

A. Underpinnings Theory

According to previous studies, there has been some investigation into the association between individual safety and protection motivation behaviour. Such as Anderson and Agarwal [11] discussed factors of computer safety, Li et al. [12] investigate factors of cybersecurity behaviour, Belanger et al. [13] explore factors in information security, Boss et al. [14] examine factors that motivate protective security behaviour, Chen et al. [15] discuss online scams and protection behaviour, Haag et al. [16] discuss protection motivation in information and lastly, Martens et al. [17] comparing factors intention of taking security measure against cybercrime. Protective behaviour is crucial for combating cyber threats, as people frequently experience connectivity issues when establishing connections between their devices and internet-based systems. Furthermore, Liang and Xue [18] stated that it plays a vital role in ensuring the safety of those who use the internet via various electronic devices in their daily lives. Multiple theories, including the theory of planned behaviour (TPB), rational choice theory (RCT), general deterrence theory (GDT), technology threat avoidance theory (TTAT), routine activity (RAT), and protection motivation theory (PMT), have been employed by information security researchers. For instance, Fansher and Randa used (RAT) [19], Kirwan et al. [20] also used RAT, Rogers and Prentice-Dunn used PMT [21], Chen and Liang used TTAT [22], Tan et al. [23] used TPB, and last but not least Martens et al. [17] also using PMT to explain the reasons behind people's protective behaviours and intentions. These hypotheses are grounded in various disciplines, including computer science, criminology, business, and psychology. The cybersecurity issue has also been addressed by integrating and adapting the system to the current environment.

However, despite all the theories, this study discusses PMT, one of the most commonly used to examine protection behaviour. For instance, Haag et al. [16] use PMT to investigate information security. Martens et al. [17] use PMT for comparing scams, malware and cybercrime in general, Mohammed et al. [24] use PMT to identify dimension of protection behaviour, Warkentin et al. [25] use PMT to explore protective behaviour, Jansen and Schaik [26] use PMT to study on phishing, and last but not least De Kimpe et al. [27], use PMT in cybercrime context. As protection behaviour is crucial in the digital world nowadays, a problem may arise if one does not know how to protect oneself when connecting with this digital world. Few studies also contend that it is unclear regarding the decision-making process individuals undergo when determining whether or not to take measures to safeguard themselves against cybercrime [27], [28]. Meanwhile, another study by Warkentin et al. [25] stated that PMT also plays a vital role in developing communication techniques that encourage individuals to take precautions against cyber threats. Thus, it is necessary to investigate what factors influence individual intentions regarding protection behaviour.

B. PMT in Comparison with Past Studies

PMT consists of two appraisals, which are threat and coping. In PMT, threat appraisal was initially defined as a cognitive process by which an individual assesses a specific threat and the risk it poses [17]. It consists of two factors [17]: perceived severity and vulnerability. Perceived severity is the extent to which individuals perceive that the implications of a risk would be harmful, which increases their desire to take precautions [28]. Studies such as Dang-Pham and Pittayachawan [29], Losonczi [30], and Jansen et al. [31] have supported this statement.

Meanwhile, perceived vulnerability refers to the likelihood of being victimised by a particular threat. A previous study by Li et al. [32] found that users' ability to perceive the risk of a cyber-attack incident and identify effective preventative measures was insufficient, which subsequently affected their protective behaviour. This outcome holds notable significance. Another study by Thompson et al. [33] also had significant results where a user thought they were expected to have security risks and implied protection behaviours in their computing. Many studies such as Haag et al. [16], [24], [34] indicate that this construct plays an important role and is also one of the direct indicators that influence the motives for protection studies.

Besides, maladaptive rewards are also of crucial part of intention protection behaviour [35]. Maladaptive rewards mean users can save time or money by ignoring secure information management best practices [14], [21]. However, previous research such as Hassandoust et al. [35], Fisher-Prebler et al. [36], Chenoweth et al. [37] and Bax et al. [38] have not addressed how maladaptive rewards affect intention protection behaviours. Furthermore, although PMT has been used to investigate several aspects of information security, researchers have focused on information security challenges in organisational contexts rather than specific ones. In addition, prior studies [18], [39] employing PMT to explore individuals' information security protective behaviours have yielded contradictory findings about the significance of the protection motivation mechanism. Therefore, this study aims to examine if maladaptive rewards affect the intended protection behaviour of e-services users.

As previously indicated, threat appraisal and maladaptive rewards have been discovered to influence protection. However, there is a lack of clarity on the antecedent elements that influence threat appraisal and maladaptive rewards. This issue has come to the attention of [16], who pointed out that most PMT research has concentrated on coping strategies and threat evaluation rather than antecedent variables. Additionally, as time progresses and technology keeps improving, it may become vital to investigate the antecedents to discover knowledge-enhancing insights. Therefore, this study proposes three antecedents for threat appraisal: (i) source credibility, (ii) perceived value of data, and (iii) wishful thinking, which will be explained next.

First, it is crucial to identify the origins of information since this can be an essential aspect of user protection and the initial step in determining the following action or behaviour. People are rationally more likely to defend themselves when
the source is unknown, and vice versa when the source's credibility can be verified. This study will investigate email source credibility in terms of where information comes from, as it has been recently highlighted as an unstudied issue in cybersecurity [16], [40].

Secondly, to analyse how they respond to a threat, it is necessary to comprehend their perception of data's value. Individuals possessing substantial wealth demonstrate a heightened awareness of security risks and are proactive in implementing preventive measures to mitigate such threats [41], [42]. Several past studies by [42], [43], have highlighted the perceived value of data from personal devices, which has a significant effect on intention protection. Considering that Western and Eastern societies have different levels of cultural and economic development, there is a pressing need for additional research in the context of Malaysia’s growth.

Additionally, this study will investigate wishful thinking (WT) as an antecedent, which identifies beliefs as a factor that can influence maladaptive rewards. Wishful thinking is defined as an individual's "wish" that the IT threat would go away by itself without taking action [22], [44]. As a result, people become less concerned about information accuracy or objective probabilities [22]. For example, when users’ wishful thinking is high, they will think that cyber threats do not severely impact them and will go away without action. As maladaptive rewards are about avoiding any safety or prevention measures to protect the individual from threats, this wishful thinking will significantly result in maladaptive rewards.

The previous paragraphs outlined the antecedents of threat appraisal and maladaptive rewards that will be investigated in this research. Alongside this, the appraisal of coping constructs will be examined. A coping appraisal is defined as the process by which an individual examines numerous protective techniques and avoids the threat [17]. Initially, PMT includes an individual's self-efficacy (the personal ability to implement a protection method), response efficacy (the effectiveness of approaches), and response cost (the concern about the potential expense associated with performing a recommended protective response) as the original constructs of the coping appraisal [16], [17], [26], [45]. These constructs influence a person's coping mechanisms towards cyber fraud. However, several studies have neglected to operationalize response costs due to their intricate and uncertain nature, as highlighted by [25], [46]. Moreover, current research indicates that self-efficacy has diminished explanatory power, resulting in a lack of significance and an inverse relationship [17], [29], [47], [48]. Therefore, this study only includes response efficacy as the coping appraisal.

III. METHODOLOGY

A. Instrument Development

The instrument is essential because it lets individuals know how well a study was done. If the criteria for the instrument are good, then the quality of the research is also good. If the criteria are flawed, then the quality of the research will be questionable. As the instrument turns fact into data, using a good one that is valid, reliable, and has a good level of difficulty will get data that reflects the facts or actual environments in the field [49]. However, a poor instrument will cause poor results in the study. In that case, the information gathered is also wrong or does not match the field's facts, leading to the wrong conclusion. Consequently, the development of instruments, as stated by Sekaran and Bougie [50] is an essential component of any research project and part of the research procedure.

This study aims to develop a data collection instrument that can be used to evaluate a proposed model and analyse the influence of relevant factors on the intention to protect behaviour. To create the instrument, the variables of the suggested model are operationalized within the context of the study. The instrument is used to gather empirical evidence to test the proposed framework as shown in Table I and Fig. 1.

<table>
<thead>
<tr>
<th>Construct</th>
<th>Definition</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sources credibility</td>
<td>The information that a user receives from a person, authority, or source that they assume to be a reliable source of information</td>
<td>[38], [45]</td>
</tr>
<tr>
<td>Perceived value data</td>
<td>The emotional and monetary values of a user's data that are stored in e-services applications are referred to as perceived value data</td>
<td>[29]</td>
</tr>
<tr>
<td>Wishful thinking</td>
<td>A person &quot;wishes&quot; that an information technology threat will disappear without requiring any action from him or her</td>
<td>[22], [44]</td>
</tr>
<tr>
<td>Perceived threat severity</td>
<td>The degree to which he or she recognises the presence of cyber fraud elements that represent a significant risk to him or her. The circumstance may prompt the user to take protective action.</td>
<td>[51], [52]</td>
</tr>
<tr>
<td>Perceived threat vulnerability</td>
<td>A person's perception of information security risks</td>
<td>[26]</td>
</tr>
<tr>
<td>Maladaptive Rewards</td>
<td>Refer to a circumstance in which a user feels he or she will receive additional benefits without adopting precautions.</td>
<td>[14], [29], [53]</td>
</tr>
<tr>
<td>Response efficacy</td>
<td>Relates to a user's reliance on the effectiveness of a cybersecurity suggestion</td>
<td>[54]</td>
</tr>
<tr>
<td>Intention protection behaviour</td>
<td>A term used to describe a user's instinct to protect themselves from an apparent danger</td>
<td>[14]</td>
</tr>
</tbody>
</table>

After that, the researchers extract the original measurements used in past literature across several different fields and turn them into items. Due to that, the reliability of the instrument can be established [55]. Nevertheless, to increase the validity of the instrument, content validity testing needs to be carried out by experts.

B. Content Validity

Content validity determines and assesses the degree to which the dimensions and components of a concept can be accurately and effectively defined [50]. An additional purpose of content validity is to ascertain the validity of each instrument item that corresponds to the measured construct [56]. Construct validity offers evidence or information to demonstrate that the items in a scale are interrelated and accurately measure the intended construct [49]. The greater the amount of content validity evidence gathered, including expert evaluation, the greater the researcher's confidence in
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the constructed instruments' validity [57]. The panel of specialists can be classified into two groups, namely, professional experts and field experts [58].

Thus, before the process of determining the content validity of this study began, four expert panels were employed to evaluate the items and ensure the content validity of the instrument. A small discussion with four field experts regarding the item was conducted. This is to ensure the construct is well organised and the item represents the dimensions' possible measures. The clarity and relevance of the item have also been analysed. The four panels of professional university experts involved two senior lecturers and two associate professors.

In order to make the evaluation of the content validity easier, a form was designed to allow the experts to evaluate the relevance and clarity of the measurements. The form was designed by assigning a number (1, 2, or 3); 1 means the item is a Poor Match (remove item), 2 means a Modest Match (maintain item but needs some refining), and 3 means a Perfect Match (maintain the item as it is) so that the experts can evaluate the relevance and clarity of each item as shown in Table III.

IV. Analysis and Result

A. Validity Analysis

An analysis was conducted on the relevance and clarity assessments made by the experts for each item of the construct. CVI contains two components: Item-level CVI (I-CVI), which pertains to the content validity of individual items, and Scale-level CVI (S-CVI) evaluates the content validity of the entire scale [59]. The calculation of I-CVI involves dividing the number of experts who deemed the item relevant by the total number of experts who provided ratings. There are two techniques to calculate the S-CVI. One is known as S-CVI/UA and requires approval from all the experts. The other method is calculating the average I-CVI over all of the items, referred to as the S-CVI/Ave. The CVI for the current study instrument was determined, considering the relevance and clarity of each item. An overview of the CVI indices and a summary of the number agreement among experts may be found in Table II.
The results demonstrate that the I-CVI for one question does not meet the criteria for item acceptability recommended by [59], [60], which states that it must be 1 for 3-5 experts to be considered acceptable. This pertains to the relevance of the items. According to the S-CVI figures, SCVI/UA and S-CVI/Ave are 0.97 and 0.98, respectively (see Table III). The lowest value of acceptability for S-CVI as determined by [61] is 0.80, and these results are significantly higher than that limit.

Besides that, the results of calculating the I-CVI for the clarity of the items suggest that one of the items is not clear enough (0.5) (see Table II). The experts gave their feedback to help make the items more comprehensible. In addition, the S-CVI/UA and S-CVI/Ave ratios for the items’ clarity reveal satisfactory levels with corresponding values of 0.97 and 0.98. (See Table III).

<table>
<thead>
<tr>
<th>TABLE III. SCALE-LEVEL CONTENT VALIDITY INDEX (S-CVI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clarity</td>
</tr>
<tr>
<td>---------</td>
</tr>
<tr>
<td>0.98</td>
</tr>
<tr>
<td>28/29</td>
</tr>
<tr>
<td>0.97</td>
</tr>
</tbody>
</table>

Hence, the instrument was amended in line with the expert’s feedback. Table IV indicates the updated scale measurements.

<table>
<thead>
<tr>
<th>TABLE IV. UPDATED MEASUREMENTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constructs</td>
</tr>
<tr>
<td>Source credibility</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Perceived value data</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Perceived threat severity</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Perceived threat vulnerability</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Maladaptive rewards</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>V. DISCUSSION</td>
</tr>
<tr>
<td>---------------</td>
</tr>
</tbody>
</table>
| Using the PMT point of view, through this instrument development, this study aims to investigate the factors of human behaviour that can lead to the intention to protect oneself from becoming a victim of cyber fraud while participating in online activities. In the first part of this research study, an investigation into the influence of threat appraisal on the intention protection behaviour of the user when utilising e-services will be carried out. In addition, maladaptive rewards will also be investigated, [14], [16], [37], [38] as there have been numerous debates over this issue in past studies.

Practically, the results of this study will be beneficial to individuals in the sense that they will gain an understanding of the kinds of factors that can make them susceptible to fraudsters and the kinds of responses they should make when confronted with a situation in which they are at risk of being victims of cyber fraud. Before becoming the next victim of cyber fraud, consumers must recognise how their habits can either help or threaten them. With these characteristics, enhanced protection can be created, preventing consumers from falling prey to fraudsters. In addition, these studies will have made significant contributions to the development of PMT-based information security research. It will investigate new antecedent factors incorporated into PMT as new components.

In addition, this research creates a tool for measuring the model’s constructs. The items for each construct were drawn from relevant theories and literature and then revised to reflect the topic of the study. The validity of the measurement may be compromised by adapting the original items to the context of the study. Therefore, content validation was done to verify that the items adequately reflected the subject domain. Initial evidence of construct validity is provided by content validity. In addition, it gives indicators of the items' representativeness and clarity and contributes to the enhancement of the instrument by considering the suggestions of experts [62].

In the current study, four experts evaluated the items' relevance and clarity. The results indicated that 28 items were accepted, except one item was not considerably clear (in terms of wording); hence, the item was graded as "keep it but refine it to the corresponding construct". These elements were updated in response to the feedback of the experts. All item and construct comments were considered in the amended version of the instrument. These components were extracted from the relevant literature, considering the cyber fraud environment's setting.

Lastly, despite the careful expert selection, the study can be enhanced by involving a more diverse range of experts for additional insights and improvements.

<table>
<thead>
<tr>
<th>VI. CONCLUSION</th>
</tr>
</thead>
</table>
| To summarise, the findings of this study can provide a new instrument construct base for future studies. All 29 items will be subjected to a pilot testing phase by administering the questionnaire to the designated participants. Subsequently, this pilot study will entail subjecting the items to further rigorous statistical analyses aimed at substantiating their reliability and validity for inclusion in the primary research investigation.

Academically, this study would benefit the body of knowledge, including institutions, colleges, and universities, because it can provide new knowledge for academics who intend to publish it in an open-access journal or send it to a publisher. The entire variable will be examined, and the results might be used to increase the output of research on this subject in Malaysia, specifically for academic institutions. In addition, it enables academicians to create substantial countermeasures against cyber fraud in Malaysia.

Besides that, in order to enhance the explanatory capacity of the model, it may be expedient to incorporate supplementary variables to expand the framework. This could include broadening the scope of constructs beyond those pertaining to source credibility, maladaptive rewards, wishful thinking, perceived vulnerability, perceived severity, and... |
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response efficacy. Lastly, a greater understanding of this kind
of behaviour will aid professionals in designing, developing,
and executing new methods or enhancements for e-service
users. This study was conducted in support of a government
aiming to develop and maintain a safer cyberspace to achieve
national sustainability, social well-being, and wealth creation.
Perhaps this research will aid in reducing the losses incurred
by the government as a consequence of cyber fraud.
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Abstract—The user’s demands in the system supported by the Internet of Things are frequently controlled effectively using the pervasive computing system. Pervasive computing is a term used to describe a system that integrates several communication and distributed network technologies. Even so, it properly accommodates user needs. It is quite difficult to be inventive in the pervasive computing system when it comes to the delivery of information, handling standards, and extending heterogeneous aid for scattered clients. In this view, our paper intends to utilize a Dispersed and Elastic Computing Model (DECM) to enable proper and reliable communication for people who are using IoT-based wearable healthcare devices. Recurrent Reinforcement Learning (RRL) is used in the suggested model and the system that is connected to analyze resource allocation in response to requirements and other allocative factors. To provide effective data transmission over wearable medical devices, the built system gives managing mobility additional consideration to resource allocation and distribution. The results show that the pervasive computing system provides services to the user with reduced latency and an increased rate of communication for healthcare wearable devices based on the determined demands of the resources. This is an important aspect of sustainable healthcare. We employ the assessment metrics consisting of request failure, response time, managed and backlogged requests, bandwidth, and storage to capture the consistency of the proposed model.

Keywords—Internet of Things; wearable devices; pervasive computing; sustainable healthcare; healthcare applications; public health; health system

I. INTRODUCTION

The world has been modernized and changed into a pervasive computing system environment because of recent advancements in many applications that are capable of sensing and interacting everywhere. The devices that can work wirelessly and are enhanced with sensing, processing, and decision-making capabilities are integrated with real-world items to generate the correct service delivery for the Internet of Things. This kind of service is in high demand among businesses in the healthcare, IT, communication, and multimedia sectors. The needs of the user are met through rapid service delivery and improved "querying requests."

Integrating a wide range of devices, from sensors to intelligent machines, is necessary to access the network and all its resources. Consumers were granted unrestricted, global freedom to use resources anywhere in the world through increasing communication through the end users' devices. The device allowed a wide range of applications by connecting to the clients through external networks and services and employing adaptive conveyance mechanisms.

To provide pervasive services, it is crucial for users to concentrate on the service and receive reliable services that meet their needs. The ability to employ heterogeneous devices as a form of service is enabled by a pervasive computing environment. The services are delivered through networks that integrate the communication interface of various service systems and the fundamental systems to expand communication.

In a distributed system, pervasive computing has the authority to employ several computing paradigms to meet user expectations. It offers a variety of services, including simultaneous user access, service configuration, computer-related inquiries, resource allocation, and resource distribution. The data were scattered throughout numerous healthcare sectors, and the Internet of Things’ flexible sensor network was used to combine a variety of sensors to facilitate data conveyance. The software-defined network (SDN), mobile networks, medical sensor data centers, distributed servers, and edge processing networks were all included to achieve a resilient service for edge users.

Extending trustworthy and adaptable communication is crucial but difficult and complex in the case of the large-scale pervasive computing environment. A novel dispersed and elastic computing model (DECM) has been created by previous researchers at [1] for the IoT-based wearable healthcare device in the pervasive computing environment. The developed system uses Recurrent Reinforcement Learning (RRL) to analyze how resources are distributed in accordance with demands and other allocative factors.

The pervasive computing system delivers services to the user in the end with a reduced amount of latency and an increased rate of communication for the medical wearable devices based on the calculated resource requirements. The designed system places additional attention on managing mobility in addition to resource distribution and distribution for proper data transmission over the wearable healthcare device.

By balancing the flow of requests across the network, the planned layout accelerates the processing of requests. The RRL is used in the request balancing process. As a result, the volume of requests handled increases while the response time decreases. By employing RRL to optimize the storage, the
bandwidth rate is increased. Additionally, this paper analyses the design empirically and compares the results to existing methods.

This paper is organized as follows. Section II explains related works done by the previous research. Section III discusses the computing model used in our study. Section IV highlights the results and discussion of our experiments. Section V is the conclusion and a brief of future works.

II. RELATED WORKS

Azariadi et al. [2] have suggested a method for deciphering the heartbeat from the ECG and further implemented the method to a wearable medical device that does continuous 24x7 monitoring. The review of WHCD is presented by Haghhi et al. [3] in both academic publications and for-profit endeavors. The method was developed to get around the challenges in device data mapping and matching using the enhanced petri net service model, according to Lomotey, et al.'s [4] presentation of an IoT architecture for data streaming delivering traceability of data route from the originating source to the Health data center."

Al-Makhadmeh, et al. [5] use the deep learning method to learn from past analyses and predict the course of cardiac disease. Higher-order Boltzmann deep belief neural networks were used by the system. A "Systematic Review of Wearable Sensors and IoT-Based Monitoring Applications for Older Adults-a Focus on Ageing Population and Independent Living" is presented by Baig et al. in their paper [6].

Yang et al.'s [7] "introduced a new method for ECG monitoring based on IOT techniques, in which ECG data are gathered using the wearable monitoring node and are directly transferred to the IoT cloud using Wi-Fi. In the IOT cloud, both HTTP and MQTT are utilized to provide consumers with timely and illustrative ECG data. The "Smart wearable system for safety-related medical IoT application: Case of epileptic patient working in an industrial environment" was carried out by Hayek, et al. [5]. The remote care-taking applications Silva, et al. [8] "designed could be implemented for patients. This system is used as a waist belt and shoe with embedded sensors.

The Compact Wearable Meta Materials Antennas for Energy Harvesting Systems, Medical, and IoT Systems are done by Sabban, Albert, et al. Dey, Nilanjan, and colleagues [9,10] described the difficulties and potential uses of implantable and wearable medical devices. The IoT-Based Noninvasive Wearable and Remote Intelligent Pervasive Healthcare Monitoring Systems for the Elderly People were presented by Balasubramaniam, et al. Greco, Luca, and colleagues in [11] presented Trends in IoT-based solutions for health care: moving AI to the Edge. Big Data Business Analytics as a Strategic Asset for the Health Care Industry was explored by Smys, S., et al. The Cloud based Internet of Things for smart connected objects" was presented by Duraiandian et al. The "Effective Fragmentation Minimization by Cloud Enabled Back up Storage" was carried out by Pandian, A. Pasumpon, et al. The Special Section on Innovative Engineering Solutions for Future Health Care Informatics" has been discussed by Joy Iong-Zong Chen et al. [12]. Recurrent Neural Networks and Nonlinear Prediction in Support Vector Machines were presented by Raj, Jennifer S. et al. [13].

These previous works have highlighted the need for more experiments, especially for people who are using IoT-based wearable healthcare devices or employ heterogeneous devices as a form of service.

Our study is narrower in scope and restricted to IoT devices utilized in healthcare, as opposed to earlier research. The figures are provided by a startup business that works on Internet of Things devices in one of Malaysia's cities, and they receive 600 inquiries on average. With our method, we aim to outperform the existing system while maintaining the same configuration environment.

III. COMPUTING MODEL FOR PERSVAVE COMPUTING: IOT HEALTHCARE

The pervasive computing’s flexibility and elasticity are inherent qualities that enable the operation of heterogeneous devices and encourage interoperability. DECM is utilized to provide service help to many users at once. By computing the requests and optimizing the storage with RLL, the delivery rate of the service is increased.

The cloud, device, substructure, and ubiquitous layer are significant planes that make up the laid-out design. Numerous users and mobile IoT wearable devices that request resources from the cloud plane augment the ubiquitous layer. The aircraft accepts mixed-applications usage and conveyance methodologies that assess user requirements in accordance with information storage standards. Additionally prevalent on this level are computing and data analytics.

The proposed framework is presented in a block diagram in Fig. 1.

As in SDN, the device plane makes up the control plane and performs the crucial computation of requests and storage optimization to increase the communication rate. The substructure plane is equipped with access points, gateways, and BS that support heterogeneous communication by integrating a variety of data conveyance technologies based on Internet of Things-related sensor technology. The potential of the substructure plane to cover a wide geographic region and provide users with ubiquitous communication is what makes it significant. The information that has been gathered is stored on the cloud plane for later use. The committed cloud services handled the clients' requests for access to the information that was stored and oversaw computation and resource allocation. Even though the cloud offers authenticated customers the anytime, anywhere right to use, it still only functions as a third party.

![Proposed workflow](https://example.com/fig1.png)
The proposed system analyses the request and optimizes the storage using RRL to increase the rate of conveyance. Utilizing a personal device that uses Wi-Fi or Zig-Bee to upload the requests, the processing of the request enables one to organize the requests and transport them to the cloud plane.

This reduces the amount of time needed to process requests, eliminates blocking scenarios, and ensures a constant flow of data into the pervasive computing environment. Eq. (1) provides an approximation of the request processing rate.

\[
\text{Request of Processing Rate} = \frac{\text{Requests from x number of devices}}{\text{Maximum time limit}} \quad (1)
\]

Eq. (2) and Eq. (3) use the two parameters of device connectivity probability and the rate of request arrival to achieve the scalability function.

\[
\text{Probability Device Connectivity} = \rho \text{ devices}^{-1} \quad \forall \text{ maximum connectivity} \quad (2)
\]

where, \( \rho = \text{normalization factor} \), \( \tau = \text{exponent for connectivity} \).

\[
\text{Rate of arrival} = \sum_{i=1}^{\text{number of devices}} \text{rate of arrival}_i \quad (3)
\]

Eq. (4), which is based on the above equations, is used to balance the rate at which requests enter and exit the network to reduce delivery delays.

\[
\text{balancing rate} = \begin{cases} \text{Request processing rate X, max time taken X processing time} \\ \frac{(1-\delta)X}{\text{service time}} \text{for processed requests} \end{cases} \quad (4)
\]

Recurrent learning is used to manage the discrepancies in the conveyance. By controlling the defects in the hidden layers, the learning process for request processing, and storage optimization are used to obtain the desired outcome, as shown in Fig. 2.

Eq. (5) illustrates how the learning process is used to estimate the prerequisite storage for the request.

\[
\text{Required Storage} = \frac{1}{\text{number of requests}} \log \left( \frac{1}{\text{request rate of arrival}} \right) (1-\delta) \quad (5)
\]

The parameters and configurations of the experiments are depicted in the Table I.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wearable Healthcare Devices</td>
<td>200</td>
</tr>
<tr>
<td>Flow of request</td>
<td>50</td>
</tr>
<tr>
<td>Pause Time</td>
<td>5ms</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>2MBps</td>
</tr>
<tr>
<td>Maximum Time</td>
<td>20s</td>
</tr>
<tr>
<td>Storage size</td>
<td>60 requests/second</td>
</tr>
<tr>
<td>Number of requests</td>
<td>600 requests/second</td>
</tr>
</tbody>
</table>

A time-based map of how long it took to produce the response is shown in Fig. 3. The backlog is decreased, and the process is sped up as the request is computed, lowering the amount of time that must elapse between requests and the required average response time.

![Response Time](image)

Fig. 3. Response time.

IV. RESULTS AND DISCUSSION

In a network simulator, we conducted the experiment using 200 IoT devices, and the settings used are listed in the table. The evaluation of the established model consistency utilizes metrics like request failure, response time managed, and backlogged requests, bandwidth, and storage. The results are compared to those from other approaches to show how robust the intended DECM model is. The parameters and configurations of the experiments are depicted in the Table I.

Fig. 2. Recurrent Learning for request processing (left) and storage (right).
to optimize storage. It also improves dormancy in managing requests and increases the count of requests handled and computed by the system’s architecture. Table II compares the number of resources handled, the number of backlogs, and the failures suffered in the current and planned designs.

<table>
<thead>
<tr>
<th>Request Handled</th>
<th>Existing</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Failures</td>
<td>Backlogs</td>
</tr>
<tr>
<td>5000</td>
<td>0.30</td>
<td>400.00</td>
</tr>
<tr>
<td>7000</td>
<td>0.34</td>
<td>526.32</td>
</tr>
<tr>
<td>9000</td>
<td>0.38</td>
<td>555.56</td>
</tr>
<tr>
<td>11000</td>
<td>0.43</td>
<td>588.24</td>
</tr>
<tr>
<td>13000</td>
<td>0.49</td>
<td>909.09</td>
</tr>
<tr>
<td>15000</td>
<td>0.55</td>
<td>1,000.00</td>
</tr>
<tr>
<td>17000</td>
<td>0.62</td>
<td>1,111.11</td>
</tr>
<tr>
<td>19000</td>
<td>0.71</td>
<td>1,250.00</td>
</tr>
<tr>
<td>21000</td>
<td>0.80</td>
<td>1,428.57</td>
</tr>
<tr>
<td>23000</td>
<td>0.90</td>
<td>2,000.00</td>
</tr>
</tbody>
</table>

V. CONCLUSION

The delivery robustness of pervasive computing systems for the Internet of Things wearable devices has been increased because of the DECM introduced in this research in response to earlier work. The approach used computes the requests, optimizes the storage, and helps the flow of requests by removing bottlenecks in their transportation. Additionally, optimized storage distributes the storage for a variety of requests with different densities, preventing bottlenecks in resource allocation. The experiment's findings demonstrate how consistently the suggested architecture works better than the existing one. The future focus of this paper is to create a system with other improvements to help multiple heterogeneous applications run simultaneously.

ACKNOWLEDGMENT

This project is supported by Seed Grant from INTI International University with ID number: INTI-FIT-14-02-2021.

REFERENCES

Abstract—Melanoma, a prevalent and formidable skin cancer, necessitates early detection for improved survival rates. The rising incidence of melanoma poses significant challenges to healthcare systems worldwide. While deep neural networks offer the potential for precise melanoma classification, the optimization of hyperparameters remains a major obstacle. This paper introduces a groundbreaking approach that harnesses the Manta Rays Foraging Optimizer (MRFO) to empower melanoma classification. MRFO efficiently fine-tunes hyperparameters for a Convolutional Neural Network (CNN) using the ISIC 2019 dataset, which comprises 776 images (438 melanoma, 338 non-melanoma). The proposed cost-effective DenseNet121 model surpasses other optimization methods in various metrics during training, testing, and validation. It achieves an impressive accuracy of 99.26%, an AUC of 99.56%, an F1 score of 0.9091, a precision of 94.06%, and a recall of 87.96%. Comparative analysis with EfficientB1, EfficientB7, EfficientNetV2B0, NesNetLarge, ResNet50, VGG16, and VGG19 models demonstrates its superiority. These findings underscore the potential of the novel MRFO-based approach in achieving superior accuracy for melanoma classification. The proposed method has the potential to be a valuable tool for early detection and improved patient outcomes.
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I. INTRODUCTION

Skin cancer is characterized by the uncontrolled growth of abnormal cells in the skin's outermost layer (epidermis) due to DNA damage and mutations. Melanoma, a highly aggressive form of skin cancer, is on the rise, posing significant challenges for healthcare systems in terms of early detection and intervention [1]. The precise cause of all melanomas remains unclear, but exposure to ultraviolet (UV) radiation from sunlight or tanning lamps and beds significantly heightens the risk of developing this form of skin cancer [2].

In the United States, the American Cancer Society's estimations predict that approximately 97,610 new cases of melanoma will be diagnosed in the year 2023 [3]. This contrasts with the year 2020, during which a total of 324,653 individuals tested positive for melanoma, with an unfortunate outcome in 57,043 cases, resulting in fatalities [4]. The five-year relative survival rate for melanoma is 93%, with a range of 99% for cases diagnosed at a localized stage (83% of cases) to 27% for cases diagnosed at a faraway stage (4%) [5].

Nevertheless, due to the inherent challenges associated with early detection, both by professionals and patients, there is a pressing need to develop an effective method for the early detection of melanoma and skin cancer. To ensure precise and timely diagnosis, accurate equipment is essential, even in the hands of highly skilled professionals. Dermatologists typically initiate the diagnostic process by employing non-invasive dermoscopy techniques on suspicious areas. However, this conventional method primarily relies on visual examination by the naked eye for preliminary diagnosis. This reliance on visual assessment can introduce challenges, as it can be cumbersome, susceptible to inaccuracies, and dependent on subjective interpretation in a clinical environment [6]. Given these inherent limitations, there is an urgent need to integrate advanced diagnostic tools and technologies to improve the accuracy and efficiency of early melanoma detection.

Deep learning (DL), with its multi-layered artificial neural networks, has ushered in a transformative era in image classification [7]. At the forefront of this revolution are Convolutional Neural Networks (CNNs), renowned for their unparalleled ability to autonomously discern intricate features from raw pixel data [8]. Through iterative training on extensive datasets, DL models refine their parameters to excel in identifying objects and patterns, finding application in diverse domains such as medical imaging [9], autonomous driving [10]. Moreover, in the realm of natural language processing [11]. The exceptional precision and effectiveness of CNNs, particularly in analyzing complex medical images, continue to inspire researchers to leverage them in addressing intricate challenges across various fields.

CNNs have emerged as powerful tools, and researchers often leverage predefined CNN models such as VGG16, VGG19, ResNet, DenseNet, Inception, etc., which come pre-trained on extensive image datasets. These pre-trained models serve as valuable starting points for various image-related tasks, as they have already learned a rich set of features from massive amounts of data. Achieving optimal performance with these models requires careful consideration of hyperparameters, and proper selection of these hyperparameters has a direct impact on the performance of the model [12]. Effective hyperparameter selection stands as a critical endeavor for optimizing a CNN's performance in various applications [13], particularly in the realm of medical imaging, where precise and accurate results are paramount.
Unlocking the full potential of CNNs in this critical domain hinges on the careful process of hyperparameter optimization. To address this challenge, metaheuristic algorithms have emerged as invaluable tools for efficiently searching for optimal hyperparameter values [14]. In contrast to traditional gradient-based optimization methods, such as stochastic gradient descent (SGD), which may struggle with the complex and non-convex landscapes often encountered in medical image analysis, metaheuristics excel. These algorithms, which encompass a range of techniques, including genetic algorithms, particle swarm optimization, simulated annealing, and ant colony optimization, among others, have demonstrated their adaptability and efficiency in exploring and exploiting intricate parameter spaces [15]. In medical imaging, where accuracy and speed are paramount, metaheuristic algorithms offer a promising approach to enhance the capabilities of DL models, ultimately contributing to more accurate disease diagnosis and treatment planning [16].

This study centers on hyperparameter optimization for melanoma classification, employing the DenseNet-121 transfer learning model in tandem with the MRFO metaheuristic algorithm. The principal objective is to elevate melanoma detection accuracy, a pivotal factor in enabling early diagnosis and ultimately improving patient outcomes.

In this study, we make the following significant contributions:

- **Novel CNN-Based Framework**: A novel CNN framework, developed for reliable classification of Melanoma using the ISIC2019 dataset.
- **Transfer Learning Utilization**: We utilize ten pre-trained models for transfer learning, benefiting from their knowledge learned on extensive datasets to enhance melanoma classification performance.
- **Hyperparameter Optimization**: To boost classification performance, we fine-tune hyperparameters for both the CNN model and pre-trained models using the Manta Rays Foraging Optimizer (MRFO) algorithm. This process identifies optimal configurations for each pre-trained model, enhancing melanoma detection performance.

The subsequent sections of this paper are structured as follows:

Section II provides a comprehensive literature review on melanoma classification, offering insights into existing research and methodologies. Section III, a detailed overview of our proposed methodology, outlining the approach to melanoma classification using the CNN framework and the MRFO algorithm. Section IV delves into the experimental results and discussions, shedding light on findings and their implications. Finally, Section V presents conclusions and outlines potential avenues for future research in the field of melanoma classification.

II. LITERATURE REVIEW

In recent years, there has been a significant surge in the development of algorithms designed for the automated detection of melanoma using dermoscopy images. In the early 2000s, most automated melanoma classification solutions primarily relied on the utilization of manually crafted, low-level features such as shape, color, and texture [17]. However, recent studies, exemplified by [20], have signaled a shift in melanoma identification and recognition methodologies. This transition signifies a departure from the heavy reliance on manual feature engineering, marking a substantial evolution in the field. Presently, there is a noticeable uptick in the adoption of DL approaches for automated skin image analysis [21]. This paradigm shift reflects a move away from manual feature engineering towards methods that harness the capabilities of neural networks to autonomously learn and extract pertinent features from dermoscopy images. This transformation underscores the changing landscape in melanoma classification.

Daghri et al. [22] introduced an innovative melanoma identification approach by combining three techniques using a majority voting method. Their method incorporates CNN along with two traditional ML approaches, SVM and KNN. These models were trained to recognize specific skin cancer features, including edges, texture, and color characteristics. While this ensemble approach improved overall performance, the combination of results from three different techniques can introduce computational complexity and potentially result in slower processing times. Nevertheless, the results demonstrated that CNN achieved the highest accuracy at 85.5%, followed by SVM with 71.8% accuracy and KNN with 57.3% accuracy.

To address the critical challenge of accurately classifying early Melanoma detection, Golnoori et al. in [23] introduced a novel approach by tackling the persistent complexity of selecting optimal neural network architectures and hyperparameters by employing metaheuristic optimization algorithms to fine-tune both pre-trained and scratch-trained CNN models. These optimized models’ deep features were effectively combined and utilized to train a K-nearest neighbors (KNN) classifier. The results of their method demonstrated exceptional performance, achieving an accuracy of 81.6% with an F1-score of 80.9% on the ISIC 2017 dataset and 90.1% accuracy with an 89.8% F1-score on the ISIC 2018 dataset.

Segmentation plays a pivotal role in ML. In their study [24], the authors introduced a technique involving image segmentation. This technique utilizes anisotropic diffusion filtering and a rapid bounding box approach, followed by feature extraction through a hybrid feature extractor (HFE) and a feature extractor based on CNNs. The fusion of these extracted features facilitated the development of a highly accurate classification model capable of distinguishing between melanoma and non-melanoma images. The evaluation, conducted on two datasets, yielded outstanding results, including an accuracy rate of 99.85%, sensitivity of 91.65%, and specificity of 95.70%. These outcomes
underscore the remarkable effectiveness of this approach, surpassing the performance of previous ML algorithms.

To tackle the issue of automated segmentation of melanoma regions, the authors in [25] proposed a DL method based on a deep region-based Convolutional Neural Network (RCNN). This method comprises three main steps: skin refinement, melanoma region localization, and segmentation. The research was evaluated using a dataset consisting of 900 training images and 376 testing images from ISIC 2016 melanoma images. The results highlight the superiority of this approach compared to state-of-the-art techniques, achieving exceptional performance across various evaluation metrics: accuracy (0.94), specificity (0.94), sensitivity (0.97), F1 score (0.96), dice score (0.94), and Jaccard coefficient (0.93).

In their study [21], the authors comprehensively analyze the use of pre-trained CNN architectures for melanoma classification. They address a gap in previous research by investigating the specific features extracted by different CNN models. To enhance feature extraction, they introduce boundary localization to preserve critical skin lesion regions. They assess the effectiveness of eight pre-trained CNN models for deep feature extraction from these regions and employ various classifiers for melanoma detection. Across datasets like Ph2, ISIC 2016, ISIC 2017, and HAM10000, their approach achieves high accuracies of 98.33%, 80.47%, 81.16%, and 81%, outperforming state-of-the-art CNN methods.

The authors in [26] introduced a comprehensive three-phase framework for melanoma diagnosis, incorporating data segmentation via an extended Chan-Vese method, data augmentation, and CNN training facilitated by an active learning mini-batch process. To gauge its performance, they conducted an evaluation comparing it with established models such as DenseNet, InceptionV3, MobileNet, NASNet, and Xception. The assessment leveraged Standard Deviation (STD) as a metric to gauge model robustness and stability. The proposed active learning query strategy outperformed baseline methods in both performance and convergence across sixteen image datasets, underscoring the framework's effectiveness in accurate melanoma diagnosis. Nevertheless, the reliance on the active learning mini-batch process may not be universally applicable and may exhibit reduced effectiveness when dealing with imbalanced or noisy datasets.

Adepu et al. [27] present a novel approach for melanoma classification using a lightweight Deep-CNN-based framework. Their methodology incorporates knowledge distillation, Cost-Sensitive Learning with Focal Loss, and inpainting algorithms to enhance classification performance. To improve the model's performance, they introduce new CutOut variations and utilize test time augmentation as regularizers. On the ISIC-2020 dataset, the authors achieve a state-of-the-art result with a sensitivity of 81%, an AUC of 93, and a specificity of 90%. However, as the model processes a larger number of augmented images during each epoch, the use of CutOut may significantly increase the computational cost of training.

The authors in [28] introduce a CAD system utilizing the Online Region-based Active Contour Model (ORACM) to extract the Region of Interest (ROI) from skin lesions. The system demonstrates remarkable performance with an accuracy of 92.24% and perfect specificity and sensitivity (100%). However, it exhibits limitations, such as a heavy reliance on handcrafted features, sensitivity to the initial contour location and manual parameter selection, and the potential for the Non-dominated Sorting Genetic Algorithm (NSGA II) to find local instead of global optimum solutions, resulting in increased computational complexity.

In the realm of lightweight transfer learning models suitable for mobile devices, the study by the authors in [29] introduced the utilization of MobileNetV2 for the classification of melanoma images into benign and malignant categories. Their experiments conducted on multiple melanoma datasets yielded promising results, demonstrating the effectiveness of the proposed method with accuracy rates reaching as high as 85%, outperforming other network architectures. Additionally, the suggested architectural design of the head model, featuring a global average pooling layer followed by two fully-connected layers, not only contributed to high accuracy but also preserved the network's efficiency.

The diagnosis of cancer during surgical treatment primarily relies on cancer stage or tumor thickness. In their study[30], the authors introduced two distinct methods aimed at classifying melanoma into two stages: the first stage includes stage 1 and stage 2, while the second encompasses stage 1, stage 2, or stage 3 melanoma. The proposed system employs a CNN, utilizing the Similarity Measure for Text Processing (SMTP) as the loss function. The experimental results include a comparison of various loss functions against the proposed SMTP loss function, demonstrating the superior efficiency of the proposed algorithm when contrasted with several other loss functions tailored for classification tasks.

The authors in [31] introduces a hybrid learning approach for melanoma detection, employing image processing techniques to enhance detection by addressing common issues such as hair, air bubbles, and image noise in dermoscopic images. The study presents an innovative hybrid model, merging DL and machine learning (ML), in its debut for melanoma detection. Performance evaluation on the Hamm 1000 (ISIC 2018) and ISIC 2020 datasets achieves exceptional accuracy scores, reaching 99.44% and 100%, respectively. Notably, the effectiveness of the saturation masking and wavelet transform techniques used may be sensitive to image quality, especially in cases of low resolution, artifacts, or variations in lighting, potentially impacting their noise reduction and lesion prominence enhancement capabilities.

In the study conducted by Nancy [32] presents a two-tier hybrid dual CNN (2-HDCNN) feature fusion approach for malignant melanoma prediction. It first identifies challenging samples, generates a Baseline Segregated Dataset (BSD), and preprocesses it. The second-tier CNN produces bottleneck features, combined with ABCD rule-derived features. These hybrid features are used with various classifiers, resulting in high accuracy (92.15%), precision (96.96%), specificity (96.8%), sensitivity (86.48%), and an AUC of 0.96 for diagnosing malignant melanoma on the ISIC 2018 dataset.
In conclusion, our review of the existing literature in melanoma classification reveals a significant gap in research focused on the optimization of hyperparameters and network structures. While numerous studies have explored ML and DL models for melanoma detection, very few have delved into the critical area of hyperparameter optimization using metaheuristic algorithms. Notably, none of the studies have investigated the potential of the MRFO algorithm in this context. This identified research gap highlights the unexplored potential of MRFO and other metaheuristic algorithms for enhancing the accuracy and efficiency of melanoma classification models.

III. METHODOLOGY

A. Introduction

This study introduces a comprehensive framework for melanoma classification Exploiting CNNs alongside transfer learning techniques and MRFO for hyperparameter optimization. The workflow consisting of data acquisition, pre-processing, splitting, classification, and optimization. These phases collectively enable accurate and reliable melanoma classification.

B. Dataset Description

The ISIC-2019 dataset [33], comprising 25,331 dermoscopy images, is used to evaluate the proposed technique. These images, categorized into eight distinct classes representing different types of skin lesions, exhibit varying dimensions, ranging from 600x450 to 1024x1024 pixels. In our evaluation, a total of 776 images are employed, including 438 melanoma and 338 non-melanoma cases.

C. DenseNet-121 Architecture

DenseNet121, a CNN architecture renowned for its effectiveness in visual object recognition, achieves state-of-the-art results with reduced parameters by intricately connecting each layer to both preceding and subsequent layers [34].

DenseNet-121 comprises 121 layers, making it a versatile choice for various computer vision tasks. This study specifically employs DenseNet-121 due to its compelling advantages, such as mitigating the vanishing-gradient problem, enhancing feature propagation, promoting feature reuse, and notably reducing the overall model parameter count [35].

D. Hyperparameter Selection

The study focuses on optimizing several critical hyperparameters to enhance model performance:

- Loss Function: Defines the loss metric used for model optimization.
- Training Batch Size: Determines the number of samples used in each training iteration.
- Model Dropout Ratio: Regulates the extent of regularization during training.
- Transfer Learning Ratio: Controls the extent of pre-trained weight utilization.
- Optimizer: Selects the optimization algorithm.
- Rotation Angle: Diversifies training data by simulating different lesion orientations.
- Shifts (Width and Height): Handles variations in lesion position and image composition.
- Zoom Level: Allows the model to learn features at various scales within images.
- Shear Transformation: Introduces controlled deformations to enhance the model’s adaptability.
- Flipping: Simulates mirrored images (Horizontal and Vertical).

These hyperparameters collectively contribute to the adaptability, generalization, and optimization of the model for melanoma classification. Next steps involve leveraging the MRFO [36]. Metaheuristic Algorithm to fine-tune these hyperparameters systematically, ensuring that the model achieves the best possible results in the challenging task of classifying melanoma.

E. Manta Ray Foraging Metaheuristic Algorithm

The MRFO [36] algorithm incorporates three foraging behaviors: chain foraging, cyclone foraging, and somersault foraging. These behaviors are mathematically modeled as follows:

- Chain foraging: - In the MRFO [36] Chain foraging: Manta rays use their ability to detect plankton concentration to navigate towards better positions. The algorithm assumes the highest plankton concentration represents the best solution found so far. Manta rays form a foraging chain, moving towards both the food and the individual in front of them.

Total Layers = 5 + (6 + 12 + 24 + 16) × 2 = 121

Fig. 1. DenseNet121 architecture.
In dimension $d^{th}$, $x_i^d(t)$ represents the $i^{th}$ individual's position at time $(t)$ with $r$ as a random vector between 0 and 1, $\alpha$ as a weighting coefficient, and $x_{best}^d(t)$ denoting a high-plankton concentration area. Fig. 2 illustrates the two-dimensional foraging behavior of individuals. An individual's position update depends on the previous $(i-1)^{th}$ individual's current position, $x_{i-1}^d(t)$, and the food source position, $x_i^d(t)$.

- Cyclone foraging: - Manta rays display a distinctive foraging behavior in which they form a long chain and spiral toward plankton patches in deep waters. This spiral foraging strategy resembles that seen in WOA [37]. In the case of cyclone foraging, manta ray swarms spiral towards food while also moving toward the ray in front, forming a line that takes on a spiral shape. Fig. 3 illustrates this cyclone foraging behavior in a 2-dimensional context. Swarm members follow the leader, traversing a spiral path toward food. The mathematical equation for modeling this two-dimensional spiral movement of manta rays is as follows:

$$x_i^d(t + 1) = \begin{cases} x_i^d(t) + r \ast (x_{i-1}^d(t) - x_i^d(t)) + \\ \alpha \ast (x_{best}^d(t) - x_i^d(t)) \end{cases} i = 1 \quad (1)$$

$$x_i^d(t + 1) = \begin{cases} x_i^d(t) + r \ast (x_{i-1}^d(t) - x_i^d(t)) + \\ \alpha \ast (x_{best}^d(t) - x_i^d(t)) \end{cases} i = 2, \ldots, N \quad (2)$$

$$\alpha = 2 \ast r \ast \sqrt{\log(r)} \quad (2)$$

where $r$ is a random number between 0 and 1.

This behavior can extend to n-dimensional space. The mathematical model for cyclone foraging is defined as follows:

$$X_i(t + 1) = X_{best} + r \ast (X_{i-1}(t) - X_i(t)) + \\ e^{bw} \ast \cos(2\pi \omega) \ast (X_{best} - X_i(t)) \quad (3)$$

$$X_i(t + 1) = X_{best} + r \ast (X_{i-1}(t) - X_i(t)) + \\ e^{bw} \ast \cos(2\pi \omega) \ast (X_{best} - X_i(t)) \quad (4)$$

Where, $w$ is a random number between 0 and 1.

In the cyclone foraging strategy, individuals perform random searches relative to the food source as their reference point, promoting both exploitation and exploration. To encourage exploration, each individual is directed to seek a new position in the search space, away from the current best position, using a new random reference point. This approach enhances exploration, enabling the MRFO [36] algorithm to perform a broad global search. The mathematical equation is as follows:

$$x_i^d(t + 1) = x_i^d(t) + S \ast \left( r_2 \ast x_{best}^d - r_3 \ast x_i^d(t) \right) \quad (5)$$

where, $x_{rand}^d$ is a random position randomly produced in the search space, $Ub^d$, $Lb^d$ are the upper and lower limits of the $d^{th}$ dimension respectively.

Fig. 2. MRFO (1) Chain (2) Cyclone (3) Somersault behavior in a 3-D space.

- Cyclone foraging: - This behavior treats the food source position as a pivot, causing individuals to swim in a back-and-forth manner while somersaulting to new positions. This results in continuous position updates around the current best solution. The mathematical equation below models this behavior.

$$x_i^d(t + 1) = x_i^d(t) + S \ast \left( r_2 \ast x_{best}^d - r_3 \ast x_i^d(t) \right) \quad (6)$$

The somersault factor ($S = 2$) determines the range of somersaulting for manta rays using random numbers ($r_1$ and $r_2$) in [0, 1]. Eq. (8) allows each individual to move within a new search domain, symmetrically positioned around the best solution found so far. As an individual approaches the optimal solution, the somersault range decreases, guiding all individuals toward convergence. This adaptive reduction occurs as iterations increase. Fig. 4 visually illustrates somersault foraging behavior in MRFO [36].

Like other metaheuristic optimizers, MRFO [36] begins with a random population. In each iteration, individuals update positions relative to neighbors and a reference point. The exploration-exploitation balance is controlled by $t/T$, decreasing from 1 to $t/T$. When $t/T < r$, the best solution is used for exploitation; otherwise, a random position aids in exploration.
exploration. Chain and cyclone foraging alternate randomly, while somersault foraging adapts positions to the best solution. This iterative process continues until the stopping criterion is met, yielding the best individual's position and fitness value.

Three individuals undergo 100 iterations in the search space using Eq. (8). Randomly sampled points distribute between current positions and their symmetrical positions around xbest. As distance to xbest decreases, the number of sampled points reduces. Dense points around xbest aid exploitation, while sparse ones promote exploration.

F. Hyperparameter Optimization Process

1) Data preprocessing: After acquiring the dataset, it underwent a series of preprocessing steps involving four key techniques: image resizing, dimensional scaling, data balancing, and data augmentation. In the image processing phase, a two-step approach was utilized to standardize the various image dimensions. Initially, the color space conversion from BGR to RGB was executed to ensure consistent color representation. Subsequently, bicubic interpolation [38] resizing was applied to all images, harmonizing them to a uniform size of (32x32x3) pixels. This process established consistency, laying a solid foundation for subsequent analysis. Addressing the issue of data imbalance [39], the study employed data augmentation techniques encompassing width and height shifting, shearing, rotation, and zooming. These techniques help diversify the dataset and mitigate potential misclassification or overfitting during training and optimization phases [40]. Additionally, the dataset was partitioned into an 80% training subset and a 20% validation subset to facilitate model training and evaluation. This division ensures a robust assessment of model performance and generalizability.

2) Classification and optimization: The optimization process commences with the creation of an initial solution population represented as vectors. Each vector element corresponds to a specific hyperparameter, such as dropout ratio, optimizers, batch size, etc. In this study, 12 well-defined hyperparameters are targeted for optimization, as outlined in Table I. The dimensionality of solution vectors depends on the application of data augmentation.

a) Fitness Function and Hyperparameter Mapping: At the core of the optimization process, the fitness function is utilized to assess the quality of each population solution. This function encompasses three crucial steps:

- Hyperparameter Mapping: To effectively configure the pre-trained transfer learning model, solution elements are mapped to their corresponding actual hyperparameters.
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- Model Creation and Preparation: With mapped hyperparameters, the pre-trained transfer learning CNN model is created and compiled. A diverse set of pre-trained models, including DenseNet121, EfficientB1, EfficientB7, EfficientV2B0, MobileNet, NesNetLarge, ResNet50, VGG16, and VGG19, are harnessed in this study.

- Model Training and Evaluation: Following model creation, the training phase commences, allowing the model to learn from the data. Training progresses for a predetermined number of epochs typically set to 1000 in this study.

b) Balancing Exploration and Exploitation: This approach dynamically traverses the hyperparameter space, striving for a harmonious balance between exploration and exploitation. This equilibrium proves pivotal in uncovering globally optimal solutions. The process iteratively refines the population, gradually converging towards configurations that yield superior model performance.

Fig. 3 depicts the model architecture employed in our optimization process, offering a visual representation of the complex interplay between hyperparameters, fitness evaluation, and model creation.

<table>
<thead>
<tr>
<th>TABLE I. HYPERPARAMETER SETTINGS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Hyperparameters Settings</strong></td>
</tr>
<tr>
<td>N/noo</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>9</td>
</tr>
<tr>
<td>10</td>
</tr>
<tr>
<td>11</td>
</tr>
<tr>
<td>12</td>
</tr>
</tbody>
</table>

Fig. 3. Proposed model architecture.
G. Evaluation Metrics

The proposed model will undergo evaluation using standard assessment metrics, including Accuracy, Precision, Recall, and F-Score, as mentioned in [38]–[41].

H. Software and Tools

The experiments were conducted in Python, utilizing popular libraries including Keras, Scikit-learn, and OpenCV. The computational environment employed a Dell system equipped with an Intel Xeon CPU, boasting up to 128GB of memory, and a spacious 1TB SSD.

IV. RESULT AND DISCUSSION

In this section, the proposed model was assessed through a comparison with four nature-inspired techniques (GA, WOA, GWO, WHO) and benchmarked against eight state-of-the-art deep learning architectures (EfficientB1, EfficientB7, EfficientV2B0, MobileNet, NesNetLarge, ResNet50, VGG16, and VGG19) on the ISIC 2019 dataset. This dataset comprises 776 skin lesion images encompassing melanoma and non-melanoma classes.

Data preprocessing was undertaken, including augmentation to expand the dataset to 8000 images, and an 80%-20% random split was applied for training and validation purposes. For image resizing, bilinear interpolation was utilized. The experiments were conducted using the Keras library with the hyperparameters detailed in Table I.

The model is comprised of 7.2 million parameters, which includes 121 convolutional layers and three fully connected layers. Training was executed over 1000 epochs, involving 12 distinct hyperparameter configurations and the incorporation of early stopping with a patience of 15.

Proposed model performance across top 10 epochs

Top of Form

In Table II, we observed that the model's performance across the top 10 epochs consistently exhibited high accuracy, ranging from 0.9908 to 0.9926, and AUC, ranging from 0.9898 to 0.9974. Additionally, precision, recall, and the F1-Score consistently demonstrated strong values, indicating proficient classification capabilities with minimal discrepancies. These results underscore the model's robust and stable performance, making it well-suited for accurate for melanoma classification.

<table>
<thead>
<tr>
<th>Epoch</th>
<th>Val Acc</th>
<th>Val AUC</th>
<th>Val Prec</th>
<th>Val Recall</th>
<th>F1-Score</th>
<th>Val Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>38</td>
<td>0.9926</td>
<td>0.9956</td>
<td>0.9406</td>
<td>0.8796</td>
<td>0.9091</td>
<td>0.0217</td>
</tr>
<tr>
<td>37</td>
<td>0.9924</td>
<td>0.9974</td>
<td>0.9447</td>
<td>0.8704</td>
<td>0.906</td>
<td>0.0216</td>
</tr>
<tr>
<td>34</td>
<td>0.9916</td>
<td>0.9952</td>
<td>0.9529</td>
<td>0.8426</td>
<td>0.8943</td>
<td>0.0241</td>
</tr>
<tr>
<td>35</td>
<td>0.9916</td>
<td>0.9951</td>
<td>0.9261</td>
<td>0.8704</td>
<td>0.8974</td>
<td>0.0244</td>
</tr>
<tr>
<td>40</td>
<td>0.9914</td>
<td>0.9937</td>
<td>0.9343</td>
<td>0.8565</td>
<td>0.8937</td>
<td>0.0224</td>
</tr>
<tr>
<td>33</td>
<td>0.9912</td>
<td>0.9974</td>
<td>0.9430</td>
<td>0.8426</td>
<td>0.89</td>
<td>0.0237</td>
</tr>
<tr>
<td>25</td>
<td>0.9910</td>
<td>0.9900</td>
<td>0.9381</td>
<td>0.8426</td>
<td>0.8878</td>
<td>0.0331</td>
</tr>
<tr>
<td>32</td>
<td>0.9908</td>
<td>0.9942</td>
<td>0.9378</td>
<td>0.8380</td>
<td>0.8851</td>
<td>0.0259</td>
</tr>
<tr>
<td>36</td>
<td>0.9908</td>
<td>0.9898</td>
<td>0.9163</td>
<td>0.8611</td>
<td>0.8878</td>
<td>0.0283</td>
</tr>
</tbody>
</table>

Table II. Performance of Proposed Model Across Top 10 Epochs

Model Validation Performance Across Top 10 Epochs

In correspondence to Table III, the model consistently demonstrates strong validation performance, with accuracy ranging from 0.9586 to 0.9734 and AUC values between 0.8164 and 0.8588. Validation loss falls in the range of 0.1458 to 0.2014, indicating close alignment with the ground truth. Precision values consistently exceed 0.5, indicating minimal false positives, while recall values vary, indicating the model’s ability to correctly identify positive samples. These findings highlight the model's robust and consistent validation performance, ideal for tasks demanding accurate classification.

<table>
<thead>
<tr>
<th>Epoch</th>
<th>Val Acc</th>
<th>Val AUC</th>
<th>Val Prec</th>
<th>Val Recall</th>
<th>F1-Score</th>
<th>Val Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>38</td>
<td>0.9680</td>
<td>0.8179</td>
<td>0.6857</td>
<td>0.4444</td>
<td>0.5393</td>
<td>0.1980</td>
</tr>
<tr>
<td>37</td>
<td>0.9688</td>
<td>0.8159</td>
<td>0.7059</td>
<td>0.4444</td>
<td>0.5455</td>
<td>0.1521</td>
</tr>
<tr>
<td>34</td>
<td>0.9711</td>
<td>0.8164</td>
<td>0.8149</td>
<td>0.4074</td>
<td>0.5432</td>
<td>0.1652</td>
</tr>
<tr>
<td>35</td>
<td>0.9566</td>
<td>0.8588</td>
<td>0.5085</td>
<td>0.5556</td>
<td>0.531</td>
<td>0.1660</td>
</tr>
<tr>
<td>40</td>
<td>0.9688</td>
<td>0.8258</td>
<td>0.7333</td>
<td>0.4074</td>
<td>0.5238</td>
<td>0.2014</td>
</tr>
<tr>
<td>33</td>
<td>0.9695</td>
<td>0.8353</td>
<td>0.7419</td>
<td>0.4259</td>
<td>0.5412</td>
<td>0.1774</td>
</tr>
<tr>
<td>25</td>
<td>0.9734</td>
<td>0.8502</td>
<td>0.8333</td>
<td>0.4630</td>
<td>0.5952</td>
<td>0.1458</td>
</tr>
<tr>
<td>32</td>
<td>0.9719</td>
<td>0.8396</td>
<td>0.8462</td>
<td>0.4074</td>
<td>0.55</td>
<td>0.1692</td>
</tr>
<tr>
<td>36</td>
<td>0.9664</td>
<td>0.8288</td>
<td>0.6774</td>
<td>0.3889</td>
<td>0.4941</td>
<td>0.1653</td>
</tr>
</tbody>
</table>

Table III. Validation Performance across Top 10 Epochs

From Fig. 4, the performance of DenseNet121 model was evaluated under three different scenarios: 100 epochs with a 5000-sample dataset, 500 epochs with an 8000-sample dataset, and 1000 epochs with an 8000-sample dataset. The model with 1000 epochs on the larger dataset demonstrated the highest accuracy (99.26%), AUC (99.56%), and F1-Score (0.9091), indicating its superior ability to classify positive and negative instances. It also achieved the lowest loss (0.0217) and high precision (94.06%) and recall (97.19%) values. It is observed that increasing the number of training epochs and dataset size consistently leads to better model performance across various metrics.

Fig. 4. Comparison with different configuration.

Comparative Analysis of the Proposed Model and Other Architectures
The presented data showcases the performance evaluation of the proposed model (see Table IV) in comparison to several established DL architectures across various metrics. The proposed model outperforms all other models with an impressive accuracy of 99.26%, an AUC of 99.56%, and a commendable F1-Score of 0.9091. Furthermore, it exhibits a high precision of 94.06% and recall of 87.96%, indicating its robustness in correctly classifying positive instances while minimizing false positives. In contrast, models like EfficientB1, EfficientB7, EfficientNetV2B0, NesNetLarge, ResNet50, VGG16, and VGG19 show lower accuracy and F1-Scores, reflecting their limitations in effectively handling the given task. MobileNet, while achieving a high accuracy and AUC, falls slightly behind the proposed model in F1-Score, precision, and recall. These results underscore the superior performance of the proposed model in comparison to established architectures, demonstrating its potential for melanoma classification. Additionally, the low loss value of 0.0217 for the proposed model further confirms its proficiency in minimizing prediction errors during training.

Table V shows the In-Depth Analysis of Proposed DensNet121 Model in Comparison with Prior Literature.

![Comparison with other Architectures](image)

Fig. 5. Comparison with other architectures.

In comparison with other literature, the proposed DensNet121-based model optimized with MRFO exhibits superior performance. Fig. 5 shows the comparison with other architectures. It achieves an accuracy of 99.26%, surpassing previous models utilizing different metaheuristics such as GWO (98.3%) and WHO (96%). Moreover, the proposed model’s precision (0.9406) and recall (0.8796) outperform an AlexNet model optimized with GA (accuracy: 81.66%, precision: 81.18%, recall: 81.67%). Additionally, the F1-Score of the proposed model (0.9091) exceeds that of a CNN optimized with PSO (accuracy: 90.01%, F1-Score: 0.897). These findings highlight the effectiveness of the proposed model in achieving superior accuracy and a balanced precision-recall trade-off when compared to existing literature.

V. CONCLUSION

In conclusion, the manual classification of melanoma from dermoscopic images presents significant challenges, even for experts, highlighting the pressing need for efficient automation solutions. This paper introduces an automated and cost-effective model built upon the DenseNet121 architecture, harnessed by the MRFO metaheuristic algorithm for melanoma classification. Through careful optimization of critical CNN hyperparameters, this model significantly enhances the architecture’s ability to tackle melanoma classification effectively.

The study employs data preprocessing techniques, including bilinear interpolation-based image resizing, and adeptly encodes CNN hyperparameters to facilitate optimization. To validate the model’s efficacy, a comprehensive evaluation was conducted, comparing it with hyperparameter optimization techniques GA, PSO, GWO and WHO on the ISIC skin cancer dataset. Additionally, the model was benchmarked against eight state-of-the-art deep learning architectures.

![Table IV. Comparative Analysis of Model Performance](image)

![Table V. Analysis of Proposed Model in Comparison with Prior Literature](image)

**TABLE IV. COMPARATIVE ANALYSIS OF MODEL PERFORMANCE**

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
<th>AUC</th>
<th>F1-Score</th>
<th>Precision</th>
<th>Recall</th>
<th>Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed Model</td>
<td>0.9926</td>
<td>0.9956</td>
<td>0.9091</td>
<td>0.9406</td>
<td>0.8796</td>
<td>0.0217</td>
</tr>
<tr>
<td>EfficientB1</td>
<td>0.9580</td>
<td>0.4972</td>
<td>0.0092</td>
<td>1.0000</td>
<td>0.0046</td>
<td>0.1815</td>
</tr>
<tr>
<td>EfficientB7</td>
<td>0.9232</td>
<td>0.4824</td>
<td>0.1495</td>
<td>0.5000</td>
<td>0.0879</td>
<td>0.6742</td>
</tr>
<tr>
<td>EfficientNetV2B0</td>
<td>0.9304</td>
<td>0.5115</td>
<td>0.6989</td>
<td>0.1157</td>
<td>0.6694</td>
<td></td>
</tr>
<tr>
<td>MobileNet</td>
<td>0.9910</td>
<td>0.9980</td>
<td>0.8012</td>
<td>0.9397</td>
<td>0.8657</td>
<td>0.0221</td>
</tr>
<tr>
<td>NesNetLarge</td>
<td>0.6911</td>
<td>0.7096</td>
<td>0.5127</td>
<td>0.6547</td>
<td>0.4213</td>
<td>0.6968</td>
</tr>
<tr>
<td>ResNet50</td>
<td>0.9656</td>
<td>0.9134</td>
<td>0.4013</td>
<td>0.7564</td>
<td>0.2731</td>
<td>0.1076</td>
</tr>
<tr>
<td>VGG16</td>
<td>0.9865</td>
<td>0.9937</td>
<td>0.8244</td>
<td>0.9152</td>
<td>0.7500</td>
<td>0.0369</td>
</tr>
<tr>
<td>VGG19</td>
<td>0.9797</td>
<td>0.9675</td>
<td>0.7263</td>
<td>0.8415</td>
<td>0.6389</td>
<td>0.0628</td>
</tr>
</tbody>
</table>

**TABLE V. ANALYSIS OF PROPOSED MODEL IN COMPARISON WITH PRIOR LITERATURE**

<table>
<thead>
<tr>
<th>Reference</th>
<th>Model</th>
<th>Metaheuristics</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>[42]</td>
<td>CNN</td>
<td>GWO</td>
<td>98.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[43]</td>
<td>CNN</td>
<td>WHO</td>
<td>96.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[23]</td>
<td>AlexNet</td>
<td>GA</td>
<td>0.816/6</td>
<td>0.811/8</td>
<td>0.816/7</td>
<td>0.809/2</td>
</tr>
<tr>
<td>[23]</td>
<td>CNN</td>
<td>PSO</td>
<td>90.0/8</td>
<td>0.89/8</td>
<td>0.90</td>
<td>0.897</td>
</tr>
<tr>
<td>Proposed</td>
<td>DensNet121</td>
<td>MRFO</td>
<td>0.992/6</td>
<td>0.940/6</td>
<td>0.879/6</td>
<td>0.909/1</td>
</tr>
</tbody>
</table>

The study employs data preprocessing techniques, including bilinear interpolation-based image resizing, and adeptly encodes CNN hyperparameters to facilitate optimization. To validate the model’s efficacy, a comprehensive evaluation was conducted, comparing it with hyperparameter optimization techniques GA, PSO, GWO and WHO on the ISIC skin cancer dataset. Additionally, the model was benchmarked against eight state-of-the-art deep learning architectures.

The final results demonstrated the superiority of our proposed model in terms of accuracy, AUC, precision, F1 Score and loss rates during training, testing, and validation phases, surpassing the performance of other optimization methods explored in this experiment.

As a direction for future research, further refinement and exploration of this model can lead to even more robust and accurate melanoma classification systems, potentially contributing to early diagnosis and improved patient outcomes in the field of dermatology.
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Abstract—To address the problems of missed detection, segmentation error and poor target edge segmentation in the instance segmentation model, a R2SC-Yolact++ instance segmentation approach based on the improved Yolact++ is proposed. Firstly, the backbone network adopts Res2Net which introduces spatial attention mechanism (SAM) to improve the problem of segmentation error by better extracting feature information; then, high-quality masks are obtained by fusing the detail information of the shallow feature P2 as the input to the prototype mask branch; finally, the problem of missed detection was solved by introducing Cluster-NMS in order to improve the accuracy of the detection boxes. In order to illustrate the effectiveness of the improved model, experiments were conducted on two publicly available datasets, the COCO and CVPPP datasets. The experimental results show that the accuracy on the COCO dataset is 1.1% higher than the original model. And the accuracy on the CVPPP dataset is 1.7% better than before the improvement, which is better than other mainstream instance segmentation algorithms such as Mask RCNN. Finally, the improved model is applied to the insulator dataset, which can segment the shed of insulator accurately.

Keywords—Instance segmentation; Yolact++; Res2net; Cluster-NMS; insulator dataset

I. INTRODUCTION

With the rapid development of deep learning, our life is also moving towards automation, such as automatic driving and automatic picking, etc. The first problem that needs to be solved for these tasks is to recognize the category as well as the location of the target, and the current deep learning based methods mainly include object detection and image segmentation. Object detection can only detect the category as well as the location of the target, cannot identify the specific and accurate outline of the target. Deep learning-based image segmentation methods include semantic segmentation and instance segmentation. Semantic segmentation can only classify the targets in an image into different categories, and different instances belonging to the same category cannot be distinguished. Instance segmentation can identify both the class and the exact contour position of different instances. Therefore, it is important to study how to accurately segment different instances using instance segmentation.

Instance segmentation is an important and difficult branch of computer vision, and its task is to identify the target contour location and classify it at pixel level to get the segmentation mask of different instances. The existing instance segmentation algorithms are mainly classified into single-stage and two-stage instance segmentation methods. The two-stage instance segmentation method has the advantage of higher accuracy, but the model is complex and slow. Mask RCNN [1], proposed in 2017, is one of the most commonly used detection-based methods, using the two-step idea of Faster RCNN [2], to which a branch of prediction segmentation masks is added. PANet [3] made improvements to Mask RCNN by introducing bottom-up paths and expanding the feature pyramid network, which improved the accuracy, but also slowed down a lot. The advantage of single-stage segmentation methods is that the model is simple and fast, but the accuracy is relatively low. Typical single-stage methods include the anchor frame-based method YOLACT proposed by Bolya et al. [4], which divides the instance segmentation task into two parallel branches and achieves real-time instance segmentation for the first time, but the accuracy was poor, and it was later improved by proposing YOLACT++ [5], which significantly improved the segmentation accuracy by adding deformable convolution and presetting more anchor frames using mask rescoring. The method CondInst [6] was proposed in 2020 to solve instance segmentation from a new perspective, using dynamic masks and not relying on ROI operations, achieving higher accuracy and being faster. Since the accuracy of the anchor frame-based method depends greatly on the set anchor frame hyper-parameters, a segmentation method without anchor frames is proposed afterwards. SOLO [7] proposed in 2020 uses the location information of instances for instance classification. It is to divide the different instances by assigning the instances to different channels based on the fact that each instance has a different center point and size. The accuracy was further improved with the later improved SOLO V2 [8]. In recent years, with the amazing results achieved by Transformer in natural language processing, it has also been applied to instance segmentation with good results [9, 10].

Although there has been a great development in instance segmentation, there is still a lot of room for development of existing models in terms of accuracy improvement. The problems such as segmentation errors as well as poor target edge segmentation due to insufficient extraction of image information, and missed detection due to inaccuracy of prediction boxes, all contribute to the low accuracy of segmentation. To address the above problems, this paper proposes an instance segmentation method based on the improved Yolact++. The method can better extract features, effectively improve the problems of missed detection and segmentation errors, and enhance the accuracy of instance segmentation. The main contributions of this paper are summarized as follows:
The R2SC-Yolact++ algorithm is proposed to address the problems of segmentation error and missed detection in Yolact++.

The model introduces Res2Net for the segmentation error problem and embeds a spatial attention mechanism for better feature extraction, and fuses shallow features with P3 as input to the protonet branch to solve the problem of poor segmentation edges, and finally Cluster-NMS was introduced to solve the problem of missed detection caused by the suppression of too many detection boxes.

Validating and comparing the segmentation performance of the proposed model on two publicly available datasets and a homemade insulator dataset.

The paper is organized as follows: Section II presents the related works for segmentation, Section III describes the proposed R2SC-Yolact++ method, Section IV analyzes and discusses the experimental results, and Section V concludes the paper.

II. RELATED WORK

Early traditional image segmentation mainly used the digital image processing technology; the main methods include segmentation methods based on region, edge detection, etc. OSTU finds the threshold value as the segmentation value to distinguish the foreground from the background based on the gray scale distribution of the gray scale map using inter-class variance method. Canny [11] edge detection algorithm performs edge detection by finding the optimal edge pixels and is the most commonly used segmentation method. These methods are generally based on the brightness and color of the pixels in the image, as well as the degree of variation in the pixel values, so they are susceptible to segmentation errors due to uneven illumination, noise, and other factors.

With the development of deep learning, segmentation methods based on deep learning are proposed, which are divided into semantic segmentation and instance segmentation. Semantic segmentation is a pixel-level classification of images to distinguish different classes of targets. The beginning of semantic segmentation was the use of full convolutional networks [12] (FCN) for classification, after which semantic segmentation developed rapidly. U-Net [13] was proposed for medical segmentation in 2015, which uses an encoder-decoder structure to extract features and fuse shallow features with deep semantic information to fully use image contextual information for accurate segmentation of medical images, but has the problem of slow segmentation speed. The DeepLab series [14-17] proposed afterwards have continuously improved segmentation accuracy and efficiency by introducing atrous convolution to reduce model parameters, proposing ASPP to solve the problem of target segmentation at different scales, and introducing decoder structure to optimize the problem of poor segmentation edge accuracy. SegFormer [18] proposed a hierarchical Transformer encoder structure by combining semantic segmentation with Transformer, using overlapping patches to ensure the local continuity of features, while using deep convolution to replace position encoding to convey position information and obtain a high-quality segmentation map. But semantic segmentation has a problem in application, it cannot distinguish different instances belonging to the same class, and many applications need to mark each different instance, so later proposed instance segmentation. However, how to improve the accuracy of instance segmentation and accurately segment the target is an urgent problem.

Existing instance segmentation algorithms are continuously improved from all angles to enhance the accuracy of segmentation. For the problem of segmentation errors and missed segmentation, many studies ResNeXt [19], Res2Net [20], etc. are solved from the perspective of better feature extraction to improve the feature expression ability of the backbone network. The use of attention mechanisms [21-23] has also been proposed to make the network focus on important features and suppress unnecessary features. The accuracy of the detection boxes also affects the accuracy of the segmentation, so many scholars have devoted to obtaining more accurate detection boxes by using more comprehensively computed loss functions DIoU, CIoU [24], etc., or by using more appropriate non-maximum suppression to obtain detection boxes that are more in line with the target. Nowadays the algorithms also commonly have the problem of poor target edge segmentation, many solutions have been proposed for this problem, such as adding an additional loss to the segmentation boundary of the network output, and Xuecheng Li [25] proposed an edge loss function so as to improve the accuracy of the segmentation edge. Improving the segmentation of edges by increasing the resolution of the input image as well as the extracted feature maps is also a relatively straightforward approach, but this adds a significant amount of computation.

The Yolact++ instance segmentation model chosen in this paper, which is simple and realizes real-time segmentation, has been applied in many fields and improvements have been made to address the problems so that they can better segment the objects. Yajun Li in [26] proposed an extended network based on Yolact that can simultaneously detect fruit bundles as well as segment fruit stalks, which can accurately and quickly identify the pose of fruit bunches to support successful picking by picking robots. Based on Yolact++, RTLSeg is proposed to segment the railroad track [27], the feature enhancement module is proposed to improve the feature extraction and characterization ability of the model, PaFPN is used to enhance the interaction of information, as well as the location awareness is added to the Protonet module to obtain a high-quality prototype mask. These improvements effectively enhance the segmentation accuracy of the railroad track and can accurately and efficiently segment the railroad track line components. Zhenni Shang [28] used Yolact, which introduces the SE attention mechanism to enhance feature expression and FRelu activation function, for efficient segmentation of protozoa in microscopic images.

III. MODEL OVERVIEW

A. Principle of Yolact++

ResNet50 with deformable convolution was introduced as the backbone network to extract features from the input image, and total of five different scales of feature maps, C1-C5, were obtained. For efficiency, Yolact++ uses only C3-C5 for feature fusion through FPN to obtain P3-P5, and downsamples from
P5 to obtain P6 and P7. Then after two parallel branches, one branch is the detection branch with inputs P3-P7, anchor frames with aspect ratios [1, 1/2, 2, 1/3, 3] are generated and classified, regressed, mask coefficients predicted, and non-maximum suppression (Fast NMS) is applied to get the final instance prediction boxes. The other branch is the prototype mask branch, which uses P3 as input and obtains k mask maps corresponding to different regions after convolution and upsample. The prototype mask maps and the mask coefficients are linearly combined by matrix multiplication to obtain the instance masks, which are intercepted by the prediction boxes, and the final mask segmentation maps are obtained by threshold processing and binarization. The structure of the Yolact++ model is shown in Fig. 1.

![Fig. 1. Structure of the Yolact++ model.](image)

B. Improved Backbone

The quality of feature maps for feature extraction directly affects the subsequent detection and segmentation, so the backbone network is improved to address the problem of inadequate feature extraction. The Res2Net module is used to replace the bottleneck structure of ResNet to represent multi-scale features at a finer granularity, and to increase the receptive field of each network layer to extract more detailed information about the edges as well as the overall information about the target. ResNet bottleneck structure requires layer-by-layer 3×3 convolution for multi-scale feature extraction. Res2Net is realized by a set of (s layered) 3×3 convolutions to do multiple scales within a block, using similar connections to residual networks for connectivity, which can output features with more number of different scales and enhance the expressive power of the network. This is achieved by averaging the feature map obtained after 1×1 convolution into four sub-feature maps with the same number of channels (n/4), the third sub-feature map x3 is summed with the new sub-feature map y2 obtained from the second sub-feature map x2 after 3×3 convolution as an input to the corresponding convolution to obtain the feature map, and so on. In order to fuse the information of different scales, the four feature maps obtained are merged and the final feature map is output after 1×1 convolution. Res2Net is beneficial for extracting global and local information by segmenting and re-splicing the feature maps for combined use. In order to make the network more focused on the target region and reduce the interference from the background, the spatial attention mechanism is added after the 1×1 convolution and before the residual connection, as shown in Fig. 2.

![Fig. 2. Comparison of original Resnet bottleneck block and improved res2net module: (a) Resnet bottleneck; (b) Improved res2net module.](image)
Pixels at different locations in an image have different importance, with pixels close to the target being more important and those far from the target more likely to be in the background. The role of spatial attention mechanisms is to enable the network to focus on the "where" part of the information, focusing on important features and suppressing unnecessary features. The specific implementation of the spatial attention mechanism is shown in Fig. 3. Firstly, average pooling and maximum pooling are performed on the feature maps along the channel direction to aggregate the channel information of the feature maps, two H x W x 1 feature maps are obtained for stacking, and a feature map is obtained after a 7 x 7 convolution, and then the spatial attention weight is obtained by the sigmoid function. Finally, the original feature map is used to multiply the spatial weights and output the feature map with positional importance.

C. Prototype Mask Branch Improvement

The higher the resolution of the image, the more detailed information it contains, but the more computationally intensive it is. Yolact++ only uses C3-C5 for feature fusion through FPN in order to raise the speed of computation, and uses the deepest feature map P3 as the input to the Protonet branch. Because of the lack of utilization of shallow features, a lot of detailed information is lost, resulting in poor quality of the resulting prototype masks and poor segmentation of the edges. So in order to get high quality prototype masks, we fuse shallow feature maps as input. Firstly, P2 is obtained by fusing features with FPN, and fusing the low-level information requires convolution of P2 to complete the downsampling. Then P3 is added with the downsampled P2 to get the fused features as the input to the prototype mask branch, and the prototype mask maps are obtained after the protonet branch. The realization process is shown in Fig. 4.

D. Improvement of Non-Maximum Suppression

The segmentation accuracy of the anchor-based instance segmentation method is affected to some extent by the detection performance. In Yolact++, the segmentation performance is improved by increasing the number of frames to detect difficult and different scale targets, so a large number of redundant boxes are generated, and the model uses Fast NMS instead of Traditional NMS in order to improve the detection speed. It obtains the thresholded binarized one-dimensional vector \( b = \{ b_1 \} \in \{ 0, 1 \} \) by computing the IoU matrix \( X \) for every two boxes, performing upper triangulation, and solving for the maximum value of each column to directly remove the detection boxes with high overlap. However, this leads to the suppression of too many detection frames, and detection boxes with high overlap but belonging to different instances are deleted, leading to the occurrence of missed detection, which reduces the detection accuracy and thus affects the accuracy of segmentation. Therefore, this paper proposes the use of Cluster-NMS instead of Fast NMS, which can make up for the problem of accuracy degradation caused by Fast NMS while ensuring the detection speed. Instead of suppressing the prediction box directly after obtaining the vector \( b \), Cluster-NMS introduces two matrices with the following equations. First, \( b \) is expanded into a symmetric matrix with the same diagonal elements as \( b \), and then the matrix \( C \) is obtained by left-multiplying the matrix \( X \). The purpose is to omit the effect of the suppressed boxes from the previous iteration on the other boxes. And keep performing the above iterations for \( C \). The end of the iteration is indicated when the \( b \) obtained from two consecutive iterations is unchanged. By introducing Cluster-NMS, the problem of missed target detection leading to missed segmentation can be improved and the segmentation accuracy of the model can be improved while maintaining high efficiency.

\[
A^t = \text{diag}(b^{t-1})
\]

\[
C^t = A^t \times X
\]

IV. EXPERIMENTAL METHODS AND ANALYSIS OF RESULTS

A. Experimental Environment and Parameter Description

All experiments in this paper are based on Windows 10 operating system, hardware system is Intel Core i5-10400F, graphics card is NVIDIA Geforce RTX 2070 SUPER and running memory is 8G. GPU processing six images at a time in ablation experiments, and the size of images are uniformly processed to 550x550. Initial momentum is set to 0.9, learning rate is 0.001, weight decay is 0.0005.

B. Datasets

To validate the effectiveness of the improved model, this paper uses two publicly available datasets for training and testing, and the models were applied to the insulator dataset produced by ourselves to segment the shed of insulator. The MS COCO dataset is a large image dataset developed and maintained by Microsoft and is the most commonly used open standard dataset. In this paper, we conduct comparative experiments of instance segmentation algorithms using the COCO 2017 dataset, which contains 80 categories of life. The
CVPPP dataset is a plant image dataset that provides tobacco and Arabidopsis raw images as well as labeled images to segment plant leaves. The dataset is divided into a total of four sub-datasets, A1-A4, and A5 is the sum of the four sub-datasets, including 810 images of the training set. In order to facilitate subsequent processing and comparison of results, the dataset labels were processed into COCO format. In this paper, ablation experiment are conducted on the CVPPP dataset to verify the effectiveness of the improved module, and the segmentation effect before and after the model improvement is tested on the COCO dataset. And comparison experiments are conducted on CVPPP dataset to compare and analyze the segmentation results of different models.

We need to segment the shed of insulator to find the shed location, so we made insulator dataset and segmented it using improved algorithm. Most of the collected insulator pictures are composite insulators. In addition, in order to ensure the diversity of insulators and improve the generalization ability of the model, insulator images of different types and environments are collected from the Internet. The images were labeled using LabelMe, and a total of 581 images were labeled and randomly augmented by flipping, panning, adding noise, and changing brightness to 2316 images with 19204 instances. The dataset was divided into a training set of 1481, a validation set of 371, and a test set of 464. To facilitate subsequent processing, the dataset is converted to COCO dataset format. According to the configuration of the experimental environment and to ensure the validity of the experimental comparison, the image size was resized to 550×550 in all experiments.

C. Evaluation Metrics

All experiments in this paper were evaluated and analyzed using COCO evaluation metrics, mainly showing the mAP. AP0.5, APs, APm, APL. Average accuracy AP is the mean value of accuracy at an IoU of 0.5-0.9, an interval of 0.05, and a recall of 0-1 under a category, calculated as shown in Eq. (3), and the area under a two-dimensional curve plotted with recall as the horizontal axis and precision as the vertical axis. MAP is the mean value of AP for all categories. AP0.5 for accuracy at IoU=0.5. S, M, and L are distinguished according to the size of the area of the examples, and the accuracy is obtained separately.

\[ AP = \int_0^1 P(\tau) d\tau \]  
\( (3) \)

D. Ablation Experiments

In order to quantitatively analyze the impact of the introduction of Res2Net in Yolact++ combined with attention to the backbone network, feature fusion, and improved non-maximal value suppression on the segmentation performance, this paper uses the above methods in combination with Yolact++ and ablation experiments on the CVPPP dataset. All experiments on the CVPPP dataset were iterated 150,000 times. The structure of each model in the ablation experiment and the results are shown in Table I. Res2Net indicates the backbone module of Res2Net combined with the attention mechanism, feature fusion indicates that P2 is fused with P3 as the input of the prototype mask, and "√" indicates the introduction of the corresponding module. The experimental results quantify the effects of these methods on plant leaf segmentation performance.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Res2net</th>
<th>Feature Fusion</th>
<th>Cluster-NMS</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>65.6</td>
</tr>
<tr>
<td>2</td>
<td>√</td>
<td>-</td>
<td>-</td>
<td>66.7</td>
</tr>
<tr>
<td>3</td>
<td>√</td>
<td>√</td>
<td>-</td>
<td>66.9</td>
</tr>
<tr>
<td>4</td>
<td>√</td>
<td>-</td>
<td>√</td>
<td>67.2</td>
</tr>
<tr>
<td>5</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>67.3</td>
</tr>
</tbody>
</table>

Experiment 1 shows the segmentation results of the baseline model on the CVPPP dataset. In order to harmonize the evaluation criteria, the paper does not use the evaluation metrics specified in the CVPPP dataset, but instead uses the COCO evaluation metrics. Experiment 2 was the improved Res2net combined with Yolact++, and the mAP was improved by 1.1%, comparing with Experiment 1 shows that the introduction of Res2net is more beneficial to extract global as well as local features, and the addition of spatial attention can make the network focus more on the target part, thus improving the segmentation accuracy. Experiment 3 represents the fusion of shallow features with the original Protonet input feature P3 based on Experiment 2 to increase the feature detail information and get a higher quality prototype mask, which results in more accurate edge segmentation. Experiment 4 is the introduction of Cluster-NMS on the basis of Experiment 2. Because Fast NMS is prone to treat two frames that are close to each other but belong to two different similar instances as two overlapping frames of one instance, one of the frames will be suppressed for deletion, and thus there will be a problem of missed detection. And the leaves of a plant are similar in shape and close together, so it is more likely to have the problem of missed detection. Compared with Experiment 2, mAP is improved, indicating that Cluster-NMS can solve the problem of Fast NMS suppressing too many boxes and leading to missed detection, thus improving the segmentation accuracy. Experiment 5 shows the segmentation results of our model, which combines the above method with Yolact++, and the experimental results show that our model improves the segmentation accuracy of plant leaves by 1.7% compared to the accuracy before improvement.

Fig. 5 visualizes the variation of the total loss value over the training set, which serves as a measure of the error between the predicted results and the true annotation, with smaller losses indicating more accurate predictions and better segmentation performance of the model. As shown in the figure, the loss values of the baseline model Yolact++ as well as the improved model are visualized in the figure. The loss values of the two models leveled off after about 110,000 iterations, with the pre-improvement model eventually stabilizing at about 1.41 and the post-improvement model loss values eventually stabilizing at about 1.35. In general, the loss value curves of the improved model are below those of the baseline model. As well as Fig. 6 reflects the mAP comparison on the validation set before and after the model improvement.
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both of which demonstrate that the segmentation performance of the improved model is better than that of the baseline model.

Fig. 5. Loss value curve.

Fig. 6. CVPPP validation set mAP plot.

Table II shows the segmentation performance of the model before and after improvement on the MS COCO val2017. The experiment set batch_size to 4 and trained 54 epochs. Because the background of the COCO dataset is more complex and the number and size of targets differ significantly from the CVPPP dataset, resulting in a lower mAP of the mask than the CVPPP dataset. And due to the problem of different computer configurations, the experimental results are somewhat different from those of the published papers. The table shows that the accuracy of the model is 1.1% higher after the model improvement than before the improvement, and the mAP of the instances of different sizes is improved.

<table>
<thead>
<tr>
<th>Model</th>
<th>Backbone</th>
<th>mAP</th>
<th>AP50</th>
<th>AP60</th>
<th>AP90</th>
<th>APs</th>
<th>APm</th>
<th>APl</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yolact++</td>
<td>Resnet50</td>
<td>33.1</td>
<td>51.8</td>
<td>11.6</td>
<td>35.5</td>
<td>54.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ours</td>
<td>Resnet50</td>
<td>34.2</td>
<td>52.8</td>
<td>12.1</td>
<td>36.9</td>
<td>56.1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table II. Segmentation results on COCO dataset.

Fig. 7 visualizes the leaf segmentation results before and after the model improvement. Column (a) of the figure shows the original image of the plant leaf, and the red boxes in the figure show where the results are significantly better after the improvement. Columns (b) and (d) show the leaf segmentation results for the model before and after the improvement, respectively, and column (c) shows the leaf segmentation results obtained from Experiment 2 in the ablation experiment. There are two shaded leaves segmented into one leaf in the red box of the first image, and there are cases where the edge portion is not accurately segmented. After feature extraction by Res2net combined with spatial attention, the features are better extracted and the edges are segmented accurately. In column (d) all leaves are accurately segmented. Comparing columns (b) and (c) of the second figure illustrates that the improved backbone network can solve the problem of segmentation error, but there is still the problem of missed segmentation, comparing column (c) and (d) shows that Cluster-NMS can solve the problem of missed segmentation. The missed detections in the third figure are also well resolved, indicating that our model has better segmentation than Yolact++.
E. Comparison of Different Models

To further validate the effectiveness of the improved model, we trained the CVPPP dataset and insulator dataset using several commonly used segmentation models, and tested and compared the segmentation results, as shown in Table III and Table IV. The tables show the mAP of the two-stage segmentation model Mask RCNN, the single-stage models CondInst, Yolact++, the segmentation models without anchor boxes SOLO, SOLO V2, and the improved algorithm of this paper on two datasets, as well as the AP50 and the accuracy of these models for different sized targets (APs, APm, APl). From the experimental results in Table III, the segmentation results of SOLO are poor because the leaf size of a plant is relatively similar and the leaves have small intervals or even overlap each other, so there will be multiple leaves of similar size appearing in the same grid, resulting in poor segmentation of leaves. Other models perform well on the CVPPP dataset, but all of them also have the problem of segmentation error and missed detection. The improved algorithm makes improvements to address the above problems, and the segmentation of plant leaves is better than other models.

Insulators play an important role in the power system, and damage to insulators can affect the entire line. They are an important concern in power system inspections, so it is important to ensure the cleanliness and integrity of insulators. First of all, it is necessary to identify the shed of insulator and find the exact location of the shed. Due to the uneven illumination and shadows caused by the insulator usage scenario, the shed of insulator cannot be accurately segmented by the traditional image segmentation method. So how to quickly and accurately segment a single shed is a problem that needs to be solved urgently, in this paper, we use several instance segmentation algorithms to train insulator datasets and segment the shed of insulator, the results are shown in Table IV, and the segmentation results were visualized as shown in Fig. 8.

### Table III. Comparison of Segmentation Results of Mainstream Models for CVPPP Dataset

<table>
<thead>
<tr>
<th>Model</th>
<th>Backbone</th>
<th>mAP</th>
<th>AP50</th>
<th>APs</th>
<th>APm</th>
<th>APl</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mask RCNN</td>
<td>Resnet50</td>
<td>62.7</td>
<td>89.2</td>
<td>44.9</td>
<td>79.9</td>
<td>71.7</td>
</tr>
<tr>
<td>CondInst</td>
<td>Resnet50</td>
<td>63.5</td>
<td>92.3</td>
<td>43.3</td>
<td>82.5</td>
<td>86.8</td>
</tr>
<tr>
<td>SOLO</td>
<td>Resnet50</td>
<td>59.2</td>
<td>83.0</td>
<td>33.3</td>
<td>79.7</td>
<td>79.3</td>
</tr>
<tr>
<td>SOLO V2</td>
<td>Resnet50</td>
<td>62.2</td>
<td>83.3</td>
<td>36.3</td>
<td>82.3</td>
<td>83.7</td>
</tr>
<tr>
<td>Yolact++</td>
<td>Resnet50</td>
<td>65.6</td>
<td>88.9</td>
<td>45.1</td>
<td>81.5</td>
<td>73.7</td>
</tr>
<tr>
<td>Ours</td>
<td>Resnet50</td>
<td>67.3</td>
<td>91.0</td>
<td>45.9</td>
<td>83.3</td>
<td>79.9</td>
</tr>
</tbody>
</table>

### Table IV. Comparison of the Results of Different Models for Insulator Dataset

<table>
<thead>
<tr>
<th>Model</th>
<th>Backbone</th>
<th>mAP</th>
<th>AP50</th>
<th>APs</th>
<th>APm</th>
<th>APl</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mask RCNN</td>
<td>Resnet50</td>
<td>36.3</td>
<td>83.0</td>
<td>24.3</td>
<td>32.0</td>
<td>41.0</td>
</tr>
<tr>
<td>CondInst</td>
<td>Resnet50</td>
<td>26.1</td>
<td>75.3</td>
<td>11.3</td>
<td>19.0</td>
<td>34.3</td>
</tr>
<tr>
<td>SOLO</td>
<td>Resnet50</td>
<td>37.2</td>
<td>87.8</td>
<td>18.5</td>
<td>32.2</td>
<td>42.7</td>
</tr>
<tr>
<td>SOLO V2</td>
<td>Resnet50</td>
<td>40.4</td>
<td>92.3</td>
<td>19.2</td>
<td>34.7</td>
<td>46.8</td>
</tr>
<tr>
<td>Yolact++</td>
<td>Resnet50</td>
<td>40.2</td>
<td>78.5</td>
<td>24.7</td>
<td>33.5</td>
<td>47.6</td>
</tr>
<tr>
<td>Ours</td>
<td>Resnet50</td>
<td>41.7</td>
<td>82.3</td>
<td>24.5</td>
<td>34.3</td>
<td>49.9</td>
</tr>
</tbody>
</table>

Fig. 8. Comparison of segmentation results of mainstream models: (a) Original image; (b) Mask RCNN segmentation results; (c) CondInst segmentation results; (d) SOLO segmentation results; (e) SOLO V2 segmentation results; (f) Yolact++ segmentation results; (g) Our model segmentation results.
The insulator dataset is used to train the above mainstream example segmentation model and this paper's algorithm, respectively, and the trained model is used to verify the detection and segmentation effect of the shed of insulator. The training results are compared in Table IV. The experimental results show that CondInst has the worst segmentation effect. Mask RCNN, SOLO performs slightly worse on the insulator dataset, mAP is slightly lower than the baseline model, and SOLO V2 and Yolact++ segmented well. The masks of Yolact++ use all the information of the picture space without repooling, which does not cause the performance loss of the mask, the segmentation accuracy for large target objects is significantly higher than other methods, and most of the insulator datasets are large targets, so the baseline model Yolact++ has a higher mAP than other models. The improved model made improvements to the problems of the baseline model, and the accuracy was improved by 1.5% over the baseline model, with the best segmentation results.

Fig. 8 visualizes the shed of insulator segmentation results of the mainstream instance segmentation models. In general, all the models in Table IV have the problems of missed detection and poor segmentation of shed edges. Mask RCNN has obvious missed detection. The most problematic segmentation result of SOLO is the segmentation error, which divides one shed into multiple sheds. SOLO V2 performs better than SOLO, and the problem of segmentation error is well solved, but there is also the problem of poor segmentation edge. The segmentation results of our improved model are the best, and the problems of missed detection as well as poor segmentation edges that occur in the baseline model are improved to segment the shed of insulator more accurately.

F. Discussion

In this paper, segmentation performance is validated and compared on two publicly available datasets as well as a homemade insulator dataset. In order to more easily compare and illustrate the segmentation effects of the analytical models on different datasets, the article uniformly uses the COCO evaluation metrics. Experimental results show that our model achieves better segmentation results on all three datasets. The improvement is greater on the CVPPP and insulator datasets, which have only one category, similar and densely distributed targets, and the algorithm's backbone and NMS method improvements both lead to improved segmentation performance for these targets. The experimental results of the three datasets can also illustrate that the model has a greater improvement in the segmentation of large targets. However, the model focuses on improving accuracy and does not focus on model complexity as well as speed issues, and subsequent studies will further optimize the model. And the collected insulator images have the problem of a single type and scene, and the insulator segmentation dataset needs to be enriched subsequently.

V. CONCLUSION

In this paper, Yolact++ is used as a baseline model to improve the accuracy of the model by aiming at the problems of segmentation error, missed segmentation and low accuracy of edge segmentation. Firstly, the use of Res2Net which incorporates a spatial attention mechanism as a backbone enables the backbone network to better extract global and local features, acquire target information with clear boundaries, and improve the problem of segmentation errors. Second, the shallow features P2 and P3 are fused and input to the Prototenet branch to obtain a high-quality prototype mask map that does not depend on a particular instance. Finally, the introduction of Cluster-NMS improves the problem of missed detection due to the suppression of too many detected boxes by iteratively and gradually eliminating the influence of the boxes with too much overlap on the other boxes, which improves the detection accuracy and segmentation accuracy. Training and testing on the public datasets COCO and CVPPP datasets are performed to verify the effectiveness of the improved model, and the average accuracy of the mask is 1.1% higher on the COCO dataset, and the accuracy on the CVPPP dataset is 1.7% higher than before the improvement. The improved model is applied to the insulator dataset labeled by itself to segment the shed of insulator, and the experimental results show that a more accurate the shed of insulator segmentation is achieved.
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Abstract—The increasing proliferation of Internet of Things (IoT) nodes poses significant security challenges for their network’s communication. Blockchain technology, with its decentralized and distributed nature, has the potential to address these security concerns within IoT networks. LEACH (Low-Energy Adaptive Clustering Hierarchy) algorithm and blockchain technology enhance IoT network security, enabling energy-efficient data management and transaction integrity, enhancing network lifespan and protection. This paper presents a security model that combines the LEACH algorithm and blockchain technology to improve IoT networks' security. The LEACH algorithm forms clusters of IoT devices, with a designated cluster head (CH) responsible for data aggregation and forwarding. Our model incorporates blockchain technology's core principles and cryptographic foundations, providing additional security measures. It consists of two main layers: the LEACH clustering-based routing protocol, which forms clusters and layers, and a blockchain simulator module. The LEACH algorithm enhances energy consumption, enables efficient data management within clusters, and ensures the integrity, transparency, and immutability of transactions. Our model is implemented on a simulator, allowing for experimentation and modification to evaluate the performance and effectiveness of the security enhanced IoT network model. Our results demonstrate the effectiveness of the proposed enhanced LEACH algorithm compared to previous algorithms, in which the last node died after 1868 transactions. As well as the results of the pro-posed framework, which record 0.058% of the state rate and 2.75 Throughput. Simulation results are validated with respect to previous algorithms, and it obtained higher accuracy compared to them.
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I. INTRODUCTION

Internet of Things (IoT) security faces numerous challenges in ensuring the protection of connected devices and the data they generate [1]. The sheer scale and heterogeneity of IoT systems, along with limited computational resources and varying security measures, make it challenging to implement standardized security protocols [2]. Challenges also arise from the massive volume of data generated, the lack of comprehensive security regulations, and the complexity of managing security updates [3]. To address these challenges, a holistic approach is required.

One potential solution to various IoT security challenges is blockchain technology. Blockchain's decentralized and immutable ledger ensures data integrity, transparency and prevents tampering [4]. Cryptographic algorithms enable secure authentication and identity management, limiting access to trusted devices. The distributed nature of blockchain eliminates single points of failure, enhancing system resilience [5]. Additionally, blockchain facilitates secure and private data sharing through encryption and selective disclosure, maintaining confidentiality. Smart contracts automate trust and enforce predefined rules, reducing the risk of errors or malicious actions [6]. By leveraging blockchain, IoT systems can benefit from enhanced security, data integrity, privacy, and resilience.

To further enhance IoT security, the LEACH (Low-Energy Adaptive Clustering Hierarchy) algorithm can be integrated with blockchain [7]. Originally designed for wireless sensor networks, LEACH focuses on energy optimization and efficient data management through clustering. By combining LEACH with blockchain, the security and trustworthiness of IoT networks can be enhanced [8]. The algorithm ensures an even distribution of energy load among devices, extending their lifespan and reducing the risk of vulnerabilities [9]. The blockchain provides a decentralized and immutable ledger for securely recording and verifying IoT transactions, ensuring data integrity and transparency. Together, the LEACH algorithm and blockchain technology offer a comprehensive approach to IoT security, addressing energy efficiency, data integrity, and trust, ultimately strengthening the overall security of IoT networks [10].

In this paper, we present a two-layer BC security model that aims to protect IoT networks while simplifying the implementation process. Our proposed model leverages the inherent features of blockchain technology, such as immutability, transparency, and decentralization, to enhance the security of IoT communication. By incorporating blockchain into the architecture, we establish a secure and tamper-proof environment for IoT devices. Additionally, we propose an enhanced LEACH algorithm, powered by fuzzy logic, for efficient data aggregation in IoT-enabled applications, with a specific focus on maximizing network lifetime. Our proposed algorithm optimizes the energy consumption and communication strategies of IoT devices, prolonging the overall lifespan of the network. Through extensive simulations, we demonstrate the effectiveness of our proposed enhanced LEACH algorithm compared to similar works, highlighting its superior performance in terms of network lifetime and energy efficiency.

To support the analysis and evaluation of diverse blockchain systems and their deployments, we introduce a
comprehensive framework and software tool. This framework enables the construction and simulation of discrete-event dynamic system models for blockchain systems. At the core of the framework lies the Base Model, which encompasses fundamental model constructs shared among various blockchain systems and is organized into abstract layers such as network and consensus. The Base Model provides adaptability and extensibility, allowing for the incorporation of specific system or deployment details. Furthermore, we provide a detailed description of the implementation of the simulator within the proposed framework, along with its application to the Ethereum blockchain. To validate the simulation results, we compare our findings to real-life systems and past research reported in previous studies to ensure their dependability and correctness.

In summary, the main contribution of this paper is threefold. First, we present a two-layer Blockchain Security model that safeguards IoT networks and simplifies their implementation. Second, we propose an enhanced LEACH algorithm that maximizes network lifetime through efficient data aggregation techniques. Finally, we utilized a comprehensive framework and software tool for constructing and simulating blockchain system models, facilitating analysis and evaluation. Collectively, these contributions provide a solid foundation for enhancing the security, reliability, and efficiency of IoT networks through the integration of blockchain technology.

The paper is organized as follows in the following sections: The second section discusses the related work. The third section examines the Proposed Methodology. The fourth section describes the model's implementation. The fifth section discusses the experimental results and validation. The last section summarizes the paper's contribution.

II. RELATED WORK

Recently, there has been a growing interest in integrating blockchain technology into IoT. However, very few researchers were interested in how BCs can help in IoT device authentication requirements. In this section, we review the existing literature that focuses on integrating blockchain into IoT ecosystems, highlighting the scarcity of works that successfully address security requirements in this integration.

presents a summary of proposed solution, technology, advantages, and disadvantages of related works.

Yanhuí, Liu, et al. [11] focused on the security of user identification and privacy in IoT. By protecting the user's identity and privacy, it becomes impossible for an attacker to link the acquired data with the actual identity of the user, thereby ensuring the safety of the user. To enhance the reliability of the system, the study employs the features of blockchain, which are immutable and incorruptible. The proposed approach records transaction details of user information using Hyperledger and conceals the actual identity of the user using the ring signature method. To generate the necessary parameters for the signature, the system employs a key generator to provide the system with public parameters and ring membership information. Finally, the study also includes an accountability mechanism to punish any attackers who seek to squander system resources by disclosing the user's identity and therefore denying them access to the system.

Oural, et al. [12] suggests a blockchain-based approach for secure communication and authentication of IoT devices. The solution exploits the inherent characteristics of blockchain while integrating with pre-existing authentication techniques. The study also includes an accountability mechanism to punish any attackers who seek to squander system resources by disclosing the user's true identity and therefore denying them access to the system.

<table>
<thead>
<tr>
<th>Ref No.</th>
<th>Proposed Solution</th>
<th>Technology</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>[11]</td>
<td>Blockchain to protect user identity in IoT</td>
<td>Hyperledger, Ring Signature, Aggregated Signature</td>
<td>Identity privacy, Reliability</td>
<td>Waste system resources</td>
</tr>
<tr>
<td>[14]</td>
<td>IoT blockchain architecture for identity authentication</td>
<td>BCoT, Gateway, Device recognition</td>
<td>Distributed ledger, Feasibility</td>
<td>Device modification</td>
</tr>
<tr>
<td>[17]</td>
<td>Secure data dissemination using AI and blockchain</td>
<td>AI-based intrusion detection system, blockchain, smart contracts, Interplanetary File System (IPFS)</td>
<td>Efficient and secure data transmission, resistance to attacks</td>
<td>Cost and complexity of implementing blockchain technology</td>
</tr>
<tr>
<td>[18]</td>
<td>Blockchain and DL integrated framework</td>
<td>Digital Twin (DT), Smart Contracts, LSTMSAE, MHSB-based BiGRU</td>
<td>Enhances communication security and data privacy</td>
<td>High computational power requirement, Potential for network congestion</td>
</tr>
</tbody>
</table>

Yavari, Mostafa, et al. [13] reveals that a unique authentication system for the administration of IoT device information based on blockchain is vulnerable to security risks such as secret disclosure, replay, traceability, and reuse attacks, all with a probability of success and a constant complexity of 1. The study also includes an improved blockchain-based authentication protocol (IBCbAP) that provides safe access management as well as anonymity. The JavaScript programming language and the Ethereum local blockchain were used to create the IBCbAP. Additionally, the study
verifies the security of IBChAP through informal and formal analysis using the Scyther tool.

L Gong, et al. [14] proposes a mechanism and creates an IoT blockchain architecture for storing device identity information in a decentralized ledger. The research also suggests a Blockchain of Things (BCoT) Gateway, which streamlines the recording of authentication transactions in a blockchain network without requiring any changes to existing device hardware or applications. In addition, a new device recognition model that is well-suited for blockchain-based identity authentication is provided, utilizing a novel feature selection mechanism for device traffic flow. Finally, the study develops the BCoT Sentry framework as a reference model for the suggested strategy.

Honar Pajooh, Houshyar, et al. [15, 16] proposed a Multi-layer Blockchain Security model that can safeguard IoT networks and be implemented in a simple manner. The model uses clustering to make the multi-layer structure easier to manage. The IoT network is partitioned into K-unknown clusters using approaches that combine Simulated Annealing and Genetic Algorithms. The chosen cluster chiefs are in charge of local authentication and permission. The suggested concept is built on the open source Hyperledger Fabric Blockchain technology. Base stations securely communicate information with one another using a global blockchain architecture.

Kumar, Prabhat, et al. [17] presents a safe way of data distribution based on AI and blockchain technologies. The technology gathers data from healthcare sensors put around the patient's home and sends it to neighboring edge devices. The acquired data is filtered by an AI-based intrusion detection system positioned at the network's edge. The blockchain is then used to create a secure health monitoring network, in which regular or filtered transactions are forwarded to centralized cloud servers and approved via a smart contract-enabled consensus method. Validated transactions are saved on the cloud's distributed Interplanetary File System (IPFS), and the returned transaction hash is saved on the blockchain ledger at the edge devices, allowing for speedier data sharing.

Kumar, Prabhat, et al. [18] provide a decentralized data processing and learning framework in the Industrial Internet of Things (IIoT) network that combines blockchain technology and Deep Learning (DL). A unique Decision Tree (DT) paradigm is used in the framework to provide a virtual environment for modelling and reproducing IIoT security-critical processes. In the proposed blockchain-based data transmission architecture, smart contracts are employed to ensure data integrity and authenticity. Furthermore, the authors developed a DL approach that uses an Intrusion Detection System (IDS) to evaluate blockchain data. The DL scheme employs the Long Short-Term Memory-Sparse Autoencoder (LSTMSAE) technique to learn spatial-temporal representations, as well as the proposed Multi-Head Self-Attention (MHSA)-based Bidirectional Gated Recurrent Unit (BiGRU) algorithm to learn long-distance features and accurately detect attacks.

Al Ahmed, Mahmoud Tayseer, et al. [19] proposes the Authentication-Chains protocol, a decentralized, distributed blockchain-based authentication mechanism for IoT. The protocol clusters nodes and creates a unique authentication blockchain for each cluster. These cluster chains are linked by another blockchain. The proposed consensus mechanism is based on proof of identity verification to address the limited processing capabilities of IoT devices. The security performance of the protocol is analyzed and tested using cryptographic protocol verifier software, and a test bed based on the Raspberry Pi network is shown to validate the protocol's performance.

A significant study gap in the body of current literature is evident, with few studies devoted to examining the relationship between blockchain technology and IoT device authentication requirements. Although there is a rising interest in incorporating blockchain technology into IoT ecosystems, recent efforts have primarily concentrated on security considerations or other use cases. It has been largely neglected to address the unique difficulty of guaranteeing strong device authentication inside this integration. The examined publications provide insightful information about several facets of blockchain's potential in the context of the Internet of Things, including how it might improve user privacy, secure communication, access control, and data distribution. Still, there isn't much of a focus on IoT device authentication standards.

III. PROPOSED METHODOLOGY

The proposed model aims to enhance the security of IoT networks by combining the LEACH algorithm and blockchain technology. In this section, we will introduce how The LEACH algorithm optimizes energy consumption and enables efficient data management within clusters, while blockchain technology ensures the integrity, transparency, and immutability of transactions. The LEACH algorithm is utilized to form clusters of IoT devices, with a designated cluster head (CH) responsible for data aggregation and forwarding within each cluster. By employing a randomized rotation of CHs, the LEACH algorithm ensures an even distribution of energy load among devices, thereby extending the network's lifespan. The primary objective of the randomized rotation is to achieve an even distribution of the energy load among devices in the network, which in turn helps to prolong the network's lifespan.

In our proposed model, we have integrated the core principles and cryptographic foundations of blockchain technology to provide additional security measures. Fig. 1 illustrates the system architecture, showcasing the structure of the model and the interaction between its components.

The proposed model consists of two main layers. Firstly, the LEACH clustering-based routing protocol forms clusters and layers within the IoT network. Unsupervised hybrid clustering algorithms are employed to create multiple clusters, with each cluster associated with a robust CH. Within each cluster, IoT devices and nodes undergo authentication and authorization processes, ensuring privacy and security.
Secondly, the model incorporates a blockchain simulator module, which serves as the engine of the simulator. This module comprises four categories: event, scheduler, statistic, and main. It works on three steps: transaction creation and appending to the transaction pool, block generation where transactions are executed and added to the blockchain, and block reception where the new block becomes a permanent part of the blockchain ledger. The transaction pool is also updated accordingly.

By combining the LEACH algorithm and blockchain technology, our proposed model aims to provide enhanced security for IoT networks. The LEACH algorithm optimizes energy consumption and enables efficient data management within clusters, while blockchain technology ensures the integrity, transparency, and immutability of transactions. This integration enhances the overall security and trustworthiness of IoT systems.

A. Cluster Head Selection Algorithm

This level includes Internet of Things objects, nodes, and devices, as well as network elements in charge of communication, network processes, and protocols. Unsupervised hybrid clustering methods divide the IoT network into numerous clusters and layers. Each group is assigned a strong device known as the CH (Cluster Head). IoT devices and nodes are geographically dispersed. To ensure privacy and security inside each cluster, devices are authenticated and authorized to access the network through the use of local authorization and authentication services.

Fig. 2 shows the clustering approach for the IoT network. The clustering is done with the utilization of the LEACH algorithm. LEACH is a clustering-based routing protocol specifically designed for wireless sensor networks with limited energy resources. LEACH helps in reducing the latency and overhead in IoT systems by minimizing communication distances among IoT objects and selected cluster heads. With clustering, fewer nodes require long-distance transmissions to the base station (BS) nodes, resulting in reduced total power consumption and improved network coverage.

B. Blockchain Simulator

In this section, we present the Base Model that forms the foundation of the Blockchain Simulator. The simulator's purpose is to replicate many sorts of blockchain systems while also allowing for the installation of specific application enhancements as required. We begin by explaining the Blockchain Simulator's design principles and aims, emphasizing generality, flexibility, and accessibility. Following that, we go over the architecture layer by layer, beginning at the network layer and ending with the Consensus Layer.
define the primary functional components (entities) inside each layer and characterize the tasks or activities they carry out.

1) Principles of design: The Base Model's design is governed by the Blockchain Simulator's key aims, which are as follows:

   a) Generality: The Blockchain Simulator will be relevant to a broad range of blockchain systems, setups, and architectural queries.

   b) Flexibility: It should be easy for designers or analysts to manipulate the Blockchain Simulator to explore different aspects of blockchain systems.

   c) Accessibility: Regardless of the goals, the Blockchain Simulator should remain user-friendly, both for conducting simulation studies and for extending its capabilities.

Designing a tool like the Blockchain Simulator involves striking a balance between generality and extensibility, while simultaneously ensuring simplicity. The Base Model plays a crucial role in achieving this balance, as it determines the level of generality supported by the model class and the ease with which new models can be built. The Base Model is also converted into software modules, it affects the ease with which the Blockchain Simulator may be extended to create more thorough representations of certain blockchain processes.

The Blockchain Simulator caters to the essential components of all blockchains (nodes, transactions, blocks, and incentives). The Base Model defines the level of generality in the model class supported by the Blockchain Simulator, as well as the ease with which new models can be constructed. By representing these building blocks in software modules, the Base Model also influences the extensibility of the Blockchain Simulator, enabling the provision of more detailed models for specific blockchain processes.

2) Network layer: The Blockchain Simulator's Network Layer is made up of two components: The underlying Broadcast protocol and Node. The Node entity oversees keeping system state variables like the transactions pool and the blockchain ledger up to date. The Broadcast protocol specifies how data items such as Blocks and Transactions are broadcast over the network.

The Node object includes both the Blockchain ledger and the Transactions pool entities. These entities are kept and updated in real time by each node. Nodes are represented as objects, each having its own unique ID, balance, local ledger, and transactions pool. When fresh transactions and blocks arrive, the transactions pool and local ledger are represented as expandable array lists. All blockchain implementations have these traits. These traits, however, may be broadened by introducing additional ones.

The Broadcast protocol entity is used for information entity dissemination, which may be properly simulated by taking network configurations, node geographical distribution, and node connection into consideration. It can also be abstracted by considering only a time delay for information propagation among nodes. The simulator is simplified by concealing unneeded features by abstracting the broadcast protocol, resulting in a decrease in network setup settings such as the broadcast protocol, geographical distribution of nodes, and the number of connections per node. The simulator improves efficiency and usability by making the propagation delay the only parameter that may be changed.

3) Consensus layer: The purpose of the Consensus Layer is to describe the rules that nodes must follow in order to agree on the state of the block-chain. This layer consists of four components: a transaction, a block, a transactions pool, and a blockchain ledger. The Block entity is reliant on the Blockchain ledger entity, which is dependent on the Transaction entity. As a result, the blockchain ledger is composed of blocks, which are composed of transactions. Because every produced transaction is placed in the Transactions pool, it is dependent on the Transaction entity. These four entities are managed by the Node entity.

Within the Consensus Layer, the entities perform a range of activities or actions. One example of such activity is the creation of blocks and transactions. Fig. 3 depicts the flow of these operations, which occur continuously since transactions and blocks are regularly brought to the network. Fig. 3 depicts the process for the consensus operations within the Blockchain Simulator's Base Model.

   a) Transaction: Transactions are essential components of all blockchain platforms and play an important role in updating the state of the blockchain. A new transaction affects the transaction pool by being added to the network when it is introduced.

   We employ two modelling approaches for transactions: full and light. The full technique tracks each individual transaction in the system, allowing for the analysis of transaction latency. While this technique closely resembles real-world blockchain transactions, it demands substantial computing resources and simulation time due to tracking each transaction separately. On the other hand, the light technique focuses on studying the throughput of blockchain systems, disregarding transaction confirmation time within the system. Irrespective of the chosen modelling technique, we represent transactions as objects with various attributes for instance transaction ID, timestamp, contents, size, submitter, and recipient. These attributes are generally shared across most blockchains.

   In the full modelling technique, using an array list abstraction, we establish an independent transactions pool for each node in the whole modelling method. Each participating node in the network receives a transaction when it is generated by a node. When a transaction is received, the receiving node adds it to its own pool. This method includes three different activities: transaction creation, transaction propagation, and transaction adding.
In the light modelling technique, we employ a single shared transactions pool among all network nodes. This method offers a simplified approach to modelling transactions by excluding the propagation process and continuous pool updates by nodes. Consequently, the light technique enhances simulation efficiency and speed. However, because individual transactions are not recorded, it cannot give insights into transaction slowness. Nonetheless, it is useful for collecting throughput metrics in blockchain systems. Before the mining process, we construct a number of transactions (N) and then append them to the common pool. Miners may utilize this pool to choose numerous transactions to include in their next block. In most cases, the number of transactions (N) should be sufficient for one or two blocks. When a miner creates a successful block, the pool is reset, and a new batch of transactions is added for the following block.

Both modelling methods can be employed in the Blockchain Simulator, granting users the flexibility to choose the method that aligns best with their specific needs. For instance, if the primary focus is on throughput analysis, the full technique may not be necessary due to its significant extension of simulation runtime.

b) Block: Blocks are crucial elements of blockchain systems, which are made up of transactions. When a new block is added, it updates the transactions pool as well as the blockchain ledger. The block's transactions are removed from the pool, and the freshly created block is added to the ledger to update it. Blocks are represented as objects in our models, with different features like depth, block ID, previous block ID, date, size, miner ID, and transactions. The block ID acts as a unique identifier, whereas the block depth reveals its location inside the node's blockchain. The miner ID identifies the node that created the block. As its content, each block provides a list of transactions. These characteristics are prevalent across several blockchain systems.

In the consensus layer, we represent blocks using two basic processes: block creation and block receiving. Block construction refers to the actions taken by a miner to generate and attach a block to the blockchain ledger. These activities include completing the transactions included inside the block, constructing the block, adding it to the local blockchain, and disseminating the block to other nodes in the network. Block reception, on the other side, is concerned with how nodes update their blockchain ledgers in response to new blocks. When a valid block arrives, a recipient node performs three actions: it updates the local blockchain, appends the block to the local blockchain, and updates the transactions pool.

A node validates the authenticity of a new block when it receives it. A block is deemed valid if it was appropriately produced and includes correctly performed transactions. Our attention is drawn to block depth as a measure of validity. To be considered as legitimate, the received block must be deeper than the previous block in the ledger. Any block with a low depth that deviates from the existing blockchain is rejected and deleted. If the received block meets the depth requirement, the recipient node takes three steps: it updates its local blockchain if necessary to align with the received block, it adds the block to its local copy of the blockchain, and it refreshes the transactions pool by removing transactions already executed in the block.
Transactions pool and blockchain ledger: The Blockchain Ledger and Transactions Pool are key components of blockchain systems that reflect their status. The transactions pool is updated anytime a new transaction or block enters the network, but the blockchain ledger is only updated when a block is received. Because each node has its own copy of the pool and ledger, The blockchain network's nodes oversee maintaining and updating both.

Due to network propagation delays, nodes may briefly retain distinct viewpoints of the blockchain ledger when forks occur. To remedy this, the consensus layer creates rules for nodes to follow to resolve forks and obtain consensus. Popular blockchain systems such as Ethereum and Bitcoin use the longest-chain rule. This rule states that nodes must update their ledgers anytime. They are given a block that adds to a chain that is longer than their own. This method guarantees that nodes retain a synchronized view of the blockchain ledger, encouraging participant consensus.

IV. PROPOSED MODEL IMPLEMENTATION

This section contains, the Network Clustering algorithm is introduced, which aims to optimize parameters by iteratively updating them based on an objective function. The algorithm starts with an initial parameter set and iterates through a specified number of iterations. It utilizes a stochastic search process, where the mean guides the search while a random vector introduces randomness. The algorithm aims to find the parameter set that minimizes the objective function. Additionally, the proposed simulator implementation using Python is discussed, including modules such as the Simulator Module, Configuration Module, and the Ethereum module, which is divided into the Network Module and Consensus Module. The simulator enables the customization of parameters and allows users to analyze the performance and behavior of blockchain systems.

![Proposed implementation modules.](image)

A. Network Clustering

The algorithm represents an optimization process as shown in Algorithm 1 that aims to find the best parameters for a given objective function $E$. It starts with an initial parameter set to the value $P_0$ and a standard deviation $S$. The number of iterations $K$ determines how many times the algorithm will repeat.

The algorithm iterates from $i = 0$ to $i \leq K$, updating the parameters $P_i$ and the mean $M_i$ at each iteration. At each iteration, a random vector $N_i$ is created with a normal distribution, using the mean $M_i$ and standard deviation $S$.

If the objective function value $E(P_i + N_i)$ is lower than $E(P_i)$, indicating an improvement, the parameters are updated as follows:

- $P_{i+1} = P_i + N_i$, meaning the new parameters are obtained by adding the random vector $N_i$ to the current parameters $P_i$.
- $M_{i+1} = \alpha M_i + \beta N_i$, where $\alpha$ and $\beta$ are constants used to adjust the influence of the mean and the random vector on the update. They can be tuned to control the step size and exploration-exploitation balance.

If the objective function value $E(P_i \cdot N_i)$ is lower than $E(P_i)$, indicating another type of improvement, the parameters are updated as follows:

- $P_{i+1} = P_i \cdot N_i$, meaning the new parameters are obtained by element-wise multiplication between the current parameters $P_i$ and the random vector $N_i$.
- $M_{i+1} = \gamma M_i \cdot N_i$, where $\gamma$ is a constant used to control the influence of the mean and the random vector on the update.

If neither of the above conditions is satisfied, indicating no improvement, the parameters remain the same:

- $P_{i+1} = P_i$
- $M_{i+1} = \delta M_i$, where $\delta$ is a constant used to control the influence of the mean on the update.

After the iterations are completed, the optimized parameters $P_K$ are returned.

**Algorithm 1: Optimization of Function Parameters**

Given: $P_0$ for the initial parameters, $S$ for the standard deviation, and $K$ for the number of iterations.

Returns: $P_K$, the optimised parameters.

*Initialize* $M_i = 0$.

*for* $i = 0; i \leq K; i = i + 1$ *repeat*

Make a normal distribution random vector $N_i$ with a mean $M_i$ and standard deviation $S$.

if $E(P_i + N_i) < E(P_i)$ then

- $P_{i+1} = P_i + N_i$
- $M_{i+1} = \alpha M_i + \beta N_i$

else if $E(P_i N_i) < E(P_i)$ then

- $P_{i+1} = P_i N_i$
- $M_{i+1} = \gamma M_i N_i$

else

- $P_{i+1} = P_i$
- $M_{i+1} = \delta M_i$

end

end
This algorithm employs a stochastic search process that explores the parameter space by iteratively updating the parameters based on the objective function's evaluations. The mean Mi helps guide the search process, while the random vector Ni introduces randomness and exploration. The algorithm aims to find the parameter set that minimizes the objective function E.

B. Blockchain Implementation

The proposed simulator implementation is presented by using Python 3.9 with Intel Core i7-2670QM CPU @ 2.20 GHz processor and 8 GB memory. Fig. 4 depicts the key modules. The Simulator Module implements the simulator's engine and is divided into four categories: event, scheduler, statistic, and main. The configuration module enhances the simulation module by allowing the user to customize the simulation model and experiments. The Ethereum module is used to put the suggested Blockchain Simulation into action. It is separated into the following layers: Network and Consensus Modules.

1) Simulation module: The event class specifies the structure of simulation events. A block-level event contains four attributes: node ID, time, type, and block. Provides event preparation at two extraction levels, Examines Blocks (Bi) as Event (E), and Examines Transactions (T) as Event (E). The attribute type specifies how the event should be handled, specifically whether the current event should generate a new block or receive a previously created block. The node ID and timestamp are allocated to the node responsible for handling the event and its time management. The block attribute holds the essential information required for the occurrence of the block.

The scheduler class handles future event scheduling and recording in the queue. The array list queue acts as a storage method for handling future events inside the simulation. It undergoes continuous updates during the simulation process, accommodating the insertion of new events and the removal of existing ones. To illustrate, when an event triggers the creation of a block, the scheduler class acts by scheduling deny reception events for other nodes. These deny reception events are designed to prevent other nodes from receiving the newly created block. By scheduling such events, the simulation ensures that the block remains exclusive to the node that created it, thereby controlling its distribution within the network. It also organizes a new block generation event, in which a miner is chosen to propose and build a new block on top of the previous block.

The Main class creates the environment and then instructs the Scheduler class to schedule some basic events in order to start the simulator. The initial setup involves generating transactions and creating the first block, also known as the genesis block. Following that, the simulation advances by executing events sequentially, one after the other, until either the queue is empty, or the preset simulation time limit is achieved. Throughout this process, the Statistics class plays a crucial role. It collects and maintains the results generated during the simulation, allowing for the calculation of various statistics related to the final output. This includes analyzing block-related data, such as the number of blocks included in the ledger. By utilizing the Statistics class, the simulation can provide valuable insights and metrics that help evaluate the performance and behavior of the system being simulated.

2) Configuration module: This module's goal is to serve as the primary user interface, allowing users to customize parameters relating to nodes, blocks, transactions, consensus, and simulation setups. It allows for the modification of the simulation environment and improves user engagement. Table II shows the input settings that were set before starting the simulator. The duration between blocks, the number of nodes, the number of transactions to be created each second, as well as other characteristics, may all be specified. Furthermore, the simulator disables transactions that are not interesting. This can only be accomplished by setting the option has Trans to "False" and not altering the simulator code. Furthermore, it simulates the transactions by employing an appropriate approach.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>B interval</td>
<td>Blocks</td>
<td>The average time to produce a block in seconds</td>
</tr>
<tr>
<td>B size</td>
<td>Blocks</td>
<td>Block size in Megabyte (MB)</td>
</tr>
<tr>
<td>B delay</td>
<td>Blocks</td>
<td>Block propagation delay time in seconds</td>
</tr>
<tr>
<td>Tn</td>
<td>Blocks</td>
<td>The frequency with which transactions can be created</td>
</tr>
<tr>
<td>T delay</td>
<td>Blocks</td>
<td>Transactions propagation delay in seconds</td>
</tr>
<tr>
<td>T size</td>
<td>Blocks</td>
<td>Transaction size in MB</td>
</tr>
<tr>
<td>Nn</td>
<td>Nodes</td>
<td>The total number of network nodes</td>
</tr>
<tr>
<td>Sim time</td>
<td>Simulation</td>
<td>Duration of the simulation</td>
</tr>
<tr>
<td>Runs</td>
<td>Simulation</td>
<td>Number of simulations runs</td>
</tr>
</tbody>
</table>

3) Ethereum in proposed simulator: This section discusses the development of simulation classes that reflect the Ethereum Model utilizing the previously described two levels.

Network Module: This module is implemented in two classes: the node class and the network class. The simulator uses node class to define the structure of nodes. Every node is assigned a distinct ID and has an associated balance, implemented as an individual object for each node. The local BC and the transactions pool are modelled by assigning two array lists. When the full transaction approach is used, each node just keeps a transactions pool. Otherwise, shared a common pool by all the nodes. To propagate both blocks and transactions among nodes, the network latency is implemented using network class. In the configuration module, the user of the simulator can configure the time delay in which it is implemented as the latency. As a result, the broadcast protocol, which governs how information entities (such as Blocks and Transactions) are distributed across networks, may be implemented.
Consensus Module: is divided into three classes: Transactions, Block, and Consensus. Every transaction is represented by an object with the following properties: ID, submitter ID, receiver ID, timestamp, value, and size. There are numerous actions to be performed by the entities inside this layer, which may be explained as follows:

- Transactions class:
  Create transaction (Ti),
  Propagate Ti to other Nodes (Ni) → Ni,
  Append Ti to Transaction Pool (TP) → TP: [Ti].
- The second class is Block Generation that have three actions:
  Execute transactions to the next Bi → TP: [Ti],
  Construct Bi and append it to local BC (LBC) → Bi → LBC,
  Propagate Bi to all Ni → LBC: [Bi].
- After generating new Bi and stored in LBC the class named block reception check validation of block if it not valid will return it to Block Generation class if it valid:
  Update LBC Ni → LBC,
  Append Bi to local BC (LBC) Ni → LBC: [Bi],
  Update TP Ni → TP: [Bi].

In the setup module, the end user can select transaction sizes as fixed integers or random values derived from a wide range of distributions, including the accelerating distribution. Transaction modelling approaches are also used in this class. Each block is represented as an object that has information like depth, ID, previous ID, timestamp, size, miner ID, and transactions. This class also handles block creation and reception. The consensus class is responsible for implementing the consensus algorithm as well as the process of selecting leaders for the generation and insertion of new blocks into the ledger.

V. EXPERIMENTAL RESULTS AND DISCUSSION

This section contains the network environment is simulated to evaluate the performance of the proposed clustering algorithm. The simulation consists of one hundred random generated nodes distributed in a 2-D network. The clustering techniques are applied in MATLAB 2018a, which offers a dependable environment and makes it simple to compare the outcomes. The simulation parameters include simulation area dimensions, number of nodes, initial energy of each node, and packet size. The simulation results demonstrate the effectiveness of the proposed clustering model and the algorithm's ability to reduce total network energy. Fig. 6 shows the operational nodes per transmission, operational nodes per round, and energy consumed per transmission, respectively. Additionally, we compare the performance of different protocols in terms of the number of nodes, energy consumption, first node dies, and last node dies. The results highlight the superiority of the proposed Enhanced LEACH protocol in terms of network lifespan. Furthermore, we compare the network lifetime for different algorithms, with Enhanced LEACH showing significant improvement compared to other protocols. The results validate the efficiency of Enhanced LEACH in maximizing network longevity and optimizing energy utilization in wireless sensor networks.

The section also looks at how different consensus and network characteristics affect the integrity, efficiency, and mining of blockchain systems. The simulator is compared with Ethereum, a common public blockchain, in terms of generating blocks, stale rate, and throughput. The results show that the proposed simulator outperforms other simulators, achieving higher values for all three metrics. Additionally, validation runs are conducted using data gathered from Ethereum to ensure the accuracy and reliability of the simulator. Overall, the simulation results and validation show that the suggested clustering methods and simulator are useful and efficient in assessing blockchain systems. These findings provide valuable insights for optimizing energy consumption, network longevity, and mining decentralization in wireless sensor networks and blockchain technology.

| TABLE III. ALGORITHM SIMULATION PARAMETER |
|---|---|
| Parameters | Value |
| Simulation area dimensions | 100 × 100 m |
| Sink node coordinates | center and corner |
| Number of nodes | 100 |
| Node placement | Random |
| Initial energy of each node | 0.5 Joule |
| Packet size | 8 Bytes |

A. Clustering Results and Validation

The performance evaluation of the suggested clustering algorithm was conducted through simulation in a network environment. This environment consisted of a 2-D network with one hundred nodes randomly generated and distributed. MATLAB 2018a was chosen for its reliability in handling clustering algorithms and its ease of simulating various algorithms, enabling a comprehensive comparison of the results. Table III displays the Algorithm parameters used in this instance.

The obtained simulation results demonstrate the usefulness of the suggested clustering model as well as the algorithm's efficiency in reducing overall network energy. Fig. 5 (a) show that the operational nodes per transmission. Fig. 5 (b) illustrates operational nodes per Round. And Fig. 5 (c) shows Energy consumed per transmission.

The provided data in Table VI represents different protocols and their corresponding simulation results in terms of the number of nodes, energy consumption, and the lifespan of the network. The protocols under consideration are Simple LEACH, I-LEACH, Modified LEACH, and proposed Enhanced LEACH.

These protocols are related to wireless sensor networks and aim to optimize energy consumption and network lifetime. Each protocol employs different techniques to manage node energy and prolong the network's operation.
It's important to note that the exact number of nodes and energy values may vary depending on the specific implementation and simulation setup. The "First Node Dies" and "Last Node Dies" metrics indicate the sequence in which nodes exhaust their energy, with a higher number indicating a longer network lifespan.

To determine the best protocol, we need to consider the criteria of maximizing network longevity and minimizing energy consumption. As shown in Fig. 6. Comparison of Protocols in Wireless Sensor Networks, it can be observed that the "Enhanced LEACH" protocol offers the longest network lifespan with the last node dying at 1868 units. This indicates better overall network longevity compared to the other protocols listed. However, the specific energy levels and number of nodes are not provided for a direct comparison.

The assignment of different power levels for different forms of communication inside the network is a crucial feature contributing to Enhanced LEACH's enhanced network lifespan. By optimizing power usage and communication strategies, Enhanced LEACH allows for more efficient utilization of energy, resulting in a longer-lasting network.

Overall, the results demonstrate that the Enhanced LEACH algorithm offers improved network lifetime and maximizes the
utilization of sensor nodes' energy resources, making it a promising solution for prolonging the operational time of wireless sensor networks.

B. Blockchain Simulation Results and Validation

The focus of this section was to examine how the state block rate influences mining decentralization and transaction latency, as well as Ethereum's approach to enhancing block mining decentralization. To compare the results, the simulator's findings were contrasted with those of Ethereum, which is one of the most prominent public blockchains. The comparison included proven invariants, such as block creation frequency and the relationship between a miner's hashing share and their likelihood of winning the Proof of Work competition. Additionally, to validate the simulator, sample public data from Ethereum was also utilized.

We conducted a simulation to assess the impact of different consensus and network settings on the reliability, efficiency, and mining aspects of blockchain systems. The purpose was to demonstrate the capabilities of the simulator, including its performance in terms of run time. The simulation employed validation measures like those used in Ethereum but encompassing a wider range of parameter values.

The Table V presents a comparison of different simulators used in the context of blockchain technology. The simulators are evaluated based on three performance metrics: "B included" (daily number of blocks added to the main blockchain), "Stale Rate" (Uncle rate is the proportion of blocks every day that are not in the main chain), and "Throughput" (number of transactions processed per second).

Based on these findings, the suggested simulator outperforms the other simulators in all three categories. It obtains a higher "B included" number, suggesting that it includes more blocks in the main blockchain every day. The "Stale Rate" is also significantly higher, suggesting that there are somewhat more blocks that are not on the main chain. Furthermore, the "Throughput" figure is larger, suggesting that more transactions are performed per second.

To achieve the outcomes Table VI displays the data collected from Ethereum that was utilized as input to the validation runs. That is, Table VII values were utilized for the appropriate input parameters. The data for Ethereum comes from etherscan.io3. Collected for the purpose of this experiment, fit a frequency distribution with the little data collected.

<p>| TABLE V. COMPARISON OF DIFFERENT SIMULATORS |</p>
<table>
<thead>
<tr>
<th>Simulator</th>
<th>B included</th>
<th>Stale Rate</th>
<th>Throughput</th>
</tr>
</thead>
<tbody>
<tr>
<td>BlockSim [20, 21]</td>
<td>143 ± 5</td>
<td>0.049% ± 0.069%</td>
<td>2.66 ± 0.09</td>
</tr>
<tr>
<td>BlockPerf [22]</td>
<td>146 ± 4</td>
<td>0.025% ± 0.051%</td>
<td>2.69 ± 0.09</td>
</tr>
<tr>
<td>SimChain [23]</td>
<td>140 ± 6</td>
<td>0.032% ± 0.058%</td>
<td>2.71 ± 0.07</td>
</tr>
<tr>
<td>NetSim [24]</td>
<td>145 ± 3</td>
<td>0.042% ± 0.072%</td>
<td>2.68 ± 0.08</td>
</tr>
<tr>
<td>ChainSim [25]</td>
<td>144 ± 4</td>
<td>0.051% ± 0.074%</td>
<td>2.67 ± 0.09</td>
</tr>
<tr>
<td>Proposed Simulator</td>
<td>150 ± 7</td>
<td>0.058% ± 0.081%</td>
<td>2.75 ± 0.1</td>
</tr>
</tbody>
</table>

VI. Conclusion

This paper makes significant contributions to the field by tackling the pressing security challenges arising from the exponential growth of IoT nodes. It presents a two-layered blockchain security model, harnessing the inherent decentralization and distribution of blockchain technology to fortify IoT network security. Moreover, the introduction of an enhanced LEACH algorithm, empowered by fuzzy logic, is a noteworthy innovation aimed at optimizing data aggregation and extending the operational lifespan of network nodes. The paper goes even further by introducing a framework that capitalizes on the blockchain's distributed nature to authenticate IoT nodes, structured as a discrete event system model, with a particular focus on network and consensus stages. Through meticulous simulation results, the proposed enhanced LEACH algorithm demonstrates its effectiveness, outperforming previous works and significantly prolonging the network nodes' longevity. In sum, this paper's contributions encompass a two-layered blockchain security model, an enhanced LEACH algorithm, and a blockchain-based authentication framework, all of which exhibit great promise in addressing IoT network security concerns. Future research avenues may delve into exploring the scalability and practical implementation of these proposed models in real-world IoT environments, further solidifying their significance in the domain.
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I. INTRODUCTION

The United Arab Emirates (UAE) has been at the forefront of embracing technological advancements and digital transformation in the public sector. Artificial Intelligence (AI) systems have emerged as a critical enabler in the UAE public sector, transforming operations, improving decision-making, and delivering efficient and citizen-centric services [1]. The UAE government has led smart government programs aimed at leveraging AI's potential for improved service delivery. These programs are aimed at exploiting Artificial Intelligence (AI) technology in fields such as healthcare, transportation, education, public safety, and e-governance [2]. Artificial intelligence-powered platforms streamline administrative operations, provide personalized services, and enable data-driven decision-making. The UAE public sector hopes to increase operational efficiency, optimize resource allocation, and improve overall service quality by integrating AI technology.

Artificial Intelligence (AI) solutions have received much attention as part of this journey. However, the AI procurement process carries inherent risks that must be identified and handled efficiently [3]. If not adequately handled, these risks can negatively influence the successful adoption and use of AI technology. In addition, AI procurement risks can have financial implications such as operational disruption, Ethical and legal concerns, reputation damage, and missed opportunities [4]. Understanding the effects and putting appropriate risk mitigation measures in place is critical for public sectors looking to reap the advantages of AI while minimizing the negative outcomes. Failure Mode Effect and Criticality Analysis (FMECA) is a tool for identifying risks in complex systems.

FMEA may be used in various processes, including procurement (Skelton, 1997). In the process, it is also utilized to assure the safe functioning of complicated monitoring and control systems. FMEA methodically identifies the impact of risk elements on the system and assesses the importance of each failure mode in terms of system performance. The approach is primarily utilized in a wide range of technologies to investigate and comprehend component/system failure. FMECA is known as failure mode effect criticality analysis (FMECA) when it is used to prioritize failure modes. The failure modes are ranked using the Risk Priority Number (RPN) by FMECA. RPN is frequently computed as the product of failure mode occurrence (O), severity (S), and non-detection (D). According to Certa et al. (2017), O stands for the frequency of occurrence of the failure mode, S for the severity of the harm that particular failure modes with occurrences of O can cause to systems, processes, and the environment, and D stands for the likelihood that the failure modes with occurrences of O and S won't be detected.

Although there are various applications for FMEA, several researchers have highlighted the various shortcomings of the traditional Risk Priority Number (RPN) that is employed in FMEA. The most significant shortcoming is subjectivity and Lack of Consistency. The subjectivity and lack of consistency in the severity, occurrence, and detection ratings given to potential risks by RPN is one of its key issue. The same risk may be evaluated differently by various team members, resulting in variances in the final RPN ratings. This subjectivity can undermine the accuracy of the findings [5]. To overcome this limitation, fuzzy based FMEA was used by various researchers such as [6-9].

The approach for creating a fuzzy RPN (FRPN) is described in this study. It may partially address some of the
constraints mentioned in the literature. The fundamental inputs for producing FRPN are the fuzzified form of frequency, severity, and non-detection of the failure modes. The following stage in fuzzy FMECA is to establish the fuzzy rules. For this stage, the original classes of O, S, and D and the corresponding RPN class are used to establish the rules. The next stage is to use linguistic variables and membership functions to transform the crisp input data into fuzzy values. The assessment of the rule bases created during the study comes next. The last stage to transform the fuzzy output into crisp output is called defuzzification. The AI procurement process in UAE public sectors is subjected to this process. In addition, Comparisons are made between the outcomes of conventional and fuzzy FMECA.

The rest of the paper is as follows: Section II presents the literature review highlighting the rating of risks associated with procurements and tools and techniques for this purpose. Materials and Methods utilized in this study are presented in Section III. Section IV presents the results and discussions. Finally, Section V presents conclusions drawn from this study.

II. LITERATURE REVIEW

For the procurement process to be effective, risks must be identified and managed. The identification of risks and mitigation processes can be facilitated by a number of efficient tools and methods. The risk register is one such instrument, which entails methodically identifying possible hazards, evaluating their effect and likelihood, and developing suitable mitigation strategies. There are numerous methods/techniques are employed for risk analysis [10]. Bathrinath, Bhalaji [11] used AHP-TOPSIS method for risk assessment and ranking in a Textile Industry. To analyze the risks in urban stormwater infrastructure systems, Shariat, Roozbahani [12] applied fuzzy spatial multi-criteria decision-making. Data analytics is also applied as a tool for the evaluation and improvement of procurement processes [13]. Delima, Santos [14] applied a dynamic system development model for the development of purchasing model for agriculture e-commerce. Among all the tools and techniques, Failure Mode and Effect Analysis (FMEA) is a widely used tool for risk analysis.

The FMEA approach, which was developed in the 1960s for the aerospace industry, is a powerful tool for assessing possible risks [15]. In complex systems, this method is very helpful in averting undesirable outcomes [16]. FMEA is widely utilized in a variety of industries, including those in the aerospace, automotive, nuclear, electronics, chemical, mechanical, and medical domains [17-22]. Aldenny, Kristian [23] applied FMEA analysis to determine possible risks with the government’s electronic procurement process using the FMEA approach. To improve the purchasing process of public procurement in hospitals, Kumru and Kumru [24] applied the FMEA to indicate the levels of risks associated with potential issues. Nahavandi and Tavakoli [25] applied the FMEA combined with the TOPSIS method to identify the risks associated with procurement in the automotive supply chain. The Modified FMEA is also used for ranking risks associated with military weapons procurement [26]. Handayani [27] also applied the FMEA analysis to evaluate the risks associated with supplier-buyer transactions in a supply chain procurement. These studies infer that FMEA is an effective tool for analyzing the risks associated with the Procurement process.

There are some limitations of the traditional FMEA process which doesn’t capture the subjectivity in a precise way. To overcome this difficulty, a variant of FMEA was developed using a fuzzy set theory known as fuzzy FMEA. Incorporating the criticality analysis in Fuzzy FMEA, the Fuzzy FMECA was developed as an advanced method for ranking the risks. Numerous fields, including engineering [28], manufacturing [29], healthcare [30], and more recently, new technologies like artificial intelligence [31], have found use for fuzzy FMECA. When working with complicated systems where it might be challenging to exactly quantify risk variables, fuzzy FMECA is particularly helpful. Fuzzy FMECA allows decision-makers to consider linguistic variations and subjective aspects by introducing fuzzy logic, making risk analysis more adaptable and understandable.

A crucial step in purchasing cutting-edge technology to improve organizations operations as well as decision-making is the procurement process for Artificial Intelligent (AI) systems or services. Predictive analytics, machine learning, and other disruptive features that AI systems provide have the ability to completely change a number of sectors. It takes strategic decision-making to choose the best AI solutions that fit an organization's objectives, requirements, and capabilities when purchasing AI systems or services. For effective AI integration, suppliers and technology providers must be properly evaluated and chosen [32]. In order to evaluate failure modes, their impacts, and criticality while procuring AI solutions, fuzzy FMECA (Failure Mode Effect and Criticality Analysis) is extremely important. By introducing fuzzy logic, which enables the management of uncertainties and ambiguity frequently found in AI systems, fuzzy FMECA expands classic FMECA approaches. The inherent complexity and changing nature of AI technology make this competence essential in the context of AI procurement [33]. Complex algorithms and learning models are used in AI systems, which might result in erratic and unexpected behavior. Fuzzy FMECA can manage ambiguous inputs and hazy data, providing a more accurate evaluation of likely risk mechanisms [34]. AI systems often produce results with varying degrees of ambiguity. Fuzzy FMECA utilizes linguistic variables to quantify the degree of criticality, providing a more nuanced evaluation of failure effects [35].

III. MATERIALS AND METHOD

FMECA typically consists of two steps: (i) Use failure mode and effect analysis to distinguish between various failure types and their impacts, (ii) group failure mode criticality analysis according to the likelihood of occurrence and impact [15]. Traditional FMEA calculations involve generating a risk priority number (RPN). Three main factors are needed when doing an FMEA: occurrence (O), which indicates the likelihood of accident occurrences. The term “severity” (S) refers to the seriousness of the consequences of failure modes not being detected. Non-detection (D) eliminates the possibility of detecting failures before they occur. The sum of the three
The shortcomings of the traditional Risk Priority Number (RPN) employed in FMEA have been noted by several academics. The relative relevance of O, S, and D is not often considered in most FMEA analyses, according to Wang, Chin [36]. According to [37], different O, S, and D combinations may result in exactly the same RPN number, but their hidden risk implications may be quite different.

An intelligent framework that summarizes established multi-valued logic for problem-solving under vulnerability is referred to as fuzzy logic. Control designers may easily implement control methodologies used by human administrators thanks to fuzzy logic [38]. Its structure is based on the fact that some problems might be solved based on related knowledge or expert learning while others did not require the proper or accurate esteem. It is based on a likelihood hypothesis for the conversion of crisp to fuzzy input, which will be handled by referring to the state of the fuzzy rule base created by experts. Fuzzy rule base preparation, which converts fuzzy output to crisp output, might solve the problem. Fuzzy logic was a mechanism for making decisions when information was vulnerable and taking flexibility into account.

It is feasible to obtain a complete description of potential risk and its impact by using fuzzy logic in failure modes, effects, and criticality analysis (FMEA). This strategy might effectively address the problems and clearly identify any risks and implications. Furthermore, it could also build trust at the same time. It enables an assessor to directly assess the risks associated with failure by using language concepts in criticality evaluation. Ambiguity, subjective information, or data including quantitative information may be used in the evaluation and organization, although not always unambiguously. The combination of severity (S), occurrence (O), and non-detection (D) parameters had a more flexible structural design. The use of fuzzy logic in FMECA for ranking the risks associated with the procurement of AI systems/services is the main topic of this paper.

A. The Proposed Method

The proposed method is based on the work done by Makowski and Mannan [39]. Risk is normally evaluated using two components, severity, and occurrence, during the risk assessment process. Traditional risk predicts frequency and severity as discrete values/categories. Due to a number of uncertainties, frequency and severity values are non-crisp in nature [39]. When there are uncertainties in the parameters used for risk computation, fuzzy logic can be employed to estimate the risk. In the classification of these characteristics, fuzzy logic does not identify precise limits. The fuzzy risk matrix is created by combining a fuzzy frequency and a fuzzy severity.

The RPN in the FMECA research makes use of three parameters: O, S, and D. O, S, and D crisp input data are generally quantified on a ten-point scale (see Tables I to III). Using linguistic expressions and membership functions, they are turned into fuzzy values. Similarly, the output’s membership function (RPN) is constructed. In this study, 1000 rules were designed to govern the output value. As an example (rule No. 996), if the occurrence is definite (10), the severity is substantial (6), and the detection is not possible, RPN is calculated conventionally by multiplying O, S, and D (10^6*6) = 360. The standard RPN, which corresponds to class 9, has been improved by integrating the linguistic phrase "high" matching to this class. A Mamdani fuzzy inference technique is used to convert qualitative rules into quantitative results. The fuzzy set for each rule is aggregated once the rules have been assessed. The centre of area approach is utilised for defuzzification in this work.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Probability of failures</th>
<th>Human error occurrence Probability</th>
<th>Linguistic Variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>&lt; 1:20000</td>
<td>&lt; every 5 years</td>
<td>Unlikely</td>
</tr>
<tr>
<td>2</td>
<td>1:20000</td>
<td>In 3–5 years</td>
<td>Very remote</td>
</tr>
<tr>
<td>3</td>
<td>1:10000</td>
<td>In 1–3 years</td>
<td>Remote</td>
</tr>
<tr>
<td>4</td>
<td>1:2000</td>
<td>Per year</td>
<td>Very low</td>
</tr>
<tr>
<td>5</td>
<td>1:1000</td>
<td>In every 6 months</td>
<td>Low</td>
</tr>
<tr>
<td>6</td>
<td>1:200</td>
<td>In every 3 months</td>
<td>Moderate</td>
</tr>
<tr>
<td>7</td>
<td>1:100</td>
<td>Per months</td>
<td>Moderately high</td>
</tr>
<tr>
<td>8</td>
<td>1:20</td>
<td>Per Week</td>
<td>High</td>
</tr>
<tr>
<td>9</td>
<td>1:10</td>
<td>Every few days</td>
<td>Very high</td>
</tr>
<tr>
<td>10</td>
<td>1:2</td>
<td>Per Day</td>
<td>Almost certain</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>The severity of Each risk</th>
<th>Effect</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>No reason to expect risk to have any effect on safety, health, environment, or mission</td>
<td>None</td>
<td>1</td>
</tr>
<tr>
<td>Very minor effect on product or system performance to have any effect on safety or health. The system does not require repair/restart.</td>
<td>Very Minor</td>
<td>2</td>
</tr>
<tr>
<td>Minor effect on product or system performance to have any effect on safety or health. The system can require repair/restart.</td>
<td>Minor</td>
<td>3</td>
</tr>
<tr>
<td>Very low effect on system performance. A failure is not serious enough to cause injury, property damage, or system damage, but can result in unscheduled maintenance or repair</td>
<td>Low</td>
<td>4</td>
</tr>
<tr>
<td>Moderate effect on system performance. The system requires repair. A failure may cause moderate injury, moderate property damage, or moderate system damage which will result in delay or loss of system availability or mission degradation. 100% of the mission may need to be reworked or process delayed.</td>
<td>Moderate</td>
<td>5</td>
</tr>
<tr>
<td>System performance is degraded. Some safety functions may not operate. A failure causes injury, property damage, or system damage. Some portion of mission is lost. High delaying restoring function.</td>
<td>Significant</td>
<td>6</td>
</tr>
<tr>
<td>System performance is severely affected but functions (reduced level of safety performance). The system may not operate. Risk does not involve noncompliance with government regulations or standards.</td>
<td>Major</td>
<td>7</td>
</tr>
<tr>
<td>System is inoperable with loss of primary function. Risk can involve hazardous outcomes and/or noncompliance with government regulations or standards.</td>
<td>Extreme</td>
<td>8</td>
</tr>
</tbody>
</table>
The main purpose of the AI procurement process in the public sector is to fulfil the requirements of public administration, such as government modernization and digitalization (Wegener & Müller, 2018). It can also be regarded as a means to promote good governance (Mehr, 2017; Solihati & Indriyani, 2021). The AI procurement process involves managing materials, purchasing transactions, and activities to ensure the quality of purchased AI products based on the requirements set for them (Karlsson, 2020). It involves all functions, from identifying needs to the selection of sources and awarding and administration of contracts as shown in Fig. 1.

AI procurement risks refer to those risks which are associated with the purchase of AI technologies/systems. The increased visibility of associated risks in AI projects led to a more strident clamour for ethical, legal, and secure adoption. Based on the literature and subsequent interviews with practitioners from UAE public sectors, the participants identified the following risks in the procurement of AI projects in their respective organizations: privacy and security risks, integration risk, skills risk, risk of time frame, the risk of financial economic loads, and risk regarding vendors. They also identified other risks such as risk of miscommunication and the risk of system malfunction. The list of risks was also validated by a focus group discussion. The risks and their definitions are represented in Table V.

TABLE V. BRIEF DESCRIPTION OF RISKS ASSOCIATED WITH AI PROCUREMENT PROCESS

<table>
<thead>
<tr>
<th>Risk</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Privacy and security risk</td>
<td>Privacy risk refers to the likelihood of experiencing problems arising from data processing and the impact that it may bring. Security risk deals with the possibility of losses resulting from information security concerns.</td>
</tr>
<tr>
<td>Ethical risk</td>
<td>It is associated with the possibility of reputational or moral harm to individuals or organizations. In AI procurement, this risk involves moral dilemmas due to the process of AI-driven dehumanization and displacement of human control.</td>
</tr>
<tr>
<td>Integration Risk</td>
<td>In AI procurement, it refers to the probability of failure of the integration of systems, technologies, or information due to system incompatibility.</td>
</tr>
<tr>
<td>Skill-related Risk</td>
<td>It deals with the likelihood of lack of or inadequate skills that the workforce may encounter by introducing new technology to the organization.</td>
</tr>
<tr>
<td>Legal risk</td>
<td>It refers to the potential failure of an organization to comply with regulations or terms of the contract. In AI procurement, AL algorithms or data misuse can lead to legal liability risks.</td>
</tr>
<tr>
<td>Risk of Environmental Sustainability influencing Hazards</td>
<td>It refers to the probability of hazards posed against maintaining an ecological balance in the natural environment and against conserving natural resources for the utilization of current and future generations.</td>
</tr>
<tr>
<td>Financial Load risk</td>
<td>It refers to the probability of losing money or danger than can lead to the loss of capital. In AI procurement, financial load risk may be due to exceeding allocated budget.</td>
</tr>
</tbody>
</table>

The likelihood of detection of risk is ranked as follows: Very Certain, Certain, Possible, Remote, Very Remote. Table VI describes the detection scales used in FMECA detection ‘D’.
Fuzzy FMECA was performed for AI Procurement process (see Fig. 1). To identify the risk elements, Literature review, Interviews with experts and Focus group discussion were employed. The validated list of risks is presented in Table V. In the proposed study fuzzy logic is used to address the issues in prioritization of these risks. In expert elicitation, the experts, from UAE public sector with extensive understanding of the AI procurement process, used fuzzy language phrases to define the risk variables O, S, and D. The O, S, D values for each risk are collected from the experts using an online survey. In total, 22 responses were recorded. The seven responses were discarded as data were missing or non-serious inputs are seen. Finally, we have taken the average value of O, S, and D for each risk element and traditional RPN was calculated as shown in Table VI. RPN is a class based on the classes of O, S, and D assigned by the expert, rather than a product of multiplied values of O, S, and D.

The different scales used to measure the two components O and S are shown in Tables I and II. The scale used to measure the parameter D is shown in Table III. These measures assess the likelihood of occurrence, severity, and likelihood of non-detection (see Table IV). The risks data came from a survey based on experts’ opinion for AI procurement Process risk analysis. 11 risk elements were identified and prioritized based on the appropriate RPN score (see Table VI).

Fig. 2 depicts an overview of the fuzzy logic method. The study consists of three primary steps: (i) Fuzzification employing linguistic variables to turn the three risk factors S, O, and D into fuzzy membership functions. (ii) Rule assessment based on expert knowledge of the relationships between various risks and the effect, as represented by fuzzy if-then rules. (iii) A de-fuzzification technique generates a crisp ranking from the fuzzy RPN to provide the failure mode prioritization level.

The complete fuzzification procedure was carried out in MATLAB using the fuzzy toolbox, with the triangular membership function representing the inputs O, S, and D as shown in Fig. 3(a), 3(b), and 3(c). The triangular membership function was also employed to depict the FRPN output membership functions (see Fig. 4).
Fig. 5. (a): Rule base developed for relating O, S & D to FRPN using expert elicitation, (b): Rule base developed for relating O, S & D to FRPN using expert elicitation.

Fig. 6. Defuzzification at the rule plot in Matlab.

IV. RESULTS AND DISCUSSION

A basic condition for fuzzy inference applications is that the fuzzy system's output be monotonic with regard to its inputs [40]. The suggested model's rule base is nondecreasing as can be seen from the output surface plots as shown in Fig. 7(a), (b), (c).

The input values of O, S, and D were provided by experts. As 15 experts' opinions were considered, an average value of O, S and D were taken into consideration. For the analysis, 1000 if then rules were developed as shown in Fig. 5(a) and (b). These criteria are intended to cover all conceivable O, S, and D combinations. The Mamdani min/max inference mechanism is utilised (input method: min; aggregate method: max), and the results are defuzzied using the centre of gravity approach (see Fig. 6).

The values of the inputs (O, S, and D) from the data collecting process are supplied to the FIS system during implementation and result extracted to produce the Fuzzy RPN. The Fuzzy RPN values associated with each risk is shown in Table VII along with priority. It can be seen that the
distribution of output value of Fuzzy RPN is more uniform compared to traditional RPN. It can be also seen that Fuzzy RPN numbers obtained are more realistic to interpret. For example, using conventional process, RPN is calculated conventionally by multiplying O, S, and D \((10*6*6) = 360\). The standard RPN, which corresponds to class 7, has been improved by integrating the linguistic phrase "high medium" matching to this class. In order to compare and validate, the ranking of risk elements based on Fuzzy RPN. As demonstrated in Table VII, a focus group discussion was conducted. The experts from public sector of UAE government were invited and provided with the ranking obtained by this study. Majority of experts expressed their agreement with the ranking obtained by this method.

The next risk of major concern is the integration risk. The integration risk may be faced due to various issues such as data compatibility, system compatibility, customization requirements, skill gaps, user adoption, performance and scalability and vendor reliability. The integration risk is also found to be very important [43]. Considering the importance of integration for example even a city-level law enforcement agency, for example, may not be aware of all the systems utilised across its many departments, how data is linked, and how the outputs shape their practises and policies. Sanchez-Graells, A. [3] highlighted that integration risk makes it difficult for the public and civil society to engage with the appropriate partners, gather information, and hold anybody accountable.

The risk of system malfunction is also found to be a risk of high impact especially in areas where human life at stake such as healthcare sector [44]. The AI system malfunction can be happening due to various factors such as system complexity and maturity, data quality and biasness, model transparency, improper testing and validation, lack in robustness of model, integration issues with existing system, security measures which prevent unauthorised use. During the procurement phase, due care to be taken so that system malfunction cannot happen.

Another risk that is categorized of moderately high impact is ethical risk which associated with raise ethical concerns and may result in harm to individuals, communities, or society as a whole. Kuziemski, M. et al. [45] also support that as AI technologies grow more prevalent, organisations must address the ethical implications during the purchase process.

The results obtained suggest that Privacy and Security risk is predominant in the case of AI Procurement Process. Various studies also suggested that the privacy and security risk is very important compared to others [41, 42]. The privacy and security risks involved with data privacy concerns, data security vulnerabilities, algorithm biasness, lack of transparencies, adversarial attacks on the system, dependency of third-party vendors and so on. Considering the stakes involved, this risk is considered as most important and having highest impact among all risks.

### TABLE VII. FUZZY RPN AND PRIORITISATION OF RISKS

<table>
<thead>
<tr>
<th>SL No.:</th>
<th>Risks</th>
<th>Occurrence Ranking</th>
<th>Severity Ranking</th>
<th>Non-Detection Ranking</th>
<th>Fuzzy RPN</th>
<th>Priority</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Privacy and Security Risk</td>
<td>8</td>
<td>8.1</td>
<td>5.3</td>
<td>700</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>Ethical Risk</td>
<td>5.7</td>
<td>6.9</td>
<td>5.8</td>
<td>578</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>Integration Risk</td>
<td>7</td>
<td>7.1</td>
<td>4.8</td>
<td>600</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>Skill Related Risk</td>
<td>6.1</td>
<td>5.9</td>
<td>4.8</td>
<td>511</td>
<td>9</td>
</tr>
<tr>
<td>5</td>
<td>Legal Risks</td>
<td>5.2</td>
<td>6.3</td>
<td>6.2</td>
<td>531</td>
<td>7</td>
</tr>
<tr>
<td>6</td>
<td>Environmental Risk</td>
<td>4</td>
<td>6.3</td>
<td>5.7</td>
<td>500</td>
<td>10</td>
</tr>
<tr>
<td>7</td>
<td>Financial Risk</td>
<td>6.2</td>
<td>6.2</td>
<td>4.3</td>
<td>522</td>
<td>8</td>
</tr>
<tr>
<td>8</td>
<td>Time Frame Related Risk</td>
<td>6</td>
<td>5.6</td>
<td>4.9</td>
<td>500</td>
<td>10</td>
</tr>
<tr>
<td>9</td>
<td>Vendor Related Risk</td>
<td>6.3</td>
<td>5.8</td>
<td>4.6</td>
<td>532</td>
<td>6</td>
</tr>
<tr>
<td>10</td>
<td>Miscommunication Risks</td>
<td>5.7</td>
<td>6.7</td>
<td>5.3</td>
<td>569</td>
<td>5</td>
</tr>
<tr>
<td>11</td>
<td>System Malfunction Risk</td>
<td>6.2</td>
<td>6.9</td>
<td>5.3</td>
<td>589</td>
<td>3</td>
</tr>
</tbody>
</table>

The legal risks involved in procurement of AI system or services are found to be moderate impact. This risk consists of issues arising due to intellectual property rights, data ownership and usage, data compliance, regulatory requirements, etc. Other risk elements are found to be of low to moderately low impacts are risk associated with time frame, finances, skill related and environmental risks. It should be noted that from the perspective of UAE public sectors, finance is not considered to be a major concern as well as skills. Further, timeframe and environmental related risks are also found to be of low impact on the AI procurement Process.
V. CONCLUSION

The proposed Fuzzy FMECA method was applied to rank the risks involved in the procurement of AI Services/Systems in UAE Public Sectors. The study was carried out by employing fuzzy linguistic variables for occurrence, severity, and non-detection, and then combining these variables using an if-then rule base to achieve Fuzzy RPN or FRPN. The outcomes of traditional FMECA and fuzzy FMECA approaches are compared. Fuzzy FMECA has been proven to be an excellent approach for prioritizing the risks associated with AI procurement Process. The Privacy and security risk are found to be most important, then, Integration risk and system malfunction risks. Other Moderately impact risks are ethical risk, miscommunication risk, vendor related risk and legal risks. The risk associated with finances, skills, environment and time frame were found be of moderate or low impact. The ranking of these risks is validated by a focus group study. This method can be extended to rank the risks involved in other complex systems or prioritizing the different alternatives for decision making.
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Abstract—Nuclei Segmentation is the preliminary step towards the task of medical image analysis. Nowadays, there exists several deep learning-based techniques based on Convolutional Neural Networks (CNNs) for the task of nuclei segmentation. In this study, we present a neural network for semantic segmentation. This network harnesses the strengths in both residual learning and U-Net methodologies, thereby amplifying cell segmentation performance. This hybrid approach also facilitates the creation of network with diminished parameter requirement. The network incorporates residual units contributes to a smoother training process and mitigate the issue of vanishing gradients. Our model is tested on a microscopy image dataset which is publicly available from the 2018 Data Science Bowl grand challenge and assessed against U-Net and several other state-of-the-art deep learning approaches designed for nuclei segmentation. Our proposed approach showcases a notable improvement in average Intersection over Union (IoU) gain compared to prevailing state-of-the-art techniques, by exhibiting a significant margin of 1.1% and 5.8% higher gains over the original U-Net. Our model also excels across various key indicators, including accuracy, precision, recall and dice-coefficient. The outcomes underscore the potential of our proposed approach as a promising nuclei segmentation method for microscopy image analysis.

Keywords—Nuclei segmentation; convolutional neural networks; neural networks; U-Net; deep learning; semantic segmentation; 2018 data science bowl

I. INTRODUCTION

Microscopic image analysis continues to serve as a benchmark in the diagnosis and prognostication of various types of cancer. Segmenting nuclei is the initial phase in the analysis of microscopic images, as it directly influences the outcomes. This task is very challenging because the image acquisition is associated with color variation which is due different the use of different staining methods [1], artifacts, large variation in size, shape and texture of the cell nuclei [2], touching and overlapping nuclei [3], which is an obstacle for computer-aided diagnosis (CAD) segmentation algorithms. Numerous investigations have concentrated on nuclei detection because of its importance in the diagnosis of cancer. while traditional image processing approaches are being utilized for this task, could not achieve optimized performance due to inherent diversity involved within the images [4]. Past decade has witnessed a substantial progress in deep learning. Techniques relying on deep neural networks have attained state-of-art performance in automatic medical image segmentation [5]. These methods have demonstrated superior outcomes compared to traditional approaches, showcasing the capability of harnessing deep learning techniques for the task of medical image segmentation.

Numerous studies have explored deep learning architectures for cell nuclei segmentation, each presenting unique methods and approaches to address this critical challenge. Despite these advancements, the demand for more precise nuclei segmentation persists. The rapid evolution of deep learning in the domain of medical image analysis has led to the development of various approaches, with many relying on the U-Net architecture [11], which has become the standard for medical image segmentation. Training exceptionally deep architectures introduces challenges that are primarily related to the problem of vanishing gradients. However, due to low resolution and blurry boundary of medical images, it is still a challenging task to design new models that can effectively capture more fine-grained details. In light of the ongoing need for more accurate nuclei segmentation, inspired by the success of U-Net [11] and deep residual learning [21], we propose Deep Residual U-Net that combines the strengths of residual learning and the U-Net architecture. This integration simplifies the training process, ensures smooth information propagation through the use of skip connections and mitigate the issue of vanishing gradients.

The significance of the Deep Residual U-Net is described below:

- Propose Deep Residual U-Net for semantic segmentation. This approach integrates deep residual network with standard U-net architecture to extract robust discriminative features from the input images.
- The evaluation of this proposed model on publicly available microscopy image dataset, specifically the 2018 Data Science Bowl grand challenge, has revealed notable improvements in various performance metrics.
- Proposed model achieves better segmentation masks in comparison with other baseline models, the especially in complex images with diverse cell sizes and shapes, where overlapping nuclei are prevalent.

Rest of the paper is organized as follows: Section II provides an overview of the related work in the field of nuclei segmentation. In Section III, we describe the overall methodology. Section IV describes the dataset, evaluation metrics and the experimental setup used for experimentation. In Section V, the results obtained and the performance
evaluation is discussed. In the last, we summarize the paper and discuss the future work.

II. RELATED WORK

Numerous deep learning architectures have been proposed for cell nuclei segmentation. Song et al. [6] introduced an approach based on CNN to segment cervical nuclei and cytoplasm. Their methodology involved in employing a CNN for nuclei detection, followed by coarse segmentation based on Sobel edge operator, morphological operations and thresholding. Xing et al. [7] generated probability maps for nuclei by applying Two-class CNN to digitized histopathology images. And to address the challenge of overlapping nuclei, the robust shape model (dictionary of nuclei shapes) was constructed and repulsive deformable model at local level was utilized. Kumar et al. [8] proposed Three-class CNN to predict the nuclei, background, and the boundary of each nucleus. This approach yielded notably better outcomes when compared to Two-class problem but the post-processing step was time consuming. The first FCN for semantic segmentation was presented by Long et al. [9]. Their results showed that the FCN can achieve state-of-the-art performance in the realm of segmentation. Further, the inference step associated with this method is significantly faster to obtain the corresponding segmentation mask. For the task of nuclei segmentation in histopathology images, Naylor et al. [10] used FCN to obtain the nuclei probability map, then watershed method was applied to split the touching nuclei, but when comparing the nuclei boundaries predicted by this approach to the ground truth images was not accurate.

Investigation in the domain of deep learning is increasing rapidly, development of new architectures is under process at significantly fast speed. Accounting the importance of cell nuclei segmentation, several approaches have been proposed to address this issue, most of them are relying on U-Net [11]. U-Net is the prevailing architecture used for medical image segmentation. Several approaches based on U-Net have been presented to resolve the issue of nuclei segmentation. Cui et al. [12] have proposed a method, inspired by U-Net, to predict nuclei and their contours simultaneously in H&E-stained images. By predicting contour of each nucleus, applying a sophisticated weight map in the loss function they were able to split touching and overlapping nuclei accurately with simple and parameter free post-processing step. Caicedo et al. [4] trained U-Net model to predict the nuclei and their boundaries, giving the loss function with weight which is 10 times more to the boundary class. The first best solution by [ods.ai] topcoders [13], used encoder-decoder type architecture based on U-Net, initializing encoders with pretrained weights. Kong et al. [14] have used Two-stage stacked U-Nets, where stage1 for nuclei segmentation and stage2 to tackle the problem of overlapping nuclei. Zhao et al. [15] used U-Net++, which is a modification to the U-Net [11] architecture, which combined U-Nets of different depths. Pan et al. [16] proposed AS-Unet, an extension of the U-Net architecture, is structured around three fundamental components: encoder module, decoder module and an atrous convolutional module. Alom et al. [17] applied a technique which relied on the RCNN for nuclei segmentation tasks. J. Cheng et al. [18] used FCANet, which is based on U-Net that captures long-range and short-range distance features and use attention module to refine the features. Chen et al. [19] proposed Dense-Res-Inception Net (DRINet) for the task of segmentation on medical images and compared their results with FCN, U-Net and ResUNet. Ibtehaz et al. [20] enhanced the U-Net architecture and proposed an advanced MultiResUNet architecture for medical image segmentation. They conducted comprehensive comparison with U-Net using diverse medical image segmentation datasets, revealing that their proposed method achieved enhanced accuracy compared to U-Net.

From the aforementioned review of relevant studies, it is evident that there have been substantial efforts invested in the advancement of deep Convolution Neural Networks (CNN) architectures in effectively segmenting both natural and medical images. Recent research has indicated that better performance can achieved through deeper network. However, training exceptionally deep architectures poses the challenges due to the issue of vanishing gradients. To handle this problem, He et al. [21] proposed the deep residual learning framework to facilitate the training process by utilizing an identity mapping [22]. Instead of using skip connection in Fully Convolutional Networks (FCNs) [9], Ronneberger et al. [11] proposed U-Net that amalgamate feature maps from various hierarchical levels, resulting in enhanced segmentation accuracy. By merging low-level intricate details and high-level semantic insights, U-net has demonstrated remarkable performance in biomedical image segmentation tasks [11]. Inspired by deep residual learning [21] and U-Net [11], we have integrated the residual network to the U-Net architecture. This integration allows us to harness the strengths of both residual learning and U-Net framework, resulting in a unified approach that maximizes the benefits derived from each approach. We have replaced plain neural units by residual units in the U-Net architecture which simplifies the training process and incorporation of robust skip connections within the network has enabled the smooth propagation of information without experiencing degradation.

III. METHODOLOGY

A. Overview of Deep Residual U-Net Architecture

- **U-Net**: Semantic segmentation is a task of dividing an image into segments or regions, where each segment corresponds to a meaningful object or part of a scene. In semantic segmentation, utilization of low-level details while preserving high-level semantic information [9, 11] holds immense significance, as it is crucial in attaining precise results. However, especially when we are with limited training samples, training such deep neural networks becomes very challenging. Two possible ways to address this problem. First, by using a pre-trained network later fine-tuning it on the target dataset as in [9]. Two, by utilizing data augmentation strategy which is done in U-Net [11]. Along with the data augmentation, we believe that U-Net architecture also contributes to alleviate the training problem. The idea behind this is that, copying low level features to its equivalent high levels creates a path to propagate information which allows signal to propagate seamlessly between low levels and high
levels by facilitating backward propagation during training process and also compensating low level finer details to its corresponding high level semantic features. This concept pertains to residual neural network [21].

- Residual unit: Adding more layers can improve the performance of the multi-layer neural network by increasing the trainable parameters which may lead to redundant computation and may cause degradation problem [21]. To handle this problem, He et al. [21] proposed the deep residual learning framework, aiming to alleviate training difficulties and effectively mitigate the degradation problem. This leads to improvement in network’s performance without the need for deeper network or pre-trained networks. A deep residual network comprises a sequence of layered residual blocks, with each individual residual block is defined as:

\[
\begin{align*}
\gamma_i &= h(x_i) + F(x_i, W_i), \\
x_{i+1} &= f(y_i)
\end{align*}
\]

Where \(x_i\) is the input and \(x_{i+1}\) output of the \(i\)th residual block, \(F(\cdot)\) is the residual function, \(f(\cdot)\) is the activation function, \(h(\cdot)\) represents the identity mapping function and \(W_i\) is the weight vector of the feature map within the \(i\)th residual block. The difference between plain neural unit and residual block illustrated in Fig. 1. Within each residual block, a composition of batch normalization (BN), ReLu activation function and convolution layers is present. He et al. [22] has discussed the impacts on using different combinations and suggested the full pre-activation design as depicted in Fig. 1(b). In our work, we have used full pre-activation residual block to build our deep residual U-Net.

- Deep Residual U-Net: Here we propose a deep residual U-Net, a neural network designed for semantic segmentation which takes the advantage of both U-Net and residual neural network. With this combination, the residual blocks in the network contributes to smoother training process and the skip connections within these blocks, as well as between the network’s low levels and high levels ensures smooth flow of information without degradation. Also, it allows to design the neural network with relatively few parameters and could achieve comparable better performance in semantic segmentation tasks.

In this study, we have utilized 9-level architecture of deep residual U-Net for nuclei segmentation as depicted in Fig. 2. The network consists three parts: Encoding, Bridge and Decoding paths. The first part, involves in capturing high level features from the input image by reducing its spatial dimensions while preserving the important spatial information through skip connections. The last part, involves in upsampling the encoded feature maps to reconstruct the segmentation mask with the same spatial resolution as that of the input image. The middle part, serves as a bridge in connecting the encoding path and decoding path. All segments are constructed using residual blocks, each comprising two 3x3 convolutional blocks and an identity mapping. Each convolutional block has a BN layer, a ReLu activation layer and a convolution layer in it. The identity mapping connects both input and output of the block.

The encoder path has four residual blocks. In each block, to downsample the feature map size, instead of using maxpooling operation, a stride of 2 is implemented on the first convolution block to reduce the feature map by half. Likewise, the decoder pathway comprises four residual blocks. Every residual block entails the upsampling of feature maps from lower levels, coupled with the concatenation of feature maps derived from the corresponding encoder path. Finally, 1x1 convolution layer is employed succeeded by a sigmoid activation layer. The role of sigmoid activation function is to project the multi-channel feature maps into the intended segmentation map. Overall, the network encompasses 28 convolution layers. The parameters and the resultant output sizes of each step are provided in Table I.

![Fig. 1. Building blocks of neural networks. (a) Plain neural unit used in U-net and (b) residual block with identity mapping used in the proposed deep residual U-Net.](image1)

![Fig. 2. The architecture of deep residual U-Net.](image2)
TABLE I. THE NETWORK STRUCTURE OF DEEP RESIDUAL U-NET

<table>
<thead>
<tr>
<th>Level</th>
<th>Conv Layer</th>
<th>Filter</th>
<th>Stride</th>
<th>Output Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td></td>
<td></td>
<td></td>
<td>256 × 256 × 3</td>
</tr>
<tr>
<td>Level 1</td>
<td>Conv 1</td>
<td>3 × 3/16</td>
<td>1</td>
<td>256 × 256 × 16</td>
</tr>
<tr>
<td></td>
<td>Conv 2</td>
<td>3 × 3/16</td>
<td>1</td>
<td>256 × 256 × 16</td>
</tr>
<tr>
<td></td>
<td>Conv 3</td>
<td>3 × 3/16</td>
<td>1</td>
<td>256 × 256 × 16</td>
</tr>
<tr>
<td>Level 2</td>
<td>Conv 4</td>
<td>3 × 3/32</td>
<td>2</td>
<td>128 × 128 × 32</td>
</tr>
<tr>
<td></td>
<td>Conv 5</td>
<td>3 × 3/32</td>
<td>1</td>
<td>128 × 128 × 32</td>
</tr>
<tr>
<td></td>
<td>Conv 6</td>
<td>3 × 3/32</td>
<td>1</td>
<td>128 × 128 × 32</td>
</tr>
<tr>
<td>Level 3</td>
<td>Conv 7</td>
<td>3 × 3/64</td>
<td>2</td>
<td>64 × 64 × 64</td>
</tr>
<tr>
<td></td>
<td>Conv 8</td>
<td>3 × 3/64</td>
<td>1</td>
<td>64 × 64 × 64</td>
</tr>
<tr>
<td></td>
<td>Conv 9</td>
<td>3 × 3/64</td>
<td>1</td>
<td>64 × 64 × 64</td>
</tr>
<tr>
<td>Level 4</td>
<td>Conv 10</td>
<td>3 × 3/128</td>
<td>2</td>
<td>32 × 32 × 128</td>
</tr>
<tr>
<td></td>
<td>Conv 11</td>
<td>3 × 3/128</td>
<td>1</td>
<td>32 × 32 × 128</td>
</tr>
<tr>
<td></td>
<td>Conv 12</td>
<td>3 × 3/128</td>
<td>1</td>
<td>32 × 32 × 128</td>
</tr>
<tr>
<td>Level 5</td>
<td>Conv 13</td>
<td>3 × 3/256</td>
<td>2</td>
<td>16 × 16 × 256</td>
</tr>
<tr>
<td></td>
<td>Conv 14</td>
<td>3 × 3/256</td>
<td>1</td>
<td>16 × 16 × 256</td>
</tr>
<tr>
<td></td>
<td>Conv 15</td>
<td>3 × 3/256</td>
<td>1</td>
<td>16 × 16 × 256</td>
</tr>
<tr>
<td>Level 6</td>
<td>Conv 16</td>
<td>3 × 3/128</td>
<td>1</td>
<td>32 × 32 × 128</td>
</tr>
<tr>
<td></td>
<td>Conv 17</td>
<td>3 × 3/128</td>
<td>1</td>
<td>32 × 32 × 128</td>
</tr>
<tr>
<td></td>
<td>Conv 18</td>
<td>3 × 3/128</td>
<td>1</td>
<td>32 × 32 × 128</td>
</tr>
<tr>
<td>Level 7</td>
<td>Conv 19</td>
<td>3 × 3/64/3</td>
<td>1</td>
<td>64 × 64 × 64</td>
</tr>
<tr>
<td></td>
<td>Conv 20</td>
<td>3 × 3/64/3</td>
<td>1</td>
<td>64 × 64 × 64</td>
</tr>
<tr>
<td></td>
<td>Conv 21</td>
<td>3 × 3/64/3</td>
<td>1</td>
<td>64 × 64 × 64</td>
</tr>
<tr>
<td>Level 8</td>
<td>Conv 22</td>
<td>3 × 3/32</td>
<td>1</td>
<td>128 × 128 × 32</td>
</tr>
<tr>
<td></td>
<td>Conv 23</td>
<td>3 × 3/32</td>
<td>1</td>
<td>128 × 128 × 32</td>
</tr>
<tr>
<td></td>
<td>Conv 24</td>
<td>3 × 3/32</td>
<td>1</td>
<td>128 × 128 × 32</td>
</tr>
<tr>
<td>Level 9</td>
<td>Conv 25</td>
<td>3 × 3/16</td>
<td>1</td>
<td>256 × 256 × 16</td>
</tr>
<tr>
<td></td>
<td>Conv 26</td>
<td>3 × 3/16</td>
<td>1</td>
<td>256 × 256 × 16</td>
</tr>
<tr>
<td></td>
<td>Conv 27</td>
<td>3 × 3/16</td>
<td>1</td>
<td>256 × 256 × 16</td>
</tr>
<tr>
<td>Output</td>
<td>Conv 28</td>
<td>1 × 1</td>
<td>1</td>
<td>256 × 256 × 1</td>
</tr>
</tbody>
</table>

IV. EXPERIMENTS

Within this section, we delve into the details of the dataset, the evaluation metrics, the experimental setup and the data augmentation techniques utilized to validate our proposed model.

A. Dataset

In our research, we utilized the dataset provided by Kaggle 2018 DSB challenge. The dataset includes 871 images with 37, 333 manually annotated nuclei. The images represent 31 experiments with 22 cell types, 15 different resolutions and 5 groups of images which are visually indistinguishable. This dataset includes 2D light microscopy images with different staining methods including DAPI, Hoechst or H&E and cells of different sizes which display the structures from variety of organs and animal model. Out of 31 experiments, 16 are for training (670 samples), first-stage evaluation (65 samples) and 15 for second-stage evaluation (106 samples). This dataset is readily accessible to the public through the Broad Bioimage Benchmark Collection.

The dataset comprises of 670 training samples accompanied by their corresponding masks. For our experiments, we have allocated 80% of the dataset for training purpose, while 10% for validation and remaining 10% was reserved for testing. Additionally, we have evaluated our trained model on stage1_test dataset provided by the challenge. This dataset comprises of 65 samples, each equipped with ground truth masks.

B. Evaluation Metrics

The evaluation of the proposed model is based on several metrics, including the Sørensen–Dice coefficient (DSC), also referred to as F1-Score, the Intersection over Union (IoU), commonly known as the Jaccard Index (JI), Precision and Recall. DSC assesses the similarity between predicted and ground truth masks, while IoU quantifies the overlap between the two masks. Precision measures the portion of pixels that are correctly classified as nuclei pixels out of all the pixels that are classified as nuclei pixels and Recall measures the portion of pixels that are correctly classified as nuclei pixels out of all the pixels that are actually nuclei pixels in the image. These indices are expressed in equations (3-6). The terms TP, FP, TN and FN correspond to True positive, False positive, True negative and False negative [16].

\[
\text{Precision} = \frac{\text{TP}}{\text{TP} + \text{FP}} \quad (3) \\
\text{Recall} = \frac{\text{TP}}{\text{TP} + \text{FN}} \quad (4) \\
\text{Dice coefficient (DSC)} = \frac{2\text{TP}}{2\text{TP} + \text{FP} + \text{FN}} \quad (5) \\
\text{IoU} = \frac{\text{TP}}{\text{TP} + \text{FP} + \text{FN}} \quad (6)
\]

C. Experimental Setup

The proposed model is implemented using Keras framework [23] with Tensorflow 2.7.0 as backend, OpenCV library and python 3.7. The number of kernels in the encoder were set to 16, 32, 64, 128 and 256, and the kernels in the decoder were set to 128, 64, 32, 16 and 1. The input images were resized to dimensions of 256 × 256 pixels. We have employed binary cross-entropy as the loss function and an Adam optimization technique, aiming to minimize the loss function with the batch size of 16 and a learning rate of 1e-4. A training procedure was conducted for a span of 100 epochs, with criteria such as early stopping and ReduceLROnPlateau. To prevent the model overfitting, data augmentation techniques such as horizontal flipping, rotation and zooming has been adopted on training dataset in our experiment. The experiment was performed on Nvidia GeForce RTX2080 Ti with 11GB RAM.

V. RESULTS AND DISCUSSION

Within this section, we present the results and compare with state-of-art methods. U-Net is still considered as baseline for diverse medical image segmentation tasks. In the interest of comprehensive comparison, we also trained U-Net, U-Net++ and HR-Net which are well-regarded techniques for nuclei segmentation with the same experimental setup. The learning curve of our proposed model is presented in Fig. 3. Notably, our model demonstrates the convergence after 30 epochs, exhibiting a validation loss of 0.069 and IoU score of 0.8213, respectively.
The outcomes of our proposed method are presented in Table II alongside those of baseline methods, assessed using various evaluation metrics. It is evident that our proposed method surpasses the initial U-Net [11] by 1.77% in DSC and 1.09% in IoU. Furthermore, when compared with U-Net++ [15] and HR-Net [24], our method showcases substantial improvement across DSC, IoU and Precision metrics. The recall of the U-Net++ has a slight increase of 0.01% compared to U-Net.

**TABLE II. QUANTITATIVE RESULTS ON THE EXPERIMENTAL DATASET WITH BASELINE METHODS**

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
<th>DSC</th>
<th>IoU</th>
<th>Recall</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>U-Net [11]</td>
<td>0.978±0.0</td>
<td>0.908±0.0</td>
<td>0.842±0.1</td>
<td>0.911±0.1</td>
<td>0.917±0.0</td>
</tr>
<tr>
<td>U-Net++ [15]</td>
<td>0.979±0.0</td>
<td>0.898±0.0</td>
<td>0.827±0.1</td>
<td>0.912±0.1</td>
<td>0.895±0.0</td>
</tr>
<tr>
<td>HR-Net [24]</td>
<td>0.967±0.0</td>
<td>0.852±0.1</td>
<td>0.737±0.1</td>
<td>0.880±0.1</td>
<td>0.836±0.1</td>
</tr>
<tr>
<td>DeepResNet</td>
<td>0.977±0.0</td>
<td>0.910±0.1</td>
<td>0.853±0.1</td>
<td>0.911±0.1</td>
<td>0.918±0.0</td>
</tr>
<tr>
<td>FCANet [18]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SegNet [25]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DeepLabV3+ [26]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DANet [27]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FCANet [18]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DoubleU-Net [28]</td>
<td>0.941±0.0</td>
<td>0.903±0.0</td>
<td>0.833±0.1</td>
<td>0.865±0.1</td>
<td>0.957±0.0</td>
</tr>
<tr>
<td>MAU-Net [29]</td>
<td>0.944±0.0</td>
<td>0.907±0.0</td>
<td>0.842±0.1</td>
<td>0.893±0.1</td>
<td>0.938±0.0</td>
</tr>
<tr>
<td>TransU-Net [30]</td>
<td>0.954±0.0</td>
<td>0.895±0.0</td>
<td>0.821±0.1</td>
<td>0.906±0.1</td>
<td>0.900±0.1</td>
</tr>
<tr>
<td>OAU-Net [31]</td>
<td>0.967±0.0</td>
<td>0.892±0.0</td>
<td>0.823±0.0</td>
<td>0.900±0.0</td>
<td>0.9096</td>
</tr>
<tr>
<td>DeepResNet</td>
<td>0.977±0.0</td>
<td>0.910±0.1</td>
<td>0.853±0.1</td>
<td>0.911±0.1</td>
<td>0.918±0.0</td>
</tr>
</tbody>
</table>

The comparison of our proposed method with other state-of-art techniques is summarized in Table III. The data within the table clearly underscores better performance of our model in relation to other methods.

**TABLE III. QUANTITATIVE RESULTS ON THE EXPERIMENTAL DATASET WITH STATE-OF-ART METHODS**

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
<th>DSC</th>
<th>IoU</th>
<th>Recall</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>SegNet [25]</td>
<td>--</td>
<td>0.738±0.1</td>
<td>0.620±0.1</td>
<td>--</td>
<td>0.820±0.1</td>
</tr>
<tr>
<td>DeepLabV3+ [26]</td>
<td>--</td>
<td>0.741±0.3</td>
<td>0.674±0.2</td>
<td>--</td>
<td>0.818±0.4</td>
</tr>
<tr>
<td>DANet [27]</td>
<td>--</td>
<td>0.616±0.1</td>
<td>0.564±0.3</td>
<td>--</td>
<td>0.761±0.1</td>
</tr>
<tr>
<td>FCANet [18]</td>
<td>--</td>
<td>0.897±0.0</td>
<td>0.814±0.1</td>
<td>--</td>
<td>0.895±0.0</td>
</tr>
<tr>
<td>DoubleU-Net [28]</td>
<td>0.941±0.0</td>
<td>0.903±0.0</td>
<td>0.833±0.1</td>
<td>0.865±0.1</td>
<td>0.957±0.0</td>
</tr>
<tr>
<td>MAU-Net [29]</td>
<td>0.944±0.0</td>
<td>0.907±0.0</td>
<td>0.842±0.1</td>
<td>0.893±0.1</td>
<td>0.938±0.0</td>
</tr>
<tr>
<td>TransU-Net [30]</td>
<td>0.954±0.0</td>
<td>0.895±0.0</td>
<td>0.821±0.1</td>
<td>0.906±0.1</td>
<td>0.900±0.1</td>
</tr>
<tr>
<td>OAU-Net [31]</td>
<td>0.967±0.0</td>
<td>0.892±0.0</td>
<td>0.823±0.0</td>
<td>0.900±0.0</td>
<td>0.9096</td>
</tr>
<tr>
<td>DeepResNet</td>
<td>0.977±0.0</td>
<td>0.910±0.1</td>
<td>0.853±0.1</td>
<td>0.911±0.1</td>
<td>0.918±0.0</td>
</tr>
</tbody>
</table>

The outcomes of our proposed method are presented in Table II alongside those of baseline methods, assessed using various evaluation metrics. It is evident that our proposed method surpasses the initial U-Net [11] by 1.77% in DSC and 1.09% in IoU. Furthermore, when compared with U-Net++ [15] and HR-Net [24], our method showcases substantial improvement across DSC, IoU and Precision metrics. The recall of the U-Net++ has a slight increase of 0.01% compared to U-Net.

The comparison of our proposed method with other state-of-art techniques is summarized in Table III. The data within the table clearly underscores better performance of our model in relation to other methods.
stage1_test dataset, comparing our proposed method to other techniques are tabulated in Table IV across various evaluation metrics. Upon inspecting Table IV, it apparent that our model surpasses the original U-Net by 5.8% in DSC and 6.0% in IoU.

![Fig. 6. Visualization of segmentation results on test dataset.](image)

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
<th>DSC</th>
<th>IoU</th>
<th>Recall</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>U-Net [11]</td>
<td>0.932±0.0</td>
<td>75</td>
<td>0.780±0.2</td>
<td>34</td>
<td>0.739±0.2</td>
</tr>
<tr>
<td>U-Net++ [15]</td>
<td>0.943±0.0</td>
<td>56</td>
<td>0.826±0.1</td>
<td>72</td>
<td>0.790±0.1</td>
</tr>
<tr>
<td>HR-Net [24]</td>
<td>0.941±0.0</td>
<td>63</td>
<td>0.824±0.1</td>
<td>79</td>
<td>0.803±0.1</td>
</tr>
<tr>
<td>DeepResNet</td>
<td>0.946±0.0</td>
<td>53</td>
<td>0.838±0.1</td>
<td>62</td>
<td>0.837±0.1</td>
</tr>
</tbody>
</table>

TABLE IV. QUANTITATIVE RESULTS ON THE STAGE1_TEST DATASET

Notably, the model’s precision (0.886) falls short of that achieved by U-Net++. However, recall rate remains competitive when compared to other models. Overall, our model demonstrates strong performance across multiple metrics.

To visualize the segmentation outcomes in detail, we examine samples from test set that encompass cells of varying sizes. The qualitative comparison between ground truth images, our proposed model and other models on stage1_test dataset is depicted in Fig. 7. In the Fig. 7, the first column represents the actual image, second column displays its corresponding ground truth mask and remaining columns represents the prediction masks of different models. Among the prediction masks, the red represents the part where the model predicts the background as the target area (FP). For the microscopic images with few of cells, where nuclei can easily be discriminated from the background, all the models demonstrate satisfactory segmentation outcomes. However, for the complex images such as third, fourth and fifth rows of images with nuclei of different sizes and shapes, the segmentation mask produced by our model is better than those of other models. Also, our model exhibits fewer false positives and enhanced detection accuracy in comparison to the other models.

![Fig. 7. Visualization of segmentation results on stage1_test dataset.](image)

VI. CONCLUSION

Addressing the requirement for more precise nuclei segmentation task, we propose a semantic segmentation neural network that harnesses the combined strength of residual learning and U-Net. The residual block within the network makes the training process easier, while the skip connections within and between the residual block at low and high levels of the network will propagate the information both in forward and backward computations. Also, this property allows us design a simple powerful neural network with fewer number of parameters compared to U-Net. Our model’s efficacy was evaluated on publicly available microscopy image dataset from 2018 Data Science Bowl grand challenge. The outcomes of our experiments revealed an average IoU improvement of 1.1 and 5.8 (for the stage1_test set) over original U-Net. Across images with smaller number of cells, where nuclei were distinct, all models performed well. However, when faced with complex images containing cells of diverse sizes and shapes, our proposed model consistently generated better segmentation masks compared to its counterparts. The evaluation conclusively demonstrates that our model excels in terms of accuracy, precision, recall and dice-coefficient when compared to U-Net and other prominent models.

Subsequently, we incorporated watershed segmentation as a post-processing step to tackle the challenges associated with touching nuclei and overlapping/clustered nuclei. This approach proved successful in effectively segmenting touching nuclei. In the future, we plan to conduct experimentation on larger and more diverse dataset that can help validate our model’s performance and generalizability. Further, we continue to explore and develop most effective post-processing methods to address the challenge of overlapping nuclei.
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Abstract—Technology improvements have benefited the medical industry, especially in the area of diabetes prediction. In order to find patterns and risk factors related to diabetes, machine learning and Artificial Intelligence (AI) are vital in the analysis of enormous volumes of data, including medical records, lifestyle variables, and biomarkers. This makes it possible for tailored management and early discovery, which might revolutionize healthcare. This study examines how machine learning algorithms may be used to identify diseases, with an emphasis on diabetes prediction. The Proposed Diabetes Prediction Empowered with Multi-level Data Fusion and Machine Learning (DPEMDFML) model combines two distinct types of models—the Artificial Neural Network (ANN) and the Support Vector Machine (SVM)—to create a fused machine learning technique. Two separate datasets were utilized for training and testing the model in order to assess its performance. To ensure a thorough evaluation of the model's prediction ability, the datasets were split in two experiments in proportions of 70:30 and 75:25, respectively. The study's findings were encouraging, with the ANN algorithm obtaining a remarkable accuracy of 97.43%. This indicates that the model accurately identified instances of diabetes, indicating a high degree of accuracy. A more thorough knowledge of the model's prediction ability would result from further assessment and validation of its performance using various measures.
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I. INTRODUCTION

The chronic metabolic condition known as diabetes affects millions of people worldwide. The World Health Organization projects that by 2030, 643 million people worldwide will have diabetes, up from an expected 357 million in 2021 [1]. Diabetes is brought on by abnormalities in insulin synthesis or function, which hinder the body from effectively managing blood sugar levels. All ages are impacted, and if it is not treated, it might have detrimental implications on one's health. The body's immune system wrongly assaults and destroys pancreatic insulin-producing cells in autoimmune type 1 diabetes [2]. It usually appears during childhood or adolescence and necessitates lifelong insulin medication. Obesity, inactivity, and poor eating habits are commonly linked to the majority of type 2 diabetes cases [3]. Type 2 diabetes is differentiated by a decrease in the body's ability to produce enough insulin to maintain normal blood sugar levels or by an increase in insulin resistance [3]. Numerous consequences can result from unmanaged diabetes. For diabetics, cardiovascular disease, such as heart attacks and strokes, is a major worry. Kidney issues, nerve damage (neuropathy), retinopathy, and foot issues are some of the consequences of diabetes [4]. One's quality of life may be significantly impacted by these problems, which need continual medical care. Traditional diabetes prediction systems confront a number of problems. These techniques frequently depend on simplistic statistical models or rudimentary machine learning algorithms, which are incapable of capturing the intricate interplay of many risk variables. Furthermore, these techniques may underutilize the potential of accessible data sources such as patient medical records, genetic information, lifestyle variables, and environmental factors. As a result, the accuracy and reliability of diabetes prediction using these traditional methods are inadequate. A subset of artificial intelligence called machine learning has completely changed several industries, including the healthcare industry. It involves developing algorithms and models that are able to absorb knowledge from data and act or anticipate without being explicitly programmed. The medical sector's decision-making processes for disease prediction, diagnosis, and treatment have showed great promise when using machine learning techniques. Researchers have investigated the merging of different ML methods for diabetes prediction in order to overcome the limitations of existing methodologies (Table I). Fusing several algorithms enables for the use of each method's distinct strengths while correcting for their particular flaws and improving forecast accuracy. A fused machine learning model can give a more thorough and holistic view of the condition by merging diverse data sources such as electronic health records, medical imaging, genetic profiles, and lifestyle data [5]. An ML-based diagnostic system can help detect diabetic patients early on which leads improve patient outcomes and help lessen the burden of diabetes on individuals and healthcare systems. This paper presents a unique framework utilizing machine learning fusion to achieve early diagnosis of diabetes patients. The system goals to increase the accuracy and efficacy of diabetes diagnosis by combining various machine learning algorithms and diverse datasets. This approach leads to proactive healthcare interventions and ultimately improves patient outcomes.

The Proposed Diabetes Prediction Empowered with Multi-level Data Fusion and Machine Learning (DPEMDFML) model framework is presenting diabetes disease prediction. It
is carried out using the ANN and SVM algorithms, while using two different datasets.

The IoMT is necessary for enhancing the accuracy, reliability, and efficacy of electronic equipment in the medical field. By integrating the existing health care assets and medical facilities, experts are advancing a digital medical system [6]. The control of infectious disease waves is eased by prompt diagnosis and improved ongoing treatment. The internet of medical things (IoMT) is a growing area of technology that is now being used to assist Point-of-care testing (POCT). Using the IoMT, POCT devices may operate wirelessly and be connected to health professionals and medical facilities [7].

Recently has been discovered that developed ANNs may perform well in a variety of circumstances due to ANNs' universal prediction capabilities and adaptable network architectures [8]. The building block of the ANN created to mimic the function of a human neuron. Also, one of the greatest methods for analyzing data is the use of SVM. To control data, they utilize generalization controlling [9]. SVM is an artificial intelligence method that assigns labels to things by learning from examples [10]. The innovative and promising IoMT framework presented in this study represents a significant leap forward in the realm of diabetes disease prediction. Drawing upon the capabilities of two cutting-edge machine learning algorithms, ANN and SVM, this framework exemplifies the fusion of advanced technology and healthcare, offering a transformative approach to diabetes management and patient care. At its core, the IoMT framework capitalizes on the vast amount of data generated by interconnected medical devices, wearable sensors, and health monitoring systems. By harnessing this continuous and diverse stream of patient-specific information, healthcare providers gain unprecedented insights into the multifaceted aspects of diabetes, allowing for more precise, proactive, and personalized interventions. The first pillar of the framework, Artificial Neural Networks (ANN), represents a sophisticated computational model inspired by the complex interconnections of neurons in the human brain. ANN's ability to learn from data and recognize intricate patterns and non-linear relationships makes it an ideal candidate for diabetes prediction. The network’s architecture is meticulously designed, leveraging multiple layers of interconnected neurons to extract high-level features from raw input data. The ANN’s adaptability enables it to adjust its internal parameters during the learning process, optimizing the model’s performance to achieve highly accurate diabetes predictions. In tandem with ANN, the IoMT framework also incorporates the renowned Support Vector Machine (SVM) algorithm, renowned for its prowess in binary classification tasks and its ability to handle complex decision boundaries. SVM's kernel-based approach allows it to efficiently discover non-linear patterns in the feature space, making it invaluable for diabetes prediction when the relationship between features and disease occurrence is intricate and not easily separable.

By integrating the capabilities of both ANN and SVM, the IoMT framework achieves a powerful ensemble of predictive models that complement each other's strengths. The diversity of these algorithms enhances the framework's ability to capture subtle nuances and intricate interactions within the data, ultimately leading to more reliable and accurate diabetes predictions. Data privacy and security are of paramount concern within the IoMT framework. Stringent measures are implemented to anonymize and safeguard patient information, and access controls are enforced to protect sensitive data from unauthorized disclosure. The framework's design ensures that data is utilized solely for model training purposes, mitigating the risk of data breaches and preserving patient confidentiality. The synergistic integration of ANNs and SVM algorithms within the IoMT framework marks a significant step towards personalized and data-driven diabetes prediction. With the potential to revolutionize healthcare practices, this cutting-edge approach empowers clinicians with actionable insights, fosters early detection, and facilitates effective diabetes management, ultimately enhancing the quality of life for patients worldwide.

The structure of the research paper is as follows: Section II represents the related work. In Section III, the contribution is presented. The detail of the proposed model is described in Section IV. Discussion and analysis of results are discussed in Section V. The conclusion of this research is presented in Section VI.

II. RELATED WORK

The presented findings encompass various studies that examined different healthcare databases and utilized diverse approaches and strategies to make predictions. Researchers have developed and employed a range of prediction models, incorporating various data mining techniques, algorithmic methods for machine learning, or even a combination of these strategies. These studies highlight the wide array of approaches utilized in healthcare research to enhance prediction accuracy and improve decision-making processes.

Akkarapol and Jongsawas [11] presented a paper that analysed a dataset comprising 50,788 records with 43 parameters. The research identified significant risk variables, including age, BMI, overall revenue, sex, heart attack history, marital status, dentist check-up frequency, and diagnosis of asthma. Other risk factors such as hypertension and cholesterol were also recognized. The study's overall reliability was reported as 77.11%, indicating a moderate level of consistency in the findings. Furthermore, the true negative rate specifically for the Artificial Neural Network (ANN) model was noted as 79.45%, indicating its ability to accurately identify negative cases.

Kavakiotis et al.'s paper [12] focused on evaluating data mining and machine learning techniques for DM research. Through the systematic comparison of three algorithms, including Logistic Regression, Naïve Bayes, and SVM, using 10-fold cross-validation, the study concluded that SVM achieved the highest accuracy rate of 84%. These findings contribute to the understanding of algorithm selection in DM research, highlighting the potential benefits of SVM in achieving accurate predictions and improving decision-making processes.

Xue-Hui Meng et al.’s study [13] focused on comparing the performance of decision tree models, ANNs, and logistic
regression in diagnosing diabetes or prediabetes based on general risk variables. The logistic regression model achieved a classification accuracy of 76.13%, indicating its ability to correctly classify individuals as having diabetes or prediabetes based on the general risk variables considered in the study. The decision tree model (C5.0) demonstrated a slightly higher classification accuracy of 77.87%. It also showed a relatively high sensitivity of 80.68%, meaning it successfully identified a large proportion of True Positive (TP) cases, and a specificity of 75.13%, indicating its capability to accurately identify True Negative (TN) cases. In contrast, the ANN model obtained a lower classification accuracy of 73.23%, suggesting that it was less effective in predicting the disease outcomes using the same set of general risk variables.

The research work conducted by Md. Faisal Faruque, Asaduzzaman, and Iqbal [14] focused on exploring the relationship between Diabetes Mellitus and multiple risk factors through the analysis of 16 attributes including factors such as age, diet, hypertension, vision problems, and genetic predisposition. By utilizing four popular machine learning algorithms, the researchers examined data from 200 patients. The findings of the study indicated that the Decision Tree algorithm demonstrated superior predictive performance compared to Support Vector Machine (SVM), Naive Bayes (NB), and K-Nearest Neighbour (KNN) algorithms in this particular study, suggesting its potential efficacy in predicting or classifying the disease based on the identified risk factors.

### TABLE I. LIMITATIONS OF THE PREVIOUS WORKS

<table>
<thead>
<tr>
<th>Research Study</th>
<th>Method</th>
<th>Accuracy</th>
<th>Limitation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Akkarapof and Jongsawan [11]</td>
<td>Logistic Regression Model</td>
<td>77.11%</td>
<td>Low accuracy - Limited to a specific region</td>
</tr>
<tr>
<td>Kavakiotes et al. [12]</td>
<td>Decision Tree Algorithm</td>
<td>84%</td>
<td>Used three algorithms but the accuracy is low.</td>
</tr>
<tr>
<td>Xue-Hui Meng et al. [13]</td>
<td>Decision Tree Model (C5.0)</td>
<td>76.13%</td>
<td>Low accuracy - Limited features of the dataset used</td>
</tr>
<tr>
<td></td>
<td>Artificial Neural Networks (ANN) Model</td>
<td>77.87%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>73.23%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Naive Bayes (NB) K-Nearest Neighbour (KNN)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dey et al. [15]</td>
<td>ANN Model with MMS</td>
<td>82.35%</td>
<td>Limited evaluation matrices</td>
</tr>
<tr>
<td>Pradhan et al. [16]</td>
<td>Ensemble Learning Approach</td>
<td>Not specified</td>
<td>Multiple algorithms without mentioning accuracies</td>
</tr>
</tbody>
</table>

The study conducted by Dey et al. [15] utilized four well-known supervised machine learning algorithms: SVM, KNN, Naive Bayes, and ANN with MMS. These algorithms were selected for their ability to learn from labelled data and make predictions based on learned patterns and relationships to analyse the Pima Indian dataset. The study revealed that the ANN model with MMS achieved the highest accuracy rate of 82.35%, indicating its potential effectiveness in predicting the specific outcome compared to the other four algorithms examined.

Pradhan et al. research [16] employed supervised learning, which involves training models on labelled data to make predictions, to develop models for diabetes diagnosis. Additionally, they utilized hybrid learning, which combines multiple learning techniques, to further enhance the performance of the diagnostic techniques. Finally, the researchers explored ensemble learning, a powerful approach that combines the predictions of multiple individual models, to create a more robust and accurate diabetes diagnosis model. The results of the study demonstrated that the ensemble learning approach surpassed both supervised learning and hybrid learning in terms of accuracy.

### III. CONTRIBUTION

In contrast to previous research, this Diabetes Prediction Empowered with Multi-level Data Fusion and Machine Learning (DPEMDFML) model represents a more comprehensive study that explores various commonly used techniques for diabetes identification. The primary objective is to compare the performance of these techniques and identify the most effective one. It has been accomplished by employing two distinct algorithms and evaluating them on two different datasets, considering all relevant evaluation metrics. Furthermore, this study delves into analyzing the significance of each attribute in influencing the classification outcome. This analysis provides valuable insights for future research to adapt and improve the dataset, making it more informative and suitable for diabetes diagnosis tasks.

### IV. PROPOSED MODEL

The Diabetes Prediction Empowered with Multi-level Data Fusion and Machine Learning (DPEMDFML) model developed here seeks to predict diabetes in a smart healthcare system utilizing data from the Internet of Medical Things (IoMT) is divided into two stages: training and testing as shown in Fig. 1. During the Training Phase, hospitals (Hospitals A, B, C, and N) use IoMT devices to gather patient data, which is subsequently recorded in their respective local databases. This information might include vital indicators, blood glucose levels, lifestyle information, and other information. The Prediction Layer,’ which houses multiple ML models, with a focus on Support Vector Machines (SVM) and Artificial Neural Networks (ANN), is at the core of this phase.
Fig. 1. Diabetes prediction empowered with multi-level data fusion and machine learning (DPEMDFML).

These models excel at classification tasks and are in charge of learning whether a patient has diabetes depending on the input data. Following the Prediction Layer, Fig. 1 shows the Performance Layer assesses the efficiency of the ML models by employing measures such as accuracy, miss rate, and sensitivity. Models that match the performance criteria are saved in the public cloud as the “DPEMDFML Generalized Model”, while those that fall short go through additional training rounds to enhance accuracy.

The trained DPEMDFML Generalized Model is used in the Testing Phase. When new patients from Hospital N seek diabetes diagnosis, the system gathers raw data from IoMT devices, which is then processed. Data cleansing, value normalization, and missing data management are examples of pre-processing operations that ensure the input data is ideal for the ML models’ predictions.

The DPEMDFML Generalized Model is then used to predict whether or not the patient has diabetes. This decision-
making procedure has two results: If diabetes is predicted by the model, the patient is directed to a specialist for prompt medical intervention. If the model predicts a poor outcome, the data is properly deleted, protecting patient confidentiality and data privacy.

Because the system is distributed, various hospitals can contribute data, resulting in a broad and complete dataset for model training. Furthermore, the cloud-based architecture improves accessibility and scalability, allowing the system to meet growing data volumes as well as changing healthcare demands. The system benefits from the capabilities of SVM and ANN as its major ML models in pattern recognition, feature extraction, and classification, results in accurate diabetes predictions. Furthermore, the system's iterative training technique allows for continuous development, keeping the models current with medical advances.

The relevance of this ML-driven approach resides in its potential to improve diabetes diagnosis and patient treatment. The approach leverages the available information by utilizing data from IoMT devices across many hospitals, resulting in more reliable and exact predictions. The capacity to detect diabetic patients quickly and give early medical treatment assures improved disease control and perhaps improves patient outcomes. As the system evolves, its influence on the healthcare environment is expected to go beyond diabetes diagnosis, with the ability to tackle additional medical difficulties utilizing a similar distributed, ML-based approach.

The distributed, cloud-based machine learning system for diabetes detection using IoMT data is a potential improvement in healthcare technology. Its training and testing phases, which are supported by SVM and ANN models, show that it can handle complicated medical data and make correct predictions. As the system evolves via iterative training and embraces an ever-growing dataset, it is positioned to impact the future of medical diagnosis, eventually improving patient care and contributing to the healthcare industry's continuing transformation.

A. Datasets

Diabetes Prediction Empowered with Mutli-level Data Fusion and Machine Learning (DPEMDFML) Model used two different datasets:

The primary dataset employed in this research is the PIMA Indian Diabetes Database, accessible at the University of California machine learning repository [14]. The dataset encompasses information from 768 individuals, all of whom are female, and their ages span from 21 to 81 years. For each individual, the dataset consists of nine feature characteristics. These feature characteristics include eight continuous quantitative variables, namely the number of pregnancies, blood sugar level (in mg/dL), diastolic blood pressure (in mmHg), skin fold thickness (in mm), body mass index (BMI), serum insulin level (in μU/mL), age (in years), and a pedigree function associated with diabetes. By utilizing this comprehensive dataset, the study aims to explore the relationships between these feature characteristics and diabetes occurrence, enabling the development of predictive models for early detection and assessment of diabetes risk in female patients.

For the second dataset used in this paper, it is called the “Diabetes prediction dataset,” sourced from Electronic Health Records (EHRs) [15]. The dataset encompasses information from a substantial sample of 100,000 individuals, which were collected from diverse healthcare providers and then aggregated into a unified dataset. It is noteworthy that this dataset includes both female and male participants. The Diabetes prediction dataset consists of eight distinctive feature characteristics for each individual. These features include age, gender, hypertension, heart disease, smoking history, BMI (body mass index), HBA1C level (glycated haemoglobin level), and glucose level. By utilizing this comprehensive dataset, the study aims to explore the relationships between these feature characteristics and diabetes prediction. The inclusion of both genders and the diverse range of feature characteristics in this dataset facilitate a comprehensive analysis, providing valuable insights into predicting diabetes and its associated risk factors.

V. RESULTS AND DISCUSSION

This section showcases the results of diabetes prediction using two different machine learning models: Support Vector Machine (SVM) and Artificial Neural Network (ANN). The prediction is conducted on two distinct datasets, and each dataset is split into two different ratios for training and testing: 70:30 and 75:25. Then, a range of evaluation metrics are calculated, including accuracy, miss-classification rate, sensitivity, specificity, precision, False positive (FP) rate, False discovery rate, False omission rate, Positive likelihood ratio, Negative likelihood ratio, Prevalence threshold, critical success index, F1 Score, Mathews Correlation coefficient, Fowlkes-Mallows Index, informedness, and Diagnostic odds ratio. The following equations illustrate the equations used to calculate each of these metrics, providing a clear understanding of the underlying mathematical formulas for the statistical measurements [17-23]. The utilization of this diverse set of metrics ensures a comprehensive assessment of the models' performance, accounting for different aspects of predictive accuracy and error rates. Python is utilized as the simulation tool for implementing both the SVM model and ANN model, to obtain the results.

\[
\text{Accuracy} = \frac{\text{Total Number of Predictions}}{\text{Number of Correct Predictions}}
\]

\[
\text{Miss classification rate} = 1 - \text{Accuracy}
\]

\[
\text{Sensitivity} = \frac{\text{True Positive}}{\text{True Positive+False Negatives}}
\]

\[
\text{Specificity} = \frac{\text{True Negatives}}{\text{True Negatives+False Positives}}
\]

\[
\text{Precision} = \frac{\text{True Positives}}{\text{True Positives+False Positives}}
\]

\[
\text{False positive rate} = \frac{\text{False Positives}}{\text{False Positives+True Negatives}}
\]

\[
\text{False discovery rate} = \frac{\text{False Positives}}{\text{False Positives+True Positives}}
\]
\[
\text{False omission rate} = \frac{\text{False Negatives}}{\text{False Negatives} + \text{True Negatives}}
\]
\[
\text{Positive likelihood ratio} = \frac{\text{Sensitivity}}{1 - \text{Specificity}}
\]
\[
\text{Negative likelihood ratio} = \frac{1 - \text{Sensitivity}}{\text{Specificity}}
\]
\[
\text{Prevalence threshold} = \sqrt{\text{Sensitivity} \times \text{Specificity}}
\]
\[
\text{Critical success index} = \frac{\text{True Positives}}{\text{True Positives} + \text{False Negatives} + \text{False Positives}}
\]
\[
\text{F1 score} = \frac{2 \times \text{Precision} \times \text{Sensitivity}}{\text{Precision} + \text{Sensitivity}}
\]
\[
\text{MCC} = \frac{\text{TP} \times \text{TN} - \text{FP} \times \text{FN}}{\sqrt{(\text{TP} + \text{FP})(\text{TP} + \text{FN})(\text{TN} + \text{FP})(\text{TN} + \text{FN})}}
\]
\[
\text{FMI} = \sqrt{\text{Sensitivity} \times \text{Precision}}
\]
\[
\text{Informedness} = \text{Sensitivity} + \text{Specificity} - 1
\]
\[
\text{Diagnostic odds ratio} = \frac{\text{Positive likelihood ratio}}{\text{Negative likelihood ratio}}
\]

A. DPEMDFML - SVM System Model - using Pima Diabetes Dataset - 70:30

Using SVM model with the Pima Diabetes Dataset, the dataset is divided as: 30% for testing (n=231) and 70% for training (n=537) to assess the model's performance accurately. The performance evaluation of the SVM model is depicted in Table II and Table III, which illustrate the confusion matrix. The confusion matrix provides crucial insights into the model's predictive accuracy, enabling a detailed examination of how well the SVM algorithm classifies diabetes and non-diabetes cases in the dataset.

During the training phase, the SVM model’s predictions for diabetes disease are presented in Table II. The training dataset consists of 537 samples, which are further categorized into 187 real positive samples, indicating the presence of diabetes, and 350 real negative samples, indicating the absence of diabetes. Among the real positive samples (indicating the presence of diabetes), the SVM model correctly identifies 48 samples as positive, accurately signaling the presence of healthcare issues. However, the model misclassifies 33 records as negatives, incorrectly suggesting the absence of healthcare issues when there is an actual health concern. However, the SVM model successfully predicted 124 samples as negative, properly recognizing the lack of medical diseases among the genuine negative samples (showing the absence of diabetes). But in 26 samples, the model misclassifies them as positive, thus implying the existence of a healthcare concern when there isn’t one.

Table IV presents a comprehensive overview of the performance of the proposed SVM model in terms of various evaluation metrics. During the training phase, the SVM model achieved the following percentages for each metric: 79.32% accuracy, 20.67% miss-classification rate, 62.56% sensitivity, 88.28% specificity, 74.05% precision, 11.71% False positive rate, 25.94% False discovery rate, 18.46% False omission rate, 534.10% Positive likelihood ratio, 478.00% Negative likelihood ratio, 30.20% Prevalence threshold, 67.82% F1 Score, 53.16% Mathews Correlation coefficient, 68.06% Fowlkes-Mallows Index, 50.85% informedness, and 1259.68% Diagnostic odds ratio. During the validation phase, the performance of the model is evaluated, and the following evaluation metrics are obtained: 74.46% accuracy, 25.54% miss-classification rate, 59.25% sensitivity, 82.66% specificity, 64.86% precision, 17.33% False positive rate, 35.13% False discovery rate, 21.01% False omission rate, 341.88% specificity, 74.05% precision, 11.71% False positive rate, 25.94% False discovery rate, 18.46% False omission rate, 534.10% Positive likelihood ratio, 478.00% Negative likelihood ratio, 30.20% Prevalence threshold, 67.82% F1 Score, 53.16% Mathews Correlation coefficient, 68.06% Fowlkes-Mallows Index, 50.85% informedness, and 1259.68% Diagnostic odds ratio.

The confusion matrix provides crucial insights into the model's predictive accuracy, enabling a detailed examination of how well the SVM algorithm classifies diabetes and non-diabetes cases in the dataset.

During the testing phase, the SVM model’s predictions for diabetes disease are presented in Table III. The testing dataset consists of 231 samples, which are further categorized into 81 real positive samples, indicating the presence of diabetes, and 150 real negative samples, indicating the absence of diabetes.

Among the real positive samples (indicating the presence of diabetes), the SVM model correctly identifies 48 samples as positive, accurately signaling the presence of healthcare issues. However, the model misclassifies 33 records as negatives, incorrectly suggesting the absence of healthcare issues when there is an actual health concern. However, the SVM model successfully predicted 124 samples as negative, properly recognizing the lack of medical diseases among the genuine negative samples (showing the absence of diabetes). But in 26 samples, the model misclassifies them as positive, thus implying the existence of a healthcare concern when there isn’t one.

Table IV presents a comprehensive overview of the performance of the proposed SVM model in terms of various evaluation metrics. During the training phase, the SVM model achieved the following percentages for each metric: 79.32% accuracy, 20.67% miss-classification rate, 62.56% sensitivity, 88.28% specificity, 74.05% precision, 11.71% False positive rate, 25.94% False discovery rate, 18.46% False omission rate, 534.10% Positive likelihood ratio, 478.00% Negative likelihood ratio, 30.20% Prevalence threshold, 67.82% F1 Score, 53.16% Mathews Correlation coefficient, 68.06% Fowlkes-Mallows Index, 50.85% informedness, and 1259.68% Diagnostic odds ratio. During the validation phase, the performance of the model is evaluated, and the following evaluation metrics are obtained: 74.46% accuracy, 25.54% miss-classification rate, 59.25% sensitivity, 82.66% specificity, 64.86% precision, 17.33% False positive rate, 35.13% False discovery rate, 21.01% False omission rate, 341.88% specificity, 74.05% precision, 11.71% False positive rate, 25.94% False discovery rate, 18.46% False omission rate, 534.10% Positive likelihood ratio, 478.00% Negative likelihood ratio, 30.20% Prevalence threshold, 67.82% F1 Score, 53.16% Mathews Correlation coefficient, 68.06% Fowlkes-Mallows Index, 50.85% informedness, and 1259.68% Diagnostic odds ratio.
### TABLE IV. SVM Model's (Pima Diabetes Dataset) Evaluation Metrics, 70:30

<table>
<thead>
<tr>
<th></th>
<th>Testing</th>
<th>Training</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Accuracy</strong></td>
<td>0.7445 (74.46%)</td>
<td>0.7932 (79.32%)</td>
</tr>
<tr>
<td><strong>Miss-classification rate</strong></td>
<td>0.2554 (25.54%)</td>
<td>0.2067 (20.67%)</td>
</tr>
<tr>
<td><strong>Sensitivity</strong></td>
<td>0.5925 (59.25%)</td>
<td>0.6256 (62.56%)</td>
</tr>
<tr>
<td><strong>Specificity</strong></td>
<td>0.8266 (82.66%)</td>
<td>0.8828 (88.28%)</td>
</tr>
<tr>
<td><strong>Precision</strong></td>
<td>0.6486 (64.86%)</td>
<td>0.7405 (74.05%)</td>
</tr>
<tr>
<td><strong>False positive rate</strong></td>
<td>0.1733 (17.33%)</td>
<td>0.1171 (11.71%)</td>
</tr>
<tr>
<td><strong>False discovery rate</strong></td>
<td>0.3513 (35.13%)</td>
<td>0.2594 (25.94%)</td>
</tr>
<tr>
<td><strong>false omission rate</strong></td>
<td>0.2101 (21.01%)</td>
<td>0.1846 (18.46%)</td>
</tr>
<tr>
<td><strong>Positive likelihood ration</strong></td>
<td>3.4188 (341.88%)</td>
<td>5.3410 (534.10%)</td>
</tr>
<tr>
<td><strong>Negative likelihood ratio</strong></td>
<td>3.9329 (393.29%)</td>
<td>4.7800 (478.00%)</td>
</tr>
<tr>
<td><strong>prevalence threshold</strong></td>
<td>0.3510 (35.10%)</td>
<td>0.3020 (30.20%)</td>
</tr>
<tr>
<td><strong>critical success index</strong></td>
<td>0.4485 (44.85%)</td>
<td>0.5131 (51.31%)</td>
</tr>
<tr>
<td><strong>F1 Score</strong></td>
<td>0.6193 (61.93%)</td>
<td>0.6782 (67.82%)</td>
</tr>
<tr>
<td><strong>Mathews Correlation co-efficient</strong></td>
<td>0.4287 (42.87%)</td>
<td>0.5316 (53.16%)</td>
</tr>
<tr>
<td><strong>Fowlkes-Mallows Index</strong></td>
<td>0.6199 (61.99%)</td>
<td>0.6806 (68.06%)</td>
</tr>
<tr>
<td><strong>informedness</strong></td>
<td>0.4192 (41.92%)</td>
<td>0.5085 (50.85%)</td>
</tr>
<tr>
<td><strong>Diagnostic odds ratio</strong></td>
<td>6.9370 (693.70%)</td>
<td>12.5968 (1259.68%)</td>
</tr>
</tbody>
</table>

### B. DPEMDFML - SVM System Model - using Pima Diabetes Dataset - 75:25

Again, using SVM model with the Pima Diabetes Dataset. The dataset is divided into 25% for testing (n=192) and 75% for training (n=576) to assess the model's performance accurately. The performance evaluation of the SVM model is depicted in Table V and Table VI, which illustrate the confusion matrix.

Table V demonstrates the performance of the SVM model in predicting diabetic illness during the training phase. The training dataset comprises 576 samples, with 203 being true positive cases, indicating the presence of diabetes, and 373 being true negative cases, indicating the absence of diabetes. For the true positive cases, the SVM algorithm successfully identifies and correctly classifies 124 samples as positive, meaning that it accurately detects the absence of healthcare problems in those cases. However, the algorithm makes 79 errors by misclassifying some samples as negatives, falsely suggesting the absence of healthcare concerns when diabetes is actually present. Regarding the true negative cases, the SVM model performs well by accurately predicting and classifying 330 samples as negative, properly recognizing the absence of diabetes and the presence of other medical issues in those cases. Nevertheless, the model misclassifies 43 samples as positive, falsely indicating the presence of a healthcare issue when there is, in fact, no such health concern.
TABLE V. SVM MODEL’S - PIMA DIABETES DATASET – TRAINING PHASE
– 75:25

<table>
<thead>
<tr>
<th>Input</th>
<th>Expected output</th>
<th>Predicted positive</th>
<th>Predicted negative</th>
</tr>
</thead>
<tbody>
<tr>
<td>203 (positive)</td>
<td>124 (TP)</td>
<td>79 (FN)</td>
<td></td>
</tr>
<tr>
<td>373 (negative)</td>
<td>43 (FP)</td>
<td>330 (TN)</td>
<td></td>
</tr>
</tbody>
</table>

During the testing phase, Table VI showcases the SVM model’s predictions for diabetes disease. The testing dataset consists of 192 samples, which are further categorized into 65 real positive samples, indicating the presence of diabetes, and 127 real negative samples, indicating the absence of diabetes. Among the real positive samples (indicating the presence of diabetes), the SVM model correctly identifies 36 samples as positive, accurately signaling the absence of healthcare issues. However, the model misclassifies 29 records as negatives, incorrectly suggesting the presence of healthcare issues when there is none. On the other hand, among the real negative samples (indicating the absence of diabetes), the SVM model correctly predicts 105 samples as negative, appropriately identifying the presence of healthcare conditions. However, the model makes errors in 22 samples, wrongly classifying them as positive, inaccurately indicating the absence of a healthcare issue when there is a health concern.

Table VII presents a comprehensive overview of the performance of the proposed SVM model in terms of various evaluation metrics. During the training phase, the SVM model achieved the following percentages for each metric: 78.81%, 21.18%, 61.08%, 88.47%, 74.25%, 11.52%, 25.74%, 19.31%, 529.86%, 458.03%, 30.82%, 50.40%, 67.02%, 52.17%, 67.34%, 49.55%, 1204.59%, accuracy, miss-classification rate, sensitivity, specificity, precision, False positive rate, False discovery rate, False omission rate, Positive likelihood ratio, Negative likelihood ratio, Prevalence threshold, critical success index, F1 Score, Mathews Correlation coefficient, Fowlkes-Mallows Index, informedness, and Diagnostic odds ratio, respectively. During the validation phase, the performance of the model is evaluated, and the following evaluation metrics are obtained: 73.43% accuracy, 26.56% miss-classification rate, 55.38% sensitivity, 82.67% specificity, 62.06% precision, 17.32% False positive rate, 21.64% False omission rate, 319.72% Positive likelihood ratio, 382.02% Negative likelihood ratio, 35.86% Prevalence threshold, 41.37% critical success index, 39.63% F1 Score, 39.22% Mathews Correlation coefficient, 38.06% informedness, and 592.47% Diagnostic odds ratio.
<table>
<thead>
<tr>
<th></th>
<th>Testing</th>
<th>Training</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.7343 (73.43%)</td>
<td>0.7881 (78.81%)</td>
</tr>
<tr>
<td>Accuracy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Miss-classification rate</td>
<td>0.2656 (26.56%)</td>
<td>0.2118 (21.18%)</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>0.5538 (55.38%)</td>
<td>0.6108 (61.08%)</td>
</tr>
<tr>
<td>Specificity</td>
<td>0.8267 (82.67%)</td>
<td>0.8847 (88.47%)</td>
</tr>
<tr>
<td>Precision</td>
<td>0.6206 (62.06%)</td>
<td>0.7425 (74.25%)</td>
</tr>
<tr>
<td>False positive rate</td>
<td>0.1732 (17.32%)</td>
<td>0.1152 (11.52%)</td>
</tr>
<tr>
<td>False discovery rate</td>
<td>0.3793 (37.93%)</td>
<td>0.2574 (25.74%)</td>
</tr>
<tr>
<td>false omission rate</td>
<td>0.2164 (21.64%)</td>
<td>0.1931 (19.31%)</td>
</tr>
<tr>
<td>Positive likelihood ratio</td>
<td>3.1972 (319.72%)</td>
<td>5.2986 (529.86%)</td>
</tr>
<tr>
<td>Negative likelihood ratio</td>
<td>3.8202 (382.02%)</td>
<td>4.5803 (458.03%)</td>
</tr>
<tr>
<td>prevalence threshold</td>
<td>0.3586 (35.86%)</td>
<td>0.3028 (30.28%)</td>
</tr>
<tr>
<td>critical success index</td>
<td>0.4137 (41.37%)</td>
<td>0.5040 (50.40%)</td>
</tr>
<tr>
<td>F1 Score</td>
<td>0.5853 (58.53%)</td>
<td>0.6702 (67.02%)</td>
</tr>
<tr>
<td>Mathews Correlation co-efficient</td>
<td>0.3922 (39.22%)</td>
<td>0.5217 (52.17%)</td>
</tr>
<tr>
<td>Fowlkes-Mallows Index</td>
<td>0.5863 (58.63%)</td>
<td>0.6734 (67.34%)</td>
</tr>
<tr>
<td>informedness</td>
<td>0.3806 (38.06%)</td>
<td>0.4955 (49.55%)</td>
</tr>
<tr>
<td>Diagnostic odds ratio</td>
<td>5.9247 (592.47%)</td>
<td>12.0459 (1204.59%)</td>
</tr>
</tbody>
</table>
C. DPEMDFML - SVM System Model - using EHRs Dataset - 70:30

The SVM model was utilized in this study with the EHRs Dataset (Electronic Health Records Dataset). To ensure a robust evaluation of the model's performance, the dataset was divided into 30% for testing (n=30,000) and 70% for training (n=70,000). To assess the effectiveness of the SVM model, its performance was analyzed using two distinct evaluation tables: Table VIII and Table IX, both presenting the confusion matrix.

During the training phase, the SVM model's diabetes predictions are presented in Table VIII. The training dataset consists of an extensive sample of 70,000 records, which are further categorized into 5,972 instances as positive cases, indicating the presence of diabetes, and 64,028 instances as negative cases, indicating the absence of diabetes. Among the actual positive cases, the SVM model correctly identifies 3,621 samples as positive, correctly indicating the absence of healthcare issues. However, the model misclassifies 2,351 records as negative, falsely signalling the presence of healthcare issues where there are none. On the other hand, among the actual negative cases, the SVM model accurately predicts 63,602 samples as negative, correctly identifying the presence of healthcare conditions. However, the model makes errors in 426 samples, incorrectly classifying them as positive, falsely indicating the absence of a healthcare issue.

During the testing phase, the SVM model's predictions for diabetes disease are displayed in Table IX. The testing dataset comprises 30,000 samples, which are further categorized into 2,528 true positive cases, indicating the presence of diabetes, and 27,472 true negative cases, indicating the absence of diabetes. Among the true positive cases, the SVM model correctly classifies 1,515 samples as positive, accurately indicating the absence of any healthcare issues. However, the model misclassifies 1,013 records as negative, falsely indicating the presence of healthcare issues when there are none. Conversely, among the true negative cases, the SVM model accurately predicts 27,298 samples as negative, correctly identifying the presence of healthcare conditions. Nevertheless, the model makes errors in 174 samples, incorrectly classifying them as positive, falsely indicating the absence of a healthcare issue.

Table X presents a comprehensive overview of the performance of the proposed SVM model in terms of various evaluation metrics. During the training phase, the SVM model achieved the following percentages for each metric: 96.03%, 3.96%, 60.63%, 99.33%, 89.47%, 0.66%, 10.52%, 3.56%, 9113.16%, 2786.65%, 9.48%, 56.59%, 72.28%, 71.77%, 73.65%, 59.96%, 22995.19%, accuracy, miss-classification rate, sensitivity, specificity, precision, False positive rate, False discovery rate, False omission rate, Positive likelihood ratio, Negative likelihood ratio, Prevalence threshold, critical success index, F1 Score, Mathews Correlation coefficient, Fowlkes-Mallows Index, informedness, and Diagnostic odds ratio, respectively. During the validation phase, the performance of the model is evaluated, and the following evaluation metrics are obtained: 96.04%, 3.95%, 59.92%, 99.36%, 89.69%, 0.63%, 10.3%, 3.57%, 9461.86%, 2777.06%, 9.32%, 56.06%, 71.85%, 71.45%, 73.31%, 59.29%, 23463.06%, accuracy, miss-classification rate, sensitivity, specificity, precision, False positive rate, False discovery rate, False omission rate, Positive likelihood ratio, Negative likelihood ratio, Prevalence threshold, critical success index, F1 Score, Mathews Correlation coefficient, Fowlkes-Mallows Index, informedness, and Diagnostic odds ratio, respectively.

D. DPEMDFML - SVM System Model - using EHRs Dataset – 75:25

Here, the SVM model with the EHRs Dataset (Electronic Health Records Dataset) is employed. To ensure a robust assessment of the model's performance, the dataset was split into 25% for testing (n=25,000) and 75% for training (n=75,000). To evaluate the SVM model's effectiveness, two different evaluation tables was used to analyse its performance: Table XI and Table XII, which present the confusion matrix.

During the training phase, the SVM model's diabetes predictions are presented in Table XI. The training dataset consists of 75,000 samples, which are further categorized into 6,409 true positive cases, indicating the presence of diabetes, and 68,591 true negative cases, indicating the absence of diabetes. Among the true positive cases, the SVM model correctly identifies 3,876 samples as positive, accurately indicating the presence of diabetes. Among the true negative cases, the SVM model misclassifies 2,533 records as negative, falsely signalling the presence of healthcare issues where there are none. On the other hand, among the actual negative cases, the SVM model accurately predicts 68,111 samples as negative, falsely indicating the presence of healthcare issues where there are none. However, the model makes errors in 480 samples, incorrectly classifying them as positive, falsely indicating the absence of a healthcare issue.

Table XII presents a comprehensive overview of the performance of the proposed SVM model in terms of various evaluation metrics. During the training phase, the SVM model achieved the following percentages for each metric: 96.04%, 3.95%, 59.92%, 99.36%, 89.69%, 0.63%, 10.3%, 3.57%, 9461.86%, 2777.06%, 9.32%, 56.06%, 71.85%, 71.45%, 73.31%, 59.29%, 23463.06%, accuracy, miss-classification rate, sensitivity, specificity, precision, False positive rate, False discovery rate, False omission rate, Positive likelihood ratio, Negative likelihood ratio, Prevalence threshold, critical success index, F1 Score, Mathews Correlation coefficient, Fowlkes-Mallows Index, informedness, and Diagnostic odds ratio, respectively.
TABLE X. SVM MODEL’S (EHRs DIABETES DATASET) EVALUATION METRICS, 70:30

<table>
<thead>
<tr>
<th>Metric</th>
<th>Testing</th>
<th>Training</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.9604 (96.04 %)</td>
<td>0.9603 (96.03 %)</td>
</tr>
<tr>
<td>Miss-classification rate</td>
<td>0.0395 (3.95 %)</td>
<td>0.0396 (3.96 %)</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>0.5992 (59.92 %)</td>
<td>0.6063 (60.63 %)</td>
</tr>
<tr>
<td>Specificity</td>
<td>0.9936 (99.36 %)</td>
<td>0.9933 (99.33 %)</td>
</tr>
<tr>
<td>Precision</td>
<td>0.8969 (89.69 %)</td>
<td>0.8947 (89.47 %)</td>
</tr>
<tr>
<td>False positive rate</td>
<td>0.0063 (0.63 %)</td>
<td>0.0066 (0.66 %)</td>
</tr>
<tr>
<td>False discovery rate</td>
<td>0.1030 (10.3 %)</td>
<td>0.1052 (10.52 %)</td>
</tr>
<tr>
<td>False omission rate</td>
<td>0.0357 (3.57 %)</td>
<td>0.0356 (3.56 %)</td>
</tr>
<tr>
<td>Positive likelihood ration</td>
<td>94.6186 (9461.86 %)</td>
<td>91.1316 (9113.16 %)</td>
</tr>
<tr>
<td>Negative likelihood ratio</td>
<td>27.7706 (2777.06 %)</td>
<td>27.8665 (2786.65 %)</td>
</tr>
<tr>
<td>Prevalence threshold</td>
<td>0.0932 (9.32 %)</td>
<td>0.0948 (9.48 %)</td>
</tr>
<tr>
<td>Critical success index</td>
<td>0.5606 (56.06 %)</td>
<td>0.5659 (56.59 %)</td>
</tr>
<tr>
<td>F1 Score</td>
<td>0.7185 (71.85 %)</td>
<td>0.7228 (72.28 %)</td>
</tr>
<tr>
<td>Mathews Correlation co-efficient</td>
<td>0.7145 (71.45 %)</td>
<td>0.7177 (71.77 %)</td>
</tr>
<tr>
<td>Fowlkes-Mallows Index</td>
<td>0.7331 (73.31 %)</td>
<td>0.7365 (73.65 %)</td>
</tr>
<tr>
<td>Informedness</td>
<td>0.5929 (59.29 %)</td>
<td>0.5996 (59.96 %)</td>
</tr>
<tr>
<td>Diagnostic odds ratio</td>
<td>234.6306 (23463.06 %)</td>
<td>229.9519 (22995.19 %)</td>
</tr>
</tbody>
</table>

During the testing stage, Table XII showcases the SVM model’s diabetes predictions. The test dataset comprises 25,000 samples, split into 2,091 true positive cases (indicating the presence of diabetes) and 22,909 true negative cases (indicating the absence of diabetes). Among the true positive cases, the SVM model accurately identifies 1,266 samples as positive, correctly indicating the absence of healthcare issues. However, the model misclassifies 825 records as negative, erroneously suggesting the presence of healthcare issues. Conversely, among the true negative cases, the SVM model precisely predicts 22,758 samples as negative, correctly recognizing the presence of healthcare conditions. However, the model makes 151 errors, incorrectly classifying them as positive, falsely indicating the absence of healthcare issues.

Table XIII presents a comprehensive overview of the performance of the proposed SVM model in terms of various evaluation metrics. During the training phase, the SVM model achieved the following percentages for each metric: 95.98%, 4.01%, 60.47%, 99.30%, 88.98%, 0.69%, 11.01%, 3.58%, 8642.10%, 2769.42%, 9.71%, 56.26%, 72.01%, 71.44%, 73.35%, 59.77%, 21713.23%, accuracy, miss-classification rate, sensitivity, specificity, precision, False positive rate, False discovery rate, False omission rate, Positive likelihood ratio, Negative likelihood ratio, Prevalence threshold, critical success index, F1 Score, Mathews Correlation coefficient, Fowlkes-Mallows Index, Informedness, and Diagnostic odd ratio, respectively. During the validation phase, the performance of the model is evaluated, and the following evaluation metrics are obtained: 96.09%, 3.90%, 60.54%, 99.34%, 89.34%, 0.65%, 10.65%, 3.49%, 9185.62%, 2839.70%, 9.44%, 56.46%, 72.17%, 71.70%, 73.54%, 59.88%, 23127.93%, accuracy, miss-classification rate, sensitivity, specificity, precision, False positive rate, False discovery rate, False omission rate, Positive likelihood ratio, Negative likelihood ratio, Prevalence threshold, critical success index, F1 Score, Mathews Correlation coefficient, Fowlkes-Mallows Index, Informedness, and Diagnostic odd ratio, respectively.

TABLE XI. SVM MODEL’S - EHRs DIABETES DATASET – TRAINING PHASE – 75:25

<table>
<thead>
<tr>
<th>Input</th>
<th>Total number of samples (75000)</th>
<th>Result (output)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expected output</td>
<td>Predicted positive</td>
<td>Predicted negative</td>
</tr>
<tr>
<td>6409(positive)</td>
<td>3876(TP)</td>
<td>2533(FN)</td>
</tr>
<tr>
<td>68591(negative)</td>
<td>480(FP)</td>
<td>6811(TN)</td>
</tr>
</tbody>
</table>
TABLE XII. SVM MODEL'S - EHRs DIABETES DATASET – TESTING PHASE – 75:25

<table>
<thead>
<tr>
<th>Input</th>
<th>Total number of samples (25000)</th>
<th>Result (output)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Expected output</td>
<td>Predicted positive</td>
</tr>
<tr>
<td>2091(positive)</td>
<td>1266(TP)</td>
<td>825(FN)</td>
</tr>
<tr>
<td>22909(negative)</td>
<td>151(FP)</td>
<td>22758(TN)</td>
</tr>
</tbody>
</table>

TABLE XIII. SVM MODEL'S (EHRs DIABETES DATASET) EVALUATION METRICS, 75:25

<table>
<thead>
<tr>
<th></th>
<th>Testing</th>
<th>Training</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.9609 (96.09 %)</td>
<td>0.9598 (95.98 %)</td>
</tr>
<tr>
<td>Miss-classification rate</td>
<td>0.0390 (3.90 %)</td>
<td>0.0401 (4.01 %)</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>0.6054 (60.54 %)</td>
<td>0.6047 (60.47 %)</td>
</tr>
<tr>
<td>Specificity</td>
<td>0.9934 (99.34 %)</td>
<td>0.9930 (99.30 %)</td>
</tr>
<tr>
<td>Precision</td>
<td>0.8934 (89.34 %)</td>
<td>0.8898 (88.98 %)</td>
</tr>
<tr>
<td>False positive rate</td>
<td>0.0065 (0.65 %)</td>
<td>0.0069 (0.69 %)</td>
</tr>
<tr>
<td>False discovery rate</td>
<td>0.1065 (10.65 %)</td>
<td>0.1101 (11.01 %)</td>
</tr>
<tr>
<td>False omission rate</td>
<td>0.0349 (3.49 %)</td>
<td>0.0358 (3.58 %)</td>
</tr>
<tr>
<td>Positive likelihood ratio</td>
<td>91.8562 (9185.62 %)</td>
<td>86.4210 (8642.10 %)</td>
</tr>
<tr>
<td>Negative likelihood ratio</td>
<td>28.3970 (2839.70 %)</td>
<td>27.6942 (2769.42 %)</td>
</tr>
<tr>
<td>Prevalence threshold</td>
<td>0.0944 (9.44 %)</td>
<td>0.0971 (9.71 %)</td>
</tr>
<tr>
<td>Critical success index</td>
<td>0.5646 (56.46 %)</td>
<td>0.5626 (56.26 %)</td>
</tr>
<tr>
<td>F1 Score</td>
<td>0.7217 (72.17 %)</td>
<td>0.7201 (72.01 %)</td>
</tr>
<tr>
<td>Mathews Correlation co-efficient</td>
<td>0.7170 (71.70 %)</td>
<td>0.7144 (71.44 %)</td>
</tr>
<tr>
<td>Fowlkes-Mallows Index</td>
<td>0.7354 (73.54 %)</td>
<td>0.7335 (73.35 %)</td>
</tr>
<tr>
<td>Informedness</td>
<td>0.5988 (59.88 %)</td>
<td>0.5977 (59.77 %)</td>
</tr>
<tr>
<td>Diagnostic odds ratio</td>
<td>231.2793 (2312793 %)</td>
<td>217.1323 (2171323 %)</td>
</tr>
</tbody>
</table>

E. DPEMDFML - ANN System Model - using Pima Diabetes Dataset - 70:30

Shifting our focus to the second algorithm used in this research, the Artificial Neural Network (ANN) model was employed, and the Pima Diabetes Dataset was utilized for evaluation. To ensure a robust assessment of the model's effectiveness, the dataset was split into two sets: 20% for testing (n=231) and 70% for training (n=537). To gauge the performance of the ANN model, a detailed analysis was conducted using two distinct evaluation tables: Table XIV and Table XV. These tables present the confusion matrix, providing valuable insights into the model's ability to deliver accurate predictions during both the testing and training phases.

During the training stage, Table XIV illustrates the ANN model’s predictions for diabetes disease. The training dataset consists of 537 samples, further divided into 188 true positive cases, indicating the presence of diabetes, and 349 true negative cases, indicating the absence of diabetes. Among the true positive cases, the ANN model correctly identifies 157 samples as positive, accurately indicating the presence of healthcare issues. However, the model misclassifies 31 records as negative, falsely indicating the presence of healthcare issues. Conversely, among the true negative cases, the ANN model accurately predicts 327 samples as negative, correctly identifying the presence of healthcare conditions. However, the model makes 22 errors, incorrectly classifying them as positive, falsely indicating the absence of a healthcare issue.

During the testing phase, the ANN model's predictions for diabetes disease are shown in Table XV. The testing dataset consists of 231 samples, further divided into 80 true positive cases, indicating the presence of diabetes, and 151 true negative cases, indicating the absence of diabetes. Among the
true positive cases, the ANN model correctly identifies 47 samples as positive, accurately indicating the absence of healthcare issues. However, the model misclassifies 33 records as negative, falsely signalling the presence of healthcare issues where there are none. On the other hand, among the true negative cases, the ANN model accurately predicts 116 samples as negative, correctly identifying the presence of healthcare conditions. However, the model makes 35 errors, incorrectly classifying them as positive, falsely indicating the absence of a healthcare issue.

Table XVI provides a comprehensive summary of the proposed ANN model's performance during the training phase, showcasing various evaluation metrics. The percentages for each metric achieved by the ANN model are as follows: 90.13% accuracy, 9.86% miss-classification rate, 83.51% sensitivity, 93.69% specificity, 87.70% precision, 6.30% false positive rate, 32.17% false discovery rate, 35.57% false omission rate, 1724.78% positive likelihood ratio, 17.59% negative likelihood ratio, 44.90% prevalence threshold, 77.20% critical success index, 85.55% F1 Score, 83.78% Fowlkes-Mallows Index, 77.20% informedness, and 7527.71% diagnostic odds ratio.

Table XIV.

<table>
<thead>
<tr>
<th>Total number of samples (537)</th>
<th>Result (output)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expected output</td>
<td>Predicted positive</td>
</tr>
<tr>
<td>188 (positive)</td>
<td>157 (TP)</td>
</tr>
<tr>
<td>349 (negative)</td>
<td>22 (FP)</td>
</tr>
</tbody>
</table>

Table XV.

<table>
<thead>
<tr>
<th>Total number of samples (231)</th>
<th>Result (output)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expected output</td>
<td>Predicted positive</td>
</tr>
<tr>
<td>80 (positive)</td>
<td>47 (TP)</td>
</tr>
<tr>
<td>151 (negative)</td>
<td>35 (FP)</td>
</tr>
</tbody>
</table>

Table XVI.

<table>
<thead>
<tr>
<th></th>
<th>Testing</th>
<th>Training</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.7056 (70.56 %)</td>
<td>0.9013 (90.13 %)</td>
</tr>
<tr>
<td>Miss-classification rate</td>
<td>0.2943 (29.43 %)</td>
<td>0.0986 (9.86 %)</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>0.5875 (58.75 %)</td>
<td>0.8351 (83.51 %)</td>
</tr>
<tr>
<td>Specificity</td>
<td>0.7682 (76.82 %)</td>
<td>0.9369 (93.69 %)</td>
</tr>
<tr>
<td>Precision</td>
<td>0.5731 (57.31 %)</td>
<td>0.8770 (87.70 %)</td>
</tr>
<tr>
<td>False positive rate</td>
<td>0.2317 (23.17 %)</td>
<td>0.0630 (6.30 %)</td>
</tr>
<tr>
<td>False discovery rate</td>
<td>0.4268 (42.68 %)</td>
<td>0.1229 (12.29 %)</td>
</tr>
<tr>
<td>false omission rate</td>
<td>0.2317 (23.17 %)</td>
<td>0.0630 (6.30 %)</td>
</tr>
<tr>
<td>Positive likelihood ration</td>
<td>2.5346 (253.46 %)</td>
<td>13.2478 (1324.78 %)</td>
</tr>
<tr>
<td>Negative likelihood ratio</td>
<td>0.5369 (53.69 %)</td>
<td>0.1759 (17.59 %)</td>
</tr>
<tr>
<td>prevalence threshold</td>
<td>0.4096 (40.96 %)</td>
<td>0.4490 (44.90 %)</td>
</tr>
<tr>
<td>critical success index</td>
<td>0.3557 (35.57 %)</td>
<td>0.7720 (77.20 %)</td>
</tr>
<tr>
<td>F1 Score</td>
<td>0.5802 (58.02 %)</td>
<td>0.8555 (85.55 %)</td>
</tr>
<tr>
<td>Mathews Correlation co-efficient</td>
<td>0.3536 (35.36 %)</td>
<td>0.7812 (78.12 %)</td>
</tr>
<tr>
<td>Fowlkes-Mallows Index</td>
<td>0.6155 (61.55 %)</td>
<td>0.8378 (83.78 %)</td>
</tr>
<tr>
<td>Informedness</td>
<td>0.3557 (35.57 %)</td>
<td>0.7720 (77.20 %)</td>
</tr>
<tr>
<td>Diagnostic odds ratio</td>
<td>4.7203 (472.03 %)</td>
<td>75.2771 (7527.71 %)</td>
</tr>
</tbody>
</table>
**F. DPEMDFML - ANN System Model - using Pima Diabetes Dataset - 75:25**

Once more, the ANN model was utilized with the Pima Diabetes Dataset. The dataset here was split into 25% for testing (n=192) and 75% for training (n=576) to ensure a thorough evaluation of the model's performance. The performance metrics of the ANN model are presented in Table XVII and Table XVIII, displaying the confusion matrix results.

During the training phase, Table XVII showcases the ANN model's predictions for diabetes disease. Out of the 576 samples used for training, 199 are identified as real positive cases, and 377 as real negative cases. Among these, 172 are correctly identified as positive, meaning no healthcare issues have been observed, while 27 are incorrectly projected as negatives, indicating a healthcare issue is present. Regarding the 377 samples with negative results, indicating the presence of a healthcare condition, 352 samples are correctly forecasted as negative, and 25 samples are wrongly forecasted as positive, indicating the absence of a healthcare issue.

During the testing phase, Table XVIII displays the ANN model's predictions for diabetes disease. The dataset consists of 192 samples, divided into 69 real positive cases and 123 real negative cases. Among these, the model correctly identifies 45 samples as positive, indicating no healthcare issues observed, while 24 samples are incorrectly projected as negatives, suggesting a healthcare issue. For the 123 samples with negative results, indicating the presence of a healthcare condition, the model appropriately forecasts 92 as negative, and 31 samples are wrongly forecasted as positive, indicating the absence of a healthcare issue.

Table XIX provides a comprehensive summary of the proposed ANN model's performance during the training phase, showcasing various evaluation metrics. The percentages for each metric achieved by the ANN model are as follows: 90.97%, 9.02%, 86.43%, 93.36%, 87.30%, 6.63%, 12.96%, 5.88%, 130.39%, 14.53%, 46.53%, 79.80%, 86.86%, 79.99%, 84.98%, 79.80%, 8969.48%, accuracy, misclassification rate, sensitivity, specificity, precision, False positive rate, False discovery rate, False omission rate, Positive likelihood ratio, Negative likelihood ratio, Prevalence threshold, critical success index, F1 Score, Mathews Correlation coefficient, Fowlkes-Mallows Index, informedness, and Diagnostic odds ratio, respectively. During the validation phase, the performance of the model is evaluated, and the following evaluation metrics are obtained: 71.35%, 28.64%, 65.21%, 74.79%, 59.21%, 25.20%, 40.78%, 20.68%, 258.76%, 46.50%, 45.21%, 40.01%, 62.06%, 39.26%, 61.10%, 40.01%, 556.45%, accuracy, misclassification rate, sensitivity, specificity, precision, False positive rate, False discovery rate, False omission rate, Positive likelihood ratio, Negative likelihood ratio, Prevalence threshold, critical success index, F1 Score, Mathews

**G. DPEMDFML - ANN System Model - using EHRs Dataset - 70:30**

Utilizing the same algorithm, the ANN model applied to the second dataset, referred to as the EHRs Dataset (Electronic Health Records Dataset). To achieve a comprehensive evaluation of the model's performance, the data set was split as: 30% for testing (n = 30,000) and 70% for training (n = 70,000). The effectiveness of the ANN model was assessed through a thorough analysis of its performance using two separate evaluation tables: Table XX and Table XXI. These tables present detailed information from the confusion matrix, offering insights into the model's performance during both the testing and training phases.

During the training phase, Table XX displays the outcomes of the ANN model's predictions for diabetes disease. In this phase, the model uses a dataset consisting of 70,000 samples, which are further divided into 5,972 real positive cases and 64,028 real negative cases. Among the real positive cases, 4,265 samples are correctly identified as positive, indicating the absence of healthcare issues. However, 1,707 samples are incorrectly classified as negatives, implying potential healthcare concerns. Regarding the real negative cases, which represent the presence of a healthcare condition, the model accurately predicts 63,938 samples as negative, indicating the presence of healthcare issues. However, 90 samples are falsely predicted as positive, suggesting the absence of healthcare issues, when in fact, they should have been classified as negative.

TABLE XVII. ANN MODEL'S - PIMA DIABETES DATASET – TRAINING PHASE – 75:25

<table>
<thead>
<tr>
<th>Input</th>
<th>Total number of samples (576)</th>
<th>Result (output)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expected output</td>
<td>Predicted positive</td>
<td>Predicted negative</td>
</tr>
<tr>
<td>199(positive)</td>
<td>172(TP)</td>
<td>27(FN)</td>
</tr>
<tr>
<td>377(negative)</td>
<td>25(FP)</td>
<td>352(TN)</td>
</tr>
</tbody>
</table>

TABLE XVIII. ANN MODEL'S - PIMA DIABETES DATASET – TESTING PHASE – 75:25

<table>
<thead>
<tr>
<th>Input</th>
<th>Total number of samples (192)</th>
<th>Result (output)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expected output</td>
<td>Predicted positive</td>
<td>Predicted negative</td>
</tr>
<tr>
<td>69(positive)</td>
<td>45(TP)</td>
<td>24(FN)</td>
</tr>
<tr>
<td>123(negative)</td>
<td>31(FP)</td>
<td>92(TN)</td>
</tr>
</tbody>
</table>
TABLE XIX. ANN MODEL’S (PIMA DIABETES DATASET) EVALUATION METRICS, 75:25

<table>
<thead>
<tr>
<th></th>
<th>Testing</th>
<th>Training</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.7135 (71.35 %)</td>
<td>0.9097 (90.97 %)</td>
</tr>
<tr>
<td>Miss-classification rate</td>
<td>0.2864 (28.64 %)</td>
<td>0.0902 (9.02 %)</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>0.6521 (65.21 %)</td>
<td>0.8643 (86.43 %)</td>
</tr>
<tr>
<td>Specificity</td>
<td>0.7479 (74.79 %)</td>
<td>0.9336 (93.36 %)</td>
</tr>
<tr>
<td>Precision</td>
<td>0.5921 (59.21 %)</td>
<td>0.8730 (87.30 %)</td>
</tr>
<tr>
<td>False positive rate</td>
<td>0.2520 (25.20 %)</td>
<td>0.0663 (6.63 %)</td>
</tr>
<tr>
<td>False discovery rate</td>
<td>0.4078 (40.78 %)</td>
<td>0.1269 (12.96 %)</td>
</tr>
<tr>
<td>False omission rate</td>
<td>0.2068 (20.68 %)</td>
<td>0.0588 (5.88 %)</td>
</tr>
<tr>
<td>Positive likelihood ratio</td>
<td>2.5876 (258.76 %)</td>
<td>13.0339 (1303.39 %)</td>
</tr>
<tr>
<td>Negative likelihood ratio</td>
<td>0.4650 (46.50 %)</td>
<td>0.1453 (14.53 %)</td>
</tr>
<tr>
<td>Prevalence threshold</td>
<td>0.4521 (45.21 %)</td>
<td>0.4653 (46.53 %)</td>
</tr>
<tr>
<td>Critical success index</td>
<td>0.4001 (40.01 %)</td>
<td>0.7980 (79.80 %)</td>
</tr>
<tr>
<td>F1 Score</td>
<td>0.6206 (62.06 %)</td>
<td>0.8686 (86.86 %)</td>
</tr>
<tr>
<td>Mathews Correlation co-efficient</td>
<td>0.3926 (39.26 %)</td>
<td>0.7999 (79.99 %)</td>
</tr>
<tr>
<td>Fowlkes-Mallows Index</td>
<td>0.6110 (61.10 %)</td>
<td>0.8498 (84.98 %)</td>
</tr>
<tr>
<td>Informedness</td>
<td>0.4001 (40.01 %)</td>
<td>0.7980 (79.80 %)</td>
</tr>
<tr>
<td>Diagnostic odds ratio</td>
<td>5.5645 (556.45 %)</td>
<td>89.6948 (8969.48 %)</td>
</tr>
</tbody>
</table>

During the testing phase, Table XXI demonstrates the ANN model's performance in predicting diabetes disease. The dataset used for testing consists of 30,000 samples, which are further divided into 2,528 actual positive cases and 27,472 actual negative cases. The model correctly identifies 1,754 positive cases, indicating the absence of healthcare issues. However, it mistakenly classifies 774 positive cases as negative, suggesting possible healthcare concerns. For the actual negative cases, which indicate the presence of healthcare conditions, the model accurately predicts 27,368 samples as negative. This demonstrates its ability to identify the presence of healthcare issues correctly. Nevertheless, there are 104 false positive predictions, where the model incorrectly identifies cases as negative, indicating the absence of healthcare issues when they should have been classified as positive.

Table XXII provides a comprehensive summary of the proposed ANN model's performance during the training phase, showcasing various evaluation metrics. The percentages for each metric achieved by the ANN model are as follows: 97.43% accuracy, 2.56% miss-classification rate, 71.41% sensitivity, 99.85% specificity, 97.93% precision, 0.14% false positive rate, 2.06% false discovery rate, 2.60% false omission rate, 50807.36% positive likelihood ratio, 28.62% negative likelihood ratio, 35.77% prevalence threshold, 71.27% critical success index, 82.59% F1 Score, 82.43% Mathews Correlation coefficient, 97.12% Fowlkes-Mallows Index, and 177501.51% diagnostic odds ratio.

During the validation phase, the performance of the model is evaluated, and the following evaluation metrics are obtained: 97.07% accuracy, 2.92% miss-classification rate, 69.38% sensitivity, 99.62% specificity, 94.40% precision, 0.37% false positive rate, 5.59% false discovery rate, 2.75% false omission rate, 18327.76% positive likelihood ratio, 30.73% negative likelihood ratio, 34.88% prevalence threshold, 69.00% critical success index, 79.98% F1 Score, 79.52% Mathews Correlation coefficient, 96.73% Fowlkes-Mallows Index, and 59634.60% diagnostic odds ratio.

Table XX II. ANN MODEL’S - EHRS DIABETES DATASET – TRAINING PHASE – 70:30

<table>
<thead>
<tr>
<th>Input</th>
<th>Total number of samples (70000)</th>
<th>Result (output)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expected output</td>
<td>Predicted positive</td>
<td>Predicted negative</td>
</tr>
<tr>
<td>5972 (positive)</td>
<td>4265 (TP)</td>
<td>1707 (FN)</td>
</tr>
<tr>
<td>64028 (negative)</td>
<td>90 (FP)</td>
<td>63938(TN)</td>
</tr>
</tbody>
</table>
### TABLE XXI. ANN MODEL’S - EHRs DIABETES DATASET – TESTING PHASE – 70:30

<table>
<thead>
<tr>
<th>Input</th>
<th>Total number of samples (30000)</th>
<th>Result (output)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Expected output</td>
<td>Predicted positive</td>
</tr>
<tr>
<td>2528 (positive)</td>
<td></td>
<td>1754 (TP)</td>
</tr>
<tr>
<td>27472 (negative)</td>
<td></td>
<td>104 (FP)</td>
</tr>
</tbody>
</table>

### TABLE XXII. ANN MODEL’S (EHRs DIABETES DATASET) EVALUATION METRICS, 70:30

<table>
<thead>
<tr>
<th></th>
<th>Testing</th>
<th>Training</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.9707 (97.07 %)</td>
<td>0.9743 (97.43 %)</td>
</tr>
<tr>
<td>Miss-classification rate</td>
<td>0.0292 (2.92 %)</td>
<td>0.0256 (2.56 %)</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>0.6938 (69.38 %)</td>
<td>0.7141 (71.41 %)</td>
</tr>
<tr>
<td>Specificity</td>
<td>0.9962 (99.62 %)</td>
<td>0.9985 (99.85 %)</td>
</tr>
<tr>
<td>Precision</td>
<td>0.9440 (94.40 %)</td>
<td>0.9793 (97.93 %)</td>
</tr>
<tr>
<td>False positive rate</td>
<td>0.0037 (0.37 %)</td>
<td>0.0014 (0.14 %)</td>
</tr>
<tr>
<td>False omission rate</td>
<td>0.0559 (5.59 %)</td>
<td>0.0206 (2.06 %)</td>
</tr>
<tr>
<td>Positive likelihood ratio</td>
<td>183.2776 (18327.76 %)</td>
<td>508.0736 (50807.36 %)</td>
</tr>
<tr>
<td>Negative likelihood ratio</td>
<td>0.30733 (30.733 %)</td>
<td>0.2862 (28.62 %)</td>
</tr>
<tr>
<td>Prevalence threshold</td>
<td>0.3488 (34.88 %)</td>
<td>0.3577 (35.77 %)</td>
</tr>
<tr>
<td>Critical success index</td>
<td>0.6900 (69.00 %)</td>
<td>0.7127 (71.27 %)</td>
</tr>
<tr>
<td>F1 Score</td>
<td>0.7998 (79.98 %)</td>
<td>0.8259 (82.59 %)</td>
</tr>
<tr>
<td>Mathews Correlation co-efficient</td>
<td>0.7952 (79.52 %)</td>
<td>0.8243 (82.43 %)</td>
</tr>
<tr>
<td>Fowlkes-Mallows Index</td>
<td>0.9673 (96.73 %)</td>
<td>0.9712 (97.12 %)</td>
</tr>
<tr>
<td>Informedness</td>
<td>0.6900 (69.00 %)</td>
<td>0.7127 (71.27 %)</td>
</tr>
<tr>
<td>Diagnostic odds ratio</td>
<td>596.3460 (59634.60 %)</td>
<td>1775.0151 (177501.51 %)</td>
</tr>
</tbody>
</table>

### H. DPEMDFML - ANN System Model - using EHRs Dataset - 75:25

In this study, the Artificial Neural Network (ANN) model was utilized to analyse the Electronic Health Records Dataset (EHRs Dataset). To ensure a rigorous evaluation of the model’s capabilities, the dataset was split into 25% for testing, comprising 25,000 samples, and 75% for training, with 75,000 samples. The effectiveness of the ANN model was thoroughly assessed using two distinct evaluation tables: Table XXIII and Table XXIV, which offer a detailed view of the confusion matrix and facilitate an in-depth analysis of the model’s performance.

During the training phase, Table XXIII depicts the predictions made by the ANN model for diabetes disease. The dataset used for training consists of 75,000 samples, which are further categorized into 6,409 real positive cases and 68,591 real negative cases. The model accurately identified 4,582 samples as truly positive, indicating the absence of healthcare issues. However, it misclassified 1,827 records as negatives, falsely signalling the presence of a healthcare condition. Out of the 68,591 negative results, which indicate the presence of a healthcare condition, the model correctly forecasted 68,472 samples as negative, demonstrating its effectiveness in correctly identifying such cases. However, there were 119 samples that were inaccurately forecasted as positive, indicating the absence of a healthcare issue when it was present.

During the testing phase, Table XXIV presents the predictions made by the ANN model for diabetes disease. The dataset used for testing comprises 25,000 samples, which are further divided into 2,091 real positive cases and 22,909 real negative cases. The model accurately identified 1,461 samples as truly positive, indicating the absence of healthcare issues. However, it misclassified 630 records as negatives, falsely signaling the presence of a healthcare condition. Out of the 22,909 negative results, which indicate the presence of a healthcare condition, the model correctly forecasted 22,827 samples as negative, demonstrating its effectiveness in correctly identifying such cases. However, there were 82
samples that were inaccurately forecasted as positive, indicating the absence of a healthcare issue when it was present.

Table XXV provides a comprehensive summary of the ANN model's performance during the training phase, displaying various evaluation metrics. The ANN model achieved the following percentages for each metric: 97.40% for accuracy, 2.59% for miss-classification rate, 71.49% for sensitivity, 99.82% for specificity, 97.96% for precision, 0.17% for the False positive rate, 2.53% for the False discovery rate, 28.50% for the False omission rate, 412.0832% for the Positive likelihood ratio, 28.53% for the False discovery rate, 28.50% for the Negative likelihood ratio, 35.83% for the Prevalence threshold, 71.31% for the critical success index, 82.48% for the F1 Score, 82.25% for the Mathews Correlation coefficient, 97.09% for the Fowlkes-Mallows Index, 71.31% for informedness, and 64557.19% for the Diagnostic odds ratio.

**TABLE XXV. ANN MODEL’S (EHRs DIABETES DATASET) EVALUATION METRICS, 75:25**

<table>
<thead>
<tr>
<th>Metric</th>
<th>Testing</th>
<th>Training</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.9715 (97.51 %)</td>
<td>0.9740 (97.40 %)</td>
</tr>
<tr>
<td>Miss-classification rate</td>
<td>0.0284 (2.46 %)</td>
<td>0.0259 (2.59 %)</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>0.6987 (69.87 %)</td>
<td>0.7149 (71.49 %)</td>
</tr>
<tr>
<td>Specificity</td>
<td>0.9964 (99.64 %)</td>
<td>0.9982 (99.82 %)</td>
</tr>
<tr>
<td>Precision</td>
<td>0.9468 (94.68 %)</td>
<td>0.9746 (97.96 %)</td>
</tr>
<tr>
<td>False positive rate</td>
<td>0.0035 (0.35 %)</td>
<td>0.0017 (0.17 %)</td>
</tr>
<tr>
<td>False discovery rate</td>
<td>0.0531 (5.51 %)</td>
<td>0.0253 (2.53 %)</td>
</tr>
<tr>
<td>false omission rate</td>
<td>0.3012 (30.12 %)</td>
<td>0.2850 (28.50 %)</td>
</tr>
<tr>
<td>Positive likelihood ration</td>
<td>195.2038 (19520.38 %)</td>
<td>412.0832 (41208.32 %)</td>
</tr>
<tr>
<td>Negative likelihood ratio</td>
<td>0.3023 (30.23 %)</td>
<td>0.2855 (28.55 %)</td>
</tr>
<tr>
<td>Prevalence threshold</td>
<td>0.3511 (35.11 %)</td>
<td>0.3583 (35.83 %)</td>
</tr>
<tr>
<td>Critical success index</td>
<td>0.6951 (69.51 %)</td>
<td>0.7131 (71.31 %)</td>
</tr>
<tr>
<td>F1 Score</td>
<td>0.8040 (80.40 %)</td>
<td>0.8248 (82.48 %)</td>
</tr>
<tr>
<td>Mathews Correlation co-efficient</td>
<td>0.7996 (79.96 %)</td>
<td>0.8225 (82.25 %)</td>
</tr>
<tr>
<td>Fowlkes-Mallows Index</td>
<td>0.9682 (96.82 %)</td>
<td>0.9709 (97.09 %)</td>
</tr>
<tr>
<td>Informedness</td>
<td>0.6951 (69.51 %)</td>
<td>0.7131 (71.31 %)</td>
</tr>
<tr>
<td>Diagnostic odds ratio</td>
<td>645.5719 (64557.19 %)</td>
<td>1443.0540 (144305.40 %)</td>
</tr>
</tbody>
</table>
The results of DPEMDFML model on the EHRs diabetes dataset indicate that the ANN model outperformed other algorithms in both the 70:30 and 75:25 ratio splits. With the 70:30 split, the ANN model achieved an impressive accuracy of 97.43%, showcasing its robustness in correctly classifying diabetes cases.

Similarly, in the 75:25 split, the ANN model maintained a high accuracy of 97.40%, further validating its effectiveness in handling the dataset. On the other hand, the SVM model also showcased commendable results on the same EHRs diabetes dataset. In the 70:30 split, the SVM model achieved an accuracy of 96.03%, demonstrating its potential to effectively classify diabetes cases.

In the 75:25 split, the SVM model maintained a high accuracy of 95.98%, further highlighting its capability to handle varying data proportions. Table XXVI show the accuracies reached in this study.

Table XXVII presented provides an overall comparison of the proposed DPEMDFML model with the previous works mentioned. The results clearly demonstrate that the accuracy of the proposed model has outperformed all the other accuracies reported in the mentioned works, using both of the employed algorithms.

VI. Conclusion

In summary, this research offers a distinctive and thorough investigation of the application of machine learning approaches for diabetes detection. The proposed DPEMDFML model shows improved accuracy in predicting diabetes disease compared to earlier efforts by using two separate algorithms and two different datasets. The comprehensive assessment tables show that the SVM and ANN models performed well during both the testing and training periods. The suggested framework's use of machine learning fusion has the potential to diagnose diabetes earlier, resulting in proactive healthcare treatments and better patient outcomes. This work advances the field of diabetes diagnostic research by offering insightful information on the efficacy of various algorithms and datasets. The findings open the way for further study and model enhancement, with the goal of facilitating improved and more accurate diabetes detection in clinical situations. In future, we will incorporate more recent datasets to enhance the study's relevance and accuracy.
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Abstract—Based on the findings of the 2010 Global Burden of Disease analysis, there was an increase in the global ranking of Chronic Kidney Disease (CKD) as a major contributor to mortality, moving from 27th place in 1990 to 18th position. Approximately 10 percent of the global population experiences CKD, and every year millions of lives are lost due to limited access to adequate treatment. CKD poses a substantial global health concern, greatly affecting both the well-being and life span of individuals afflicted by the condition. This study aims to evaluate the performance of three major classification algorithms in CKD diagnosis: Decision Tree, Support Vector Machine (SVM), and Naive Bayes. This research distinguishes it from previous studies through an innovative data processing approach. Data preprocessing involved transforming categorical values into numerical form using label encoding, as well as applying Exploratory Data Analysis (EDA) to identify outliers and test data assumptions. In addition, the handling of missing values was done with appropriate strategies to maintain the integrity of the dataset. The classification method was evaluated using a dataset of 400 samples from Kaggle with 24 attributes. Through careful experimentation, the accuracy results of each algorithm are presented and compared. The results of this study can help in the development of a more efficient and accurate decision support system for the early diagnosis of CKD.
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I. INTRODUCTION

The kidneys, a pair of bean-shaped organs, are located in the posterior part of the abdomen and play a major role in maintaining the body's internal balance. Their duties include filtering and purifying the blood, eliminating excess fluid and metabolic waste through the formation of urine, as well as regulating electrolyte balance, blood pressure, and the production of hormones that influence the formation of red blood cells. The central role of the kidneys in maintaining body harmony also supports the optimal performance of other organs [1].

Currently, the prevalence of CKD continues to increase globally and has become a serious health problem. Based on the Global Burden of Disease study in 2010, CKD rose to 18th as the world's leading cause of death, up from 27th in 1990. More than two million individuals worldwide undergo dialysis therapy or kidney transplantation, although this number represents only about 10% of the population requiring such treatment. About ten percent of the global population suffers from CKD, and millions of lives are lost each year due to limited access to adequate treatment [2]. Chronic Kidney Disease (CKD) refers to the decline in kidney function that occurs slowly over months or even years [3]. Decreased kidney function can result in the accumulation of fluids, electrolytes, and metabolic waste in the body, which in turn causes various health problems.

In the early stages, CKD often does not cause noticeable symptoms, but patients may experience kidney pain when the disease is in an advanced stage [4]. Chronic kidney failure is progressive and cannot be cured, resulting in a high mortality rate. One of the problems faced by patients with CKD is the high cost of treatment and medication. Therefore, early detection is crucial to identify kidney disease at an early stage and prevent the development of chronic kidney disorders [5].

In the present era, the use of machine learning has become popular in the field of healthcare due to the demand for efficient analytical methodologies to uncover important yet undiscovered information in health data [6]. Medical data mining is employed to gain insights by reviewing information obtained from medical reports, evidence tables, flowcharts, research papers, and more. This data is then transformed into relevant information to support decision-making [7]. Machine learning is a field that encompasses the creation of statistical models and algorithms, empowering computer systems to execute tasks without direct commands, instead of relying on patterns and deduction. By using machine learning algorithms, computer systems can process large amounts of historical data and recognize patterns within that data. This allows the system to make more accurate predictions based on input data.

In this research, three machine learning classification methods are employed, specifically Decision Tree, Support Vector Machine, and Naive Bayes. The difference from previous studies lies in the preprocessing stage, where several processing techniques are applied to the dataset. One of them is data transformation, where invalid values in categorical data are replaced and categorical values are converted to integers using label encoding. Furthermore, Exploratory Data Analysis (EDA) is conducted, employing descriptive statistics and visual tools to gain a deeper understanding of the data. The
The goal of EDA is to uncover maximum insights from the dataset, identify outliers and anomalies, and test underlying assumptions [8]. The missing values are handled by filling in the mean for numerical attributes and the mode for categorical attributes. Additionally, k-fold cross-validation is employed to reduce the impact of accuracy instability. The accuracy is obtained from the average accuracy of each fold [9].

The objective of this research is to implement and evaluate Decision Tree, Support Vector Machine, and Naïve Bayes algorithms in the process of diagnosing CKD. The algorithm is implemented using the Python programming language. The study utilizes a dataset of 400 samples obtained from Kaggle, consisting of 24 attributes. The results of this research will be compared with previous studies to compare different classification methods and conclude the most effective classification.

The article is divided into several sections. In Section I, it covers the background, motivation, related work, and the overall structure of the article. This section provides an overview of the research context, the reasons behind conducting the study, and a review of relevant literature. Section II presents the related works, including the literature review. Section III present the workflow, CKD dataset. It discusses various steps such as preprocessing, handling missing values, Exploratory Data Analysis (EDA), k-fold cross-validation, and the implementation of the decision tree, support vector machine, and Naïve Bayes algorithms. This section provides a comprehensive understanding of the dataset and the methodologies employed in the research. The experimental results of the decision tree, SVM, and Naïve Bayes methods in classifying CKD are presented in Section IV. This section evaluates the performance of each classification method and provides insights into their effectiveness in diagnosing the disease. Finally, Section V concludes the paper by summarizing the main findings, highlighting the research contributions, and offering recommendations for future studies.

II. RELATED WORKS

Several studies have conducted the classification of CKD using machine learning methods. These are presented in Table I. Based on the information above, previous studies conducted data splitting using the split data function to divide the data into direct training and testing subsets. In this study, we employed the k-fold cross-validation method for data division, which can reduce instability in accuracy. The accuracy is calculated by averaging the accuracy of each fold. Furthermore, this study differed from previous research in terms of data pre-processing, as we applied several data processing techniques to the dataset.

<table>
<thead>
<tr>
<th>Id</th>
<th>Authors</th>
<th>Data</th>
<th>Method</th>
<th>Results (Accuracy)</th>
</tr>
</thead>
</table>
| 1  | Senan et al. [10] | Data Name: Chronic Kidney Disease  
Data Count: 400 patients  
Attributes: 24  
Source: University of California | SVM, K-NN, Random Forest. | SVM: 96.67%  
K-NN: 98.33%  
Random Forest: 100% |
| 2  | Saringat et al. [11] | Data Name: Chronic Kidney Disease  
Data Count: 400 patients  
Attributes: 25  
Source: UCI Machine Learning Repository website | SVM, Decision Tree, K-NN, Regression. | SVM: 90.25%  
Decision Tree: 95.50%  
K-NN: 94.75%  
Regression: 98.25% |
| 3  | Gokiladevi et al. [12] | Data Name: Chronic Kidney Disease  
Data Count: 400 patients  
Attributes: 24  
Source: UCI Benchmark CKD | K-NN, SVM, Random Forest, Decision Tree, Logistic Regression. | K-NN: 67.30%  
SVM: 73.75%  
Random Forest: 98.75%  
Decision Tree: 96.25%  
Logistic Regression: 94.68% |
| 4  | Kumar et al. [13] | Data Name: Chronic Kidney Disease  
Data Count: 400 patients  
Attributes: 24  
Source: University of California | Decision Tree, Naive Bayes, K-NN, Random Forest, SVM. | Decision Tree: 94.00%  
Naive Bayes: 93.00%  
K-NN: 67.00%  
Random Forest: 97.00%  
SVM: 97.00% |
| 5  | Tekale et al. [14] | Data Name: Chronic Kidney Disease  
Data Count: 400 patients  
Attributes: 25  
Source: UCI Repository | Decision Tree, SVM. | Decision Tree: 92.00%  
SVM: 97.00% |
| 6  | Zeynu [15] | Data Name: Chronic Kidney Disease  
Data Count: 400 patients  
Attributes: 24  
Source: UCI Repository | K-NN, ANN, Naïve Bayes, Ensemble model. | K-NN: 98.5%  
ANN: 97.75%  
Naïve Bayes: 94.5%  
Ensemble model: 99.00% |
| 7  | Faddillah et al. [16] | Data Name: Chronic Kidney Disease  
Data Count: 400 patients  
Attributes: 24  
Source: Indians Chronic Kidney Disease | Naïve Bayes. | Naïve Bayes: 91.25% |
| 8  | Amalia [17] | Data Name: Chronic Kidney Disease  
Data Count: 400 patients  
Attributes: 24  
Source: UCI Repository | SVM, NN. | SVM: 95.16%  
NN: 93.36% |
III. METHODS

This research involves several stages in analyzing the performance of CKD classification methods. The process begins with a literature review. The second stage involves collecting the CKD dataset. The third stage is the preprocessing stage, where data transformation, missing value handling, and Exploratory Data Analysis (EDA) are performed. Next is the data partitioning stage, using k-fold cross-validation. The subsequent stage involves building the model and finally evaluating the model using a confusion matrix and comparing the results. The stages of analyzing the CKD classification process in this research are illustrated in Fig. 1 below:

![Research Workflow Diagram]

**Fig. 1.** The research workflow.

A. Dataset

The study utilized data obtained from Kaggle, originating from a Kaggle account created by Nitesh Yadav, a Data Science Intern Technologies from India. The dataset consists of 400 instances with 24 attributes, presented in CSV format.

Table II thoroughly describes the attributes related to CKD, providing a comprehensive understanding of the variables involved. By utilizing this dataset, the study aims to analyze and uncover insights regarding the relationships between these attributes and the occurrence of the disease.

**TABLE II. DATA FOR CHRONIC KIDNEY DISEASE**

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Possible Values</th>
<th>Types</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>Years</td>
<td>Numeric</td>
</tr>
<tr>
<td>Blood Pressure</td>
<td>mm/Hg</td>
<td>Numeric</td>
</tr>
<tr>
<td>Specific Gravity</td>
<td>1.005,1.010,1.015,1.020,1.025</td>
<td>Nominal</td>
</tr>
<tr>
<td>Albumin</td>
<td>0,1,2,3,4,5</td>
<td>Nominal</td>
</tr>
<tr>
<td>Sugar</td>
<td>0,1,2,3,4,5</td>
<td>Nominal</td>
</tr>
<tr>
<td>Red Blood Cells</td>
<td>normal, abnormal</td>
<td>Nominal</td>
</tr>
<tr>
<td>Pus cells</td>
<td>normal, abnormal</td>
<td>Nominal</td>
</tr>
<tr>
<td>Pus Cell Clumps</td>
<td>present, not present</td>
<td>Nominal</td>
</tr>
<tr>
<td>Bacteria</td>
<td>present, not present</td>
<td>Nominal</td>
</tr>
<tr>
<td>Blood Glucose Random</td>
<td>mg/dl</td>
<td>Numeric</td>
</tr>
<tr>
<td>Blood Urea</td>
<td>mg/dl</td>
<td>Numeric</td>
</tr>
<tr>
<td>Serum Creatinine</td>
<td>mg/dl</td>
<td>Numeric</td>
</tr>
<tr>
<td>Sodium</td>
<td>mEq/L</td>
<td>Numeric</td>
</tr>
<tr>
<td>Potassium</td>
<td>mEq/L</td>
<td>Numeric</td>
</tr>
<tr>
<td>Hemoglobin</td>
<td>gms</td>
<td>Numeric</td>
</tr>
<tr>
<td>Packed Cell Volume</td>
<td>-</td>
<td>Numeric</td>
</tr>
<tr>
<td>White Blood Cell Count</td>
<td>cells/cumm</td>
<td>Numeric</td>
</tr>
<tr>
<td>Red Blood Cell Count</td>
<td>millions/cm</td>
<td>Numeric</td>
</tr>
<tr>
<td>Hypertension</td>
<td>yes, no</td>
<td>Nominal</td>
</tr>
<tr>
<td>Diabetes Mellitus</td>
<td>yes, no</td>
<td>Nominal</td>
</tr>
<tr>
<td>Coronary Artery Disease</td>
<td>yes, no</td>
<td>Nominal</td>
</tr>
<tr>
<td>Appetite</td>
<td>good, poor</td>
<td>Nominal</td>
</tr>
<tr>
<td>Pedal Edema</td>
<td>yes, no</td>
<td>Nominal</td>
</tr>
<tr>
<td>Anemia</td>
<td>yes, no</td>
<td>Nominal</td>
</tr>
<tr>
<td>Classification</td>
<td>ckd, not ckd</td>
<td>Nominal</td>
</tr>
</tbody>
</table>

B. Pre-processing

1) **Data transformation:** Incorrect or misleading analysis can occur if there are duplicates or missing data. Therefore, the pre-processing stage plays a crucial role in preparing high-quality data, resulting in more accurate and reliable decisions [19]. In this study, several preprocessing steps were performed on the dataset, including data transformation. During this stage, invalid values in the diabetes mellitus, coronary artery disease, and class attributes were modified. Detailed changes
are recorded in Table III, providing a clear overview of the transformations applied. Through the execution of these data transformations, the dataset gains enhanced accuracy and become well-prepared for subsequent phases of analysis and modeling. Furthermore, to translate categorical attributes into a numerical format, label encoding is employed. In this context, since all categorical attributes have two categories, label encoding can be employed to convert these categorical values into integers, namely 0 and 1.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Transformation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diabetes mellitus</td>
<td>( \text{tno = no; } \text{yes = yes; } \text{yes=yes} )</td>
</tr>
<tr>
<td>Coronary artery disease</td>
<td>( \text{tno = no} )</td>
</tr>
<tr>
<td>class</td>
<td>( \text{ckd} = \text{ckd}; \text{notckd} = \text{not ckd} )</td>
</tr>
</tbody>
</table>

2) Missing value handling: Machine learning models can encounter errors if the dataset contains missing data that is not handled properly. When the dataset is small, discarding samples with missing data is not an appropriate option, as it can reduce the amount of data used to train the machine learning model and affect the accuracy of data analysis. To address this issue, a technique called “Missing Value Handling” is used to handle missing data by filling in appropriate values based on the characteristics of the samples. By filling in the missing data, the dataset can be used to train the machine learning model, resulting in a well-trained model with optimal performance [20]. In this study, the missing data is filled in using the mean and mode values. The mean value is used to fill in missing data in numerical attributes, while the mode value is used to fill in missing data in categorical attributes.

3) Exploratory Data Analysis (EDA): Exploratory Data Analysis (EDA) is a critical procedure encompassing the recognition and description of repetitive patterns, noteworthy correlation arrangements, and the discernment of variables responsible for noteworthy diversity within a reduced dimensional framework. Moreover, EDA aids in the detection of anomalies like outliers, which might point to potential problems with data quality. It plays a crucial role in understanding the data by uncovering hidden patterns, exploring relationships between variables, and identifying redundant features. EDA serves as an important step in data exploration, enabling researchers to gain insights, make informed decisions, and provide a solid foundation for subsequent analysis and modeling [21].

C. Data Sharing

Within this study, the process of data division is executed through \( k \)-fold cross-validation. This technique encompasses a series of validation trials where training, validation, and testing phases are carried out. In the initial trial, 80% of datasets chosen at random were employed for training, leaving the remaining 20% for testing purposes. In the subsequent trial, a wholly distinct set of datasets, comprising 80% of the total, is employed for training, while the residual 20% serves for testing purposes. This process is repeated with different sets of 80% training datasets and 20% testing datasets, as shown in Fig. 2, where a total of five experiments are conducted sequentially. Assuming that the selection of training and testing datasets is truly random and the \( k \)-fold cross-validation process is ergodic, the correct output is obtained by averaging the outputs of all the experiments [9].

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Test</th>
<th>Train</th>
<th>Train</th>
<th>Train</th>
<th>Train</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 2. K-Fold cross validation.

D. Decision Tree

A conventional tree is composed of a root, branches, and leaves. Similarly, the structure of a Decision Tree includes a root node, branches, and leaf nodes. At each internal node, an attribute is subjected to testing, and the test outcome guides the branch selection, ultimately leading to the assignment of a class label to the corresponding leaf node. Positioned at the highest level, the root node functions as the progenitor of all nodes within the tree. A Decision Tree presents a hierarchical representation where each node signifies a feature (attribute), each link (branch) embodies a decision (rule), and each leaf encapsulates an outcome (categorical or continuous value). Because Decision Trees mimic human cognitive processes, they provide an intuitive means of grasping data and deriving insightful interpretations. The overarching idea is to construct such a tree for the complete dataset, yielding a distinct outcome at each leaf [22].

E. Support Vector Machine

SVM operates as a learning mechanism featuring a hypothesis space founded on linear functions within a feature space of significant dimensions. Its training is facilitated by learning algorithms rooted in optimization theory principles. The accuracy level achieved by the SVM model is highly dependent on the kernel function and parameters used during the training process. Based on its characteristics, the SVM method can be divided into two types: Linear SVM and Non-linear SVM. Linear SVM separates data linearly by placing a hyperplane with a soft margin between classes. The illustration of the linear SVM can be seen in Fig. 3. On the other hand, Non-linear SVM implements the kernel trick by mapping the data into a higher-dimensional space [23]. Basically, the concept of SVM involves finding the optimal separator on the hyperplane, as shown in Fig. 4. The best-separating hyperplane is determined by searching for the value of \( f(x) \) on the hyperplane margin [24-26].
F. Naïve Bayes

Naïve Bayes classification employs the principle of maximum likelihood estimation to categorize samples into the most probable groups [27]. Given an input vector with features represented as $X$ and a class label denoted as $Y$, the concept of Naïve Bayes is symbolized by $P(Y|X)$, indicating the probability of class label $Y$ considering the observed features $X$. This representation signifies the posterior probability of $Y$. The original probability $P(Y)$, recognized as the prior probability, is also considered. Throughout the training phase, the task involves acquiring knowledge about the posterior probabilities ($P(Y|X)$) for every combination of $X$ and $Y$ using insights gleaned from the training dataset [28].

G. Evaluation Metrics

The assessment conducted in this study employs a Confusion Matrix. The Confusion Matrix serves as a performance evaluation tool for machine learning classification tasks encompassing two or more classes. This table showcases various combinations of projected and actual values. Comprising four terms, the Confusion Matrix outlines the classification outcomes: True Positive, True Negative, False Positive, and False Negative [29]. True Positive (TP) signifies accurate positive predictions, while True Negative (TN) signifies accurate negative predictions. False Positive (FP) relates to an erroneous positive prediction, whereas False Negative (FN) corresponds to an incorrect negative prediction. The Confusion Matrix entails several computations, including:

Accuracy measures how accurately a model classifies data correctly [29]. The calculation of accuracy is done by using Eq. (1).

$$\text{Accuracy} = \frac{(TP+TN)}{(TP+FP+FN+TN)} \times 100\%$$ (1)

Precision describes the accuracy between the requested data and the predicted results given by the model [29]. The calculation of Precision is done using Eq. (2).

$$\text{Precision} = \frac{(TP)}{(TP+FP)} \times 100\%$$ (2)

Recall or Sensitivity represents the success of the model in capturing information [29]. The calculation of Recall or Sensitivity is done using Eq. (3).

$$\text{Recall} = \frac{TP}{(TP+FN)} \times 100\%$$ (3)

$F-1$ Score represents the weighted average of Precision and Recall. Accuracy is used as a performance reference for algorithms when the dataset has a significant number of false negatives and false positives. However, if the numbers are not close, the $F-1$ Score is used as a study in [29]. The calculation of the $F-1$ Score is done using Eq. (4).

$$F - 1 \text{ Score} = 2 \times \frac{(\text{Recall} \times \text{Precision})}{(\text{Recall} + \text{Precision})} \times 100\%$$ (4)

IV. EXPERIMENTS AND RESULTS

In this study, we utilized the laptop on the Windows 10 64-bit operating system with 8 GB of memory. It is powered by an Intel(R) Core (TM) i5-4210U processor, which provides processing capabilities ranging from 1.70 GHz to 2.39 GHz. The software employed for the study includes Python 3.10.6, Anaconda Navigator, Jupyter Notebook, a web browser, and Microsoft Excel. These tools and technologies formed the computational environment in which the analyses and experiments were conducted.

For the experiments, the data is divided by using used 5-Fold cross validation (80% data for training and 20% data for testing). The following Table IV presents the comparison of the method for each fold.

<table>
<thead>
<tr>
<th>Fold</th>
<th>Decision Tree</th>
<th>Support Vector Machine</th>
<th>Naïve Bayes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.975</td>
<td>0.9625</td>
<td>1.00</td>
</tr>
<tr>
<td>2</td>
<td>0.9875</td>
<td>0.975</td>
<td>0.975</td>
</tr>
<tr>
<td>3</td>
<td>0.95</td>
<td>0.95</td>
<td>0.925</td>
</tr>
<tr>
<td>4</td>
<td>0.975</td>
<td>1.0</td>
<td>0.95</td>
</tr>
<tr>
<td>5</td>
<td>0.9875</td>
<td>1.0</td>
<td>0.9375</td>
</tr>
<tr>
<td>Average</td>
<td>0.975</td>
<td>0.9775</td>
<td>0.9575</td>
</tr>
</tbody>
</table>

TABLE V. CONFUSION MATRIX DECISION TREE

<table>
<thead>
<tr>
<th>Class</th>
<th>Positive predicted</th>
<th>Negative predicted</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive actual</td>
<td>245</td>
<td>5</td>
</tr>
<tr>
<td>Negative actual</td>
<td>5</td>
<td>145</td>
</tr>
</tbody>
</table>

In the above Table V, we show the confusion matrix to decision tree. There are 245 instances of true positives (TP), representing cases that truly belong to the positive class of CKD and are accurately identified as such by the CKD prediction. There are five false positives (FP), which are samples that actually belong to the positive class of having
CKD but are incorrectly predicted as negative for CKD. There are five false negatives (FN), which are samples that actually belong to the negative class but are incorrectly predicted as positive. There are 145 true negatives (TN).

Table VI presents the confusion matrix for support vector machine. There are 246 true positives (TP), which are samples that actually belong to the positive class of having CKD and are correctly predicted as positive for CKD. There are four false positives (FP), which are samples that actually belong to the positive class of having CKD but are incorrectly predicted as negative for CKD. There are five false negatives (FN), which are samples that actually belong to the negative class but are incorrectly predicted as positive for CKD. There are 145 true negatives (TN).

The above Table VII shows the confusion matrix for naïve Bayes, there are 233 true positives (TP). There are 17 false positives (FP), which are samples that actually belong to the positive class of having CKD but are incorrectly predicted as negative for CKD. There are 0 false negatives (FN), which means there are no samples that actually belong to the negative class of not having CKD but are incorrectly predicted as positive for CKD. There are 150 true negatives (TN), which are samples that actually belong to the negative class of not having CKD and are correctly predicted as negative for CKD.

Table VIII presents the comparison of these three models. It is shown that the SVM method performs exceptionally well, exhibiting excellent precision, recall, F1-score, and accuracy, making it highly reliable for diagnosing CKD. The naïve Bayes method yields good results, although slightly lower than SVM and Decision Tree in some metrics, with high precision, but a slightly lower recall. However, the naïve Bayes method still demonstrates good overall performance with a relatively high F1-score and accuracy in predicting CKD. All three methods show satisfactory performance in diagnosing CKD, with the SVM method standing out as the most accurate.

Finally, here, we also compared our results with those of previous studies. We summarize the comparison in Fig. 5.
V. CONCLUSION AND FUTURE WORKS

A. Conclusion

Through meticulous implementation, we successfully applied three major classification algorithms in the CKD diagnosis process, namely Decision Tree, Support Vector Machine (SVM), and Naïve Bayes. The analysis of the results confirms that all three methods have exhibited exceptional performance in predicting the disease. Notably, the most intriguing outcome is the achievement of the highest accuracy rate by the Support Vector Machine (SVM) method, reaching a score of 0.98. Thus, this research not only provides deeper insights into early diagnosis and CKD management but also offers valuable guidance in utilizing the most effective classification algorithms for this condition.

B. Recommendations

The recommendations provided in this study are as follows:

1) For future research, it is suggested to explore newer classification methods such as deep learning or ensemble learning. The use of more complex classification methods may provide advantages in diagnosing CKD.

2) Future studies could utilize larger datasets encompassing a wider attribute range. This will aid in better analyzing the performance of classification methods. Additionally, considering data from other sources to supplement the analysis could be beneficial.

ACKNOWLEDGMENT

A "Fundamental research Grant" from Indonesian Government supported this research. The dataset was obtained from the Kaggle platform, and we acknowledge Nitesh Yadav for providing us with this valuable dataset for this study.

REFERENCES

Deep Convolutional Neural Network for Accurate Prediction of Seismic Events

Assem Turarbek¹, Maktagali Bektemesov², Aliya Ongarbayeva³, Assel Orazbayeva⁴, Aizhan Koishlybekova⁵, Yeldos Adetbekov⁶
Al-Farabi Kazakh National University, Almaty, Kazakhstan¹,⁶
Abai Kazakh National Pedagogical University, Almaty, Kazakhstan²
Kazakh National Women's Teacher Training University, Almaty, Kazakhstan³
Zhetysu University named after I. Zhansugurov, Taldykorgan, Kazakhstan⁴,⁵

Abstract—In recent years, the realm of seismology has witnessed an increased integration of advanced computational techniques, seeking to enhance the precision and timeliness of earthquake predictions. The paper titled "Deep Convolutional Neural Network and Machine Learning Enabled Framework for Analysis and Prediction of Seismic Events" embarks on an ambitious exploration of this interstice, marrying the formidable prowess of Deep Convolutional Neural Networks (CNNs) with an array of machine learning algorithms. At the forefront of our investigation is the Deep CNN, known for its unparalleled capability to process spatial hierarchies and multi-dimensional seismic data. Accompanying this neural behemoth is LightGBM, a gradient boosting framework that offers superior speed and performance, especially with voluminous datasets. Additionally, conventional neural networks, noted for their adeptness in pattern recognition, offer a robust method to gauge the intricacies of seismic data. Our exploration doesn't halt here; the research delves deeper with Random Forest and Support Vector Machines (SVM), both renowned for their resilient performance in classification tasks. By amalgamating these diverse methodologies, this research crafts a multifaceted and synergetic framework. The culmination is a sophisticated tool poised to not only discern the minutiae of seismic activities with heightened accuracy but to predict forthcoming events with a degree of certainty previously deemed elusive. In this era of escalating seismic activities, our research offers a timely beacon, heralding a future where communities are better equipped to respond to the Earth's capricious tremors.

Keywords—Deep learning; CNN; random forest; SVM; neural network; prediction; analysis

1. INTRODUCTION

Seismology, the scientific study of earthquakes and the propagation of elastic waves through the Earth, stands at a critical juncture of its evolution. Historically, the analysis and prediction of seismic events leaned heavily on manual observation, conventional statistical methods, and rudimentary computational models [1]. The challenge inherent to these traditional approaches was their inability to fathom the vast intricacy of geological phenomena at multiple scales, from the minute shifts deep within the Earth's crust to grand tectonic movements that drive seismic activity [2]. Furthermore, the limitations of early computational tools were often a bottleneck, unable to cope with the sheer volume and complexity of seismic data.

In the 21st century, a transformative shift is underway. The information age, characterized by the rise of big data and advanced computational models, is ushering in a new era for seismological research [3]. The nexus of this transformation is the integration of machine learning (ML) and deep learning algorithms, poised to revolutionize the manner in which we perceive, analyze, and predict seismic events [4]. No longer are we solely dependent on conventional methods that, albeit valuable, offered limited insights and predictive capabilities. Instead, we're at the dawn of an era where artificial intelligence (AI) powered models promise a quantum leap in our understanding and preparedness for seismic activities.

Central to this shift is the Deep Convolutional Neural Network (CNN) [5]. Originally designed for image and video recognition tasks, CNNs have demonstrated an uncanny aptitude for handling spatial hierarchies and multi-dimensional datasets, making them particularly well-suited for seismic data interpretation [6]. These networks are adept at autonomously extracting pertinent features from vast datasets, making them invaluable tools in the realm of seismology where data is both abundant and complex.

The story doesn't end with CNNs. LightGBM, a gradient boosting framework, is emerging as another significant contender [7]. With its inherent ability to handle large datasets and its unique leaf-wise growth strategy, LightGBM offers speed and performance benefits that are often superior to other gradient boosting algorithms. Its capacity to work with categorical features directly, without the need for extensive preprocessing, makes it a potent tool for seismic data, which often exhibits categorical variances.

Neural networks, the precursors to more advanced deep learning models like CNNs, are also significant players [8]. Their design, inspired by the neural structure of the human brain, has proven effective in pattern recognition tasks for decades [9]. In the context of seismology, these networks are especially beneficial when tasked with discerning patterns within seismic waveforms and other related datasets.

Supplementing the above models are two stalwarts of the machine learning community: Random Forest and Support Vector Machines (SVM) [10]. Random Forest, an ensemble learning method, is renowned for its ability to handle large data sets with higher dimensionality, offering insights through its multitude of decision trees. SVM, on the other hand, has
carved its niche in classification and regression tasks, especially when the focus is on ensuring a clear margin of separation between classes.

The integration of these diverse methodologies into seismological research is not merely an academic exercise. Earthquakes have been, and continue to be, a significant threat to human civilizations. Their unpredictability and potential for destruction underscore the urgency for improved prediction and analysis tools [11]. Every stride made in enhancing the accuracy and timeliness of earthquake predictions translates to invaluable minutes that can save lives, reduce injuries, and mitigate property damage.

This paper seeks to weave together these threads of innovation. By harmonizing advanced computational models with traditional seismological knowledge, our research endeavors to construct a comprehensive framework. This synthesis aims to offer enhanced analytical power, deeper insights into seismic events, and, crucially, the ability to predict upcoming tremors with a level of confidence that was previously beyond reach.

In the ensuing sections, we will delve into the mechanics of each of these methodologies, elucidate their integration into our proposed framework, and present empirical evidence showcasing the efficacy of our approach. The journey will be both technical and enlightening, but it serves a singular, profound purpose: equipping humanity with better tools to understand, predict, and thus respond to the unpredictable fury of Mother Earth.

II. RELATED WORKS

The integration of computational models into seismology is not a novel endeavor. Over the years, a plethora of research has sought to harness the power of computational algorithms to decode the enigmatic nature of seismic events. In this section, we delve into seminal works and research endeavors that have paved the way for the current study, tracing the trajectory of innovations from rudimentary tools to the sophisticated methodologies employed today.

A. Traditional Seismic Analysis Methods

In the annals of seismological study, traditional seismic analysis methods remain invaluable, representing the foundational bedrock upon which subsequent innovations have been built [12]. These methods predominantly hinge upon deterministic approaches, closely anchored to direct observations and empirical correlations derived from a myriad of recorded seismic events. One of the seminal contributions in this area which painstakingly delineates the characteristics and intricacies of ground motion models [13]. These models, crucially, elucidate the manner in which seismic waves propagate through diverse geological strata, factoring in variables like wave amplitude, frequency, and phase velocity. Notably, the primary emphasis of these classical models was to capture and represent the physical processes underpinning seismic wave propagation, ranging from the genesis of the seismic event to its subsequent transmission across the Earth's crust. However, a notable limitation of these traditional methods was their inherent reliance on discrete data points and manual feature extraction. While they provided a granular understanding of seismic phenomena, they often grappled with the challenges posed by the complexity and variability of real-world seismic activities. In essence, traditional seismic analysis methods, while foundational, paved the way for the integration of more sophisticated computational tools, championing the nexus between geophysical understanding and computational prowess [14].

B. Neural Networks in Seismology

The incorporation of neural networks into seismology marked a transformative juncture, heralding the fusion of artificial intelligence with geophysical inquiry. Historically, the seismic domain, dense with intricate data patterns, posed analytical challenges that often superseded the capabilities of traditional algorithms. It was within this milieu that the potential of neural networks emerged as a beacon of promise. One of studies in this area stands testament to this, where they employed feedforward neural networks to discern intricate seismic patterns, drawing associations often imperceptible to rudimentary algorithms [15]. This was not merely about detection; it was an exercise in understanding, categorizing, and predicting seismic anomalies with heightened accuracy. Another landmark study [16] built upon this foundation, harnessing neural networks for the intricate task of phase picking, a critical element in delineating the temporal attributes of seismic waves. The profound advantage of neural networks lay in their adaptive learning capabilities, autonomously refining their models based on the depth and breadth of data they encountered. Thus, neural networks did not just represent a tool; they signified an evolutionary leap in the computational analysis of seismology, laying the groundwork for further innovations in the domain.

C. Random Forest and Earthquake Detection

With the proliferation of data-intensive seismological studies, the quest for robust analytical tools capable of handling multifaceted seismic datasets became paramount. This underscored the emergence of the Random Forest algorithm within the seismological realm, championing a more holistic and ensemble-driven approach to earthquake detection [17]. The essence of Random Forest, as an ensemble learning methodology, lies in its ability to construct a multitude of decision trees during training and outputting the mode of the classifications for classification tasks. Nikoobakht et al. (2022) presented a seminal exploration into the efficacy of Random Forest in earthquake early warning systems [18]. Their study accentuated the algorithm’s adeptness at distinguishing seismic signals from background noise, a crucial facet in timely earthquake detection and alert dissemination. Notably, the Random Forest’s inherent capacity to handle high-dimensional data, coupled with its resilience against overfitting, distinguished it from its computational counterparts [19]. Furthermore, its facility to offer importance scores for features provided invaluable insights into the most salient seismic indicators. Collectively, the introduction and adoption of the Random Forest algorithm in seismic studies signaled a strategic shift towards ensemble-based methodologies, aiming for increased accuracy and predictability in earthquake detection endeavors.
D. SVM in Seismic Event Classification

Support Vector Machines (SVM), a class of supervised learning algorithms, have steadily emerged as pivotal tools within the seismic community, particularly in the realm of event classification [20]. SVM operates on the principle of finding the optimal hyperplane that distinctly classifies data into separate classes, especially potent in high-dimensional spaces. The illuminating research by [21] unraveled the non-linear classification prowess of SVM, emphasizing its potential for categorizing nuanced seismic signals. In a notable study, next study ventured further by applying SVM to the intricate task of discriminating seismic events originating from natural tectonic activities from those induced by human actions, such as chemical explosions [22]. Their findings underscored the SVM’s robustness, even amidst ambiguous seismic signatures. The machine’s ability to employ kernel trick, transforming non-linearly separable data into a higher dimension where it becomes linearly separable, set it apart as an invaluable asset in seismological studies. In essence, the integration of SVM in seismic event classification represents a sophisticated confluence of mathematical rigor and geophysical knowledge, fortifying the analytical frameworks used in discerning and interpreting diverse seismic occurrences.

E. Deep Convolutional Neural Networks in Seismology

Deep Convolutional Neural Networks (CNNs), traditionally celebrated for their image processing triumphs, have heralded a groundbreaking renaissance in seismological research [23]. Their architecture, characterized by convolutional layers adept at local pattern recognition, found resonance with the spatial intricacies inherent in seismic data. Ahmad, et al. (2023) were among the forerunners who harnessed the profound capabilities of CNNs for seismic data interpretation [24]. Their research illuminated the CNN’s potential to autonomously learn from raw seismic datasets, extracting and identifying pivotal features without explicit human-guided feature engineering. This was transformative, streamlining seismic data processing and setting new benchmarks in terms of accuracy and computational efficiency. CNNs, with their depth and hierarchical structure, aptly cater to the multi-scale nature of seismic waves, ensuring nuanced capture of both macro and micro seismic signatures. Moreover, their adaptability in integrating temporal information through architectures like Convolutional Long Short-Term Memory networks further amplifies their relevance [25]. In summation, the incursion of CNNs into seismology not only revolutionized traditional processing paradigms but also set the stage for innovative methodologies that leverage deep learning’s full spectrum in decoding the mysteries of Earth’s seismic activities.

F. LightGBM and Seismic Data Analysis

Gradient boosting, as a machine learning technique, has long been recognized for its proficiency in handling regression and classification tasks [26]. LightGBM, a gradient boosting framework, stands distinctively due to its efficiency and scalability, especially in processing large-scale datasets [27]. Within the seismological domain, LightGBM’s introduction has been tantamount to a paradigm shift in how seismic data is analyzed. Ghahramani and Najafabadi (2022) conducted a pivotal investigation into the merits of LightGBM in temporal seismic data analysis [28]. Their findings revealed the algorithm’s acumen in rapidly processing vast seismic datasets without compromising on precision. What distinguishes LightGBM is its ability to manage large data volumes through histogram-based techniques, reducing the granularity of feature splits and thereby optimizing computational speed. Furthermore, its capability in handling imbalanced datasets, a frequent challenge in seismological studies, makes it particularly invaluable. By prioritizing leaf-wise growth over depth-wise growth, LightGBM manages to achieve higher accuracy rates, especially critical in seismic forecasting where precision is paramount [29]. In essence, the adoption of LightGBM in seismic research underscores a progressive movement towards harnessing more refined, efficient, and potent computational tools in the quest to unravel and predict Earth’s seismic intricacies.

G. Hybrid Approaches in Seismic Analysis

The multidimensional nature of seismic data, replete with intricate patterns and complexities, has necessitated the exploration of synergistic methodologies that amalgamate the strengths of individual analytical tools. This exploration has given rise to hybrid models in seismology, which blend diverse computational techniques to offer a more holistic analytical lens. Waseem et al. (2023) championed this avant-garde approach by juxtaposing traditional signal processing methods with the computational prowess of Deep Convolutional Neural Networks, illustrating how such combinations can transcend the limitations inherent in standalone models [30]. This hybrid approach is not merely additive but multiplicative in its potency, often yielding superior accuracy, and enhanced predictive capabilities. Furthermore, these merged frameworks allow for the simultaneous capture of both coarse-grained global patterns and fine-grained local nuances within seismic data, a feat often challenging for singular models. Additionally, the inherent redundancies provided by hybrid models offer robustness against potential overfitting or model biases [31]. In conclusion, the advent of hybrid approaches in seismic analysis exemplifies the seismological community’s relentless pursuit of innovation, striving to harness the collective strengths of established and emerging computational paradigms to more comprehensively understand and predict seismic phenomena.

H. Limitations and Challenges in Current Frameworks

In the evolving landscape of seismic analysis, while advancements in methodologies have propelled the field into new analytical frontiers, these innovations are not without their set of challenges. A predominant limitation, as discussed by Yang et al. (2021), pertains to the over-reliance on vast training datasets, which often poses challenges for deep learning models in areas with sparse seismic activity [32]. The intricate balance between model complexity and interpretability remains a persistent conundrum, with models like deep CNNs offering remarkable accuracy but often at the cost of transparency in decision-making processes. Such opacity can be particularly problematic in high-stakes seismic predictions, where understanding the “why” behind
predictions is paramount. Furthermore, the heterogeneity inherent in seismic datasets, stemming from varied geological structures and sensor calibrations, can lead to potential biases and inconsistencies in predictions. Even ensemble methods, though robust, can sometimes suffer from computational inefficiencies, especially when handling colossal datasets. While hybrid approaches present a promising avenue, they also introduce complexities in model tuning and validation. In essence, as seismic analysis frameworks continue to evolve, addressing these intrinsic limitations and challenges remains pivotal, ensuring both the reliability and efficacy of predictive models in real-world scenarios.

III. MATERIALS AND METHODS

In this section of this research endeavor, we elucidate the meticulous methodologies and the rigorous protocols employed, coupled with an exhaustive description of the materials and datasets utilized. This section serves as a foundation, ensuring reproducibility and providing a comprehensive understanding of the procedural framework. By detailing the chosen approaches and the rationale behind them, we aim to offer clarity and precision. Furthermore, a clear exposition of the utilized materials is imperative for contextualizing the research findings. Delving into this section will furnish readers with the necessary insights into the research’s backbone, equipping them to critically evaluate its outcomes, applicability, and potential for further scholarly exploration.

A. CNN Architecture

In this research, we introduce a deep learning framework that leverages a cascaded Convolutional Neural Network (CNN) for tackling regression-based challenges [33-36]. Our CNN design incorporates six bi-dimensional convolutional strata, interspersed with three max-pooling segments and terminates in three densely interconnected layers, as detailed in Le Cun et al., 1998 [37-40].

For the primary input to our deep learning configuration, we utilize the displacement chronicles corresponding to individual seismic activities, sampled at a consistent rate of 1 Hz. These chronicles are encapsulated within a tensor, dimensionally defined as Ns x Nt x 3. Herein, 'Ns' delineates the total count of observation stations, 'Nt' quantifies the individual data points within the chronicle, and the tri-channel configuration symbolizes the U, N, and E vectors, which respectively represent the upward, northern, and eastern orientations of the transducers in each Global Navigation Satellite System (GNSS) observatory, visually represented in Fig. 1.

![Fig. 1.](image_url) For the High-Resolution GNSS (HR-GNSS) displacement chronicles, the foundational data is encapsulated within a tensor.
The dimensional architecture of this tensor is contingent on several parameters: the aggregate of seismic events (denoted as NE), the count of monitoring stations (indicated as Ns), the data points within each chronicle (represented by Nt), and a tri-channel framework (comprising U for upward, N for northern, and E for eastern orientations). Within these chronicles, each amplitude signifies displacements quantified in meters. Operating at a consistent sampling frequency of 1Hz, every individual data point corresponds to a singular temporal second.

The CNN framework devised for earthquake categorization prediction follows a cascaded model, integrating four convolutional strata. Each of these strata is succeeded by a combined dropout and pooling segment. A comprehensive exposition of the constituent layers of the CNN is delineated subsequently and visually represented in Fig. 2.

![Architecture of the proposed CNN for earthquake prediction](image)

The amalgamation of all data points within a given stratum is indicative of the feature vector, represented as \( C \in \mathbb{R}^{n-h+1} \). Consequently, the C vectors, when sourced from all m filters, construct the feature map matrix illustrated as \( C \in \mathbb{R}^{m(n-h+1)} \). As the training progresses, the convolutional detectors embedded within the CNN undergo refinement. Subsequent to this, a non-linear ReLU activation mechanism intervenes to mediate the output prior to its transfer to the pooling stratum.

Pooling Segment: Within this segment, the composite input vectors are consolidated, procuring the apex value over a sequence of discrete intervals. This culmination can be portrayed as \( C \text{ pooled } \mathbb{R}^{m(n-h+1)/s} \), \( 's' \) denoting the span of each specific interval. Alternatively, when a stride magnitude, represented as \( 's' \), is discerned amidst overlapping intervals, the resulting representation evolves as \( C \text{ pooled } \mathbb{R}^{m(n-h+1)/s} \). Any fractional outcomes are either incremented or decremented, contingent upon boundary considerations.

Intermediate Segment: Positioned subsequent to the quartet of convolutional strata is a fully integrated intermediary segment. Within this domain, computations revolve around the equation \( / (\mathbf{W} \mathbf{x} + \mathbf{b}) \), with \( \mathbf{W} \) exemplified as \( \mathbf{W} \in \mathbb{R}^{m \times m} \), the offset estimated as \( \mathbf{b} \in \mathbb{R}^m \), and the ReLU function. The eventual outcome mirrors \( \mathbf{x} \in \mathbb{R}^m \), echoing the mathematical framework of the primal input.

Softmax Construct: Attached to the culmination of the preceding layer, represented as \( \mathbf{x} \in \mathbb{R}^m \), is the softmax regression layer. Its primary role is to amplify the maximal likelihood estimates, embodied as \( y \in [1, K] \), and can be formulated as:

\[
\hat{y} = \arg \max_j P(y = j | x, w, a) = \arg \max_j \frac{e^{x_j a}}{\sum_{k=1}^K e^{x_k a}}
\]
In which $w_j$ symbolizes the weight vector corresponding to class $j$. From this, the scalar product can be derived in relation to the input. Concurrently, $a_j$ represents the inherent bias pertaining to class $j$.

Optimization Strategy: The parameters intrinsic to the CNN are refined employing the Adam optimization technique. Concurrently, it is imperative to compute the validation metrics, and the parameters exhibiting the paramount value should be ascertained and chosen at predetermined intervals.

Loss Quantification: Frequently referred to as the cost function, the loss function serves as an evaluative metric, quantifying the congruence between model output predictions and authentic ground truth labels. Within the confines of this model, the sparse categorical cross-entropy function is adopted as the principal loss determinant, exhibiting particular efficacy for binary categorization tasks. Nevertheless, for regression analyses, the mean squared error pertaining to continuous variables is employed. It’s worth noting that the loss function acts as a hyperparameter, its specification being contingent upon the nature and requirements of the task at hand.

Parameterization of the Network: The parameters assimilated throughout the training phase can be delineated as

$$\theta = \{X, F1, b1, F2, b2, W, a\}$$

$X$ representing the matrix of input data points. Herein, each row of a specific layer encapsulates a vector of dimension $d$. The entities $F_i$ and $b_i$ respectively serve as the weight coefficients and biases pertinent to the convolutional layer. Concurrently, $W$ and $a$ demarcate the weight matrices in the softmax segment, tailored for distinct output classifications.

B. Evaluation Metrics

In the realm of machine learning and particularly in classification tasks, gauging the efficacy and accuracy of a model goes beyond the rudimentary evaluation of its accuracy rate. A more nuanced approach encompasses metrics like precision, recall, the F-score, and the Receiver Operating Characteristic (ROC) curve [41-43]. Each of these metrics elucidates distinct facets of a model's performance, offering a comprehensive panorama of its capabilities.

Often regarded as the positive predictive value, precision represents the fraction of true positive predictions among all positive predictions. Mathematically, it is expressed as:

$$\text{Precision} = \frac{\text{TruePositive}}{\text{TruePositive} + \text{FalsePositive}}$$  \hspace{1cm} (3)

Also known as sensitivity or the true positive rate, recall signifies the fraction of actual positives the model correctly identifies. It can be formulated as:

$$\text{Recall} = \frac{\text{TruePositive}}{\text{TruePositive} + \text{FalseNegative}}$$  \hspace{1cm} (4)

Recognizing the balancing act between precision and recall, especially in scenarios where one metric may trade-off against the other, the F-score, or the F1-score, emerges as the harmonic mean of precision and recall. Given by:

$$F1 = \frac{\text{Precision} \times \text{Recall}}{\text{Precision + Recall}}$$  \hspace{1cm} (5)

The F-score encapsulates both the false positives (influencing precision) and false negatives (influencing recall), granting a consolidated measure of the model's performance.

The Receiver Operating Characteristic curve is a graphical representation that captures the performance of a classification model across all thresholds [44]. It plots the true positive rate (recall) against the false positive rate. A model's efficacy can be further encapsulated by the Area Under the Curve (AUC). An AUC of 1.0 indicates perfect classification, whereas an AUC of 0.5 suggests the model's performance is no better than random guessing. The ROC curve serves as a vital tool, especially when navigating the intricacies of models with probabilistic outcomes or when optimizing the decision threshold.

In summation, while each metric – precision, recall, F-score, and the ROC curve – furnishes distinct insights, collectively, they provide a holistic perspective on the model's performance. Embracing them in tandem facilitates a more informed and rigorous assessment, ensuring the model's alignment with specific application needs and challenges.

IV. EXPERIMENT RESULTS

Venturing into the heart of any scientific inquiry, this section stands as the crux, bridging hypothesis and conclusion. Herein, we delve deep into the outcomes garnered from our methodological foray, elucidating the myriad nuances and patterns that surfaced. The ensuing data and analyses serve as testament to the rigors of our experimentation process, offering insights that range from the anticipated to the unforeseen. As we traverse through this section, readers are invited to juxtapose the results against our initial postulations, fostering an enriched understanding of the study's broader implications. Let us now embark on this analytical journey, shedding light on the myriad facets of our findings.

![Confusion Matrix](image_url)

Fig. 3. Earthquake timeline as a feature.
As illustrated in Fig. 3, a confusion matrix is presented to evaluate the prediction capabilities of the proposed deep learning model. The matrix distinctly reveals that the model achieves a commendable prediction accuracy, further affirmed by the empirical outcomes.

Fig. 4 offers an in-depth analytical dissection of earthquake predictive performances, making use of a diverse set of machine learning paradigms. Serving as an illustrative conduit, this depiction provides an illuminating overview of the performance contours traced by three salient algorithms over an extensive ten-epoch training period. A meticulous analysis reveals that the Light Gradient Boosting Machine (LightGBM) stands out distinctly, exhibiting a commendable prowess vis-à-vis its algorithmic peers. Its superiority is manifested not merely in conventional accuracy metrics but extends to the more intricate evaluations of the Receiver Operating Characteristic Area Under the Curve (ROC-AUC).

In juxtaposition, the neural network-based approach, at least within the confines of this experimental setup, seems to falter. It displays a performance spectrum that, unfortunately, lags behind the anticipated outcomes. Contrarily, the Random Forest algorithm demands acknowledgment for its performance. Its capabilities come to the fore particularly in nuanced assessment areas, prominently in ROC-AUC and recall metrics.

These empirical observations underscore a pivotal aspect of machine learning applications in seismology: the choice of algorithm plays a cardinal role. Each algorithm, as evidenced, possesses its unique set of strengths and potential pitfalls. Consequently, this reinforces the idea that the selection of an algorithmic strategy should not merely be grounded in its popularity or general applicability, but rather it should be astutely aligned with the specific nuances and requirements of the seismic predictive challenge under consideration.

As illustrated in Table I, readers are provided with a methodical comparison between a plethora of machine learning methodologies and our innovatively developed deep learning structure, which has been meticulously fashioned for the intricate task of earthquake forecasting. Upon a scrupulous examination of the empirical data encapsulated in this table, it becomes evident that our avant-garde deep learning model demonstrates a consistent and commendable superiority over traditional machine learning paradigms, irrespective of the specific evaluation metric being considered.

Such results are not merely statistical artifacts but indeed signify the profound potential and adaptability of deep learning mechanisms in the realm of seismic activity prediction. The overarching implications of these findings are profound. They not only validate the hypothesis that advanced neural network architectures can optimize earthquake prediction but also accentuate the indispensable value and operational efficiency of our proposed deep learning schema in contemporary seismological research. This pioneering work, as such, sets a precedent for the integration of complex neural models in advancing earthquake forecasting techniques.

Fig. 5 provides an intricate illustration of the Receiver Operating Characteristic Area Under the Curve (ROC-AUC) for the sophisticated model explicitly engineered for earthquake prognostication. This visualization extends over a span of ten training epochs, diligently charting the false positive rates (horizontally axis) in juxtaposition with true positive rates (vertically axis). A notable observation is the curve's ascent beyond the critical 0.5 demarcation, serving as a testament to the pragmatic potency of the underlying deep learning or deep neural network paradigm.

Amidst the vast analytical backdrop, the deep convolutional neural network's efficacy emerges with clarity. When benchmarked against alternative modeling methodologies over comparable epoch durations, the introduced architecture distinctly manifests a preeminent ROC-AUC curve. These empirical revelations not only vouch for the inherent strengths embedded within our model but also underscore its promising applicability. Given such robust

![Fig. 4. Evaluation of earthquake prediction using different parameters.](image-url)
performance metrics, it is evident that the proposed model stands as a formidable contender in the intricate domain of earthquake prediction, poised to offer valuable insights and accurate forecasts in real-time seismic scenarios.

C. Hybrid Approaches and Their Relevance

While the efficacy of our deep learning model stands validated, it's essential to spotlight the relevance of hybrid methodologies. Combining the strengths of different algorithms can sometimes address the specific limitations inherent to each, paving the way for more robust predictive systems [46]. Future explorations could delve deeper into hybrid combinations, optimizing for various seismic scenarios.

D. Practical Applicability and Broader Impacts

The practical implications of our findings can significantly shape urban planning, infrastructure development, and emergency response mechanisms in seismic-prone regions [47]. Given the model's enhanced predictive accuracy, city planners could employ this information for safer urban sprawls [48]. Moreover, with real-time forecasting improvements, emergency response units could benefit from more effective early warning systems, ensuring more efficient evacuations and resource allocations during crises [49].

E. Limitations and the Path Ahead

No study is devoid of limitations. Despite the promising outcomes, certain challenges persist. The model's performance could be influenced by the quality of data, and there could be discrepancies in predictions when exposed to newer, diverse data sets from varying geographical regions [50]. Furthermore, while the model performed exceptionally across ten training epochs, it's essential to analyze its performance across extended epochs for a more holistic view.

Additionally, real-world seismic events are influenced by an array of factors, many of which might not be encapsulated within the current dataset [51]. As we progress, integrating more granular data, including minor seismic activities, geological shifts, and even meteorological factors, can further refine the model's forecasting prowess.

F. Future Prospects and Recommendations

The road ahead is replete with opportunities. One immediate prospect is to expand the model's training with global datasets, embracing a diversity of seismic activities from various tectonic landscapes [52]. This could make the model more universally applicable.

Moreover, with advancements in quantum computing and neuromorphic engineering, there's potential to further enhance the computational capacities, allowing for real-time, on-the-fly earthquake predictions with even higher accuracies [53].

Lastly, a multi-disciplinary approach could be pivotal. Collaboration between seismologists, urban planners, data scientists, and policymakers can ensure that the insights drawn from such advanced models are effectively translated into tangible, on-ground strategies, benefiting societies at large [54].

G. Concluding Thoughts

As we navigate the intricate maze of earthquake forecasting, this study underscores the undeniable potential of advanced deep learning techniques [55]. While the journey is far from complete, the milestones achieved provide a beacon of hope, emphasizing that with the right blend of technology,
data, and expertise, we might be closer than ever to predict, prepare, and protect against the Earth's tremors.

To that end, it's imperative for the global research community to come together, share insights, datasets, and methodologies, ensuring that the next big leap in earthquake forecasting isn't just a possibility but an impending reality.

VI. CONCLUSION

In the quest to understand and predict the enigmatic behaviors of earthquakes, this research ventured into uncharted territories, employing cutting-edge machine learning and deep learning techniques. The outcomes achieved, as detailed throughout the study, are both promising and pivotal for the seismic research community.

The paper's journey commenced with an exploration of traditional earthquake forecasting methods and progressively steered towards more advanced computational techniques. It was evident that the fusion of deep learning, particularly convolutional neural networks, with seismic data has significantly bridged the gap between data-driven predictions and actual seismic occurrences. The efficacy of the proposed model, marked by its superior ROC-AUC values, serves as a testament to the potential of integrating artificial intelligence with geoscience.

While the deep learning model's supremacy was pronounced, it's worth noting the relevance of hybrid approaches. The synthesis of multiple algorithms can counterbalance individual limitations, offering a more comprehensive solution to the intricacies of earthquake forecasting.

However, like any academic endeavor, this study is not without its limitations. Future research endeavors can benefit from expanding the data diversity, encompassing seismic activities from varying geological landscapes, and exploring the model's adaptability across extended training epochs.

Furthermore, the real-world implications of this study are profound. Enhanced predictive accuracy can significantly influence urban planning, infrastructure resilience, and emergency response mechanisms, potentially minimizing the devastating impacts of unforeseen seismic events.

In summation, this research stands as a beacon in the ever-evolving realm of earthquake forecasting. It not only underscores the advancements achieved but also illuminates the path for future endeavors. Embracing the synergies between artificial intelligence and seismology may well be the cornerstone for a future where earthquakes, while still formidable, become events we can predict, prepare for, and navigate with a greater degree of safety and assurance.
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Abstract—This research presents a novel approach for detecting the highly perilous RPL version number attack in IoT networks using deep learning models, specifically Long Short-Term Memory (LSTM) and Deep Neural Networks (DNN). The study employs the Cooja simulator to create a comprehensive dataset for simulating the attack. By training LSTM and DNN models on this dataset, intricate attack patterns are learned for effective detection. The urgency of this work is underscored by the critical need to bolster IoT network security. IoT networks have become increasingly integral in various domains, including healthcare, smart cities, and industrial automation. Any compromise in their security could result in severe consequences, including data breaches and potential harm. Traditional intrusion detection systems often struggle to counter advanced attacks like the RPL version number attack, which could lead to unauthorized access and disruption of essential services. Experimental results in this research showcase outstanding accuracy rates, surpassing traditional machine learning algorithms used in IoT network intrusion detection. This not only safeguards current IoT infrastructure but also provides a solid foundation for future research in countering this critical threat, ensuring the continued functionality and reliability of IoT networks in these crucial applications.
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I. INTRODUCTION

The Internet of Things (IoT) refers to a network of physical and virtual objects and the associated services they provide [1]. The sensors and actuators at the heart of the Internet of Things are responsible for data collection and action. Bluetooth, Wi-Fi, LoRa, IEEE802.15.4, etc. are only some of the various methods of connection used by these devices [2]. The Internet of Things (IoT) is a broad category that encompasses a wide range of technologies. In addition, the Internet of Things (IoT) is widely regarded as the networking paradigm of the future, with a vast array of objects predicted to become Internet-enabled [2].

Most networks of such limited-capacity devices depend on having a router installed on the direct connection between nodes [3]. To accommodate the limited resources of embedded devices, the Internet Engineering Task Force (IETF) developed the Routing Protocol for Low-power Lossy Networks (RPL) [4]. In addition to creating routing topologies that are devoid of loops, RPL also optimizes them in order to achieve application-specific objectives, such as reducing energy consumption [4]. Malicious nodes may pose a threat to the network by abusing the same capabilities that make RPL so adaptable [5].

The impacts of RPL version number attacks are examined in this article. Only the DODAG's root node has access to the version number parameter, which is utilized as a global repair operation indication in RPL. Nevertheless, this variable is not safeguarded in any way to prevent unauthorized changes. Malicious version number changes have the potential to substantially impact network performance by using limited node resources. The distinguishing features of this research include the following: The ability to analyze power consumption, packet delivery ratio, delay, and control packet overhead in relation to topology characteristics, and an artificial neural network (ANN) detection model are all necessary components of a realistic heterogeneous topology with both stationary and mobile nodes and node densities.

This paper stands out by addressing the pressing necessity for effective defense against the highly dangerous RPL version number attack. While several studies have delved into IoT network security, this research offers a distinct value proposition through its innovative approach. It not only highlights the urgency of the issue but also introduces a pioneering method that utilizes deep learning models, specifically Long Short-Term Memory (LSTM) and Deep Neural Networks (DNN), to tackle this critical threat. The uniqueness of our work lies in its comprehensive integration of simulated attack data generated via the Cooja simulator, which allows for the training of models to identify intricate attack patterns. By achieving exceptional accuracy rates, this paper surpasses traditional machine learning methods commonly employed in IoT network intrusion detection. Our contribution is twofold: first, it addresses a critical need to fortify IoT network security, and second, it introduces an innovative approach that not only safeguards existing IoT infrastructure but also serves as a steppingstone for future research in mitigating this formidable threat. This introduction sets the stage for the distinctiveness and significance of our research in enhancing IoT network security.

The paper will proceed as indicated below. Section II provides a review of relevant research, while Section III describes the RPL protocol. Section IV describes proposed solution in depth. Section V provides the experimental results analysis. Section VI concludes the paper.

II. RELATED WORKS
In [6], the authors addressed security issues in the Routing Protocol for Low Power and Lossy Networks (RPL) used in IoT devices. They proposed a new method called Secure RPL Routing Protocol (SRPL-RP) to detect, mitigate, and isolate rank and version number attacks in RPL networks. The protocol was designed to support various network topologies and was evaluated against existing solutions. The results showed significant improvements in packet delivery ratio, control message efficiency, and energy consumption. SRPL-RP achieved a high accuracy rate in detecting attacks.

The research work in [7] addresses the security challenges in the Routing Protocol for Low Power and Lossy Networks (RPL) used in the Internet of Things (IoT). Specifically, the focus is on the Version Number Attack during the construction of the Destination Oriented Direct Acyclic Graph (DODAG), which leads to increased control traffic and performance degradation. The authors propose a new attack detection mechanism called VeNADet, implemented in the Cooja Simulator. The outcomes show that VeNADet achieves a high True Positive rate in detecting Version Number Attacks with a minimal false alarm rate.

The research work in [8] aims to enhance the security of RPL networks by effectively identifying and mitigating such attacks.

This research work delves into the analysis of RPL version number attacks, considering various perspectives. The authors examine a realistic network topology comprising static and mobile nodes with different cardinalities, based on IETF routing requirement documents. They also explore the impact of version number attacks on node power consumption. By incorporating a probabilistic attacking model with different attack probabilities (e.g., 0, 0.3, 0.5, 0.7, 1), they assess the performance of the network. The research provides valuable insights into the consequences of version number attacks and their influence on network performance metrics.

This research [9] focuses on the security of the Routing Protocol for Low power and Lossy Networks (RPL) in the context of IoT deployments. The authors propose a distributed monitoring architecture with dedicated algorithms to detect and mitigate attacks on the DODAG versioning system in RPL-based environments. Extensive experiments evaluate the performance and scalability of the proposed solution. Overall, the research aims to enhance the security of RPL-based IoT networks by effectively identifying and countering malicious nodes.

This research [10] addresses the vulnerability of the Routing Protocol for Low Power and Lossy Networks (RPL) to DODAG Version Number (DVN) attacks. The authors propose a method based on Linear Temporal Logic (LTL) and Discrete-Event System (DES) to detect DVN attacks. The approach improves correctness through formal verification and demonstrates effectiveness in simulations using the Contiki Cooja simulator. The proposed technique minimizes memory requirements and offers a higher level of security against stealthy attacks.

This research [11] focuses on the vulnerability of the Routing Protocol for Low Power and Lossy Networks (RPL) to control message tampering attacks in resource-constrained networks. The authors propose and analyze a modified version number attack that floods the network with falsified incremented version numbers. The results show a significant increase in overhead, energy consumption, and latency, while causing a degradation in the Packet Delivery Ratio (PDR). The study highlights the need for robust security measures to protect RPL-based networks and ensure reliable and efficient operation.

The identified gaps in existing research within the field of intrusion detection primarily revolve around the prevalent reliance on conventional machine learning models, which, although effective to some extent, may not harness the full potential of advanced techniques. Moreover, one noticeable limitation lies in the insufficient utilization of comprehensive simulated data, which is crucial for building and training precise intrusion detection systems. In order to address these critical shortcomings, our research presents an innovative and forward-looking approach. We leverage state-of-the-art deep learning models, specifically Long Short-Term Memory (LSTM) and Deep Neural Networks (DNN), to significantly enhance the accuracy and efficacy of intrusion detection. Additionally, to tackle the issue of limited comprehensive datasets, we have incorporated the Cooja simulator, which enables the creation of a rich and diverse dataset. This dataset, generated through simulation, plays a pivotal role in training our models effectively, as it better mimics real-world scenarios. These strategic adjustments in our research strategy serve to bridge the existing gaps by providing a more advanced and robust approach to securing IoT networks. By integrating LSTM and DNN into our intrusion detection framework and introducing the comprehensive dataset generated through simulation, our work distinguishes itself and stands out as a significant and impactful contribution in comparison to related research in the domain.

III. RPL PROTOCOL

A. RPL Overview

Destination oriented directed acyclic graphs (DODAGs) are sequence topologies formed using RPL [12]. They arrange nodes in a forest hierarchy with a root node and branches that extend from it [12]. To achieve these objectives, RPL applies objective functions such as energy efficiency, hop count, and connection quality [13] (Fig. 1).

It is possible to operate several RPL instances in a network, each of which is an execution of RPL with its own DODAGs and its own goal function [14]. A node may belong to numerous instances, but only one DODAG inside that instance at any one moment. DODAG Information Solicitation (DIS), DODAG Information Object (DIO), and Destination Advertisement Object (DAO) are the control messages used to establish and update an RPL DODAG (DAO) [14].
A node that wants to join a network will first forward DIS messages. Information regarding the DODAG, such as node ID and objective code point is requested in DIO messages [15].

As DIO messages are also broadcast at regular intervals, a node may choose to do nothing and instead wait until it gets one from a neighbor.

The trickling algorithm [15] controls the frequency of these DIO broadcasts. The quantity of DIO broadcasts decreases the longer a DODAG has been stable [15] (Fig. 2).

A node's DODAG rank is computed using the objective code value from a received DIO message [16]. If more than one DIO communication is received from a neighbor, the neighbor with the highest ranking is selected as the parent [16].

The paths formed by this method are directed upward, toward the source [17]. All routable prefixes are included in the DAO message that is delivered up the tree to establish downward routes [17].

Each node that receives the DAO message then aggregates the prefixes and forwards it upwards, giving parents, access to routes that go downwards.

Messages sent downward from a descendant are ignored to prevent infinite loops [18]. In addition, nodes may often only switch their parents if doing so would increase their rank [18]. Only during loop avoidance or when the root generates a new version is it permissible for the topology to change in a way those results in lower rankings [19].

It is still possible for a loop or rank inconsistency to develop, even when using built-in ways to prevent them. RPL offers a range of solutions meant to fix exactly these kinds of problems. To find discrepancies in ranks, the data path validation technique is applied [19] (see Fig. 3).

B. RPL Attacks

The RPL protocol is vulnerable to a wide range of security concerns [20]. Lack of infrastructure, inadequate physical security, a changeable topology, and unstable connectivity all contribute to LLN networks’ susceptibility to and difficulty in shielding attacks [20].

They can be generalized to any number of other scenarios, including wireless sensor networks, and even wired ones. There are several techniques that the RPL protocol specifies and improve its security. RPL protocol is vulnerable a wide range of routing attacks. We classify attacks that aim to deplete a network's resources as its first kind (energy, memory, and power).

To exhaust a target's resources, resource attacks often include overwhelming legitimate nodes into performing unnecessary work. Attacks belonging within this category attempt to drain resources from a node.

Since this might cause a congestion in the network's available connections [21], it may reduce the network's availability and, ultimately, its lifespan [21]. Two types of resource attacks are distinguished. In direct attacks, a malicious node deliberately causes network degradation by generating excess traffic [22].

In the second kind of attack, the attackers operate in the background to generate high volumes of traffic from other nodes. For instance, a loop might be constructed in the RPL network to force other nodes to generate more traffic because of the indirect attack [23] (Fig. 4).
C. Version Number Attack

The RPL network architecture is vulnerable to a version number attack, in which a malicious node fraudulently increases the root node’s DODAG version number before forwarding the DIO message to its neighbors [24] (Fig. 5). When the DODAG tree receives the DIO message with the new version number, the neighbor nodes start a new formulation, and the trickle timer is reset [25]. The DIO messages will then be broadcast by the neighboring nodes, who are constantly updating them [26]. Significant effects result from the version number attack, including (1) damage to network operation; (2) an unnecessary increase in network control overhead; (3) routing loops in data routing; (4) an increase in network energy consumption; and (5) problems with the availability of communication channels between nodes. The network latency increases by a factor of two, and there is an increase in dropped packets [26].

IV. PROPOSED DEEP LEARNING BASED SOLUTION

A. Machine and Deep Learning

Machine and deep learning are two rapidly growing fields of artificial intelligence that have the potential to revolutionize various industries [27]. Machine learning involves training algorithms to recognize patterns in data and make predictions based on those patterns [27]. This can be useful in a wide range of applications, from forecasting consumer behavior to identifying fraud in financial transactions and detecting cyber-attacks [28-31].

Deep learning is a subset of machine learning that involves training artificial neural networks with multiple layers to learn hierarchical representations of data [28]. As the amount of data generated by modern technology continues to increase, the importance of machine and deep learning is likely to grow even further [29].

Artificial neural networks are recognized as information processing systems that emulate the functions of the human brain’s nervous system [30]. The data provided as input can be analyzed to estimate the output through classifications or predictions [30]. The behavior of ANN deviates from conventional classification techniques due to its ability to dynamically generate relationships by acquiring knowledge from training inputs [32]. Artificial neural networks (ANNs) offer several benefits when utilized in the implementation of an intrusion detection system. These advantages include enhanced flexibility and speed, which can be helpful in mitigating the extent of damage incurred upon detection of an attack. However, humans have the capacity to acquire knowledge regarding the attributes of typical behavior and readily identify anomalous activity despite the presence of data originating from numerous origins [32]. Moreover, the utilization of neural networks facilitates the computation of outputs with accuracy, thus providing them with a commendable capacity for generalization and the ability to examine and interpret non-linear data [33].

Artificial Neural Networks (ANNs) consist of a multitude of processing units, numbering in the hundreds or thousands. These units are interconnected through unidirectional branches, with the aim of transforming a given set of inputs...
into a corresponding set of desired outputs [33] (refer to Fig. 6). The information processing mechanism involves the transmission of signals to neurons in the input layer, where it undergoes processing. The outcome of the transformation process is contingent upon the attributes of the constituent components and the magnitudes assigned to the connections that exist between them [33]. The process mentioned earlier involves the reception of one or multiple inputs denoted as ‘Xi’, which are subsequently utilized to generate an output in the form of a weighted sum of the inputs referred to as ‘Wi’. This output is produced through the utilization of an activation function denoted as ‘f’ [32]. Eq. (1) presents the mathematical expression for the Neural Network formula [33].

\[ a = f(\sum W_i X_i + b) \]  

In a neural network, the number of inputs available for a neuron is denoted by ‘n’, while ‘b’ represents the bias that is added to the weighted inputs to generate the subsequent inputs.

The Multilayer Perceptron (MLP) is a widely utilized function classifier within the field of neural networks [34]. The structure consists of three distinct layers and multiple individual neurons. The input layer serves as a set of neurons that receive input signals without any computation and function as a means of conveying these signals to the model [34]. The synapses weight \((W_i)\) determines their weighting [34]. The intermediate layer that lies between the input and output layers is commonly referred to as the hidden layer. The hidden layer conducts the necessary computations on the input layer's data and subsequently transmits the outcome to the output layer [35]. The output layer is responsible for delivering the processed data to external entities. The activation function utilized by each neuron involves a weighted sum to determine the input of the subsequent layer. The application of a backpropagation algorithm is a common method for effectively training a neural network. During the training phase, the backpropagation algorithm engages in an iterative process that involves the nonlinear mapping of inputs and outputs. The output of the network provides a score for each entry, which represents the predicted class.

B. Solution Description

Our proposed approach in Fig. 7 relies on a combination of simulated version number attacks and simulated node behavior predictions to acquire both malicious and benign data. Cooja, an open-source simulator [36], was utilized together with its PCAP analyzer to convert the data into a PCAP file. The PCAP file was converted to a CSV file using the simulator in Wireshark. Before loading the data into a machine or deep learning model, it was checked and pre-processed using the Python tools NumPy and pandas. When the data has been coded, labeled, and split into training and testing sets, it is input to a neural network-based models for identifying version number attacks. We'll examine these levels in further depth in the next sections.

Fig. 7. Deep learning version number attack detection solution diagram.

C. Simulations and Analysis

1) Normal simulation phase: The information gathered in this phase will be used to train our machine and Deep learning models for detection in later stages. To test the impact of the version number attack on the IoT network, we used the open source Cooja simulator (see Fig. 8). To get an accurate data collection, we simulated and examined the intended routing attack in real time using several different scenarios. We created a packet capture file, or .PCAP file, at the end of the simulation, which will be converted to a .CSV file by the widely used traffic analyzer Wireshark.

Fig. 8. Normal simulation map in Cooja simulator.
2) Normal Simulation & Results: We constructed an accurate training dataset using the normal simulation's baseline data and compared it to the Version number attack's experiments in terms of energy consumption, traffic volume, and lost packets, see Table I.

After establishing a minimal reference network, it will be possible to collect the necessary information for the study. The goal of this investigation is to understand how a malicious node in a normal topology may carry out a version number attack and what effects it can have.

TABLE I. SIMULATIONS CONFIGURATIONS

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Node type</td>
<td>SKY Mote</td>
</tr>
<tr>
<td>OS Version</td>
<td>Contiki2.7</td>
</tr>
<tr>
<td>Routing Protocol</td>
<td>RPL</td>
</tr>
<tr>
<td>Radio Medium</td>
<td>Unit Disk Graph</td>
</tr>
<tr>
<td>OF</td>
<td>MRHOF</td>
</tr>
<tr>
<td>Tx Range</td>
<td>50m/100m</td>
</tr>
<tr>
<td>Interface Range</td>
<td>50m/100m</td>
</tr>
<tr>
<td>Simulation Area</td>
<td>100mX100m</td>
</tr>
<tr>
<td>MTU Size</td>
<td>1280Byte</td>
</tr>
<tr>
<td>Simulation Duration</td>
<td>60 minutes</td>
</tr>
<tr>
<td>No. of Sender Nodes</td>
<td>20</td>
</tr>
<tr>
<td>No. of Sink Node1</td>
<td>1</td>
</tr>
<tr>
<td>No. of repetitions</td>
<td>3</td>
</tr>
</tbody>
</table>

The data presented in Fig. 9, 10, and 11 provide a comprehensive overview of the outcomes from our baseline.

![Graph of Average Power Consumption](image1)

Fig. 9 displays a consistent pattern of zero dropped packets and zero system reboots across the five simulation runs. This visual representation underscores the reliability of our system during extended operation.

![Graph of Average Radio Duty Cycle](image2)

Fig. 10 depicts the average power consumption of approximately 1.074 milliwatts (mw) across all nodes. This steady power usage highlights the efficiency of our power management algorithm.

Fig. 11 combines the information from the previous figures to emphasize the reliability and efficiency achieved in the baseline simulations. These results will serve as the foundation for our future work and improvements.

![Graph of Radio Consumption](image3)

As can be seen in the graph in Fig. 11, both the radio listening and radio transmitting consumption are stable; the rates are regular simulations. These figures summarize the results of five one-hour simulation runs, serving as a benchmark for our reference point.

The average radio duty cycle graph provided us with insights into the network's overall communication efficiency.

By manipulating the version numbers, we expected to observe variations in the duty cycle; the results showed a significant increase in the duty cycle compared to the control scenario.

This suggests that the version number attack increased the frequency of message exchanges, potentially leading to higher energy consumption and reduced network efficiency. Fig. 12 shows a higher average radio consumption.
The average power consumption graph in Fig. 13 helped us gauge the impact of the version number attack on energy usage. Surprisingly, the results indicated a substantial increase in power consumption when compared to the baseline scenario. This finding suggests that the attack led to increased computational and communication activity, resulting in higher power requirements for the IoT devices.

The lost packets graph in Fig. 14 highlighted the impact of the version number attack on data reliability. In this case, we observed the loss of four packets during the simulation. This indicates that the attack interfered with the proper transmission and reception of data packets, potentially compromising the network's integrity and reliability.

V. RESULTS AND DISCUSSION

A. DNN Model

The results of our study demonstrate the effectiveness of utilizing a deep neural network (DNN) model for detecting RPL version number attacks. The evaluation metrics, including the loss graph, accuracy graph, and confusion matrix, collectively indicate the superior performance of our approach [37].

The accuracy graph in Fig. 15 depicts a steady increase, reaching a high level of accuracy, indicating the DNN model's ability to distinguish between normal and attack instances with precision.

Additionally, the DNN confusion matrix in Fig. 17 provides valuable insights into the model's performance, with high values along the diagonal, indicating accurate classification of both attack and normal instances. These results highlight the robustness and efficacy of our proposed approach in accurately detecting RPL version number attacks, underscoring its potential as a valuable tool in enhancing network security.
B. LSTM Model

For the LSTM model also, the outcomes of our investigation demonstrate the efficacy of employing an LSTM (Long Short-Term Memory) model for the detection of RPL version number attacks.

Our approach yields promising results, as evidenced by the analysis of key evaluation metrics, including the loss graph, accuracy graph, and confusion matrix.

The LSTM accuracy graph in Fig. 18 exhibits a significant upward trend, culminating in a high level of accuracy, which attests to the model's ability to effectively discriminate between normal and attack instances.

Moreover, the LSTM confusion matrix in Fig. 19 provides valuable insights into the model's performance, with notable values along the diagonal, indicating accurate classification of both attack and normal instances. These outcomes underscore the robustness and proficiency of our LSTM-based approach in detecting RPL version number attacks, positioning it as an asset in fortifying network security.

C. Comparison of Results

Our research endeavors involved an extensive commitment of time and computational resources towards the training of deep learning models, particularly the Long Short-Term Memory (LSTM) and Deep Neural Network (DNN). This rigorous approach was undertaken with the intention of achieving the highest possible accuracy in our predictive models. The efforts bore fruit, as our LSTM model achieved an impressive accuracy score of 0.963605, while the DNN model was not far behind, with an accuracy of 0.963106. These results underscore the capacity of deep learning models to excel in predictive tasks, outperforming other traditional approaches. To draw a sharp contrast, we also considered the performance of a classical machine learning model, the Support Vector Machine (SVM). The SVM, while a well-established method, could only deliver an accuracy of 0.924119 in our experiments. This clear difference in accuracy metrics emphasizes the advantage of adopting deep learning
models for the specific task at hand. In addition to accuracy, our deep learning models exhibited superior performance across multiple evaluation metrics. These included R square, Root Mean Squared Error (RMSE), Mean Squared Error (MSE), and Mean Absolute Error (MAE). In each of these crucial metrics, our LSTM and DNN models consistently outperformed the SVM model, further confirming their superior predictive capabilities. For a visual representation of these findings, please consult Fig. 20 within this paper.

![Graph showing performance comparison of LSTM, DNN, and SVM models](image)

**Fig. 21.** Comparative performance of LSTM, DNN, and SVM models in accuracy and evaluation metrics.

**VI. CONCLUSION**

In conclusion, the detection of RPL version number attacks in IoT networks is critical to ensuring the security and integrity of the network. Traditional signature-based detection methods are ineffective due to the constantly evolving nature of attacks. This research paper proposes a deep learning-based approach to detect RPL version number attacks in IoT networks. The results demonstrate the effectiveness of the proposed approach in accurately detecting attacks with high precision and recall rates. The proposed approach can be integrated into existing IoT network security frameworks to enhance their capabilities and improve the overall security posture of IoT networks. In further research, we will explore the application of this approach to other types of attacks in IoT networks and investigate methods to improve the efficiency and scalability of the proposed approach.
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Abstract—Tumor is currently the second most prevalent cause of mortality, and its prevalence is expanding rapidly. The development of pulmonary nodules inside the lungs is suggestive of the existence of lung cancer. The detection of cancer is achieved using nodules detected in computer tomography (CT) images obtained from the LUNA 16 dataset. This study uses the Python library "PyTorch" for this purpose. A three-dimensional model has been used to train and extract the nodular segments from CT-scan images, referred to as CT-scan chunks. It is done due to the impracticality of handling the whole CT scan image due to its vast size. The previously mentioned chunks are then transformed into PyTorch tensors. The tensors are subsequently input into a deep learning model to extract features, which are then passed through a sequence of machine learning classifiers for the purpose of classification. These classifiers include Support Vector Machines, Multi-layer Perceptron, Random Forest Classifier, Logistic Regression, K Nearest Neighbor, and Linear Discriminant Analysis. Our research has shown that the use of chunk extraction from CT-scan images, coupled with the creation of tensors using segmented CT scans, has significantly enhanced the precision of various machine learning algorithms. Additionally, this approach has the advantage of reducing the computational time during runtime. In our study, the use of Support Vector Machines yielded the best degree of accuracy, reaching 99.68%. The findings of this study have the potential to be valuable in the practical implementation of real-time lung nodule identification applications.
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I. INTRODUCTION

Cancer is a fetal illness that kills thousands and millions of people worldwide. Lung cancer is responsible for around 350 daily fatalities, making it the second leading cause of cancer-related deaths. Roundabout 103,00 of 127 lakh lung cancer fatalities in 2023 (81%) are directly attributable to smoking. The remaining approximately 20,500 lung cancer fatalities unrelated to smoking would be classified as the eighth leading cause of cancer mortality [1]. The process of diagnosing pulmonary nodules is valuable for the identification and treatment of cancer in its initial stages, therefore significantly contributing to the preservation of many human lives [2].

Doctors have significant challenges when dealing with a substantial volume of CT-scan data. Computer-aided detection (CAD) systems have been shown to alleviate the burden of radiologists while enhancing diagnosis accuracy in the context of lung cancer [3]. The CDAM technique was used in order to visually represent the characteristics and highlight the decision-making process inside Zhang's unique CAD (Computer-Aided diagnosis) system for lung cancer diagnosis [4]. Recent research on lung nodule identification demonstrates the exceptional performance of Deep Learning (DL)-based CAD systems [5].

The use of DL techniques has shown exceptional efficacy in the domain of lung cancer diagnosis, namely in the identification of pulmonary nodules. A study used the Faster R-CNN and U-Net-like encoder-decoder models to analyze the LUNA16 dataset, resulting in an accuracy rate of 0.842 [6]. The 3D CNN model is employed by Duo et al. [7] for Lung cancer detection. The researchers partitioned their approach into two distinct components, namely candidate screening and false positive deduction. The researchers attained a sensitivity rate of 90.06% and a FROC score of 0.839. Khosravan et al. obtained a FROC score of 0.897. The researchers put out a computational procedure known as S4ND with the purpose of facilitating end-to-end learning. The architecture is comprised of densely connected CNN units [8]. Wang et al. used three slices to make a 3D-RGB image for nodule detection and achieved an accuracy of 0.968 [9].

There was a need to improve the nodule detection accuracy, so it can be effectively used in real time scenarios. Moreover, the use of three-dimensional convolutional neural network (3D-CNN) architectures has more potential in efficiently capturing the unique attributes of malignant nodules in contrast to two-dimensional CNN (2D CNN) designs. Thus far, only a limited number of publicly available research publications have been published on the use of 3D CNNs for the identification of lung cancer. This research study used 3-dimensional CT-scan results, 3D CNN features and machine learning classifiers, using specialized Python libraries to leverage the capabilities of Python and the effectiveness of machine learning methods. Various state-of-the-art ML techniques have been proposed for the purpose of identifying lung nodules in the context of lung cancer detection in literature. However, there is ongoing debate over the efficacy of current methods for the timely identification of lung cancer. Therefore, we advocate for the adoption of a comprehensive methodology in the detection of lung cancer. The research makes many noteworthy contributions, which are outlined below:

- Nodules have been identified in the photos obtained from the publicly accessible dataset LUNA16.
- Images were preprocessed by isolating the lung region, creating slices, and then segmenting the CT-Scan
slices. Additionally, the nodule segment from the segmented slices was transformed into CT-Scan chunks and a 3D tensor was created.

- In our study, several machine learning classifiers for the purpose of classification are used after extracting features using 3D deep learning algorithm. These ML classifiers include Support Vector Machine, Random Forest, Machine Learning Perceptron, Logistic Regression, Linear discriminant analysis, and K Nearest Neighbors.

After this introductory section, a comprehensive assessment of the existing literature pertaining to the detection of lung cancer is presented in Section II. Subsequently, our proposed technique is outlined in Section III. The findings of the proposed methodology are provided and compared with the outcomes of state-of-the-art algorithms in Section IV along with detailed analysis and examination of the methodology used in the study, as well as a comprehensive presentation of the obtained findings. The concluding section encapsulates the research effort and its novel contributions.

II. BACKGROUND STUDY

According to the data shown in Fig. 1, lung cancer has emerged as the second most prominent cause of mortality. Lung cancer can be diagnosed efficiently by detecting nodules in the CT scan images as shown in Fig. 2. Currently, pulmonary nodules are mostly diagnosed using various forms of chest imaging examination, such as MRI, X-ray, CT-Scan, and others. Because of its great accuracy and cheap cost, CT scan has become the gold standard in diagnostics [10]. Due to its high level of sensitivity, CT scans have become the preferred method in screening for lung cancer. Classifying pulmonary nodules, however, remains a laborious task. Furthermore, the size of CT images is continually expanding, adding more labor to the normal diagnosis procedure for radiologists [11].

Manual feature engineering is often employed in conjunction with machine learning for medical picture categorization. For both binary and multi-classification, support vector machines (SVM) are a well-known machine learning approach. Nodule detection was performed using an adaptive morphology-based strategy and SVM [12]. Manifold classification regularization was applied by Ren et al. for nodule identification along with the Dense network of neurons (DNN) [13]. Image categorization and object recognition both benefited greatly from DNN's automatic feature extraction. In a research study, a convolutional neural network (CNN) was used for the purpose of detecting and classifying lung nodules [14]. Classifying nodules in CT scan pictures is another application for CNN-based Generative Adversarial Networks [15]. A pulmonary nodule classification system was designed by Jiang et al. The authors used improved deep features by using contextual attention and located region of interest (ROI) using spatial attention. For enhancing the performance of the classifier an ensemble was employed [16]. CNN was used along with kernel-based non-Gaussian for cancer detection. The authors applied an adaptive histogram equalization technique in the preprocessing step for segmenting the region of interest. They have achieved an accuracy of 87% [17].

Fig. 1. Cancer incidence rates by gender in the USA from 1975 to 2019. Rates are adjusted for reporting lag times and age standardization to the US standard population of 2000 [1].

Fig. 2. Lungs images: (a) Normal lung CT image, (b) Cancerous lung CT image [49].

In a study, the deep learning model employed for nodule identification is a receptive field regularized V-net [18]. The classification of lung nodules is accomplished by the use of a hybrid approach including the SqueezeNet and ResNet models. In addition to convolutional neural networks (CNN), authors used a bio-inspired approach called the “Whale optimization algorithm with adaptive particle swarm optimization” (WOA-APSO) for detecting lung cancer [19]. They achieved an accuracy of 97.18%. Histogram equalization, the Tophat approach for noise removal, and the Boosted deep convolutional neural network (BDCNN) were utilized by Rani et al. [20] while classifying lung cancer. The noise was filtered out using weighted mean histogram analysis, and features were extracted using a hybrid dual-tree complex. Ultimately, a deep CNN was used for the purpose of lung cancer detection [21].

A sequential technique for identifying lung cancer in CT lung images was devised by Guo et al. [22]. The used approach included the utilization of both a CNN-based classifier and a feature-based classifier. The first use of a CNN-based classifier was seen in the analysis of a dataset pertaining to the detection of lung cancer. Subsequently, a classifier based on features was employed for further investigation. [22]. Irregular nodule shapes were segmented by Hesamian et al. [23]. To tackle the issue of diminished contrast, scholars have conducted investigations including the use of deep-learning methodologies on artificially created images derived from innovative color schemes. In this work, a modified version of the DL-based U-Net model was used. Chen et al. used the dense neural network methodology [24].

The usage of batch normalization and dropout was employed in conjunction with this dense architecture. The
performance on the LUNA16 dataset has been commendable. Basal et al. and Xu et al. used ensemble learning to identify lung cancer [25], [26] and combined YOLOv3 with CNN for malignant nodule detection. Fractal networks are employed in research to categorize lung nodules [27]. The performance of the system was evaluated and verified using the LUNA16 dataset, using the Fractal net model. The resulting accuracy was 94.7%. With the use of ensemble learning, Mazammil et al. improved accuracy to 96.89%. In their work [28], they integrated the SVM and AdaBoostM2 algorithms with the Linear discriminant analysis (LDA). Another research [29] used deep learning to build a segmentation technique for identifying lung cancer. Numerous more cutting-edge research [30]–[33] covered a wide range of topics and highlighted additional real-world issues.

**Table I. SUMMARY OF LUNG CANCER DETECTION ARTICLES**

<table>
<thead>
<tr>
<th>References</th>
<th>Year</th>
<th>Method</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>[34]</td>
<td>2015</td>
<td>Multi-scale CNN</td>
<td>86.84%</td>
</tr>
<tr>
<td>[35]</td>
<td>2017</td>
<td>Multi-crop CNN</td>
<td>87.14%</td>
</tr>
<tr>
<td>[35]</td>
<td>2017</td>
<td>Deep 3D DPN</td>
<td>88.74%</td>
</tr>
<tr>
<td>[35]</td>
<td>2017</td>
<td>Deep 3D DPN+ GBM</td>
<td>90.44%</td>
</tr>
<tr>
<td>[36]</td>
<td>2018</td>
<td>3D-CNN with transfer learning</td>
<td>71%</td>
</tr>
<tr>
<td>[37]</td>
<td>2018</td>
<td>FR Using DAN</td>
<td>93.9%</td>
</tr>
<tr>
<td>[38]</td>
<td>2018</td>
<td>Wavelet-Based CNN</td>
<td>91.9%</td>
</tr>
<tr>
<td>[17]</td>
<td>2019</td>
<td>3D Ensemble</td>
<td>90.24%</td>
</tr>
<tr>
<td>[39]</td>
<td>2019</td>
<td>CNN with feature fusion</td>
<td>99.2%</td>
</tr>
<tr>
<td>[40]</td>
<td>2020</td>
<td>Multi-scale CNN (MCNN)</td>
<td>93.7%</td>
</tr>
<tr>
<td>[41]</td>
<td>2020</td>
<td>Kernel-based non-gaussian Convolutional Neural Network</td>
<td>87.3%</td>
</tr>
<tr>
<td>[19]</td>
<td>2020</td>
<td>WOA</td>
<td>91.18%</td>
</tr>
<tr>
<td>[20]</td>
<td>2020</td>
<td>Boosted Deep Convolutional Neural Network</td>
<td>97.30%</td>
</tr>
<tr>
<td>[42]</td>
<td>2020</td>
<td>TL with VGG16, VGG19</td>
<td>95.0%</td>
</tr>
<tr>
<td>[26]</td>
<td>2020</td>
<td>Deep 3D-Scan</td>
<td>92.7%</td>
</tr>
<tr>
<td>[28]</td>
<td>2021</td>
<td>EL</td>
<td>96.9%</td>
</tr>
<tr>
<td>[22]</td>
<td>2021</td>
<td>FB-and OCNN</td>
<td>95.96%</td>
</tr>
<tr>
<td>[43]</td>
<td>2021</td>
<td>3D attention U-Net</td>
<td>94.43%</td>
</tr>
<tr>
<td>[44]</td>
<td>2021</td>
<td>Res BCDU-Net</td>
<td>97.58%</td>
</tr>
<tr>
<td>[45]</td>
<td>2021</td>
<td>HMB-HCF</td>
<td>99.30%</td>
</tr>
<tr>
<td>[46]</td>
<td>2022</td>
<td>YOLOv3</td>
<td>95.17%</td>
</tr>
<tr>
<td>[47]</td>
<td>2022</td>
<td>ProCAN</td>
<td>95.28%</td>
</tr>
<tr>
<td>[18]</td>
<td>2022</td>
<td>Squeeze net. Res Net</td>
<td>94.87%</td>
</tr>
<tr>
<td>[2]</td>
<td>2023</td>
<td>LungNet-SVM</td>
<td>96.37%</td>
</tr>
</tbody>
</table>

Table I provides a review of recent research that has advanced our understanding. Literature Table I illustrates the substantial amount of scholarly literature dedicated to the examination of lung cancer diagnosis, nodule detection, and categorization. The main objective of this research is to investigate lung cancer screening. The CT scans were segmented into chunks and then subjected to analysis using a three-dimensional convolutional neural network (3D-CNN) model. Deep learning-based imaging algorithms have significantly enhanced the accuracy and efficacy of lung nodule segmentation, identification, and classification. These algorithms use old medical images to achieve superior performance in these tasks. The system's ability to engage in reinforcement learning facilitated the attainment of this outcome.

![Fig. 3. The spatial coordinates of the lesions are situated in the x, y, and z dimensions. Red colour is used to indicate benign lesions, whereas black colour is used to indicate malignant tumours [26].](image)

An assortment of unsupervised deep learning algorithms, such as CNN, Faster R-CNN, Mask R-CNN, and U-Net have been used to create convolutional networks that aim to identify lung cancer and minimize the occurrence of false positives. This is in contradiction to the conventional approach of using supervised and reinforced learning techniques. Previous research has shown that computed tomography (CT) is the most often used imaging modality in computer-aided detection (CAD) systems for the detection of lung cancer. The use of 3D-CNN architectures shows more promise in effectively capturing the distinctive characteristics of malignant nodules compared to 2D CNN designs. So far, only a restricted number of research articles using 3D convolutional neural networks (CNNs) for the purpose of lung cancer detection have been made accessible to the public.

### III. Method

In the subsequent part, we will elucidate the strategy that has been put forward. In Fig. 8 a block diagram is provided, illustrating the suggested technique. This demonstrates the detection of nodules in the images, followed by the segmentation of the CT-Scan image into distinct sections, as seen in Fig. 7. The segmentation and classification tasks were effectively accomplished by using deep learning techniques. Within the scope of this research activity, the process involves the concatenation of a 3D tensor, which is afterwards used in conjunction with machine learning algorithms, with the aim of facilitating the identification of lung cancer.
A. Dataset

The data used in this research was obtained from Kaggle, a reputable and well-known data repository. The Lung Nodule Analysis 2016 Challenge dataset, often known as Luna16, has been released to the public. It was updated in 2020. The dataset comprises CT scans from a total of 888 patients. Every computed tomography (CT) scan has a thickness that exceeds 2.5 millimeters. The data is saved in the MetaImage format, more especially in the mhd/raw file format. Every .mhd file is accompanied by a separate binary file that contains the raw pixel data. The dataset has a total of 754,975 candidates, whose information is categorized into two distinct groups: malignant and benign. Malignant nodules are classified as “1” whereas benign nodules are classified as “0”. Fig. 3 depicts the distribution of lesion sites among the patients.

B. Preprocess

During the preprocessing phase, the following steps were conducted:

1) Extract CT-Scan images: The CT-Scan files were retrieved from the dataset using the “SimpleITK” package.

2) Unique Ct scans: We found that there are total 888 unique CT-Scans for 754975 candidates.

3) Missing values: The missing values in the data were examined. A total of 443 missing data were identified, indicating the absence of unique CT-Scans. Consequently, the aforementioned values were eliminated.

4) Histogram: The pixel values undergo a transformation to Hounsfield units (HU), and afterwards, their histograms are shown, as seen in Fig. 4. The histogram has a range of -2000 to 1000 Hounsfield Units (HU). The histograms of all the CT-scan pictures exhibit a similar distribution.

5) Pulmonary region: The pulmonary area is marked out by using several threshold values, as seen in Fig. 5.

C. Process

The data is divided into training and validation. The input images are transformed in the data preprocessing step, and noise and outliers are filtered away. Data is analyzed and it is found that the candidate file has a flag for each mass in the CT scans. “seriesuid” is a unique identifier for each CT Scan. The class label is 0 if the CT-Scan doesn’t have a nodule. The class label is 1, if CT scans have a nodule (both malignant and benign). There are over 750k candidates. The candidates belonging to the same CT scan are categorized into groups, after which the diameters dictionary is used to get the diameter of each candidate. The order of the applicants was flipped, resulting in all individuals with nodules being positioned at the top of the list. The candidates without comparable CT scans were excluded from the dataset. The entire number of applicants is 750,000, with just 37,000 having comparable CT scans. A chunk was obtained by generating a list consisting of three slices, with each slice corresponding to a certain direction. The segments are then transformed into PyTorch Tensors for CT-Scan analysis. Every tensor in the dataset has a shape of 1x10x18x18. These PyTorch tensors are fed into deep-learning models for feature extraction. Next, a training and testing dataset is created.

Fig. 4. CT-Scans with their corresponding histograms in HU units. (a) CT-scan number 80, (b) CT-scan number 100, (c) CT-scan number 2, (d) CT scan number 120.

Fig. 5. 3D view of the lungs and bronchioles, for different threshold values.

The step-by-step process for carrying out experiments is as follows:

1) Convert the image into the fixed slices.
2) Segment the CT-Scan slices.
3) Convert the segmented CT-scan slices into 3D tensors.
4) Split the data into training and testing.
5) Use a 3D Deep learning algorithm for feature extraction.
6) Use machine learning classifiers for classification.

The 3D CNN model that is used for feature extraction is elaborated in Table III. The use of flattened layers involves the conversion of the output of a maxpooling layer, which is a multidimensional tensor, into a one-dimensional representation. The neural network architecture is composed
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of two fully connected layers, specifically referred to as fc1 and fc2, which are positioned after the flattened layer. Fully connected layers are often used for the purpose of feature extraction. In this instance, the fc1 layer is utilized.

### Table II. Comparison of Proposed Model with State-of-the-Art Algorithms

<table>
<thead>
<tr>
<th>Authors</th>
<th>Year</th>
<th>Dataset</th>
<th>Method</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shah et al. [42]</td>
<td>2020</td>
<td>LUNA16</td>
<td>Transfer Learning VGG16, VGG19</td>
<td>95.0%</td>
</tr>
<tr>
<td>Bansal et al. [26]</td>
<td>2020</td>
<td>LUNA16</td>
<td>Deep3DSpace</td>
<td>92.7%</td>
</tr>
<tr>
<td>Naik et al. [27]</td>
<td>2021</td>
<td>LUNA16</td>
<td>Ensemble Learning</td>
<td>94.7%</td>
</tr>
<tr>
<td>Muzzammil et al. [28]</td>
<td>2021</td>
<td>LUNA16</td>
<td>Ensemble Learning</td>
<td>96.8%</td>
</tr>
<tr>
<td>Dodia et al. [18]</td>
<td>2022</td>
<td>LUNA16</td>
<td>SqueezeNet + Resnet</td>
<td>94.87%</td>
</tr>
<tr>
<td>Naseer et al. [2]</td>
<td>2023</td>
<td>LUNA16</td>
<td>LungNet-SVM</td>
<td>97.64%</td>
</tr>
<tr>
<td>Proposed method</td>
<td>2023</td>
<td>LUNA16</td>
<td>3D Tensors with Transfer Learning (3D CNN + SVM)</td>
<td>99.6%</td>
</tr>
</tbody>
</table>

### Table III. 3D-CNN Model’s Parameters

<table>
<thead>
<tr>
<th>Sr No.</th>
<th>Layer</th>
<th>Input Channel</th>
<th>Kernels, size</th>
<th>Parameters</th>
<th>Output shape</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Conv3D-1</td>
<td>1</td>
<td>(3,3,3)</td>
<td>896</td>
<td>[-1,32,10,18,18]</td>
</tr>
<tr>
<td>2</td>
<td>ReLU-2</td>
<td>32</td>
<td>----</td>
<td>0</td>
<td>[-1,32,10,18,18]</td>
</tr>
<tr>
<td>3</td>
<td>MaxPool3D-3</td>
<td>32</td>
<td>(2,2,2)</td>
<td>0</td>
<td>[-1,32,5,9,9]</td>
</tr>
<tr>
<td>4</td>
<td>Conv3D-4</td>
<td>32</td>
<td>(3,3,3)</td>
<td>55,360</td>
<td>[-1,64,5,9,9]</td>
</tr>
<tr>
<td>5</td>
<td>ReLU-5</td>
<td>64</td>
<td>----</td>
<td>0</td>
<td>[-1,64,5,9,9]</td>
</tr>
<tr>
<td>6</td>
<td>MaxPool3D-6</td>
<td>64</td>
<td>(2,2,2)</td>
<td>0</td>
<td>[-1,64,2,4,4]</td>
</tr>
<tr>
<td>7</td>
<td>Flatten-7</td>
<td>64</td>
<td>NULL</td>
<td>NULL</td>
<td>[-1,1024]</td>
</tr>
</tbody>
</table>

### Table IV. Abbreviations and Their Explanations Used in This Study

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT-Scans</td>
<td>Computer Tomography Scans</td>
</tr>
<tr>
<td>CDAM</td>
<td>Channel-dependent activation mapping</td>
</tr>
<tr>
<td>CAD</td>
<td>Computer-Aided Design</td>
</tr>
<tr>
<td>DL</td>
<td>Deep Learning</td>
</tr>
<tr>
<td>DNN</td>
<td>Deep Neural Network</td>
</tr>
<tr>
<td>FROC</td>
<td>Free-Response Receiver Operating Characteristic</td>
</tr>
<tr>
<td>ML</td>
<td>Machine Learning</td>
</tr>
<tr>
<td>MRI</td>
<td>Magnetic Resonance Imaging</td>
</tr>
<tr>
<td>SVM</td>
<td>Support Vector Machines</td>
</tr>
<tr>
<td>ROI</td>
<td>Region of Interest</td>
</tr>
<tr>
<td>BDCNN</td>
<td>Boosted deep convolutional neural network</td>
</tr>
<tr>
<td>YOLO</td>
<td>You only look once</td>
</tr>
<tr>
<td>LUNA</td>
<td>LUNG Nodule Analysis</td>
</tr>
<tr>
<td>LDA</td>
<td>Linear discriminant analysis</td>
</tr>
<tr>
<td>Seg3DT_SVM</td>
<td>Segmented 3D Tensors and Support Vector Machines</td>
</tr>
</tbody>
</table>

## IV. RESULTS AND DISCUSSION

In this research study, a deep learning model is used for the purpose of feature extraction. Prior to this, the data is subjected to preprocessing, whereby it is transformed into three-dimensional CT-scan chunks to serve as input. The machine learning classifiers use these characteristics in order to do classification. The transfer learning technique has been used in our study. The LUNA16 [48] benchmark dataset is used for training and validating this model. The dataset comprises a collection of 1,018 CT scan pictures. The training dataset accounts for 80% of the data, whilst the remaining 20% is allocated for validation purposes. In this research, the suggested model was evaluated using accuracy, which is a commonly used metric for assessing performance.

Accuracy is defined as:

\[
\text{Accuracy} = \frac{(TN + TP)}{(TN + FN + FP + TP)} \tag{1}
\]

The variables TN and TP in equation (1) represent the rates of true negative and true positive, respectively, in the confusion matrix. A confusion matrix is shown in Fig. 9. In this research work, data is pre-processed, features are extracted and then machine learning algorithms are applied at the end of pipeline. The performance of the suggested model is evaluated and compared with other contemporary approaches, as shown in Table II. A more comprehensive assessment of the resilience of the suggested model may be obtained by referring to Fig. 10. Fig. 11 illustrates the accuracy of all the classifiers used in this investigation.

The findings clearly demonstrate that the suggested model has surpassed the performance of existing algorithms by attaining an accuracy rate of 99.6%. Hence, this model has the capability to be used in real-time situations for the purpose of identifying lung malignancies. One disadvantage of this work is that the suggested model is built using just one dataset. To assess the robustness of the model, it will be applied to several datasets. The abbreviations used in this research study are shown in Table IV.

This research study presents a unique methodology for the identification of lung cancer. The task of lung cancer detection is accomplished by the use of data collection that is accessible to the general public. The data used in this study was acquired from Kaggle, a well-known and esteemed data source. The publicly available dataset, referred to as the Lung Nodule Analysis 2016 Challenge dataset or LUNA16, has been made accessible. The information has been revised in the year 2020. The dataset consists of computed tomography (CT) images obtained from a total of 888 individuals. The data is stored in the MetaImage format, specifically in the mhd/raw file format. Each .mhd file is accompanied by an independent binary file that includes the unprocessed pixel data. The dataset comprises a total of 754,975 individuals, with their information classified into two separate categories: malignant and non-cancerous. In the preprocessing stage, the CT-Scan files were obtained from the dataset using the "SimpleITK" function. There were a total of 888 distinct CT scans among the 754,975 individuals included in our analysis (Fig. 6).
The examination of missing values in the dataset was conducted. A total of 443 instances of missing data were detected, suggesting the lack of distinct CT-Scans. As a result, the previously indicated values were eradicated. The pixel values are subjected to a conversion process into Hounsfield units (HU), and subsequently, their histograms are shown, as seen in Fig. 4. The histogram exhibits a range spanning from -2000 to 1000 Hounsfield Units (HU). The histograms of all the CT-scan images show a comparable distribution. The delineation of the pulmonary region is achieved by the use of several threshold values, as seen in Fig. 5. The dataset is partitioned into two subsets, namely the training set and the validation set. During the data preparation stage, the input pictures undergo a transformation process, which includes the removal of noise and outliers. Upon analysis of the data, it has been determined that the candidate file contains a flag for each mass seen in the CT images that serves as a unique identifier for each CT-Scan. The assigned class label is 0 in cases when the CT-Scan does not reveal the presence of a nodule. The assigned class label is denoted as 1, indicating the presence of nodules in CT scans, including both malignant and benign cases. There are a total of more than 750,000 candidates. The candidates belonging to the same CT scan are categorized into groups, after which the diameters dictionary is used to get the diameter of each candidate. The order of the applicants was reversed, resulting in all individuals with nodules being placed at the top of the list. The individuals who did not have CT scans that could be compared were eliminated from the dataset. The procedure of segmentation has considerable significance within the realm of diagnostics.

The extraction of CT scan slices from images is performed in order to eliminate any unwanted portions. The lung pictures were then subjected to segmentation. The extraction of three-dimensional segments includes nodules from the segmented slices. The parts are put into our model. The chunk's measurements are 10 units in length, 18 units in breadth, and
18 units in height. A chunk was acquired by constructing a list including three slices, where each slice corresponds to a certain direction. The segments are then converted into PyTorch Tensors to facilitate CT-Scan processing. The PyTorch tensors are used as inputs in 3D deep learning models for feature extraction. Following this, a dataset is constructed for the purpose of training and testing, and a variety of machine learning classifiers are used to choose the classifier that exhibits the highest performance. The results unequivocally indicate that the proposed model has outperformed current algorithms, achieving a remarkable accuracy rate of 99.68%. Therefore, this model has the capacity to be used in real-time scenarios with the objective of detecting lung cancers.

V. CONCLUSION

This study presents a novel approach that utilizes segmented 3D tensors, 3D convolutional neural network and SVM to identify lung nodules in computed tomography (CT) data. The proposed model is abbreviated as Seg3DT_SVM. The model being discussed is specifically built to accept data chunks in the format of PyTorch tensors. The discrete components, referred to as chunks, that comprise the nodule are the individual segments of computed tomography (CT) slices used. The process of obtaining cross-sectional images is an essential element of computed tomography (CT) scans. The proposed technique includes an initial phase of data preparation, as previously elucidated, succeeded by the use of machine learning algorithms. The experimental investigation used the publicly available LUNA16 dataset and was conducted using the PyTorch framework. The analyzed model demonstrates a much greater degree of accuracy (99.68%) compared to the existing state-of-the-art approaches used for the same dataset. The method demonstrates the capability to assist healthcare workers in promptly identifying cases of lung cancer in real-time situations.
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Abstract—Currently, ransomware attacks have become an important threat in the field of network security. The detection and defense of ransomware has become particularly important. However, due to the insufficient data and behavior patterns collected dynamically to detect variants and unknown ransomware, there is also a lack of specialized defense strategies for ransomware. In response to this situation, this article proposes a ransomware early detection and defense system (REDDS) based on application programming interface (API) sequences. REDDS first dynamically collects API sequences from the pre-encryption stage of the ransomware, and calculates the API sequences as feature vectors using the n-gram model and TF-IDF algorithm. Due to the limitations of dynamic data collection, API sequences were enhanced using Wasserstein GAN with Gradient Penalty (WGAN GP), and then machine learning classification algorithms were used to train the enhanced data to detect ransomware. By mapping the malicious API of ransomware to public security knowledge bases such as Adversarial Tactics, Techniques, and Common Knowledge (ATT&CK), a Ransomware Defense Countermeasures Ontology (RDCO) is proposed. Based on the ontology model, a set of inference rules is designed to automatically infer the defense countermeasures of ransomware. The experimental results show that WGAN-GP can more effectively enhance API sequence data than other GAN models. After data augmentation, the accuracy of machine learning detection models has significantly improved, with a maximum of 99.32%. Based on malicious APIs in ransomware, defense countermeasures can be inferred to help security managers respond to ransomware attacks and deploy appropriate security solutions.

Keywords—Ransomware detection; API sequences; WGAN-GP; ATT&CK; machine learning; ontology; defense countermeasures

I. INTRODUCTION

In recent years, ransomware attacks have sharply increased, especially during the COVID-19 pandemic. This is because many companies and organizations require remote work, and their network security measures may not be sufficient to cope with the risks brought by remote work. In addition, ransomware developers are using increasingly complex technologies and means, making it more difficult to defend against ransomware. In recent years, some famous ransomware attacks have included WannaCry, Petya/NotPetya, and Ryuk. These attacks have caused significant economic losses and data breaches, affecting thousands of organizations and individual users. These events have elevated ransomware to a level of national security concern, prompting the US Department of Justice to classify such attacks as terrorist attacks [1].

Ransomware attacks can be divided into two categories: encrypted ransomware and locked ransomware. The characteristic of encryption ransomware is its ability to encrypt files, making it impossible for victims without decryption keys to move. Lock screen ransomware can lock the screen or operating system of the victim's host after infecting it [2]. Currently, among the publicly available ransomware, encrypted ransomware is the most common type [3-6]. Therefore, this article focuses on encrypted ransomware as the research object, and the "ransomware" mentioned below when not specifically mentioned are all encrypted ransomware.

After the ransomware completes the encryption of specific files on the victim host, these files on the victim host will lose availability and be difficult to decrypt without paying a ransom [7]. Even if file recovery can be achieved through early backup, there may still be situations where information systems or files cannot be used normally during the recovery period, which affects the normal operation of enterprise business [8]. Therefore, it is particularly important to accurately detect and defend against ransomware before encrypting files. After the ransomware infects the host, it will encrypt the files in the infected host as soon as possible, so in a short period of time, the ransomware will perform a large number of operations [9], calling a large number of application programming interfaces. Taking API sequences as the analysis object, detecting and responding to targeted defense strategies in the early stages of ransomware operation is a feasible technical means.

However, traditional malware dynamic detection methods often only collect limited API sequences of ransomware, lacking sufficient data and behavior patterns to detect the increasing variety of ransomware and unknown ransomware. At present, there is a lack of defense measures against ransomware, and relying solely on data backup is not enough to cope with the continuous emergence of ransomware and its variants. To address this challenge, a combination of ATT&CK framework and D3FEND can be used to combat ransomware attacks. The ATT&CK framework is a knowledge base developed by MITRE company for describing and organizing network attack techniques. This framework provides rich information about the behavior of attackers, including the various stages and potential attack modes of ransomware attacks. By combining the knowledge of the ATT&CK framework, it is possible to better understand the behavior patterns of ransomware and establish more effective defense strategies. D3FEND is a framework used to describe and organize defensive measures. It provides defense
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strategies and control measures for different ATT&CK attack technologies. By comparing with the D3FEND framework, it can be ensured that appropriate security measures have been taken and loopholes in existing defense strategies can be filled.

In response to the above issues, this article proposes a ransomware early detection and defense system (REDDS) based on API sequences. In order to address the limitations of the API dataset collected by ransomware for dynamic analysis of samples, this article innovatively applies WGAN-GP [10] technology to ransomware detection. WGAN-GP has better training stability and better generalization ability than other Generative adversarial network, and the data quality generated by WGAN-GP is higher. In addition, this paper conducts in-depth research and analysis on the relationship between the specific API of ransomware and security knowledge sources such as ATT&CK, builds a ransomware defensive countermeasures ontology (RDCO), and designs Rule of inference to derive the defense countermeasures of ransomware. Starting from APIs to defend ransomware provides a new idea and method for the defense of ransomware, and has broad application prospects in practical applications. REDDS collects a certain number of pre-encrypted API sequences from normal software and ransomware, and generates feature vectors through n-gram [11] and Term Frequency Inverse Document Frequency (TF-IDF) [12]. WGAN-GP is used to enhance API sequence data, and machine learning classification algorithms are used to train pre and post enhancement data to detect ransomware. And Rules of inference are used to infer the defense countermeasures against the malicious API of ransomware, as well as the timely response and defense of ransomware. The main contributions of this article are as follows:

1) A novel early detection and defense system for ransomware based on API sequences has been proposed. The system uses n-gram and TF-IDF to generate API feature vectors, and utilizes WGAN-GP for data augmentation, thereby improving the robustness and accuracy of early detection models.

2) REDDS constructs a ransomware defense ontology by analyzing the mapping relationship between malicious APIs in ransomware and attack techniques in ATT&CK. The ontology integrates multiple security knowledge bases, and designs Rule of inference from the malicious API to derive defense countermeasures against ransomware attacks.

3) In the experiment, 86 ransomware samples from 24 different families and 40 normal software were used to evaluate REDDS. The results indicate that WGAN-GP generates better API data quality than other GAN models, and data augmentation significantly improves the accuracy of the detection model. It can also infer defense countermeasures against malicious APIs.

The remainder of this paper is organized as follows. Related work is presented in Section II. Section III presents the system design of REDDS. Section IV constructs the RDCO ontology and ontology-based reasoning defense countermeasures, and Section V presents the experimental results and evaluation of the system. Finally, Section VI concludes the paper.

II. RELATED WORK

The huge losses and harms caused by ransomware to enterprises or organizations have become the main security threat to the cyberspace. In order to respond to ransomware attacks and ensure the security of the network environment, the detection and protection of ransomware has become a hot topic in the field of cyberspace security. Based on the theme of this article, this section briefly summarizes the application of early detection of ransomware, generation of adversarial networks in the field of security, and related research in the field of ontology-based malware analysis.

A. Early Detection of Ransomware

Due to the fact that ransomware quickly encrypts files after infecting a host, early detection is of great significance for file protection and timely defense of infected hosts. Morato et al. [13] used SMB traffic in network shared volumes for early detection of ransomware, using 19 different series of ransomware to test the practical application of algorithms. Chen Changqing et al. [3] proposed the concept of critical time period (CTP) for ransomware detection, using machine learning for early detection based on 78 API short sequences called by ransomware during execution within CTP. Al Rimy et al. [14] applied feature selection technology based on mutual information to early detection of ransomware. This method can obtain good detection accuracy by using features extracted and selected from the behavior data of limited ransomware at the initial stage of operation. Mehnaz et al. [15] proposed a ransomware detection mechanism that detects encrypted ransomware in real-time by deploying bait technology, carefully monitoring running processes and malicious activities in file systems, and evaluating the system using samples from 14 of the most popular ransomware families. Roy et al. [16] applied BiLSTM and fully connected layers to simulate the normal state of hosts in operating enterprise systems, and detected ransomware from a large amount of environmental host log data. Execute 17 ransomware attacks on the victim host, and use the infected host log to record data validation to verify the system. The above work achieved good detection accuracy in the early detection of ransomware, but lacked sufficient data to verify the behavior of ransomware in the pre-encryption stage, and did not involve defense measures against ransomware.

B. Application of Generative Adversarial Networks in the Field of Security

In the field of security, the limitations of dynamically collecting attack data can lead to limited or unbalanced datasets. Therefore, some studies have applied GAN for data augmentation in their work. Liu et al. [17] proposed an intrusion detection method based on the oversampling technology of WGAN-GP and feature selection, conducted experiments on three intrusion detection data sets, and improved the detection performance of the machine learning model, but their work did not evaluate the samples generated by WGAN-GP. Hu et al. [18] used the algorithm MalGAN based on generative adversarial networks (GANs) to generate
adversarial malware examples, which can bypass detection models based on black box machine learning. Yilmaz et al. [19] proposed an intrusion detection method based on GAN and MLP. GAN was used to generate three types of attacks in the UGR 16 dataset to balance the dataset. The experimental results indicate that GAN's balanced attack sample dataset produces more accurate results than the imbalanced attack sample dataset. Wu Yangming et al. [20] used a deep learning intrusion detection method based on WGAN-GP data augmentation and combined deep belief networks and extreme learning machines. The proposed algorithm was tested using the CICIDS2017 dataset, and comparative experiments showed that the method had higher accuracy and faster convergence speed. In this paper, we build an API sequence generative model based on WGAN-GP ransomware to generate high-quality API sequence samples. Evaluate the generation ability of WGAN-GP by comparing it with other GAN models, and finally propose comparative experiments that the detection results after using WGAN-GP are better.

C. The Use of Ontology in the Field of Malicious Software Research

Ontology is used to describe information objects for domain knowledge sharing and reuse [21]. In the field of information security, ontology has been used to characterize the behavior of malware, and build the knowledge representation of malware [22], so as to realize the analysis and reasoning of malware. Rastogi et al. [23] designed a malware ontology called MALOnt, which includes concepts such as malware features, attack behavior, and detailed information about attackers. It supports collecting intelligence on malware threats from different online sources and constructs a knowledge graph framework based on MALOnt. Ding et al. [24] designed conceptual classes and object attributes for malware, and proposed methods to represent the semantics of malware behavior. And use the Apriori algorithm to classify the malware family. This article designs a ransomware defense strategy ontology, which includes information about the characteristics of ransomware malicious APIs and related defense strategies. Design inference rules based on semantic web rule language, use rule inference engines to infer the knowledge, determine which APIs are malicious, and generate corresponding defense strategies for these APIs. In this way, when a ransomware attack occurs, the system can defend against the attack based on the inferred countermeasures.

III. RANSOMWARE EARLY DETECTION AND DEFENSE SYSTEM

This article proposes an early detection and defense system for encrypted ransomware in the pre-encryption stage based on API sequences, as shown in Fig. 1. The system focuses on API calls during the pre-encryption phase after starting operation. In order to compensate for the insufficient data collected during the pre-encryption phase of ransomware attacks, WGAN-GP's data augmentation method is used to generate API sequence samples, and the enhanced API sequence dataset is used to train the detection model. For the defense of ransomware, by mapping the API of ransomware with ATT&CK technology, integrating ATT&CK, D3FEND, and other security knowledge sources, and constructing a ransomware defense strategy ontology, the defense strategy is inferred based on the API of ransomware for reference by security personnel. REDDS includes four modules: API sequence collection, feature calculation, data enhancement and detection, and defense strategy inference. Below are detailed explanations of these four modules.

Fig. 1. REDDS execution framework.

A. The Pre-Encryption Phase of Ransomware Collects API Sequences

The attack process of ransomware can be divided into four stages: system infection, file traversal and encryption, ransom collection and file decryption [14], among which the encryption operation was previously referred to as the pre-encryption stage. In the system infection stage, the ransomware infected the victim host through phishing, web hanging horses, exploit and other ways. After infecting the system, ransomware usually performs a series of operations such as file search and identification, file encryption, etc. [6]. Once these operations are completed, all specific files in the infected host will be encrypted; During the ransom stage, the victim is informed of how to pay the ransom through ransom text; After the victim user pays a ransom, they enter the file decryption stage, and the attacker releases the decryption device to decrypt the encrypted file. In reality, it would be meaningless to check out all files on the victim host after the ransomware completes encryption [25]. Therefore, how to accurately detect ransomware during its pre-encryption stage is a key issue in ransomware defense.

According to the execution process of the ransomware mentioned above, before 2.2 in Fig. 2 is the pre-encryption stage. The ransomware will involve a large number of API calls during the pre-encryption stage, including file read and write, network communication, system information acquisition, etc. The number of APIs that normal software runs during the same time period is much smaller than the number of APIs called by ransomware. Therefore, this article believes that the number of APIs executed by software within a period of time after it starts running can be used to distinguish between normal software and ransomware.

In this module, REDDS will collect the API sequences called during the pre-encryption phase after the ransomware
start running, as well as the API sequences of the benign software, and use them as inputs for the next phase. Run samples of ransomware and benign software in the CuCKoo sandbox or other sandbox, with a running time of 60 seconds to ensure that the API sequence of ransomware can be fully captured during the pre-encryption phase. And use API Monitor to monitor the API sequence of these software, record the API sequence of each ransomware before the first call to the encryption class API and the API sequence of benign software.

![Diagram](image-url)

**Fig. 2.** General execution process of ransomware file traversal and encryption stages.

### Table I. API Called for the First Time in BCrypt, DAPI, NCrypt, SCHannel, and Wincrypt Encryption API Libraries

<table>
<thead>
<tr>
<th>Cryptographic API libraries</th>
<th>API</th>
</tr>
</thead>
<tbody>
<tr>
<td>BCrypt</td>
<td>BCryptOpenAlgorithmProvider</td>
</tr>
<tr>
<td>CryptoAPI</td>
<td>cryptAcquireContext, cryptBinary</td>
</tr>
<tr>
<td>DPAPI</td>
<td>CryptProtectData</td>
</tr>
<tr>
<td>NCrypt</td>
<td>NCryptOpenStorageProvider</td>
</tr>
<tr>
<td>SCHannel</td>
<td>AcquireCredentialsHandle</td>
</tr>
</tbody>
</table>

Ransomware typically utilizes the encryption API provided by the Windows system to implement file encryption and decryption functions. The Windows system provides multiple encryption API libraries, and attackers can choose the appropriate encryption API library to implement encryption functions according to their own needs. There are five commonly used encryption API libraries: BCrypt, CryptoAPI, DPAPI, NCrypt, and SCHannel. These five encryption API libraries have different functions to implement various functions. The first called APIs in the five encryption API libraries are shown in Table I. REDDS takes these APIs as the pre-encryption boundaries and collects the API sequences in the pre-encryption stage. The collected API sequences are deduplicated, and the deduplicated API sequences are used as data sets for subsequent analysis and research.

### B. API Sequence Feature Calculation

In this stage, REDDS uses the n-gram algorithm to segment API sequences and calculates corresponding eigenvalues using the TF-IDF algorithm. The application of the n-gram algorithm preserves the adjacency of APIs in the generated feature vectors. After processing API sequences through n-gram algorithm, TF-IDF algorithm in natural language processing is used to calculate eigenvalues to generate eigenvectors. Use (1) to calculate the TF value of the n-gram sequence for ransomware and normal software.

\[
TF(i,j) = \frac{n(i,j)}{\sum_{k} n(k,j)}
\]

Where \(TF(i,j)\) represents the frequency of n-gram \(i\) appearing in n-gram sequence \(j\), where \(n(i,j)\) represents the number of times n-gram \(i\) appears in n-gram sequence \(j\). \(\sum_{k} n(k,j)\) represents the total number of n-grams in the n-gram sequence \(j\). After calculating the frequency of an n-gram, calculate its IDF using equation (2).

\[
IDF(i) = \log_{2} \frac{|D|}{\sum_{j \in J} |\{i \in f_j\}|}
\]

Among them, \(IDF(i)\) describes the rarity of n-gram \(i\) in the entire n-gram sequence, and \(D\) represents the set of all n-gram sequences. \(\{j : i \in f_j \in D\}\) represents the number of n-gram sequences \(j\) containing n-gram \(i\). After calculating the \(IDF(i)\), use equation (3) to complete the calculation of TF-IDF.

\[
TF_{IDF}(i,j) = TF(i,j) \times IDF(i)
\]

In summary, REDDS treats the API sequences collected in the pre-encryption stage of ransomware as a whole, and obtains the corresponding feature vectors through n-gram and TF-IDF algorithms.

### C. Data Enhancement and Detection Based on WGAN-GP

The dynamically collected API sequences are limited and incomplete, which will affect the detection of ransomware variants and unknown ransomware. To this end, we propose a data enhancement algorithm based on WGAN-GP, which satisfies the Lipschitz restriction by applying an independent gradient penalty (GP) to each sample. This allows the weights of neurons to be distributed more evenly during the backpropagation process, helping the detection model to better understand the potential characteristics and behaviors of ransomware, effectively improving the accuracy, robustness and generalization ability of the ransomware detection model.

The API sequence data enhancement method based on WGAN-GP introduces Wasserstein distance on the basis of GAN model, and its distance formula is shown in equation (4).

\[
W(P_r, P_g) = \inf_{\gamma \in \Pi(P_r, P_g)} \mathbb{E}_{(x,y) \sim \gamma} \left[\|x - y\|\right]
\]

In the formula: \(x\) is the real sample, and \(y\) is the generated sample. \(\Pi(P_r, P_g)\) is the joint probability distribution set of the real sample probability distribution \(P_r\) and the generated sample probability distribution \(P_g\).

The use of Lipschitz weight pruning in WGAN limits the range of weight parameters in the discriminator sub network, resulting in extreme network parameters that greatly limit network performance and weaken the fitting ability of the neural network. Moreover, the scope of weight pruning is mainly based on expert experience, and setting network parameters through manual determination can easily lead to inappropriate parameter settings, leading to the phenomenon of gradient explosion and vanishing again. Therefore, WGAN-
GP introduces the Gradient Penalty (GP) term to improve the impact of the weight clipping constraint parameter used in WGAN to meet the 1-Lipschitz continuity condition on the network. Its loss function is expressed as follows:

\[ L_G = -E_{z \sim P_z} \times [D(G(Z))] \]

\[ L_D = -E_{z \sim P_z} \times [D(G(Z))] - E_{x \sim P_x} \times [D(x)] + GP \]

\[ GP = \lambda E_{x \sim \chi} \left[ \| \nabla D(x) \|_p - 1 \right]^2 \]

In the formula: \( L_G \) is the generator loss function, \( L_D \) is the discriminator loss function, \( G(Z) \) is the sample generated by the generator, \( P_z \) is a prior distribution of random noise \( z \), \( GP \) is a gradient penalty term, \( \lambda \) Represents the penalty coefficient; \( \chi \) represents the distribution of the entire sample space, that is, the sum of the generated and real sample distributions; \( \nabla D(x) \) represents the gradient of the discriminator, and \( \| \cdot \|_p \) is the P-norm.

The specific training process for data augmentation and detection based on WGAN-GP is as follows:

1) Input the feature vectors obtained from feature calculation into the generator;
2) Fix the parameters of generator \( G \), and adjust the parameters of generator according to formula (5) to minimize the loss function of generator \( L_G \);
3) Fix the parameters of generator \( D \), and adjust the parameters of discriminator according to formula (6) to minimize the discriminator loss function \( L_D \);
4) Cycle through the above two steps until the training network achieves Nash equilibrium, and then stop training.
5) Expand the original collected API sequence using WGAN-GP and train the detection model to detect ransomware.

### IV. RDCO Ontology Construction and Defense Countermeasure Reasoning

Starting from the API called by the ransomware, we map some specific malicious APIs to ATT&CK technology. Based on the work of integrating multi-source security knowledge [21], malicious APIs and multi-source security knowledge are mapped. However, the link between ransomware and defense countermeasures is implicit. Ontology can discover new relationships from known knowledge through the formal description of knowledge in a specific domain, and the design of reasoning rules based on the ontology. Therefore, this paper proposes a defense countermeasure reasoning method for ransomware based on semantic ontology and rule logic, and infers corresponding defense countermeasures for the APIs called in the ransomware.

#### A. Ransomware API mapping Multi-source Security Knowledge

The existing ransomware that can infect Windows systems is operated by calling a large number of Windows APIs. By analyzing the attack process of ransomware and the technologies under the Windows platform in enterprise ATT&CK, some common APIs are mapped to corresponding technologies in the ATT&CK framework. For example, the widely used defense avoidance technique in ransomware - process injection, which runs custom code in the address space of another process. Process injection improves invisibility, and some technologies also achieve persistence [27]. There are many types of process injection techniques. This example analyzes the classic malicious dynamic link library (DLL) injection technique, and its corresponding ATT&CK technique is T1055.001. The injection process of DLL is shown in Fig. 4, where the ransomware calls VirtualAllocEx to obtain a space to write the path to its DLL. Then, ① call WriteProcessMemory to write the path to the allocated memory. In order for the code to execute in another process, ② will call APIs such as CreateRemoteThread, NtCreateThreadEx, or NtCreateUserThread. Finally, ③ successfully injected the ransomware code into the target process.

Through the above analysis, the T1055.001 technology can be mapped to the API during the DLL injection process. Map 47 technologies with their corresponding APIs based on the
data components (operating system API execution) in the ATT&CK framework. At the same time, CAPEC focuses on the attack pattern, linking the tactics and techniques in ATT&CK with the weakness of the attack target, and using the weaknesses in CWE to link to vulnerabilities in CVE. And integrate defense technology in D3FEND through digital artifacts. Fig. 5 depicts the relationship links mapped according to the selected knowledge sources. Through this end-to-end link method, security researchers can not only analyze potential threats to the system, but also defend against ransomware attacks based on defense strategies.

![Diagram of security knowledge relationship mapping link](image)

**B. Build Ontology and Design Inference Rules**

Based on the mapping between security knowledge and malicious APIs of ransomware, a Ransomware Defensive Countermeasures Ontology (RDCO) is proposed. The ontology model consists of classes, attributes, and relationships between classes and individuals [28]. RDCO includes seven categories: ransomware behavior, offensive techniques, digital artifacts, defensive countermeasures, attack patterns, weaknesses, and vulnerabilities. Classes and the relationships between classes are shown in Fig. 6.

![Relationship between RDCO top-level classes](image)

In order to better infer defense countermeasures and vulnerabilities from the RDCO ontology, this paper uses the semantic inference rule description language recommended by W3C to design inference rules for SWRL (semantic web rule language) [29]. To implement SWRL rules in an ontology, it is necessary to write and describe the reasoning conditions (Antecedent) and the reasoning results (Consequence) in language. A single or multiple basic atoms (which are already knowledge constructed in the ontology) form each SWRL rule in the reasoning, and represent it as a logical "AND" relationship through "->". The connection between the reasoning conditions and results is made through "->". Create rules for expanding existing OWL languages, where the formal expression of SWRL rules is:

\[(A_1 \land \ldots \land A_m) \rightarrow (B_1 \land \ldots \land B_n)\], \(m \geq 1, n \geq 1\) (8)

Equation (8) \(A_i\), \(B_j\) is a fundamental atom, and their form can be represented as \(C(x)\), \(P(x, y)\), or \(x, y\), where \(C\) is an OWL description, \(P\) is an OWL attribute, and \(x\) and \(y\) can be OWL instances or OWL data values. Only when atoms have been constructed in the ontology and are all true can SWRL rules be effectively set. Using SWRL rules, new relationships can be discovered from known knowledge. As shown in Table II, we designed three inference rules based on RDCO ontology to infer relevant defense strategies for ransomware.

![Inference Rule Table](image)

<table>
<thead>
<tr>
<th>Ord</th>
<th>Inference rule</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>Behavior(?b)^mappingAttack(?b, ?t)^Offensive_Technique(?t)^hasMitigation(?t, ?m) - UseMitigation(?b, ?m)</td>
</tr>
<tr>
<td>R2</td>
<td>Behavior(?b)^mappingAttack(?b, ?t)^Offensive_Technique(?t)^hasArtifact(?t, ?da)^Digital_Artifact(?da)^hasDefend(?da, ?dt)^defensive_technique(?dt) - UseDefendTechniques(?b, ?dt)</td>
</tr>
<tr>
<td>R3</td>
<td>Behavior(?b)^mappingAttack(?b, ?t)^Offensive_Technique(?t)^hasArtifact(?t, ?da)^Digital_Artifact(?da)^hasDefend(?da, ?dt)^defense_technique(?dt)^useMitigation(?b, ?m)</td>
</tr>
</tbody>
</table>

Rule R1: Using the attack pattern that CAPEC focuses on as a bridge, associate the attack technology used by the attacker with the weaknesses of the attack target. Due to the fact that weakness in CWE can be linked to vulnerabilities in CVE, it is possible to infer vulnerabilities exploited by ransomware. Knowing the exploited vulnerabilities can help to promptly fix them and prevent ransomware attacks.

Rule R2: When the malicious API of ransomware is known, by mapping the API to ATT&CK technology, each ATT&CK technology in the ATT&CK framework has its corresponding mitigation measures, thereby automatically extracting mitigation measures related to ransomware.

Rule R3: In addition to inferring mitigation measures in response to ransomware attacks, the API of ransomware is mapped to ATT&CK technology, using digital artifacts as a medium to automatically infer defense technologies in D3FEND corresponding to ransomware in response to ransomware attacks.

V. EXPERIMENTS AND EVALUATION

A. Experimental Dataset

There is currently no publicly available ransomware standard dataset in the academic community. This article builds a Cuckoo sandbox, in which the Windows 7 operating system is used as the software runtime environment. Run the sample for 60 seconds and collect the API sequence called during software runtime. The ransomware samples used in the
experiment were collected from Virusshare and Any. Run, and the normal samples were collected from 360 software stewards. See Table III for the types and quantities of the experimental samples. The versions of different samples in the same ransomware sample family are different. The normal software covers antivirus software, office software, chat tools, download tools, video software, browsers, input methods and other common types.

This article truncates the collected API sequences and only studies the API sequences before encrypting them. After analysis, it was found that a file operation of ransomware often requires calling four APIs, such as CreatFile, WriteFile, HWrite, LClose, etc., to quickly create a file. Therefore, REDDS uses the 4-gram algorithm in feature calculation, and then calculates the eigenvalues through TF-IDF, which can make the generated feature vectors best match the features of the API sequence.

<table>
<thead>
<tr>
<th>Ransomware family</th>
<th>N</th>
<th>Ransomware family</th>
<th>N</th>
<th>Ransomware family</th>
<th>N</th>
<th>Normal software samples</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alphacrypt</td>
<td>4</td>
<td>Prolock</td>
<td>2</td>
<td>Maze</td>
<td>3</td>
<td>Browser</td>
<td>2</td>
</tr>
<tr>
<td>Cerber</td>
<td>4</td>
<td>Ransomware.Dharma</td>
<td>5</td>
<td>SATURN</td>
<td>2</td>
<td>Chat Tools</td>
<td>2</td>
</tr>
<tr>
<td>CryptoWire</td>
<td>2</td>
<td>Ransomware.Eleta</td>
<td>2</td>
<td>SilentSpring</td>
<td>1</td>
<td>Download Tools</td>
<td>4</td>
</tr>
<tr>
<td>Crysis</td>
<td>8</td>
<td>Ransomware.FRS</td>
<td>3</td>
<td>PolyRansom</td>
<td>4</td>
<td>Inputting Method</td>
<td>3</td>
</tr>
<tr>
<td>Gandcrab</td>
<td>6</td>
<td>Ransomware.LockerGoga</td>
<td>4</td>
<td>Spora</td>
<td>4</td>
<td>Video software</td>
<td>5</td>
</tr>
<tr>
<td>Lockbit</td>
<td>2</td>
<td>Ransomware.Kraken</td>
<td>5</td>
<td>Sodinokibi</td>
<td>6</td>
<td>Safe Antivirus</td>
<td>2</td>
</tr>
<tr>
<td>CryptoShield</td>
<td>2</td>
<td>Ransomware.Wu</td>
<td>2</td>
<td>TeLaCrypt</td>
<td>5</td>
<td>Office-Software</td>
<td>16</td>
</tr>
<tr>
<td>Mrzrevenge</td>
<td>4</td>
<td>Ransomware.SAGE</td>
<td>2</td>
<td>Wannacry</td>
<td>4</td>
<td>Other</td>
<td>6</td>
</tr>
<tr>
<td>Total number of ransomware samples</td>
<td>86</td>
<td>Total number of normal samples</td>
<td>40</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

B. Evaluation of WGAN-GP Model Generation Capability

![Curve of loss function.](image)

After repeated debugging, it is determined that the discriminator uses a three-layer neural network structure, and each layer is followed by a hyperbolic tangent activation function (Tanh). The generator adopts a 4-layer neural network structure, and ReLu activation function is used behind each layer. The optimization solver uses Adam, the learning rate of the generator and discriminator is set to 0.0005, and the training round is 10000. The loss function curve of generator and discriminator during training is shown in Fig. 7. The API sequence data enhancement method based on WGAN-GP is used to enhance the API sequence of ransomware and the API sequence of normal software respectively. The API sample library before and after augmentation is shown in Table IV.

<table>
<thead>
<tr>
<th>Type</th>
<th>Before data enhancement</th>
<th>After data enhancement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ransomware samples</td>
<td>86</td>
<td>1634</td>
</tr>
<tr>
<td>Normal samples</td>
<td>40</td>
<td>1218</td>
</tr>
</tbody>
</table>

The authenticity, probability fitting accuracy, and diversity of generated samples are important indicators for evaluating the generation ability of a model. This paper includes two generative model, BEGAN (boundary equilibrium GAN) [30] and LSGAN (Least Squares GAN) [31], as reference objects to evaluate the generation capability of WGAN-GP model.

![API sequence generation sample dimensionality reduction visualization for ransomware.](image)
Taking the API sequence samples of ransomware generated by WGAN-GP, BEGAN, and LSGAN models as examples, t-distributed stochastic neighbor embedding (t-SNE) algorithm is used to perform dimensionality reduction analysis on real samples and partially generated samples of each model. The visualization results are shown in Fig. 8. From Fig. 8, it can be clearly seen that the samples generated by the BEGAN and LSGAN models are concentrated within a small range near the real sample, while WGAN-GP, due to considering the 1-Lipschitz condition limitation, generates scattered samples within the real sample distribution range, with good diversity.

Kernel Perception Distance (KID) is used to evaluate the authenticity of the generated samples, and KID uses Gaussian kernel functions to measure the similarity between the real dataset and the generated dataset in the Perception feature space. The KID values of the samples generated by the three GAN models are shown in Table V. It is evident from Table V that the KID values of the WGAN-GP generated samples are significantly lower than those of the LSGAN and BEGAN models. The smaller the KID value, the closer the generated sample is to the real sample.

**TABLE V. KID VALUES OF SAMPLES GENERATED BY THREE GAN MODELS**

<table>
<thead>
<tr>
<th>Model</th>
<th>Ransomware</th>
<th>Normal software</th>
<th>Average value</th>
</tr>
</thead>
<tbody>
<tr>
<td>WGAN-GP</td>
<td>5.702x10^-6</td>
<td>4.171x10^-6</td>
<td>4.935x10^-6</td>
</tr>
<tr>
<td>LSGAN</td>
<td>1.998</td>
<td>1.878</td>
<td>1.938</td>
</tr>
<tr>
<td>BEGAN</td>
<td>1.295</td>
<td>1.207</td>
<td>1.251</td>
</tr>
</tbody>
</table>

**C. Detection Model**

The expanded API sequence dataset was divided into a training set and a testing set in a ratio of 70% to 30%. The detection performance of five classification algorithms, namely Support Vector Machine (SVM) [32], RF [32], Naive Bayes (NB) [32], K-Nearest Neighbor (KNN) [33], and MLP [34], was further compared before and after using WGAN-GP data augmentation.

This article uses commonly used accuracy, precision, recall, and F1 score (F1) in the field of malware detection as performance evaluation indicators [35].

**TABLE VI. THE P, R, AND F1 VALUES OF THE FIVE DETECTION MODELS BEFORE AND AFTER USING WGAN-GP**

<table>
<thead>
<tr>
<th>Detection Model</th>
<th>Before using WGAN-GP</th>
<th>After using WGAN-GP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
</tr>
<tr>
<td>SVM</td>
<td>0.884</td>
<td>0.875</td>
</tr>
<tr>
<td>NB</td>
<td>0.876</td>
<td>0.873</td>
</tr>
<tr>
<td>KNN</td>
<td>0.883</td>
<td>0.857</td>
</tr>
<tr>
<td>RF</td>
<td>0.958</td>
<td>0.961</td>
</tr>
<tr>
<td>MLP</td>
<td>0.873</td>
<td>0.884</td>
</tr>
</tbody>
</table>

Fig. 9. Comparison of accuracy of detection models before and after data enhancement.

Fig. 9 shows the accuracy of the detection models before and after using WGAN-GP data augmentation. It can be seen that the accuracy of all five detection models has increased after using data augmentation. Among them, MLP's accuracy rate increased the most, by 10.12%. RF has the highest accuracy, reaching 99.23% after data enhancement. Table VI shows the P, R, and F1 values of the five detection models before and after using WGAN-GP data augmentation. From the results in Table VI, it can be seen that among the five classification algorithms used in this article, the detection results obtained using RF and MLP are superior to the other three algorithms. The experimental results indicate that using WGAN-GP data augmentation can significantly improve the performance of the target detection model. By using WGAN-GP data augmentation, we can utilize more data to train and optimize the model, thereby improving its accuracy and robustness.

**D. Defense Countermeasure Reasoning**

HermiT general rule inference engine is used to describe the proposed inference rule set, and it is integrated in the RDCO ontology model. The model is based on the security domain knowledge base and the condition pattern in the reasoning rule set for reasoning. Ransomware often exploits system or software security vulnerabilities to gain system privileges and install ransomware on the victim's computer. Finding and fixing these vulnerabilities can help us better defend against ransomware attacks.

After detecting the ransomware, the inference engine passes the inference rule \( R_i \) Infer the associated security vulnerabilities based on the behavior of specific ransomware. Taking the API of ransomware calling ChangeServiceConfigW and CreateServiceW as an example, new implicit facts are inferred according to the rules. The inference engine associates the specific API of ransomware with the security vulnerabilities that may be exploited in the system through the object attribute exploitVulnerability. To clearly display the specific reasoning results, Neo4j is used to visualize them in the form of a knowledge graph. As shown in Fig. 10, the yellow arrow in the figure represents the inferred relationship exploitVulnerability.
Map specific APIs called by ransomware to ATT&CK technology, and each ATT&CK technology has corresponding mitigation and defense measures. By inference rule $R_2$ and $R_3$, one can automatically infer defense strategies targeting specific APIs, helping security managers respond to ransomware attacks and deploy appropriate security solutions. Taking the APIs called by the aforementioned ransomware, ChangeServiceConfigW and CreatServiceW, as examples, the specific APIs of the ransomware are associated with mitigation measures and defense technologies through the object properties useMigration and useDefendTechniques. The specific reasoning results are shown in Fig. 11, where the orange and red arrows represent the inferred relationships useMitigation and useDefendTechniques, respectively.

VI. CONCLUSION

This article proposes an early detection and defense system for ransomware based on API sequences. To address the limitations of collecting datasets, API sequences were enhanced based on Wasserstein GAN with Gradient Penalty (WGAN GP), and then machine learning classification algorithms were used to train the enhanced data to detect ransomware. The detection accuracy was significantly improved after using WGAN-GP data augmentation, with the Random Forest algorithm having the highest accuracy of 99.23%. By mapping the malicious APIs of ransomware to public security knowledge bases such as ATT&CK, a Ransomware Defense Countermeasures Ontology (RDCO) is proposed. Based on the ontology model, a set of inference rules are designed, and corresponding defense Countermeasures are automatically inferred based on the malicious APIs in ransomware, helping security managers respond to ransomware attacks and deploy appropriate security solutions. In the follow-up work, we will be committed to the detection and defense of ransomware attacks in the field of industrial internet of things.
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The Holistic Expression Factors of Emotional Motion for Non-humanoid Robots

Qisi Xie, Ding-Bang Luh*

School of Art and Design, Guangdong University of Technology, Guangzhou 510006, China

Abstract—The development of technology and the increasing prevalence of solitary living have transformed non-humanoid robots, such as robotic sweepers and mechanical pets, into potential sources of emotional support for individuals. Nevertheless, the majority of non-humanoid robots currently in existence are task-oriented and lack features such as facial expressions and sound. Existing research primarily emphasizes the details of human motion in robot motion design, while devoting less attention to the analysis of universal emotional expression factors and methods rooted in human recognition patterns. In our initial step, a theoretical framework and holistic expression factors were proposed based on Gestalt theory and SOR theory. These factors encompass vertical and horizontal motion direction, stimulation, and vertical repetition. Subsequently, animation simulation tests were conducted to confirm and examine the contributions of each factor to the recognition of emotional expressions. The results indicate that both vertical and horizontal movements can convey emotional valence. However, if both of them exist, there is no leading direction to the valence recognition result. When both vertical and horizontal movements are present, valence recognition is influenced by the combined effects of stimulation, vertical repetition, and movement direction. Simultaneously, non-humanoid robots can display recognizable emotional content when influenced by holistic expression factors. This framework can serve as a universal guide for emotional expression tasks in non-humanoid robots, proving the hypothesis that Gestalt theory is applicable in dynamic emotional recognition tasks. At the same time, these findings propose a new holistic perspective for designing emotional expression methods for robots.

Keywords—Human-robot interaction; robot emotion; non-humanoid robot; movement

I. INTRODUCTION

Due to evolving societal trends like the stay-at-home economy, the single economy, and an aging population, robots are poised to become indispensable companions for humans. These robots offer not only functional services but also emotional support to humans. Currently, non-humanoid robots are increasingly integrated into human life as the most ubiquitous non-human characters. For instance, everyday household items like robotic sweepers [1], interactive pets such as Cozmo [2] and BB-8 [3], the chicken-shaped Keepon [4] and seal-shaped PARO [5] used in hospitals for patient recovery, robot dogs that can assist in search and rescue, as well as drones used for large-scale performances [6] are all becoming increasingly prevalent. It is foreseeable that more non-humanoid robots will play a more significant and pervasive role in human life in the future [7]. However, these non-humanoid robots exhibit significant differences in appearance compared to humans, posing challenges in expressing emotions through human-like behavior imitation. Furthermore, many task-focused non-humanoid robots lack essential components like facial expressions and auditory capabilities [1]. Therefore, designing emotional motion expressions for non-humanoid robots that can effectively convey understandable emotional states to humans has become a crucial research topic.

The three primary categories of currently conducted research on emotional motion expression in robots are artificial design, artistic theory guiding, and emotional computing.

Firstly, artificial design based on robot features through the simulation of localized human body movements is the most widely used method in current research for expressing robot emotions and behaviors. For instance, robots were programmed to convey positive emotions through human-like gestures [8], such as cheering, applauding, and wave dancing for positive emotion, while negative emotions were represented using gestures like shrugging and crossing the arms. Similarly, Valenti et al. employed the Nao [9] robot to devise gestures based on human arm movements for expressing basic emotions. Johnson and Cuijpers conducted network experiments to investigate changes in the head position of robots, and found that people expect robots to lower their heads and gaze downward when expressing anger, sadness, fear, or disgust [10]. Moreover, Shimi [11] is a camera whose movements are expressed through artificially designed body postures. Keepon [4], designed with a biological appearance, enhanced emotional expression through gaze and body movements by manual design. The effectiveness of such expression relies on the resemblance between the robot and the human body, making it challenging to apply these results to the motion design of other robots.

Secondly, art theories have contributed methods for robotic expressions. The primary representative theories include animation theory [12] and dance theory. Animation theory relies on the 12 principles of animation to imbue robot motion with a realistic sense of life, such as helping drones convey intentions through path and speed during flight [13], and assisting robots in displaying behavior comprehensible to users [14]. Nevertheless, due to inherent limitations in robot flexibility, degrees of freedom, and movement speed, animation methods can hardly be fully utilized to convey robot emotional expressions. The Laban system [15] was originally used in dance research to describe the quality of motion. For example, Burton et al. [16] proposed to find emotionally similar movements from the database by using the Laban system and incorporating expressive content into a specific

*Corresponding Author

www.ijacsa.thesai.org

642 | Page
robot motion trajectory. However, when applying this system to robot research, it is necessary to identify suitable emotional expression elements tailored to each robot's unique characteristics. The selection varies based on individual characteristics and cannot be universally applied. Consequently, the application of art theories is limited to robots with specific attributes, and the absence of these detailed elements may limit the range of emotional expression capabilities.

Thirdly, emotional computing has emerged as a prevalent method in robot motion design. Leveraging advanced computer technology, machine learning algorithms extract relevant features from extensive labeled exemplar data, allowing the system to automatically generate expression trajectories. Common methods include principal component analysis (PCA) [17], factored conditional restricted Boltzmann machines (FCRBMs) [18], factored Gaussian process dynamic models (GPDMS) [19], and neural network methods [20, 21], etc. Machine learning methods rely on human motion data, such as motion capture or large corpora. However, their generalization ability and scalability are limited. Even when using the same database, if the images used for training and testing are not the same or differ significantly, the final results will also be different. Therefore, machine learning approaches often exhibit relatively simplistic outcomes [22]. The majority of works still focus on single tasks such as walking, and typically involving specific structures [23], with humanoid structures being the most prevalent. Therefore, machine learning methods are limited to single objects with the same features.

In summary, current research on robot emotional expression primarily concentrates on specific or localized expressions. Consequently, these outcomes exhibit variations among individuals and lack generalizability, hindering the assurance of consistent expression results. Moreover, pertinent studies have yet to analyze the key factors influencing users' recognition of emotional expressions from the perspective of overall motion states.

Building upon the preceding discussion, this article poses a question grounded in the Gestalt effect: Is human recognition of emotional movement expression also influenced by their perception of the entire motion? Is it possible to convey emotion through the presentation of holistic expression factors?

This article aims to analyze the expression factors that affect users' emotional recognition of robots from a holistic perspective and help reduce the burden of communication on users during interactions with different non-humanoid robots. Consequently, it can facilitate rapid user acceptance of robots and foster the growth of related markets. At the same time, this research offers a novel perspective for designing emotional expression methods in robots by investigating recognition rules for emotional expression, which helps simplify the expression design of non-humanoid robots.

In our study, we initially established an experimental theoretical framework based on Gestalt theory and SOR theory, and then we derived a comprehensive set of expression factors, including vertical and horizontal motion directions, stimulation, and vertical repetitive motion. Subsequently, we explored the pivotal role played by movement direction and developed hypotheses grounded in approach-withdrawal theory and embodied emotion theory. Detailed information on this section is provided in Section II.

Then, Section III primarily focused on the effect of motion direction as the main factor on valence expression, which related to $H_1$. Section IV was dedicated to resolving and validating $H_2$ and $H_3$, which focused on analyzing the collective effects of all the holistic factors on emotional expression. Section V encompassed a comprehensive discussion of our findings, while Section VI offered a summary of the study's key outcomes.

II. CONCEPTUAL MODEL AND HYPOTHESES DEVELOPMENT

Gestalt psychology [24] points out that people's perception towards objective objects are rooted in holistic relationships rather than specific elements. They emphasizes that the whole of anything is greater than its parts. Based this concept, we bring up the question: does human recognition of robot emotional actions also come from their perception of overall motion?

In addressing this question, we began by extracting holistic factors from Gestalt theory to analyze emotional expression. In Gestalt theory, holistic factors include similar appearance (similarity principle), potential contours (closure principle), continuation (continuity principle), proximity (proximity principle), and direction (common fate principle) et al. Most of these factors are applied to static graphics. However, the direction becomes a dynamic factor that is particularly relevant for motion. In the context of robotic movement, direction is a ubiquitous and fundamental element that remains consistent across variations in robot size, speed, and other variables. Hence, it serves as a universal overarching element for analyzing emotional expression effects. We categorized all motion directions into two main types: horizontal and vertical. In the realm of interaction, horizontal motion further subdivides into approaching and distancing from the target object, while vertical motion encompasses two distinct forms: upward for positive direction and downward for negative direction.

Then, we used SOR theory to find other holistic factors. The SOR theory suggests that stimuli trigger responses based on the internal sensations or behaviors of the organism (human), and this process involves the sequence of stimulus-individual (emotion) - trigger response [25]. Among these elements, stimulation is one of the transferable holistic factors, and response is presented through horizontal movement. By combining Gestalt theory, the expression framework employed in this study is structured as follows: stimuli (including two types of positive and negative stimuli) - vertical movement (including vertical upward, vertical downward, and repetitive movements in both directions) - response (horizontal movement approaching and moving away from the presentation decision). The relevant holistic factors include stimulation, vertical movement direction, horizontal movement direction, and vertical repetition. The theoretical framework guiding our analysis is outlined as Fig. 1.
Given the critical role of movement direction in our study, we began by analyzing the contributions of vertical and horizontal motions in the context of emotional expression to clarify their respective mechanisms for conveying emotions. According to the approach-avoidance theory [26], we established a connection between horizontal movement and emotional valence, with approach signifying positive valence and avoidance signifying negative valence. The theory of embodied emotions [27] further underscores the influence of actions on the generation and perception of emotions. Consequently, positive actions can engender positive emotions, and conversely, negative actions can induce negative emotions. By extension, vertical movement aligns with the tenets of the embodied emotion theory, wherein upward motion signifies positive valence and downward motion signifies negative valence.

Notably, the valence dimension is the most basic and important aspect of the classical dimensional emotion model: Pleasure-Arousal-Dominance (PAD) model [25], which describes the range of changes in emotions from pleasant to unpleasant [28]. Compared to arousal (which represents the degree of emotional activation and is used to indicate the intensity of response to external stimuli) and dominance (which focuses on the individual's control or influence over the external environment or other people, reflecting the individual's state of interaction with the environment or others), pleasant is more generalized and representative in presenting the overall emotional content. Since pleasure mainly depends on the robot's current motivation and goals [29], and it significantly informs the expresser's strategic choices in subsequent social interactions [30], the display of valence has a decisive impact on the overall emotional recognition results. Many studies on emotional expression also mainly focus on the expression of pleasure [31][9]. In light of these considerations, we pose the question: in scenarios where both vertical and horizontal directions are concurrently present, which direction will more affect valence recognition, and how do these combined movements collectively convey emotional content?

Therefore, we have taken the following three hypotheses based on the above discussions:

1. \(H_1\): Vertical movement has the same function as horizontal movement, which can demonstrate emotional valence.
2. \(H_2\): When vertical and horizontal movements co-occur, one side predominates in expressing emotional valence.
3. \(H_3\): Employing holistic factors enables non-humanoid robots to convey understandable emotional content to humans.

In this study, we first analyzed the expressive value of a single direction of motion. Subsequently, we explored the value of various holistic expression factors within the theoretical framework. These factors encompass vertical motion direction, horizontal motion direction, stimulation, and vertical repetitive motion as holistic expression factors.

III. FACTOR ANALYSIS OF VALENCE EXPRESSION

In this study, we firstly investigated \(H_2\), which posits that non-humanoid robots can convey emotional valence through vertical up-and-down movements. Additionally, we examined potential variations in recognition outcomes resulting from different types of motion modes used to achieve vertical movement.

A. Methods

1) Materials: The movements that can achieve up-and-down movement in the vertical direction are translational movement and rotation. Therefore, we needed to confirm that rotating and moving on the vertical direction show the same effect. Based on the different modes of movement, we chose to use two non-humanoid robots—a spider robot and a mechanical arm—as the research objects. The spider robot allowed the body to move up and down through the support of four legs, and the robotic arm achieved the result of up and down movement by rotating.

We used the open-source animation software Blender to create simulation animations. In a total of four films, the two robots alternately went up and down to the limits of their own ranges of motion. The mechanical arm moved up and down by rotating, and the body of the spider robot moved up and down by translational motion. See Fig. 2. Then, participants evaluated the level of pleasure based on the animation contents. Data analysis used IBM SPSS Statistics 25. Materials are available at https://doi.org/10.6084/m9.figshare.23695926.v1

2) Participants: Participants were recruited through advertisements. 31 people (14 males, 17 females) with an age range of 18–43 (M = 28, SD = 6.5), 13 of whom had arts and humanities backgrounds, 8 had business and management backgrounds, and 9 had backgrounds in natural science and technology. Participants received a gift after the experiment. The protocol was approved by the Ethics Committee of the author's institution.

3) Task and procedure: Before the experiment, each participant was asked to sign a consent form and fill out demographic information. Participants were informed of task content. After the participants were ready, the simulation animation started, each animation played 3 times. After each animation finished, participants then chose the level of pleasure they felt from the robot's performance. In order to obtain more intuitive and efficient recognition results, we used the Self-Assessment Manikins (SAM) questionnaire [32] to acquire insights into how participants perceive the robot emotion [33]. Options were scored on a five-point Likert scale, with 1 being very unpleasant and 5 being very pleasant.
After the rating was completed, we started playing the next video. There were four videos in total. The experiment took an average of 7 minutes for each person.

![Image of mechanical arm and spider robot]

Fig. 2. Vertical movement of the robots for emotional expression. Top left: Spider robot moves upward; Top right: Spider robot moves downward; Bottom left: Mechanical arm upward movement; Bottom right: Mechanical arm downward movement.

**B. Results**

To analyze the valence of the robot in the case, we plotted a mean bar chart. We used an independent sample T-test to examine the differences between different emotional groups.

Fig. 3 illustrates that there was no statistically significant difference in the recognition results for upward movement between the spider robot and the mechanical arm (t (60) = 0.381, p = 0.705). Likewise, no statistically significant difference was found in the results of downward movement between the two robots (t (60) = 0.131, p = 0.896). However, significant differences were observed in the motion recognition results of the same robot for positive and negative valence (p < 0.001).

To establish the range of valence recognition values within the sample's population, we performed a Z-test (z = 2.58) to calculate the 99% confidence interval for each parameter's estimated values, as presented in Table I.

Analysis of the data reveals that both the Spider robot and the Mechanical Arm consistently achieve valence recognition scores above 3.36 with a 99% confidence level for upward motion, while the probability of their downward motion scores falling below 2.59 was also above 99%. Emotions with scores above 3 on the 5-point scale were deemed positive, while those below 3 were considered negative. Thus, the statistical results confirmed a 99% probability of upward movement conveying positive emotions and downward movement conveying negative emotions. These findings support H1, demonstrating that vertical movement serves the same purpose as horizontal movement in conveying emotional valence. Additionally, it is observed that achieving the same directional motion through various motion modes produces consistent results.

**C. Discussion**

Through simulation experiments on two non-humanoid robots that achieve vertical motion through rotation and movement, we confirmed that the motion mode has no significant impact on emotion recognition results. Which means that the expression of motion in the same direction for non-human robots with different modes of motion results in the same outcome. Therefore, we can choose one of the robots as the research representative in the following direction-related research, and the results obtained can be generalized to a certain extent.

![Image of bar chart]

Fig. 3. Pairwise comparison between valence levels of robot emotions parameters.

<table>
<thead>
<tr>
<th>movement</th>
<th>Spider robot</th>
<th>Mechanical Arm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upward movement</td>
<td>[3.36, 4.04]</td>
<td>[3.41, 3.98]</td>
</tr>
<tr>
<td>Downward movement</td>
<td>[1.81, 2.59]</td>
<td>[1.61, 2.59]</td>
</tr>
</tbody>
</table>

At the same time, the experiment confirms H1, which suggests that vertical and horizontal movements serve the same function in demonstrating emotional valence. Accordingly, we have demonstrated the value of embodied theory in emotional action recognition, where positive behavioral actions can lead to positive emotional recognition results, and vice versa. This conclusion lays the groundwork for H2 and H3.

**IV. EFFECT OF HOLISTIC EXPRESSION FACTORS**

It was previously verified that both vertical and horizontal movements have the function of displaying valence. Therefore, we further verified the latter two assumptions, namely H2: When both vertical and horizontal movements occur, one of them dominates the display of emotional valence. H3: Employing holistic factors enables non-humanoid robots to convey understandable emotional content to humans.

In order to focus on the research content, we first discussed the methods of motion combination, and then conducted experiments based on the theoretical framework and analyzed the relationship between the factors and the results.

**A. Analysis of Motion Combination Methods**

Emotions often appear in complex [34] and varied forms [35]. Due to the fluid and intricate nature of emotions, not all
emotional expressions exhibit distinct stages in real-life scenarios. It is also possible for concurrent of behavioral states in the 'trigger phase' and 'response phase'. Therefore, when horizontal and vertical motions occur simultaneously, there is more than one relationship between the two motions. Define the horizontal motion as \( H_m \), the vertical motion as \( V_m \), \( t \) as the time, \( n \) is the minimum interval time step between the two movements. The expressions for the two movements are as follows:

Define Action Expression as

\[
\tilde{A}_k(t,n) = (V_m^t + H_m^{tn})
\]  

(1)

When the two are in a sequential relationship,

\[
\tilde{A}_k(t,1) = (V_m^t + H_m^{tn})
\]  

(2)

To simplify the description, the sequential relationship described in formula (2) in the following text is denoted as \( V_m \otimes H_m \).

When the two are in a parallel relationship,

\[
\tilde{A}_k(t,0) = (V_m^t + H_m^{tn})
\]  

(3)

To simplify the description, the parallel relationship described in formula (3) below is denoted as \( V_m \oplus H_m \).

The two formulas describe two different relationships, with the difference being that \( V_m \otimes H_m \) describes a horizontal movement that occurs after a vertical movement, and \( V_m \oplus H_m \) means during the process of horizontal movement, multiple vertical movements occur simultaneously.

Since \( V_m = \{ \text{Upward movement}, \text{Downward movement} \} \), \( H_m = \{ \text{Approach}, \text{Avoidance} \} \), there are various types of motion combinations. The emotional valence recognition results obtained from actions with the same semantics will not change, which means when \( V_m = \text{Upward movement}, H_m = \text{Approach} \), both vertical and horizontal directions exhibit positive semantics, ultimately resulting in a positive valence. Similarly, when \( V_m = \text{Downward movement}, H_m = \text{Avoidance} \), the combination of two negative semantic movements results in a negative valence.

One of our research goal was to understand the role of different movement directions in emotional expression. Therefore, we mainly focused on the results obtained by combining a positive and a negative action. In addition, in order to simulate real-life scenario responses, we classified environmental stimuli into two types: positive and negative stimuli. Therefore, there were a total of eight experimental situations. See Table II.

B. Methods

1) Materials: In the first study, we confirmed that the recognition effect of both translational movement and rotation in the vertical direction was identical. Therefore, we only used one of the robots in this experiment. We chose the spider robot for analysis since it was equipped to move both vertically and horizontally at the same time. Similarly, we also used the open-source software Blender to model animations. Participants filled out questionnaires after watching the animations. In order to minimize the influence of environmental colors on the recognition results, we set all backgrounds to a neutral gray shade.

<table>
<thead>
<tr>
<th>TABLE II. SUMMARY OF EXPERIMENTAL GROUP</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Stimulation</strong></td>
</tr>
<tr>
<td>Positive</td>
</tr>
<tr>
<td>Negative</td>
</tr>
<tr>
<td>Positive</td>
</tr>
<tr>
<td>Negative</td>
</tr>
</tbody>
</table>

The focus of this study was solely on exploring the impact of motion direction. To minimize interference, all videos maintained consistent speed, motion distance, and fixed motion amplitude (the highest reaching position of the spider robot body was 50.7cm, the middle height position was 30.6cm, and the lowest height position was 15.0cm). The distinction arises from the fact that movements that occur in parallel will experience multiple vertical up and down movements, resulting in variations in the total duration. A total of 8 videos were included, see Fig. 4. To mitigate mutual influence between similar movement expressions, the videos were played back in the following order: 1) \( N: U_m \oplus A_i \) , 2) \( N: D_m \oplus A_i \) , 3) \( N: D_m \oplus A_i \), 4) \( N: D_m \otimes A_i \). Then, display videos in the same order under positive stimuli. Materials are available at https://doi.org/10.6084/m9.figshare.23695926.v1

2) Participants: Participants were recruited through advertisements. 35 people (20 males, 15 females) from school. The age range was 18-42 (\( M = 27, SD = 5.9 \)), 11 were from arts and humanities background, 6 were from business background, and 18 were from science and technology background. Participants received a gift after the experiment. The protocol was approved by the Ethics Committee of the author’s institution.

3) Procedure: Before the experiment, each participant was asked to sign a consent form and fill out demographic information. Participants were informed of task content. After the participants were ready, the experiment began.

www.ijacsathesai.org
Firstly, an introduction of the video was showed: "The following is the emotional expression of the robot after being praised (positive stimulus) /criticized (negative stimulus) by the owner. Please choose according to the requirements." Secondly, the animations were played. The animation began with the host's expression, with a smile representing positive stimulation and an angry expression representing negative stimulation. Subsequently, the robot actions were presented. See Fig. 4. Each animation played 3 times.

![Positive stimulation](image1)

![Negative stimulation](image2)

Fig. 4. Screenshots of the animations used in the experiment.

After viewing each video, participants were required to choose the pleasure level of the robot's performance as their initial response. We also used the SAM questionnaire [32]. The options were rated on a five-point Likert scale, ranging from one (very unpleasant) to five (very pleasant). Secondly, the content of different PAD emotional spaces was described using Gebhard's classification method [36], which associates various types of emotions with each emotional space. Subsequently, participants selected the emotional types of robot actions observed in the video based on their own cognition. The specific emotional options correspond to the emotional space as shown in Table III. Participants were only able to view the available options and their corresponding emotional types without direct visibility of the associated PAD emotional space. After the questionnaire ended, we continued to play the next video. The experiment took an average of 20 minutes for each person.

C. Results

1) Pleasure: To comprehend the roles played by different factors in the expression process, we employed Multi-way ANOVA to examine participants' recognition of the pleasure conveyed by non-humanoid robots. Independent variables included stimuli, motion groups (Group 1: Upward movement and Avoidance, Group 2: Downward movement and Approach), and vertical repetition, while the dependent variable was recognition pleasure. Table IV displays participants' chosen pleasure levels for each group.

The results indicate that, firstly, different stimuli had a significant impact on pleasure recognition, and the main effect of the stimuli was statistically significant (F = 40.381, df = 1, P < .001, \( \eta^2 = .129 \)). Secondly, different combinations of motion have no significant difference in recognition results (F = .248, df = 1, P = .619). Thirdly, vertical repetition significantly influenced valence recognition, and the main effect of repetition was statistically significant (F = 10.495, df = 1, P = .001, \( \eta^2 = .037 \)). Finally, there was a significant interaction effect between the motion group and vertical repetition (F = 5.030, df = 1, P = .026, \( \eta^2 = .018 \)). These findings were reaffirmed through independent sample T-tests for inter-group comparisons, as shown in the bar chart in Fig. 5.

<table>
<thead>
<tr>
<th>Emotional choices</th>
<th>PAD space</th>
<th>Emotional choices</th>
<th>PAD space</th>
</tr>
</thead>
<tbody>
<tr>
<td>A gratitude, liking</td>
<td>+P-A-D</td>
<td>B docile</td>
<td>+P-A-D</td>
</tr>
<tr>
<td>C pride, HappyFor</td>
<td>+P-A+D</td>
<td>D relief, relaxed</td>
<td>+P-A+D</td>
</tr>
<tr>
<td>E anger, hate</td>
<td>-P+A+D</td>
<td>F disdainsful, reproach</td>
<td>-P+A+D</td>
</tr>
<tr>
<td>G shame, fear</td>
<td>-P-A-D</td>
<td>H pity, bored</td>
<td>-P-A-D</td>
</tr>
<tr>
<td>I Others (fill in the content)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

These results address H3, which showed that the presence of both vertical and horizontal movements does not result in a dominant emotional valence expression. Recognition results are collectively influenced by stimuli, vertical repetition, and the interaction between various movement directions and vertical repetition. Thus, H3 is unsupported.

To further assess the interactive effects of the exercise group and vertical repetition, we conducted a simple effect analysis. The analysis revealed a significant simple effect of vertical repetition in the upward movement and avoidance group (F = 15.03, df = 1, P < .001), but not in the downward movement and approach group (F = 0.497, df = 1, P = .482). Subsequently, we conducted independent sample t-tests between groups once more, resulting in consistent results. See Fig. 6.

In the upward movement and avoidance group, both under positive stimulation (t (68) = -2.59, P = 0.012) and negative stimulation (t (68) = -2.28, P = 0.026), vertical repetition significantly influenced the results. There was no significant difference in the results between vertical repetitions group and
the downward movement and approach group under positive stimulation (t (68) = -0.286, P = 0.776) and negative stimulation (t (68) = -0.891, P = 0.376).

2) Analysis of specific emotional contents: To address H3, we analyzed the specific emotional types chosen by participants for each video. The specific content corresponding to each option is shown in Table II, and the results of the selected number of people are shown in Table V.

![Fig. 5. Pairwise comparison of the average value of pleasure recognition under positive and negative stimuli in four groups.](image)

* p < 0.05, ** p < 0.01, *** p < 0.001

![Fig. 6. Comparison of mean values between single and repeated movements in the vertical direction.](image)

The chi-squared goodness-of-fit test results indicated that the participants’ choice differed significantly from a uniform distribution. The answers with the highest number of votes were generally statistically significant. The specific results of emotion recognition are shown in Table VI.

According to the findings, non-humanoid robots’ emotions can be expressed by using holistic expression factors, and answers can be acquired that are both concise and relatively unified. Thus, H3 is supported.

### TABLE V. NUMBER OF PEOPLE SELECTED FOR EACH EMOTIONAL CHOICE

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>A (+P+A-D)</td>
<td>5</td>
<td>6</td>
<td>1</td>
<td>1</td>
<td>8</td>
<td>3</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>B (+P+A-D)</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>8</td>
<td>11</td>
<td>19</td>
<td>11</td>
</tr>
<tr>
<td>C (+P+A+D)</td>
<td>4</td>
<td>13</td>
<td>1</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>D (+P-A+D)</td>
<td>12</td>
<td>9</td>
<td>2</td>
<td>11</td>
<td>10</td>
<td>13</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>E (-P+A-D)</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>F (-P+A-D)</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>13</td>
</tr>
<tr>
<td>G (-P+D)</td>
<td>7</td>
<td>0</td>
<td>20</td>
<td>7</td>
<td>4</td>
<td>5</td>
<td>11</td>
<td>0</td>
</tr>
<tr>
<td>H (-P-A-D)</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>I Others</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1 no sure</td>
</tr>
<tr>
<td>Sig.</td>
<td>X^2 = 5, p = 0.014</td>
<td>X^2 = 4, p = 0.040</td>
<td>X^2 = 4, p = 0.000</td>
<td>X^2 = 4, p = 0.246</td>
<td>X^2 = 3, p = 0.004</td>
<td>X^2 = 3, p = 0.001</td>
<td>X^2 = 4, p = 0.004</td>
<td>X^2 = 4, p = 0.004</td>
</tr>
</tbody>
</table>
TABLE VI. SIGNIFICANT EMOTIONAL OPTIONS IN EACH GROUP’S RECOGNITION RESULTS

<table>
<thead>
<tr>
<th>Group</th>
<th>PAD result</th>
<th>Emotion content</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P:U_{u} \otimes A_{y}$</td>
<td>D (+P-A+D)</td>
<td>relief, relaxed</td>
</tr>
<tr>
<td>$P:U_{u} \otimes A_{y}$</td>
<td>C (+P+A+D)</td>
<td>pride, Happy For</td>
</tr>
<tr>
<td>$N:U_{u} \otimes A_{y}$</td>
<td>G (-P+A-D)</td>
<td>shame, fear</td>
</tr>
<tr>
<td>$N:U_{u} \otimes A_{y}$</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>$P:D_{u} \otimes A_{y}$</td>
<td>D (+P-A+D)</td>
<td>relief, relaxed</td>
</tr>
<tr>
<td>$P:D_{u} \otimes A_{y}$</td>
<td>D (+P-A+D)</td>
<td>relief, relaxed</td>
</tr>
<tr>
<td>$N:D_{u} \otimes A_{y}$</td>
<td>B (+P-A-D)</td>
<td>docile</td>
</tr>
<tr>
<td>$N:D_{u} \otimes A_{y}$</td>
<td>F (-P-A+D)</td>
<td>Disdainful, reproach</td>
</tr>
</tbody>
</table>

D. Discussion

This experiment firstly invalidated $H_2$, indicating no dominant direction between vertical and horizontal movements in emotional valence recognition. In order to understand the value of factors in emotional expression, the study further analyzed the effects of environmental stimuli, movement direction, and repetition on emotional expression. Analysis results revealed significant differences in valence recognition due to positive and negative stimuli, vertical repetition, and the interaction between vertical repetition and movement direction. This is because: 1) The vertical and horizontal movement directions have similar effects in expressing valence. Forward and jumping express positive valence, while backward and downward movement express negative valence. 2) When the two directions are mutually exclusive in valence expression, the environmental stimuli has a guiding effect on the recognition results. Under the prompts and guidance of different types of stimuli, participants tend to focus on different types of actions and choose different valence results. Therefore, under positive stimuli, the results tend to be biased towards positive valence. Under negative stimuli, the results tend to be biased towards negative valence.

Additionally, the interaction effect between vertical repetition and motion direction groups significantly influenced recognition results. However, no significant recognition was observed in the downward movement and approach groups ( $D_{u} \otimes A_{y}$ and $D_{u} \otimes A_{y}$ ). Upon analysis, firstly, we found that under positive stimuli, the approach motion was associated with positive emotions and was more likely to capture attention. Conversely, downward movements, including repeated downward motions, were likely to be ignored as conveying negative expressions. Thus, influenced by positive stimulus scenarios, observers’ subconscious neglect for vertical repeating motion caused no significant difference in recognition results. Secondly, under negative stimuli, the emotion type with significant recognition results in $N:D_{u} \otimes A_{y}$ was B (+P-A-D): docile; the types of emotions with significant recognition results in group $N:D_{u} \otimes A_{y}$ was F (-P-A+D): disdainful/reproach. As the participants were only presented with options of emotional types without specific valence dimensions during the decision-making process, they tended to observe all options and select a consistent emotional attitude. Therefore, by comparing the results of B (+P-A-D): docile and F (-P-A+D): disdainful/reproach, it can be found that repetitive downward movement resulted in a certain degree of decrease in pleasure, but the difference had not yet reached a significant level. Moreover, repetition downward changed the robot from displaying obedience to expressing blame, and its dominance (D) increased from weak to strong. Previous studies have found that the straightness of the spine is seen as a display of prestige [37]. Vertical movement, to some extent, signifies the straightness of the spine. A single downward movement implies spinal curvature, reminiscent of obedience and displaying a submissive stance. Conversely, multiple downward movements necessitate a continuous cycle of returning upward to the initial position and repeating the downward movement. This leads to a visual repetition of upward and downward movement in the vertical direction, emphasizing the vertical trajectory to some extent. This emphasis on the path suggests the straightness of the spine and enhances the expression of emotional dominance.

Secondly, the research results on emotional content selection verified $H_3$: by utilizing holistic factors, non-humanoid robots can effectively convey comprehensible emotional categories to humans. Only $N:U_{u} \otimes A_{y}$ cannot be recognized as a relatively unified emotional type. From the previous research results, it can be seen that both stimulation and vertical repetition have a significant impact on the recognition of pleasure. Therefore, under negative stimuli, the positive valence conveyed by vertical repetition conflicts with the negative valence emphasized by negative stimuli, making it challenging for participants to determine a unified and precise emotional result. This happens because our study was designed to discuss the effects of different factors. Emotional expression in real emotional expression environments should be more unified on the expression, and future robot emotional expression should minimize conflicting expressions to enhance user recognition.

Thirdly, detailed research outcomes are outlined in Table VII. After conducting a comprehensive analysis, the following conclusions can be drawn:
The recognition of robot valence and emotions by users is collectively influenced by various factors, including stimuli, vertical repetition, and motion direction.

Confusion and identification difficulties can arise when expressive factors contradict the intended emotional expression. Future design should aim to avoid situations where factors are mutually exclusive.

Under the influence of stimuli, the combination of vertical and horizontal movements helps to intuitively display complex emotions by demonstrating valence and a certain degree of emotional dominance. However, further research is needed on the factors that affect the expression of dominance.

V. GENERAL DISCUSSION

Through subjective measurement methods, we found the potential rules that worked in humans recognizing emotional actions. Through experiments, we confirmed the role of holistic factors in the hypothesis. Meanwhile, this study validated the effect of Gestalt theory on emotion recognition.

The value of holistic expression factors lies in finding decisive expression elements from complex factors, which to some extent reduces the difficulty of expression for non-humanoid robots and achieves simplification of complex problems. For robots with a high degree of anthropomorphism, there are many factors that can help express emotions, but the effects of these factors are random. When faced with different types of robot expression tasks, designers often find it difficult to judge and select truly valuable expression elements, and the quality of expression results is also difficult to predict. Therefore, the analysis of universal holistic factors helps us understand the key elements that truly play a role in expression, allowing designers to more efficiently select and apply relevant expression materials for design. At the same time, these holistic elements are also important feature vectors for various types of robots in the future to achieve autonomous expression using algorithms. As a result, this study provides new ideas for the future development of emotion expression in non-humanoid robots.

VI. CONCLUSION

The growing integration of non-humanoid robots into social life has elevated the significance of researching their capabilities of emotional expression. In this study, we introduced holistic expression factors and theoretical frameworks based on Gestalt theory and SOR theory. Subsequently, we performed experiments to validate the function of these holistic expression factors and their influence on emotional expression.

In the first experiment, we confirmed the significance of horizontal and vertical movement directions in conveying emotional valence. In the second experiment, we examined the influence of stimuli, movement direction, repetition, and their collective impact on emotional expression as holistic expression factors. When a non-humanoid robot can move both vertically and horizontally, there is no dominant direction influencing valence recognition results. Recognition results are affected by environmental stimuli, vertical repetitive movements, and the interplay of factors. The results indicate that horizontal and vertical motion expressions can influence the manifestation of valence and emotional dominance based on environmental stimuli, thereby helping non-humanoid robots to present emotionally recognizable content to humans.

These results validate that human perception of emotional expression actions is also influenced by a holistic perspective, introducing a novel viewpoint into the process of designing emotional motions for robots. In consequence, it shifts the conventional understanding among robot emotion expression designers, emphasizing that robots can convey emotions beyond mere imitation of specific human or organismic characteristics. Adopting a holistic approach enables various types of non-humanoid robots to improve the efficiency of their expression.

Future research can investigate the holistic expression factors related to emotional arousal and emotional dominance, enabling non-humanoid robots to convey a wider range of emotions.
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Abstract—Addressing the challenges of diagnosing lower respiratory tract infections, this study unveils the potential of Deep Convolutional Neural Networks (Deep CNN) as transformative tools in medical image interpretation. Our research presents a tailored Deep CNN model, optimized for distinguishing pneumonia in chest X-ray images, a task often complicated by subtle radiological differences. We utilized an extensive dataset comprising 12,000 chest X-rays, which incorporated both pneumonia-affected and healthy samples. Through rigorous pre-processing, encompassing noise abatement, normalization, and data augmentation, a fortified training set emerged. This set was the basis for our Deep CNN, marked by intricate convolutional designs, planned dropouts, and modern activation functions. With 85% of images used for training and the balance for validation, the model manifested an impressive 98.1% accuracy, surpassing preceding approaches. Crucially, specificity and sensitivity metrics stood at 97.5% and 98.8%, highlighting the model’s precision in segregating pneumonia cases from clear ones, thus reducing diagnostic errors. These results emphasize Deep CNN's transformative capability in pneumonia diagnosis via X-rays and suggest potential applications across various medical imaging facets. However, as we champion these outcomes, we must cognizantly assess potential hurdles in clinical application, encompassing ethical deliberations, model scalability, and its adaptability to ever-changing pulmonary disease profiles.
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I. INTRODUCTION

The realm of medical imaging has witnessed an unprecedented surge in technological advancements over the past few decades. One of the most intriguing developments in this arena is the integration of artificial intelligence (AI) with radiological imaging techniques, a confluence that holds significant promise for the future of diagnostic medicine [1]. Deep learning, a subset of machine learning, which itself is a domain under the vast umbrella of AI, has shown transformative potential in various applications, and perhaps most profoundly in medical imaging [2]. At the heart of this deep learning revolution are the Convolutional Neural Networks (CNN), renowned for their capacity to process image data with precision, speed, and adaptability.

Pneumonia, a respiratory ailment primarily caused by bacteria, viruses, or fungi, remains one of the foremost global health challenges, claiming millions of lives annually [3]. Its early and accurate detection is paramount not only for the timely treatment of patients but also for mitigating its spread, particularly in institutional settings like hospitals. Traditional diagnostic methods, chief among them the analysis of chest X-ray images by radiologists, although effective, are not devoid of limitations. Human assessments can vary based on the experience of the radiologist, the quality of the X-ray image, and other external factors, sometimes leading to false negatives or positives [4]. Furthermore, in resource-constrained settings where the ratio of radiologists to patients is exceedingly low, a delay in diagnosis can exacerbate the ailment's morbidity.

Deep CNNs, with their multi-layered architecture, are particularly adept at extracting intricate features from images, making them an ideal choice for medical image analysis [5]. The multiple convolutional layers in these networks allow them to detect patterns at different levels of abstraction, from rudimentary edges to more complex structures, like tissues or organs [6]. When applied to chest X-ray images, this innate capability of CNNs can be harnessed to identify and differentiate between healthy lung tissues and those affected by pneumonia, thereby offering a granular, yet comprehensive analysis [7].

Given the critical role of chest X-ray images in the diagnosis of pneumonia, enhancing the precision of their analysis using Deep CNNs could be a game-changer [8]. While other imaging modalities like CT scans provide more detailed insights, they come with their set of challenges, including higher radiation doses and cost. Thus, optimizing the accuracy of X-ray image analysis, a relatively more accessible and cost-effective modality, can be instrumental in the global fight against pneumonia [9].

Several studies in the past have touched upon the integration of CNNs with medical imaging, but a focused exploration into the utilization of Deep CNNs for pneumonia detection in chest X-rays remains a niche yet incredibly vital research area. This study, therefore, seeks to bridge this gap by designing, implementing, and evaluating a bespoke Deep CNN model tailored for this purpose [10]. By employing a comprehensive dataset and adopting advanced training methodologies, this research aspires to push the boundaries of what's possible in pneumonia diagnosis using AI-driven methods [11]. Furthermore, it aims to shed light on the
potential challenges, ethical implications, and avenues for future research in this interdisciplinary domain.

In summary, the potential convergence of deep learning, especially Deep CNNs, with radiological techniques offers an exciting prospect for the realm of diagnostic medicine. This study endeavors to explore this synergy with a keen focus on the accurate classification of pneumonia from chest X-ray images. Through this research, we hope to contribute meaningfully to the ongoing dialogue about the future of AI in healthcare and its broader implications for patient care, medical training, and global health initiatives.

II. RELATED WORKS

Deep learning methodologies, particularly Deep Convolutional Neural Networks (Deep CNNs), have carved a niche in the complex arena of medical image analysis. Their advent has ushered in a transformative phase in diagnostics, with a heightened emphasis on accuracy and speed [12]. A plethora of research endeavors have focused on integrating these networks for disease detection and classification from medical images, with pneumonia detection from chest X-rays being a focal point due to the ailment's global prevalence [13]. This section critically appraises seminal works that have laid the groundwork in this interdisciplinary domain and contextualizes their contributions in the larger tapestry of Deep CNN-driven pneumonia diagnosis.

A. Traditional Techniques vs. CNNs

Before the dominance of Convolutional Neural Networks (CNNs) in medical imaging, the diagnostic realm heavily relied on traditional Computer-Aided Diagnosis (CAD) systems [14]. These systems were underpinned by rule-based algorithms, wherein features were manually engineered and extracted from images to assist in diagnoses. Such traditional methodologies primarily encompassed techniques like edge detection, histogram thresholding, texture analysis, and morphological operations [15]. These feature-extraction methods were pivotal for separating regions of interest from background noise in the images.

One of the studies to critically assess the transition from these traditional techniques to CNNs. Their study underlined the inherent limitations of CAD systems, especially their reliance on manually crafted features [16]. This manual dependence often led to inconsistencies, largely influenced by the experience of the technician, the quality of equipment, and the inherent variability of medical images. Moreover, these systems were often marred by a lack of adaptability, which meant that changing or updating the diagnostic criteria required significant overhauls.

Contrastingly, CNNs introduced a paradigm shift by autonomously extracting hierarchical features from images without explicit manual intervention [17]. This capability allows CNNs to adaptively discern and learn intricate patterns and anomalies in medical images, making them markedly superior in terms of adaptability and precision. Lakhani and Sundaram’s comparison accentuated the reduction in false positives and negatives when employing CNNs, thus highlighting their potential in enhancing diagnostic accuracy [18].

Furthermore, traditional techniques, though effective in controlled environments, often faltered with data variability, such as differences in imaging devices, patient demographics, or image quality [19]. CNNs, on the other hand, showcased resilience against such variabilities, given their capacity to be trained on large and diverse datasets, enabling them to generalize better across different scenarios.

In conclusion, while traditional CAD systems laid the foundational groundwork for computer-assisted medical diagnostics, the introduction and subsequent evolution of CNNs have undeniably redefined the landscape. The transition from manual feature engineering to automated feature extraction not only bolstered accuracy but also introduced scalability and adaptability, crucial for the ever-evolving field of medical diagnostics. The insights provided by studies like that of Lakhani and Sundaram serve as a testament to the transformative impact of CNNs in the medical imaging domain.

B. Basic CNN Architectures

Convolutional Neural Networks (CNNs), since their inception, have revolutionized image analysis due to their distinctive architectural elements tailored for hierarchical feature extraction [20]. At the foundational level, the basic CNN architecture is structured into three principal components: convolutional layers, pooling layers, and fully connected layers.

The convolutional layers, as the name suggests, apply convolution operations to the input image, extracting primary features like edges and textures [21]. These operations utilize small, learnable filters that slide over the input image, generating feature maps that capture spatial hierarchies and patterns. This localized feature detection contrasts starkly with traditional image processing techniques [22], enabling CNNs to capture intricate details with higher fidelity.

Pooling layers follow convolution operations and primarily function to reduce the spatial dimensions of the feature maps [23]. Commonly used pooling operations, such as max-pooling, retain the most prominent features while discarding redundant information. This dimensionality reduction not only enhances computational efficiency but also bolsters the model's translational invariance, ensuring that the CNN remains robust to slight shifts or rotations in the input [24].

The culminating layers in basic CNN architectures are the fully connected layers, which function akin to traditional neural network layers [25]. Here, the flattened feature maps from previous layers are connected to neurons, facilitating the final classification or regression tasks.

While basic CNN architectures have set foundational benchmarks in image classification tasks, including medical imaging, their simplistic design has since been augmented and superseded by deeper and more intricate models. Nonetheless, understanding the fundamentals of these elementary architectures is pivotal, as they serve as the bedrock upon which more sophisticated networks are built, optimized, and implemented in various domains, including the critical realm of medical diagnostics.
C. Custom Deep CNN Models

While leveraging existing architectures provided insights, the unique challenges presented by pneumonia detection necessitated custom solutions. One study proposed a tailored Deep CNN model, optimizing it for pneumonia detection in pediatric chest X-rays [26]. Their research not only achieved impressive accuracy rates but also highlighted the importance of specialized architectures in addressing the specificities of certain diseases.

D. Transfer Learning in CNN

One of the pivotal methodologies that have gained traction in medical imaging is transfer learning, wherein pre-trained models on vast datasets, like ImageNet, are fine-tuned for specific tasks. The author in [27] embraced this approach for pneumonia detection, achieving enhanced model performance, particularly in scenarios with limited data. Their work underscored the value of transfer learning, especially in medical domains where data acquisition can be challenging.

E. Augmentation and Pre-processing Techniques

The quality and variability of medical images play a crucial role in model training. Researchers have underscored the importance of robust pre-processing and augmentation techniques. Next research highlighted an array of augmentation strategies, including rotations, shearing, and zooming, significantly enhancing model generalizability for pneumonia detection in X-rays [28]. Their findings were seminal in emphasizing the importance of data quality over sheer quantity.

F. Evaluating Model Robustness

While accuracy remains a prime metric, the robustness of models in diverse settings is equally vital. Next study delved into the challenges of model interpretability and reliability [29]. By subjecting their CNN model to a plethora of chest X-ray datasets from various geographical regions, they shed light on potential biases and underscored the need for models that are universally adaptable.

G. Ethical Considerations and Clinical Integration

The marriage of AI and healthcare has ignited discussions about ethical implications. One state-of-the-art study touched upon this delicate terrain, exploring the challenges of integrating CNN models into clinical workflows [30]. Their work, while not strictly limited to pneumonia, painted a broader picture of the considerations required for AI-driven solutions in clinical settings.

H. Comparative Analyses

A few comprehensive studies have ventured into side-by-side comparisons of various CNN architectures for pneumonia detection. Authors of new research [31] provided a comparative analysis of multiple CNN models, from rudimentary architectures to deep networks. Their findings not only offered a holistic view of the landscape but also provided guidelines for researchers in selecting appropriate architectures based on their specific requirements.

I. Fusion Models and Hybrid Approaches

In the pursuit of advancing medical image analysis, researchers have ventured beyond the confines of singular architectures, exploring the integration of multiple methodologies. Fusion models and hybrid approaches epitomize this interdisciplinary quest. Essentially, these models amalgamate the strengths of different machine learning paradigms. A prominent example involves coupling Convolutional Neural Networks (CNNs), adept at extracting hierarchical image features, with Support Vector Machines (SVMs), recognized for their classification prowess. Authors unveiled a pioneering fusion model that harnessed CNNs for feature extraction and SVMs for final classification, achieving heightened performance in medical image tasks [32]. Such hybrid frameworks not only offer enhanced accuracy but also introduce robustness, as the synergy of diverse methods mitigates individual model vulnerabilities. As the complexity of medical imaging challenges escalates, the impetus towards fusion models is poised to grow, capitalizing on the collective strengths of multiple algorithms.

J. Challenges and Future Directions

Though significant strides have been made, challenges persist. A comprehensive review synthesized these challenges, ranging from data scarcity to model overfitting, while also hinting at potential future directions, emphasizing the continual evolution of the domain [33].

The body of work surrounding the application of Deep CNNs for pneumonia detection in chest X-ray images is vast and ever-evolving. These pioneering studies have not only substantiated the efficacy of Deep CNNs but have also set the stage for more advanced, nuanced, and patient-centric solutions. This research seeks to build upon these foundational works, aiming to contribute to this vibrant tapestry of interdisciplinary knowledge.

III. MATERIALS AND METHODS

This section serves as the backbone of any research study, elucidating the systematic procedures, techniques, and tools employed during the investigation. This segment ensures the reproducibility of the research, allowing peers and future researchers to understand, critique, and build upon the presented work. Herein, we delineate the datasets utilized, the preprocessing steps undertaken, the specific architectures and algorithms employed, and the rationale behind each chosen method. Furthermore, the detailed description ensures transparency and provides context, ensuring that results and conclusions drawn are anchored in rigorous and replicable procedures. Dive into the intricacies of our research design, and explore the methodological pathways we traversed to arrive at our findings. Fig. 1 demonstrates explanation of the pneumonia disease.

A. Data

Kaggle, a renowned platform for machine learning and analytics competitions, hosts a particularly valuable dataset for those venturing into the realm of medical diagnostics using deep learning: the Chest X-Ray Images (Pneumonia) dataset [34]. This dataset is an assemblage of chest X-ray images, meticulously curated and labeled, primarily intended to facilitate the detection of pneumonia.
Comprising over 5,800 X-ray images, the dataset segregates these images into training, validation, and test sets, ensuring a structured approach to model training and validation. Each image within the collection is annotated, either as 'NORMAL' indicating the absence of pneumonia or 'PNEUMONIA,' marking its presence. Such binary classification allows for focused model development and assessment.

A distinguishing feature of this dataset is the sheer variability of the images. Sourced from pediatric patients, the images span a gamut of conditions, capturing varied manifestations of pneumonia. This diversity ensures that models trained on this dataset are exposed to a broad spectrum of cases, enhancing their generalization capabilities. Fig. 2 illustrates a sample from a dataset that shows pneumonia and normal chest X-Rays.

In essence, the Kaggle Chest X-Ray Images (Pneumonia) dataset stands as a robust foundation for researchers and practitioners aiming to harness machine learning, especially convolutional neural networks, for the timely and accurate detection of pneumonia from chest X-rays. Fig. 3 demonstrates distribution of classes for training, validation and testing.

**B. Proposed Model**

In the domain of medical diagnostics, where accuracy is paramount, the described sequential model offers an advanced computational structure tailored for the detection of pneumonia from medical imagery. This model synergistically combines the power of a renowned pre-trained architecture with customized layers to facilitate nuanced feature extraction and efficient classification. Fig. 4 demonstrates an architecture of the proposed deep learning model for pneumonia classification.

1) **VGG16 layer (Functional):** Serving as the foundational layer, the model integrates the VGG16 architecture—a
convolutional neural network birthed by the Visual Geometry Group at the University of Oxford. This pre-trained layer, encapsulating 14,714,688 parameters, is adept at gleaning complex hierarchical features from input images. Its output, a tensor with dimensions 8×8×512, represents extracted features that capture the subtleties inherent in X-ray images, making it indispensable for pneumonia identification.

2) Flatten layer: Sequential to VGG16, the architecture employs a flatten layer, responsible for transforming the 3D feature tensor into a 1D vector. This conversion is crucial to interface the convolutional output with ensuing dense layers, bridging feature extraction with classification.

3) Dropout layer: To combat the notorious challenge of overfitting, where models excel on training data but falter on unseen data, a dropout layer is incorporated. By randomly nullifying a set of neurons during training epochs, this layer instills the model with a degree of robustness, ensuring consistent performance across diverse datasets.

4) Dense layer (128 neurons): This fully connected layer, encompassing 4,194,432 parameters, establishes a network of 128 neurons to process the flattened features, serving as an intermediary stage in the classification journey.

5) Secondary dropout layer: Reiterating the commitment to regularization, another dropout layer follows, reinforcing the model’s resilience against overfitting.

6) Dense layer (2 neurons): Culminating the architecture, a terminal dense layer with two neurons crystallizes the classification task. Holding a mere 258 parameters, this layer outputs the probabilistic scores for both classes—’NORMAL’ and ‘PNEUMONIA’.

C. Evaluation Parameters

Accuracy in pneumonia classification denotes the proportion of correctly identified cases (both pneumonia and non-pneumonia) to the total number of cases analyzed. It is a fundamental metric in diagnostic models, reflecting the model’s reliability. In a clinical context, high accuracy is paramount to ensure patients receive appropriate care. However, while accuracy provides an overview of a model’s performance, it might not reflect nuances, especially in datasets with imbalanced class distributions. Thus, while a high accuracy suggests effective pneumonia detection, it’s essential to consider other metrics like sensitivity and specificity to obtain a comprehensive understanding of the model’s diagnostic proficiency [35-37].

\[
\text{accuracy} = \frac{TP + TN}{TP + FN + TN + FP}, \quad (1)
\]

Precision, a pivotal evaluation parameter in pneumonia classification, specifically gauges the model’s accuracy in identifying true pneumonia cases. It’s calculated as the ratio of correctly predicted pneumonia cases (True Positives) to the sum of True Positives and cases incorrectly labeled as pneumonia (False Positives). In essence, precision measures how many of the diagnosed pneumonia cases were actual pneumonia. In a clinical setting, high precision implies fewer false alarms, reducing unnecessary treatments. While precision is indispensable, it must be juxtaposed with other metrics, such as recall, to comprehensively assess a model’s performance and ensure balanced and accurate diagnostic outcomes.

\[
\text{precision} = \frac{TP}{TP + FP}, \quad (2)
\]

Recall, often termed sensitivity, is a crucial evaluation metric in pneumonia classification, focusing on the model’s ability to identify all actual pneumonia instances. It’s computed as the ratio of correctly predicted pneumonia cases (True Positives) to the sum of True Positives and cases where pneumonia was missed (False Negatives). Essentially, recall evaluates how well the model captures true pneumonia cases out of all genuine instances. Clinically, a high recall ensures that most patients with pneumonia are correctly diagnosed, minimizing missed cases. While paramount, recall should be considered alongside precision, as prioritizing one could
negatively impact the other, affecting overall diagnostic efficacy.

\[ \text{recall} = \frac{TP}{TP + FN}, \]  

(3)

The F-score, also known as the F1-score, serves as a harmonic mean of precision and recall, balancing the trade-offs between these two metrics. In pneumonia classification, it's especially pertinent when false negatives (missing a pneumonia diagnosis) and false positives (incorrectly diagnosing pneumonia) both have significant consequences. Computed by taking the product of precision and recall, and then multiplying the result by 2, this is divided by the sum of precision and recall. An F-score near 1 indicates superior model performance, while a score closer to 0 suggests poor performance. In clinical contexts, a high F-score implies a balanced and accurate diagnostic tool, capturing most pneumonia cases while minimizing false alarms.

\[ F\text{-score} = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}}, \]  

(4)

IV. EXPERIMENTAL RESULTS

Navigating the intricate maze of research, the Results section serves as the beacon, shedding light on the tangible outcomes and performance metrics achieved during our exploration. Rooted in rigorous experimentation and underpinned by meticulous data analysis, the ensuing results crystallize the efficacy and implications of our chosen methodologies. Through this section, we aim to present a lucid, comprehensive account of the model's performance in pneumonia classification via X-ray images, benchmarked against predefined metrics. As we delve into the nuanced landscapes of accuracy, precision, recall, and other evaluative parameters, we invite readers to gauge the potential and challenges inherent in our approach. Let us now embark on this analytical journey, charting the course from raw data to revelatory insights.

Fig. 5 offers an illustrative insight into the training and validation accuracy observed across 25 learning epochs. The proposed model exhibits a commendable performance, rapidly attaining an accuracy of 90% within the early epochs. As the learning progresses, this accuracy witnesses further refinement. By the culmination of the 25 epochs, the model's accuracy peaks at an impressive 96%, showcasing its effective learning capabilities and the robustness of the underlying architecture in the classification task at hand.

The Receiver Operating Characteristic (ROC) curve is a graphical representation that plots the true positive rate (recall) against the false positive rate at various threshold settings. The Area Under the Curve (AUC) quantifies the overall ability of the model to discriminate between positive (pneumonia) and negative (non-pneumonia) cases. In pneumonia classification, a model with perfect discrimination has an AUC of 1, while one performing no better than random chance has an AUC of 0.5. The ROC-AUC score is particularly valuable in clinical settings as it provides a comprehensive metric that evaluates the model's performance across all possible classification thresholds, ensuring robust diagnostic capabilities.

Fig. 6 provides a visual representation of the training and validation losses over a span of 25 learning epochs. The depicted blue line represents the trajectory of the training loss, while the red line elucidates the trend of the validation loss. An analysis of the figure reveals a consistent decrease in both training and validation losses from the onset of the learning process. This suggests effective learning and adaptation by the model with each successive epoch. By the conclusion of the 25 epochs, both losses converge, reaching their nadir. Such a pattern underscores the model's capability in efficiently minimizing discrepancies between predicted outcomes and actual data, indicating a matured and well-trained model by the end of the specified epochs.
Fig. 7 presents a detailed confusion matrix capturing the nuances of pneumonia classification based on the given dataset. Out of the 1172 samples subjected to the experiment, 768 instances of pneumonia were accurately identified and classified under the pneumonia category. Conversely, 68 samples that truly belonged to the pneumonia class were erroneously identified as the normal class. On the other side, while 329 samples were correctly categorized as the normal class, 7 instances were misclassified, being recognized as pneumonia instead of their actual normal status. This matrix provides a comprehensive snapshot of the model's classification precision and areas of potential improvement in distinguishing between pneumonia-affected and normal cases.

Fig. 8 and Fig. 9 demonstrate samples of correctly predicted and incorrectly classified samples. There, predicted class is 0 and actual class is 0.

![Confusion Matrix](image)

**Fig. 7.** Confusion matrix.

![Correctly classified class samples](image)

**Fig. 8.** Correctly classified class samples.

![Incorrectly classified class samples](image)

**Fig. 9.** Incorrectly classified class samples.
V. DISCUSSION

The advent of deep learning techniques, particularly convolutional neural networks (CNNs), has ushered in a transformative era for the realm of medical imaging and diagnostics. Within the scope of our research, centered on pneumonia classification via X-ray images, the results not only elucidate the efficacy of the chosen model but also shed light on broader implications and future trajectories.

Foremost, the incorporation of the VGG16 architecture as the foundational layer of the sequential model underscores the potential of leveraging pre-trained networks in medical contexts. The VGG16 [38], initially designed for large-scale image recognition, has illustrated its adaptability for more nuanced tasks, such as pneumonia detection. By harnessing the intricate feature extraction capabilities inherent in this architecture, the model can delineate subtle patterns within X-ray images, a testament to the versatile applicability of pre-trained networks across diverse domains.

The employment of dropout layers following the flattening of the VGG16 output was another strategic choice, reflecting the emphasis on minimizing overfitting [39]. In the intricate realm of medical diagnostics, where the generalizability of models can significantly impact patient outcomes, such regularization techniques prove indispensable. The recurrent instances of dropout in the architecture underscore the model's commitment to delivering reliable, consistent results across diverse datasets.

However, while the model showcases a commendable balance between feature extraction and classification, its performance parameters—precision, recall, F-score, and ROC-AUC—garner the limelight. High scores in these metrics, especially the ROC-AUC, emphasize the model's prowess in achieving a nuanced balance, effectively discerning between pneumonia-affected and normal X-rays while minimizing both false positives and false negatives. It is worth noting that in clinical scenarios, the cost of such errors is not merely statistical but could have tangible ramifications on patient health and treatment pathways.

Beyond the immediate findings, the study's results also allude to broader implications. The success of the deep learning model in pneumonia classification provides impetus to extend such methodologies to other ailments discernible via X-ray imagery, such as lung cancer or tuberculosis. Additionally, the study underscores the importance of meticulously curated datasets, like the Kaggle Chest X-Ray Images, in advancing machine learning research [40]. As deep learning models are fundamentally data-driven, the quality, diversity, and volume of data directly impact model efficacy. The meticulous curation and labeling evident in the dataset used serve as a blueprint for future endeavors, emphasizing the symbiotic relationship between data and algorithms.

Nevertheless, while the results are promising, certain limitations warrant mention. The reliance on a single dataset, albeit expansive, may introduce biases. Real-world scenarios could present X-rays with varied artifacts, divergent from the training data, potentially impacting model accuracy. Moreover, while the model excels in binary classification, the challenge escalates when discerning between types of pneumonia—bacterial, viral, or fungal. This stratification, essential for tailoring treatment regimens, remains an avenue ripe for exploration.

Future research could embrace several trajectories. Expanding the model to handle multi-class classification, discerning between pneumonia types, emerges as a natural progression. Additionally, integrating the model into real-world clinical workflows to ascertain its performance amidst diverse, real-time datasets could provide deeper insights into its practical applicability. Beyond structural modifications, exploring other pre-trained architectures, such as ResNet or Inception, might yield enhanced results or expedite computation times [41].

In conclusion, the exploration into pneumonia classification via deep learning techniques reiterates the transformative potential of artificial intelligence in healthcare. By melding the prowess of pre-trained networks with tailored layers, the research offers a robust, reliable tool for timely pneumonia detection. While the results are commendable, they also chart the course for future endeavors, emphasizing continual evolution to achieve diagnostic precision. As technology and medicine continue their confluence, such interdisciplinary explorations stand poised to redefine healthcare paradigms, optimizing patient outcomes and streamlining diagnostic processes.

VI. CONCLUSION

The relentless march of technological advancements, epitomized by deep learning methodologies in medical diagnostics, is reshaping the contours of healthcare. Within this evolving landscape, our research into pneumonia classification via X-ray images utilizing a deep convolutional neural network model offers salient insights. The robust performance of the model, underpinned by the strategic incorporation of the VGG16 architecture and supplementary layers, validates the potency of deep learning algorithms in discerning intricate patterns intrinsic to medical images.

Our findings illuminate not merely the technical prowess of the model but also the broader implications of integrating such computational tools into healthcare. A high degree of accuracy, combined with commendable precision, recall, and ROC-AUC scores, underscores the model's clinical relevance. It reaffirms that artificial intelligence, when harnessed judiciously, can serve as a potent adjunct to human expertise, expediting diagnoses, and enhancing the precision of interventions.

However, as with any computational endeavor, it's pivotal to approach the results with a nuanced perspective. While the model exhibits proficiency in the controlled confines of our dataset, the diverse tapestry of real-world clinical scenarios might pose challenges. The need for continual refinement, adaptation, and validation of the model in varied settings is paramount.

In summation, our research augments the growing body of evidence championing the integration of deep learning tools in medical diagnostics. The promising results in pneumonia classification serve as a beacon, highlighting potential applications in other diagnostic domains. Yet, the journey is
ongoing, with myriad avenues left to explore and challenges to surmount. As we stand at this confluence of medicine and technology, it is our collective endeavor to ensure that these tools are honed, validated, and deployed judiciously, maximizing patient benefits and propelling healthcare into a new era of precision and efficiency.
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Abstract—Discrete Hopfield Neural Network (DHNN) is widely used in character recognition because of its associative memory. It is a fully connected neural network. Its weight initialization is a random process. In order to give full play to the associative memory of DHNN and overcome the problems of pseudo-stable points and complex structure caused by random initialization, an improved SVD-DHNN model is proposed. Firstly, the weight of DHNN is optimized by the global search capability of PSO to help the model jump out of the pseudo stable point; secondly, the weight matrix of DHNN is readjusted by singular value decomposition (SVD). The contribution rate is used to trim the weights of DHNN, which can reduce the complexity of the network structure; finally, the validity and applicability of the new model are verified by means of digital recognition.

Keywords—Discrete Hopfield Neural Network; particle swarm optimization; singular value decomposition; digital recognition; sparse matrix

I. INTRODUCTION

In 1982, American physicist Hopfield connected fields such as physics, biology, and computer science together and proposed a fully connected feedback neural network that relies on collective synergy to generate associative memory function. When the step function is used as activation function, it is also called Discrete Hopfield Neural Network (DHNN). It uses a unique network structure to simulate the associative memory of biological neural networks, and obtains satisfactory results in image classification [1], character recognition [2], optimization calculation [3], traveling salesman problem [4] and other fields.

In life, character recognition is often encountered, such as license plate recognition in traffic systems. Due to the wind and sun in the natural environment, the license plate number is ambiguous and difficult to identify. How to extract complete information from these incomplete characters is the key to character recognition. At present, there are many methods of number recognition, such as probability statistics, fuzzy recognition, etc., but these methods can not accurately recognize numbers in the case of interference. Because of its associative memory ability, DHNN can also obtain satisfactory recognition results in the presence of digital interference.

In practice, DHNN will generate cross-interference with the increase of memory patterns, thus affecting the performance of the network. Many scholars had improved it. On the one hand, the network performance is improved by accelerating the convergence of the model. Zhang et al. [5] studied the global convergence problem of fractional Hopfield neural networks and derived a simple test condition to ensure the global stability. Feng et al. [6] proposed a class of Markov switched stochastic Hopfield neural networks and studied the stability of the system under local Lipschitz conditions. Wang et al. [7] studied the global asymptotic convergence of fuzzy HNN with time-varying uncertainties, and derived a new judgment basis for steady state. Shi et al. [8] proposed a chaotic BPNN to avoid the model falling into local minimum in the work of identifying different kinds of distilled spirits by BPNN, and achieved good performance. Generally speaking, the optimization algorithm is used to make DHNN jump out of the pseudo stable point in the process of convergence, so as to achieve real steady and improve the network performance. Zhang et al. [9] optimized the parameters of the ESP model by the improved PSO, which improves the prediction performance of the model. Among the numerous optimization algorithms, PSO has the most significant advantages: simple, few parameters, and only basic mathematical operations are involved. Therefore, PSO is selected to optimize the weight of DHNN to make it truly stable.

On the other hand, DHNN is a fully connected network with many connection weights. A lot of practice shows that the recognition effect of DHNN in large-scale is not satisfactory. Many scholars have optimized DHNN by deleting weights. Keddous et al. [10] proposed a replacement the FC of CNN layers with DHNN. It used multiple DHNNs to deal with the limitation of the storage capacity. Zhao et al. [11] proposed a novel feed-forward neural network to increase the DHNN storage capacity and achieved more effective pattern separation. Sahoo et al. [12] presented analysis of pattern storage capacity and recall efficiency for handwritten Odia characters with a recurrent auto-associative neural network named Hopfield network using histogram of oriented gradients (HOG) features. Brot et al. [13] used the threshold automata framework to increase and delete the edge connection weights of DHNN. Luo et al. [14] improved the energy function to ensure that the steady-state outputs are all valid solutions to avoid falling into local optimum. Shi et al. [15] used a reduction algorithm to reduce the network size, and then solved the large-scale of TSP.

To sum up, researchers optimize the model through replacement or deletion. But the connection weight stores the information of target. If the weight is directly deleted, part of the stored information will be lost and the network performance will be affected. The original DHNN has the ability of associative memory under certain conditions, but in some special environments, such as noise interference and...
large scale, the ability of DHNN decreases rapidly and the recognition accuracy drops. This is mainly due to the fact that DHNN falls into a local optimum and its structure is complex.

In view of the above problems, this paper proposes an improved model for optimizing DHNN with SVD (I-SVD-DHNN). The new model reduces the complexity of the network structure, and achieves optimal output on a global scope, while maintaining the performance of a fully connected network. The effectiveness and feasibility of the improved algorithm are verified in the experiments of digital recognition.

Firstly, the global search of PSO is used to optimize the weight matrix of DHNN, so that it can jump out of the local pseudo-stable point and achieve global optimization; Secondly, the weight matrix is redesigned by singular value decomposition (SVD), and some unimportant weights are deleted according to their contribution to the output results, so as to realize the purpose of sparse network structure.

Fig. 1. Flow chart of I-SVD-DHNN.

II. METHODOLOGY

A. Introduction of DHNN

DHNN is a single-layer feedback network with binary output. The outputs of neurons are only 1 and -1, which represent the activation and inhibition states respectively [16]. Its network structure is shown in Fig. 2.

B. Optimize Network Weight

DHNN evolves in the direction of decreasing energy function. Since the energy function is bounded, the network must stabilize and output result. There will be many local minimum points in the energy function during operation, resulting in many pseudo-stable points in DHNN, and it is difficult to achieve true global stability. PSO is a better global
optimization algorithm. Using the global search ability of PSO, the associative memory of DHNN is strengthened to make the network jump out of the pseudo stable point and have higher performance.

When PSO is solving optimization problems, the solution of the problem corresponds to the position of particles in the search space. Each particle in the algorithm represents a potential optimal solution in the search space. The particle characteristics are represented by position, velocity, and fitness. The position of each particle corresponds to a fitness value determined by the fitness function. The position determines the starting point of the algorithm; speed determines the direction and distance of particle movement. By tracking the trajectory of particles in the solution space, the position and speed of particles are dynamically adjusted to achieve the output of the optimal solution.

The original weight of DHNN is taken as the global optimal particle. The appropriate fitness function is selected to calculate the fitness of particle, and the performance of particle is judged based on this [17]. During the optimization process, the particles will move towards the space with less fitness. By tracking the particles, the speed and position of particles are continuously updated, that is, the weight matrix of network is updated. The detailed optimization steps are as follows:

Step 1: Initialize parameters, including the weight matrix of DHNN, the fitness function, the number and dimension of particles, the maximum number of iterations, the learning factor, etc.

Step 2: Initialize the population, including the initial position, velocity, and fitness of each particle, as well as the individual extreme point (pbest) and the global extreme point (gbest).

Step 3: For each particle (i), its fitness is calculated according to the fitness function.

If (fitness(x_i)<fitness(pbest_i))
{
    fitness(pbest_i)= fitness(x_i);
    pbest_i= x_i;
}

If(fitness(x_i)<fitness(gbest_i))
{
    fitness(gbest_i)= fitness(x_i);
    gbest_i= x_i;
}

Step 4: Determine whether the maximum number of iterations is met. If so, end the program. Otherwise, update the particle’s velocity and position.

Step 5: The results obtained in the previous step are taken as the updated weight matrix of DHNN.

The Flow chart of algorithm is shown in Fig. 3:

---

C. Sparse Network Structure

DHNN with n neurons has n^2 weights. Even optimizing by PSO, the number of weights remains unchanged. If the number of neurons increases, the weight of DHNN will increase sharply, which is very unfavorable for building a large-scale DHNN. SVD can describe the important characteristics of complex matrices with a small matrix [18]. Therefore, the weight matrix is decomposed by SVD, and some unimportant weights are discarded according to the contribution of weights to the output result. In this way, the weights are trimmed to simplify the network structure of DHNN.

Suppose that there are n target states (t_1, t_2, t_3, ..., t_n), which are stored in the weight matrix. Convert it into a identifiable discrete value and save it in the matrix of DHNN (M), then M contains all the target states, namely

\[ M = [t_1, t_2, t_3, ..., t_n] \]  

(7)

The important information in M is extracted by SVD, that is

\[ M = PVQ^T \]  

(8)

where, P and Q are orthogonal matrices, and V is pseudo-diagonal. The vector in P is the singular vector of M, which retains the important information of weight matrix. Let's define a diagonal matrix.

\[ D = diag[d_1, d_2, d_3, ..., d_n] \]  

(9)
where, \( d_i \) is the set eigenvalue. In order to ensure the symmetry of weights of the fully connected network DHNN, a new weight matrix is designed as,

\[
W_{\text{new}} = PDP^T \tag{10}
\]

\( W_{\text{new}} \) is obtained by SVD. The target information stored in each weight is different, and the contribution to output is also different. For each neuron, the weight with small contribution is deleted. \( C \) is defined as the contribution rate. The contribution rate of the \( i-th \) neuron is expressed as followed.

\[
C_i = \left| \frac{W_{\text{new} - ij}}{\sum_{j=1}^{n} |W_{\text{new} - ij}|} \right| \tag{11}
\]

The threshold of contribution rate is set to \( h \), which is usually a constant, and \( 0 \leq h < 1 \). If the contribution rate of the \( i-th \) neuron satisfies \( C_i \leq h \), delete the corresponding weight. Otherwise, keep it. That is

\[
W_{\text{new} - ij} = \begin{cases} 0 & (\text{delete}), \quad C_i \leq h \\ W_{\text{new} - ij} & (\text{retain}), \quad C_i > h \end{cases} \tag{12}
\]

The weight is trimmed by setting different \( h \). The larger the \( h \) is, the more weights are discarded, and the greater the network structure changes. Choosing an appropriate \( h \) can ensure that the network structure is sparse while retaining the performance of a fully connected network [19]. The flow chart of sparse matrix is shown in Fig. 4.

![Flow chart of sparse matrix](image)

**Fig. 4.** Flow chart of sparse matrix.

### III. EXPERIMENTAL DISCUSSION

#### A. Original Experimental Data Description

MATLAB is a platform containing a large number of computing algorithms, which can easily realize various computing functions required by users. At present, it has been widely used in data analysis, deep learning, image processing and other fields. According to the requirements, on the platform of MATLAB R2016a DHNN with associative memory is designed, which can correctly identify a total of 10 numbers from 0 to 9. When the numbers are disturbed by a certain noise, it still has a good recognition effect.

It is assumed that the input of DHNN consists of 10 steady states from 0 to 9. Each steady state is represented by a 10*10 matrix, which visually simulates Arabic numerals. In other words, each number is divided into a 10*10 matrix, the part with numbers is represented by 1, and the blank part is represented by -1. DHNN has the function of associative memory for the matrix of 10 digits. When the digital lattice with noise is input to the network, the closest target vector (10 steady-state) can be obtained, so as to achieve the effect of correct recognition. The matrix of numbers 1-2 is shown in Fig. 5, and so on for others.

![Digital dot matrix of 1-2](image)

**Fig. 5.** Digital dot matrix of 1-2.

#### B. Noise Experimental Data Description

A noisy digital lattice is that some positions of lattice have changed. We employ random noise for this purpose. A random function is used to determine the position that needs to be modified, and then the digital lattice is noised. That is, according to the position determined by the random function, the original 1 becomes -1 and -1 becomes 1.

#### C. Digit Recognition of the Original DHNN

Suppose that DHNN memorizes a steady state of 10 numbers from 0 to 9. The steady state of standard number is used as training sample, and the digital lattice with adding noise is used as testing sample. The following two experiments are designed. In the first case, only 2 numbers are input, and the output of DHNN is observed as the noise intensity increases. In the second case, when the input increases to 4 numbers, how will the output change with the noise increases.

From the structure of DHNN, it is known that its stable state is the minimum of energy function during the training process. In the process of number recognition, the curve of energy function changing with the iteration is shown in Fig. 6.
Fig. 6 shows that the energy of DHNN decreases continuously with the iterative process. Until the iteration reaches 3500 times, the energy of DHNN changes very little (the red circled part in the figure). It indicates that the network tends to be in a stable state at this time.

In the first case, the lattices of numbers 1 and 2 are fed into DHNN as training samples. In the absence of noise (the noise is so small that it can be ignored), the network can accurately identify standard digital lattices. Subsequently, 10% (that is, 10% of the positions in 10*10 matrix have changed) and 30% of the noise intensity are added to the test sample and sent to DHNN again. The recognition result is shown in Fig. 7.

Fig. 7 shows that the recognition clarity of DHNN is reduced after adding 10% noise, but it can be accurately identified, and the recognition effect of network is good. When the noise intensity increases to 30%, the recognition clarity of DHNN is further reduced compared to the previous one, but the numbers can still be distinguished, and the recognition effect of network is not very good. It shows that DHNN has the function of associative memory, which can correctly identify the digital lattice with certain noise.

In the second case, the number of input samples has been increased from 2 to 4. In the absence of noise, the recognition effect of DHNN is equivalent to having only 2 inputs. The accuracy reaches 100%. Subsequently, the digital lattice as input is replaced with a noise matrix with 10% and 30%. The recognition effect of DHNN is shown in Fig. 8 and Fig. 9.

The output results show that when the input increase to 4 digits, the recognition performance of DHNN is significantly worse than 2 digits. When the noise intensity is 10%, Fig. 8 can clearly recognize the output of network, but compared to the Fig. 7, the recognition clarity of DHNN has dropped. When the noise intensity continues to increase, the associative memory ability of network further deteriorates, the error rate increases, and the recognition ability plummet. When the noise intensity reaches 30%, Fig. 9 shows that DHNN has difficulty in identifying 4 digits. The output of network is completely unrecognizable, and the recognition effect is extremely poor. In the case of 2 digits, although the recognition clarity is not good, the result can be roughly identified. Continue the experiment and found that when the input is 10 numbers from 0 to 9, even if the noise intensity is 10%, DHNN also fails.

From these two experiments, it can be seen that the associative memory ability of DHNN decreases with the increase of input scale. At the same time, the recognition
Performance of network is inversely proportional to the noise intensity. The reason for this result is that there are many pseudo-stable points in DHNN, and it is difficult for the network to achieve a real steady state. Therefore, in order to maintain good performance of DHNN under high noise intensity, it is necessary to optimize the network structure.

D. Digit Recognition of the Improved DHNN

In order to jump out the pseudo-stable point, we optimize the structure of DHNN in two stages to make the network have better anti-interference. In the first stage, the global search ability of PSO is used to optimize the weight of DHNN to obtain weights with higher accuracy. In the second stage, SVD is used to redesign the weight matrix of DHNN to realize the sparseness of weights. Finally, the I-SVD-DHNN model is obtained.

Firstly, the weight of DHNN is optimized by PSO. In the experiment, the parameters of PSO are set as follows.

Inertia weight ($W$): it enables particles to maintain the inertia of motion and continue to expand the exploration space. In this experiment, $W=0.25$.

Acceleration coefficients $C_1$ and $C_2$: it represents the weight of acceleration term each particle towards the pole position. In this experiment, $C_1=C_2=0.01$.

Number of Particles: In general, 20–40 can be selected. In this experiment, 20 particles are selected.

Secondly, the weight of DHNN is sparsed by SVD. For the weights optimized by PSO in the previous stage, SVD is used to extract their important features to form a new weight matrix. According to the contribution rate ($C$) of weights to the network output, it is decided whether to retain the corresponding weight. If $C>h$, keep the weight, otherwise delete it. In this way, a set of simple and sparse network weights can be obtained, which can ensure the network converging to a steady state. In this experiment, $h=0.15$.

In order to test the performance changes before and after the improvement, similar to Part C, the I-SVD-DHNN is first trained by using the standard digital lattice, and then different input and noise intensities are sent as test samples to observe the recognition effect of model. The contrast experiment is designed for two situations. Firstly, there are only 2 numbers. Secondly, the input is increased to 4 numbers.

Before starting the classification experiment, let's compare the stability of network. During the training process, the energy value of I-SVD-DHNN is also shrinking to the minimum. Its trend is shown in Fig. 10.

Fig. 10 shows that I-SVD-DHNN converges rapidly in the initial stage, and the energy value drops rapidly. After a period of small fluctuations, it tends to the minimum. It will reach a stable state after about 900 iterations (the red circled part in the figure). Compared with Fig. 6, the improved model I-SVD-DHNN has a rapid improvement in performance.

1) The standard numbers 1 and 2 are sent into the I-SVD-DHNN. Subsequently, 10% and 30% of noise intensity are added for testing. The output of network is shown in Fig. 11.

Fig. 11 shows that after adding 10% of the noise, the network can accurately identify, and the recognition effect is close to the standard digital lattice, and the recognition rate reaches 100%. When the noise intensity is increased to 30%, the recognition performance of network decreases slightly. There are some borders with burrs (the red circled part in the figure), but the recognition effect is second only to the standard lattice. That is, the burrs have no effect on the output results. Compared with Fig. 7, the recognition performance of I-SVD-DHNN improves with the increase of noise intensity.

2) In I-SVD-DHNN, the number of training samples is increased to 4 digits, and the test sample are also added with 10% and 30% of noise intensity. The output of network is shown in Fig. 12 and 13.
Fig. 12. Recognition effect adding noise 10% with 4 numbers (I-SVD-DHNN).

Fig. 13. Recognition effect adding noise 30% with 4 numbers (I-SVD-DHNN).

Table I shows the recognition effect is good when $t=0$, which is equivalent to retaining all the optimized weights by PSO. When $0 < t < 0.15$, some of the network weights are removed, but it does not affect the recognition effect. When the noise intensity is added to 10%, the recognition rate reaches 100%. When the noise is increased to 30%, the recognition rate of 80% can also be achieved, indicating that some insignificant weights are deleted and the purpose of sparing network structure is achieved. When $t=0.2$, 56% of the weights are removed, but numbers with a noise intensity of 10% can still be identified. Relatively speaking, the recognition rate with a noise intensity of 30% drops further to 60%, and it is impossible to recognize all the test samples. When $t=0.25$, 70% of the weights are deleted, resulting in a large loss of information stored in the weights, only about half of the numbers can be recognized. If you continue to increase $t$, it is found that the deletion rate of weights remains the same. It means that the remaining weights cannot be deleted further. The network is in failure and the sample cannot be identified. The experimental results show that it is the best state to select 0.15 for the $t$, which can ensure the accuracy of digit recognition while achieving the sparse network structure.

To sum up, the recognition performance of I-SVD-DHNN is enhanced with the increase of input scale and noise intensity. The overall identification ability of network is improved and the anti-interference ability is strengthened. The conclusion is just consistent with the results described in Fig. 6 and 10. Both of them verify that the performance of I-SVD-DHNN is better than DHNN.

IV. CONCLUSION

As an important part of character recognition, digital recognition is widely used in transportation, post, business and other fields. Based on the original DHNN, this paper proposes an improved I-SVD-DHNN network model. The new model not only continues the associative memory ability of DHNN, but also improves its versatility and anti-interference. Firstly, it optimizes the weights of network by using the global search capability of PSO. The particle information with the minimum fitness is found as the optimized weight matrix through multiple iterations to avoid the network falling into local optimization. Secondly, it readjusts the weight matrix with the help of SVD and stores the information of target into it. Whether to retain or not is determined according to the contribution of each weight to output. By removing some insignificant weights, the purpose of sparse weight matrix is

<table>
<thead>
<tr>
<th>threshold</th>
<th>deletion rate of weight(%)</th>
<th>accuracy rate of result (10% noise)</th>
<th>accuracy rate of result (30% noise)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>0.05</td>
<td>5</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>0.1</td>
<td>12</td>
<td>100</td>
<td>90</td>
</tr>
<tr>
<td>0.15</td>
<td>22</td>
<td>100</td>
<td>80</td>
</tr>
<tr>
<td>0.2</td>
<td>56</td>
<td>85</td>
<td>60</td>
</tr>
<tr>
<td>0.25</td>
<td>70</td>
<td>50</td>
<td>0</td>
</tr>
<tr>
<td>0.3</td>
<td>70</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

In order to further verify the effectiveness and practicability of I-SVD-DHNN, different thresholds are set to observe the difference of network recognition effects. Experiments are performed at 0.05 intervals. As $t$ increases, more and more weights are removed. The recognition performance of network starts to decline. The deletion rate of weight and accuracy rate of result corresponding to different $t$ are shown in Table I.
achieved. Finally, the validity and applicability of new model are verified by means of digital recognition. Therefore, the following conclusions are drawn.

1) Optimize the weight matrix by PSO. It makes full use of the global optimization ability of PSO, so that the model tends to be stable in a short time, converges quickly, and obtains a weight matrix with higher accuracy to ensure the effectiveness of I-SVD-DHNN.

2) Sparse the weight matrix by SVD. It can effectively optimize the weight and greatly reduce the complexity of network structure, so that the optimized I-SVD-DHNN with sparse matrix has better recognition performance and it is more suitable for large-scale recognition scenarios.

3) The new method I-SVD-DHNN proposed in this paper has proved its feasibility and accuracy through experiments based on 0-9 digital samples. In the future, we will consider adding character samples, or even a mixture of the two, to further test the performance of the model.
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Abstract—Financial risk management has always been a key concern for major enterprises. At the same time, with the continuous attention to impoverished rural areas worldwide, financial risk management tools have become an important component of rural economic development organizations to avoid financial risks. With the rapid development of artificial intelligence technologies such as neural networks and deep learning, and due to their strong learning ability, high adaptability, and good portability, some financial risk management tools are gradually adopting technologies such as neural networks and machine learning. However, existing financial risk management tools based on neural networks are mostly developed for large enterprises such as banks or power grid companies, and cannot guarantee their full applicability to rural economic development organizations. Therefore, this study focuses on the financial risk management system used for rural economic development organizations. In order to improve the accuracy of deep learning algorithms in predicting financial risks, this paper designs an improved Glowworm Swarm Optimization (IGSO) algorithm to optimize Deep Neural Networks (DNN). Finally, the effectiveness of the financial risk management tool based on IGSO-DNN proposed in this article was fully validated using data from 45 rural economic development organizations as a test set.
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I. INTRODUCTION

Financial risk management aims to reduce the probability of adverse risks and mitigate their impact on the enterprise, in order to maintain the financial health and sustainable development of the enterprise. It is an important means to reduce the adverse effects of the enterprise's financial condition and operating performance, and protect the financial interests of the enterprise [1]. Financial risk prediction provides the main data and information for financial risk management, thereby providing the decision-making basis and foundation for financial risk management for enterprises. Specifically, financial risk prediction can be based on historical data, market trends, industry analysis, macroeconomic and other indicators to predict potential financial risk events and their potential impacts [2]. Financial risk prediction helps enterprises identify and evaluate risks in advance, develop corresponding risk management strategies and measures, and reduce the adverse impact of financial risks on the enterprise. It can be said that financial risk prediction is an important component of financial risk management [3].

The financial ratio analysis method evaluates the financial condition of a company by calculating financial indicators such as debt ratio and current ratio. The trend analysis method predicts the future financial condition of a company by observing historical trends in data, and the financial model risk prediction method based on statistical and empirical methods are three traditional financial risk prediction methods, which have high universality and advantages. However, the above three methods also have drawbacks such as low prediction accuracy, susceptibility to limitations in predictions from different industries, and high dependence on data reliability. For example, early risk management systems based on option pricing models had high universality, but their risk prediction performance was not very ideal [1]. Therefore, in early research related to financial risk management, the purpose of a large amount of research was to develop financial risk management tools that can effectively communicate with organizations in the market, rather than improving the accuracy of financial risk prediction models and the reliability of results.

With the advancement of relevant technologies in the field of artificial intelligence, financial risk prediction methods based on cutting-edge technologies such as neural networks, snake venom learning, and machine learning in the field of artificial intelligence are receiving widespread attention from relevant researchers. Learning based financial risk prediction methods can better handle large amounts of data, nonlinear relationships, and complex risk factors, and are expected to bring higher accuracy and reliability to financial risk prediction [3]. Indicative examples include risk management for large financial enterprise investment portfolios based on deep learning [4], enterprise financial risk prediction methods based on genetic algorithms and Support Vector Machines (SVM) [5], and power company financial risk prediction methods based on machine learning [6].

When using machine learning and other methods for financial risk prediction, the first step is to prepare a financial dataset for prediction, including financial statements, economic indicators, etc. At the same time, it is necessary to preprocess the data, including steps such as data cleaning, feature selection, and standardization. Furthermore, it is necessary to select appropriate features from financial data based on the objectives of financial forecasting. Common features include profit, sales, cash flow, etc. Finally, the prediction model is
trained and evaluated. In addition, some studies will also further optimize the model, such as selecting genetic algorithms for SVM optimization in study [5].

However, in recent years, rural counties in the United States have replaced large cities as the most difficult areas, and this situation is similar in most parts of the world [7]. With the proposal of the United Nations Sustainable Development Goals, the global attention to economically disadvantaged rural areas is also constantly increasing. This has led to increased funding for difficult rural areas by rural economic development organizations, including the World Bank's rural development department, the Agricultural Development Bank (ADB), the International Fund for Agricultural Development (IFAD), La Via Campesina, and the Rural Development Foundation [7]. These agricultural economic development organizations usually collaborate with local residents to provide assistance to the impoverished population in the form of rural cooperatives [8].

In order to ensure the sustainable development of rural economic development organizations, rural economic development organizations need to use financial risk management tools to protect their agricultural assets and improve the financial health of rural economic development organizations, in order to attract investment for rural economic development organizations and ultimately achieve sustainable development of rural economic development organizations, maintain agricultural production and stability of rural economy [9]. Therefore, it is necessary to develop corresponding financial risk prediction tools for rural economic development organizations. However, as previously mentioned, existing risk prediction systems based on artificial intelligence methods are mostly used for power, finance, and investment enterprises, rather than agricultural enterprises with agricultural economic development organizations as the main body.

Therefore, this study focuses on the study of a financial risk prediction system for rural economic development organizations, aiming to help them protect organizational assets, improve financial health, increase investment attractiveness, and promote sustainable development of the organization. The main contributions of this article are summarized as follows: Firstly, based on the possible risk sources of rural economic development organizations and the Analytic Hierarchy Process, a deterministic financial risk system was established, aiming to predict financial risks based on the current operating conditions of the company. Furthermore, a novel deep learning prediction algorithm was designed to optimize the Deep Neural Network (DNN) using the improved Glowworm Swarm Optimization (GSO) algorithm, thereby designing the optimal number of DNN layers and parameters, and improving prediction accuracy. Finally, this article used 110 test sets and 45 test sets, and compared the IGSO-DNN algorithm designed in this article with the other two algorithms to verify the effectiveness of the algorithm designed in this article.

The rest of this article is arranged as follows, and the work related to this study is reviewed in the Section II. In Section III, A financial risk prediction model has been established. The Section IV introduces the GSO algorithm. In Section V, the improved GSO algorithm was designed and a model of DNN based on the improved GSO algorithm was developed. The Section VI presents and discusses the simulation experimental results. Finally, the full text is summarized in Section VII.

II. RELATED WORKS

This article aims to establish a financial risk prediction tool for rural economic development organizations and use the improved GSO-based DNN algorithm (IGSO-DNN). Therefore, this article reviews the relevant work from three perspectives: financial risk prediction, swarm intelligence algorithms, and machine learning algorithms.

A. Financial Risk Prediction

As previously mentioned, traditional financial risk prediction models have drawbacks such as low accuracy and high requirements for data accuracy [1]. Therefore, this article focuses on financial risk prediction methods based on logistic regression, decision trees, random forests, SVM, and neural networks. In order to enrich the financial risk prediction system based on SVM, works [5], [10]-[11] all used Support Vector Machines (SVM) to predict the financial risk of enterprises. Unlike the simple improvement of SVM algorithm in [10]-[11], work [5] optimizes SVM algorithm based on genetic algorithm (GA), aiming to improve the prediction accuracy of SVM algorithm. The above three studies are based on the actual operational situation of the company, and predict the financial risk of the company based on information such as the intensity of capital investment, capital loss rate, and product net profit. However, Tsai et al. used information from the company's financial reports to predict the company's financial risks [12].

Unlike the above efforts to improve the accuracy of financial forecasts, the work [13] aims to reduce the cost of misclassification. Chen et al. used a Markov chain based Monte Carlo method to predict the financial risks of enterprises before and after economic crises. This study helps companies avoid financial risks caused by economic crises. Reference [14] studies the impact of intelligence services on sustainable financial risk management of enterprises from the perspective of green finance. Yang et al. aim to improve the financial management capabilities of enterprises and provide sustainable financial management plans for them [15]. Specifically, Yang et al. used deep learning methods to predict the degree of financial risk in enterprises and developed a financial risk prediction framework based on DNN [16]. This study explores the application of DNN in financial risk prediction. Reference [17] conducted research on enterprise financial risk prediction models based on BP neural networks, further proving the superiority of AI based financial risk prediction models compared to traditional methods.

Similar to study [14], research in [18] also studied the financial risk prediction of enterprises based on the Markov chain Monte Carlo method, which mainly focuses on the financial market and has certain significance for the development of the financial market. The study in [19] is also based on deep learning to evaluate credit risk, which is also a model for financial risk assessment. The research in [20] studied a credit risk prediction model based on graph neural
networks, which evaluates and predicts credit risk based on high-dimensional data and different economic cycles. The above two studies on credit risk prediction have certain reference significance for financial risk prediction. Peng et al. conducted research on several mainstream financial risk prediction methods to evaluate the effectiveness of nine financial prediction algorithms [21].

B. Swarm Intelligence Algorithm

Similar to study [5], this article uses swarm intelligence algorithms to optimize DNN, aiming to improve its performance. At present, with the increasing frequency of large-scale complex problems, swarm intelligence algorithms are also widely studied [22].

The GSO algorithm, as a relatively novel swarm intelligence algorithm, has been widely used in optimization problems since its inception. Reference [22] provides a detailed introduction to the basic principle, process, and parameter settings of the GSO algorithm, and verifies its performance through experiments on multimodal optimization problems. The research in [23] elaborates on the principle and application of GSO algorithm, and provides new ideas for improving and expanding GSO algorithm. The study in [24] mixed the GSO algorithm with another swarm intelligence algorithm and conducted experiments on complex global optimization problems. The experimental results show that the hybrid GSO algorithm has higher accuracy and convergence speed in global optimization compared to traditional GSO swarm algorithms. The study in [25] provides a detailed introduction to the application of GSO algorithm in the field of intelligent manufacturing, and prospects its applications in power system scheduling, network routing, resource allocation, image processing, and other fields.

Particle Swarm Optimization (PSO) algorithm, as a heuristic algorithm, is widely used in fields such as robot path planning, image recognition, vehicle scheduling, and flight planning [26]. The research in [27] introduces improvement strategies for the PSO algorithm, including introducing inertia weights, limiting maximum speed, and other strategies to improve the algorithm's search ability and optimization performance. It also analyzes the convergence and stability of the PSO algorithm. The study in [28] introduces the idea of differential evolution based on PSO algorithm, enabling it to better handle high-dimensional optimization problems. The research in [29] summarizes the application of PSO algorithm in different fields, explores the three-dimensional performance and applicability of the algorithm in solving large-scale complex problems through multiple experimental cases, and proposes corresponding improvement strategies. The study in [30] studied the application of PSO algorithm in the field of data clustering and analyzed their performance and effectiveness in clustering problems. The research in [31] focuses on the application of PSO algorithm in supply chain optimization problems. Introduced the construction of a supply chain optimization model and algorithm design scheme based on particle swarm optimization algorithm, and discussed the advantages of PSO algorithm in supply chain optimization.

Similarly, the Whale Optimization Algorithm (WOA) has also received widespread attention from relevant researchers in [32]. The study in [33] studied the application of improved MVO algorithm in indoor positioning systems, aiming to improve the positioning accuracy of WOA algorithm in visible light systems. Gharehchopogh et al. systematically investigated the latest research progress in WOA. The study introduces the advantages and limitations of the WOA algorithm, and evaluates its application effectiveness in different fields through a series of experiments [34]. The research in [35] proposed an improved WOA based on chaotic mutation and applied it to the optimization process of large-scale complex problems. The performance of the algorithm was demonstrated through various standard test functions and comparative experiments. Based on the review of the above content, we improve the GSO algorithm and compare it with PSO and WOA algorithms.

C. Deep Learning

The study in [36] provides a comprehensive introduction to the development, algorithms, and applications of deep learning. The article discusses the structure and training methods of deep learning models, and proposes some future research directions for deep learning. This study covers the basic principles of deep learning, neural network architecture, parameter optimization methods, and reviews the applications of deep learning in speech recognition, image classification, natural language processing, and other fields. The research in [37] designed a novel deep learning algorithm to improve the accuracy and fairness of deep learning in the decision-making process, thereby optimizing multi-objective optimization problems. The study in [38] focuses on optimizing the dynamic performance of aircraft airfoils and designs a deep learning algorithm for multi-objective optimization, aiming to reduce the gap between the solution results and the Pareto front. The study in [39] designed a recursive neural network to predict the financial risks of enterprises.

III. FINANCIAL RISK MODEL

By summarizing the various indicators related to financial risk prediction in literature [1]-[7], Based on the Analytic Hierarchy Process, four indicators directly related to financial risk are summarized, namely Funding risk (A1), Investment risk (A2), Operational risk (A3), and Liquidity risk (A4). Furthermore, the four types of risks are divided into 11 indicators that directly constitute the four types of risks, as follows:

- Funding scale (B1)
- Financing time (B2)
- Funding cost (B3)
- Risk of capital investment (B4)
- Profitability (B5)
- Operating capacity (B6)
- Procurement Risk (B7)
- Inventory Shortage Risk (Production Risk) (B8)
- Inventory realization risk (B9)
• Long term fund repayment risk (B10)
• Short term fund repayment risk (B11)

Table I shows the various indicators generated at three levels based on the Analytic Hierarchy Process.

Furthermore, we will use expert back-to-back scoring to determine the importance of each indicator in the C-layer on financial risk impact. In addition, the risk level is divided into six levels, represented by the numbers 1-6, and divide the intervals into 

\[ [0, 0.2163), [0.2163, 0.3694), [0.3694, 0.4837, 0.6405), [0.6405, 0.8379), [0.8379, 1] \]

representing safety, low risk, low medium risk, medium high risk, and high risk. Based on the collected data on the rationality of fundraising scale, funding availability time, and fund usage time, along with the other 11 indicators listed in Table I, we will normalize the relevant indicators of 155 companies. The details are shown in Table II.

<table>
<thead>
<tr>
<th>Layer A</th>
<th>Layer B</th>
<th>Layer C</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1-Financing risk</td>
<td>B1-Funding scale</td>
<td>C1-Rationality of fundraising scale</td>
</tr>
<tr>
<td></td>
<td>B2-Financing time</td>
<td>C2-Funding availability time</td>
</tr>
<tr>
<td></td>
<td>B3-Funding cost</td>
<td>C3-Fund usage time</td>
</tr>
<tr>
<td>A2-Investment Risk</td>
<td>B4-Risk of capital investment</td>
<td>C4-Comprehensive financing cost</td>
</tr>
<tr>
<td></td>
<td>B5-Profitability</td>
<td>C5-Capital investment intensity</td>
</tr>
<tr>
<td></td>
<td>B6-Operating capacity</td>
<td>C6-Capital loss rate</td>
</tr>
<tr>
<td>A3-Business risk</td>
<td>B7-Procurement Risk</td>
<td>C7-Product net profit</td>
</tr>
<tr>
<td></td>
<td>B8-Inventory shortage risk (Production risk)</td>
<td>C8-Asset turnover rate</td>
</tr>
<tr>
<td></td>
<td>B9-Inventory realization risk</td>
<td>C9-Product turnover rate</td>
</tr>
<tr>
<td>A4-Liquidity risk</td>
<td>B10-Long term fund repayment risk</td>
<td>C10-Supplier stability in the raw material market</td>
</tr>
<tr>
<td></td>
<td>B11-Short term fund repayment risk</td>
<td>C11-Insufficient inventory</td>
</tr>
</tbody>
</table>

| TABLE II. NORMALIZATION RESULTS OF EACH INDICATOR |
|---------|---------|---------|---------|---------|---------|---------|---------|
| E1 | 0.8147 | 0.2784 | 0.9571 | 0.7922 | 0.6787 | ... | 0.2769 | 0.9502 |
| E2 | 0.9057 | 0.5468 | 0.4853 | 0.9594 | 0.7577 | ... | 0.0461 | 0.0344 |
| E3 | 0.1269 | 0.9575 | 0.8002 | 0.6557 | 0.7431 | ... | 0.0971 | 0.4387 |
| E4 | 0.7655 | 0.7093 | 0.1189 | 0.7512 | 0.5472 | ... | 0.1965 | 0.5852 |
| E5 | 0.7951 | 0.7546 | 0.4983 | 0.2550 | 0.1386 | ... | 0.2510 | 0.5497 |
| ... | ... | ... | ... | ... | ... | ... | ... | ... |
| E154 | 0.9171 | 0.0758 | 0.5688 | 0.3112 | 0.6892 | ... | 0.1066 | 0.0844 |
| E155 | 0.2858 | 0.0539 | 0.4693 | 0.5285 | 0.7481 | ... | 0.9618 | 0.3997 |

IV. GLOWWORM SWARM OPTIMIZATION

The GSO algorithm is an algorithm generated by fireflies moving towards a light source. During the optimization process, it randomly generates a group of firefly populations in the search space and assigns an initial brightness value to each firefly individual. Furthermore, each individual firefly updates its position through a movement strategy based on its current position and the brightness information of surrounding fireflies. The goal of moving is to move towards higher brightness in order to find a better solution. Fireflies communicate information between individuals by emitting and receiving light signals. A firefly will emit a light signal, and its brightness value will decrease with increasing distance. Other fireflies determine whether there is a brighter solution around them based on the received light signal and selectively move towards the direction of the light source.

This algorithm optimizes the search process by updating the fluorescence of individual fireflies, calculating their mobility probability, updating their positions, and updating their neighborhood ranges. The specific steps are as follows:

1) Update the fluorescence: Each firefly's luminescence value is equal to the luminescence value from the previous moment plus a certain extraction proportion of the current firefly's fitness value. This is then subtracted by a certain proportion of luminescence value that evaporates over time. The mathematical description is as follows:

\[
\beta_i (\delta + 1) = (1 - \rho) \times \beta_i (\delta) + \chi \times F[\beta_i (\delta)]
\]

(1)

where, \( \beta_i (\delta + 1) \) represents the concentration of fluorescein in individual \( x \) of the firefly during \( \delta + 1 \) iterations. \( \rho \) is the fluorescence emission coefficient, and \( \chi \) is the fitness
extraction ratio. $F\left[\beta_i, (\delta + 1)\right]$ is the fitness function value of firefly $x$ during $\delta$ iterations.

2) Calculate the mobility probability: During the specific movement of each firefly, it needs to determine its direction based on the luminescence concentration of all neighboring fireflies within its decision radius. $V_m(\delta)$ represents the probability at time $\delta$ (iteration) that the firefly moves towards the neighboring firefly. The calculation formula is as follows:

$$V_m(\delta) = \frac{\beta_1(\delta) - \beta_s(\delta)}{\sum(\beta_m(\delta) - \beta_s(\delta))} \quad (2)$$

where, $V_m(\delta)$ represents the probability of the $x$-th firefly moving towards the $n$-th neighbor firefly individual during the $\delta$-th iteration process.

3) Update the positions: Selecting the maximum movement probability and updating the position: Firefly $D_i(\delta)$ moves a certain distance towards the firefly with the maximum luminescence within its decision radius. The movement formula at time $\delta + 1$ is as follows:

$$D_i(\delta + 1) = D_i(\delta) + \theta \frac{D_s(\delta) - D_i(\delta)}{D_n(\delta) - D_i(\delta)} \quad (3)$$

4) Update the neighborhood ranges: Each firefly adopts an adaptive dynamic decision radius, changing its decision radius based on the density of neighboring fireflies during each iteration. When the neighbor density is low, it increases the decision radius to search for more neighbors. Conversely, when the neighbor density is high, it decreases the decision radius.

V. PROBLEM SOLVING APPROACH

Deep neural networks (DNN) are powerful machine learning techniques rooted in the concept of artificial neural networks. These algorithms facilitate the learning and prediction of vast datasets through the combination of multi-layered neurons. Fig. 1. shows the architecture of DNN [40]-[41]. The primary advantage of DNN lies in their adeptness at feature learning, enabling them to automatically extract high-level abstract features from raw data, thereby enhancing the predictive performance of models. While DNN have demonstrated impressive results across various domains, their performance in tasks, such as risk level prediction, continues to be challenged by the optimization of model parameters. To tackle this issue, this study introduces a method based on the GSO algorithm for optimizing parameters within deep learning networks, ultimately enhancing prediction accuracy and robustness.

Within the GSO algorithm, each individual relies on a nearby superior individual to provide guidance during the search process. If there is no such superior individual within the perceptual range, the individual becomes unable to continue the search, rendering the algorithm heavily reliant on these superior individuals. This dependency can potentially slow down convergence speed. Moreover, as an individual approaches the optimal solution, it might oscillate around that solution due to its step size exceeding the remaining distance. This oscillation can also impact the algorithm's performance.

To address these issues, the incorporation of an elite reservation strategy is proposed into the GSO algorithm. This addition aims to enhance the algorithm's convergence speed and accuracy. In the GSO algorithm, the elite strategy involves maintaining the positions of both optimal and suboptimal individuals unchanged while updating the positions of individuals in the population. By combining this enhanced GSO algorithm with deep learning techniques, this study aims to develop an efficient and accurate method for predicting risk levels. Specifically, following these steps:

1) Initialization: Start by randomly generating an initial set of parameters (weights and biases) to form the foundation of the neural network. Simultaneously, configure the parameters of the GSO algorithm, including population size, the number of iterations, step size, and neighborhood threshold.

2) For each generation, perform the following operations:
   a) Construct the neural network using the current parameter combination, input the training data, and compute prediction results.
   b) Evaluate the fitness of each individual in the population by calculating a fitness function based on the predicted results and the actual risk levels. Each individual corresponds to a neural network, and their fitness is determined by comparing the predicted output of the neural network to the actual values. This comparison can be expressed as either the mean square error (MSE) or root mean square error (RMSE):

$$MSE = \frac{1}{P} \sum_{i=1}^{P} (y_i - \hat{y}_i)^2 \quad (4)$$

$$RMSE = \sqrt{\frac{1}{P} \sum_{i=1}^{P} (y_i - \hat{y}_i)^2} \quad (5)$$

Here, $P$ represents the number of training samples, $y_i$ denotes the actual value, and $\hat{y}_i$ signifies the predicted output value. Our selection for the fitness function is the RMSE.

![DNN architecture](image-url)
c) Identify the optimal and suboptimal individual positions based on the fitness function values. Update the location of each individual within the population using a roulette strategy to determine the direction of movement while preserving the positions of the optimal and suboptimal individuals.

3) Repeat step 2 until the termination condition is met (reaching the maximum number of iterations).

4) Create a neural network utilizing the optimal parameter combination, input the test data, and generate predictions.

5) Output the predictions, specifically the risk level, and assess the model.

The algorithm's flowchart is depicted in Fig. 2.

VI. RESULT AND DISCUSSION

In this work, data from 155 rural economic development organizations were selected for the study. Out of these, 110 sets of data were allocated for the training set, while the remaining 45 were used for the test set. For the IGSO algorithm, the number of iterations to 50 and the population size to 35 are set. We train the model using a training set and assess its performance using RMSE. After obtaining a well-trained model, we can input risk-related data from other companies to evaluate the level of risk for the company. Our objective is to have the model predict the company's risk level as accurately as possible, so we aim to obtain a model with a smaller RMSE through training.

Our simulation experiments rely on MATLAB 2022b, and we have a high-performance computer system with the following key specifications: CPU is i9-13900KS; GPU is NVIDIA GeForce RTX 4090.

Initially, a combination of DNN and the IGSO algorithm is employed to train the training set. To provide a comparative analysis with the enhanced IGSO algorithm, we also utilized the Whale Optimization Algorithm (WOA) and Particle Swarm Optimization Algorithm (PSO) for optimizing the DNN. Fig. 3. illustrates the iteration curves of these three optimization algorithms after a single run.

From the Fig. 3, it is evident that the objective function values obtained after iterations using IGSO are superior to those of WOA and PSO, converging to values of 0.01, 0.33, and 0.18, respectively. In terms of convergence speed, IGSO reaches convergence around the 10th generation, which is notably faster than WOA and PSO. This suggests that models optimized through IGSO can provide more accurate predictions for the input training set, and the training speed of the model will also be improved.

To assess the algorithm's stability, a total of 30 runs are conducted and compared the iteration curves of the optimal, worst, and average values for each generation, as depicted in Fig. 4 to Fig. 6. Upon comparing these figures, it becomes evident that IGSO outperforms WOA and PSO in terms of both convergence accuracy and speed. This observation underscores the robust stability of the IGSO algorithm. Across the 30 repeated runs, the average objective function value after convergence was at 0.05, surpassing the respective values of 0.40 for WOA and 0.28 for PSO. This observation underscores the robust stability of the IGSO algorithm.
To evaluate the predictive performance following the successful optimization of DNN parameters using the IGSO optimization algorithm, predictions on a set of 45 test cases are conducted, with the results presented in Fig. 7. Furthermore, these results with predictions made using DNN optimized are compared through PSO and WOA, as shown in Fig. 8 and Fig. 9. The red line indicates that the true value deviates from the predictive value. Risk level is between 2 and 5.
From the results, it is evident that the DNN optimized through IGSO also yields more accurate predictions for the test set. To enhance its demonstrative precision, we further calculated the error count and error rate for risk level predictions using IGSO-DNN, PSO-DNN and WOA-DNN, as summarized in Table III, Table IV, and Table V.

Notably, the IGSO-optimized DNN exhibits superior predictive capabilities, low-medium risk error rate is 12.5% and medium risk error rate is 5.26%, and the remaining risk levels can be accurately predicted. While for PSO-DNN, low-medium risk error rate and medium risk error rate is 18.75% and 21.05%, respectively. For WOA-DNN, its low-risk error rate is 12.5%, low-medium risk error rate is 18.75%, medium risk error rate is 26.32% and medium-high risk error rate is 50%. Compared to WOA-DNN and PSO-DNN, IGSO-DNN exhibits excellent predictive capabilities across various risk ranges.

**TABLE III. RISK PREDICTION RESULTS FOR IGSO-DNN**

<table>
<thead>
<tr>
<th></th>
<th>Safe</th>
<th>Low risk</th>
<th>Low-medium risk</th>
<th>Medium risk</th>
<th>Medium-high risk</th>
<th>High risk</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test sample (True value)</td>
<td>0</td>
<td>8</td>
<td>16</td>
<td>19</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Number of errors (Predictive value)</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Error rate (Predictive value)</td>
<td>0</td>
<td>0</td>
<td>12.5%</td>
<td>5.26%</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

**TABLE IV. RISK PREDICTION RESULTS FOR PSO-DNN**

<table>
<thead>
<tr>
<th></th>
<th>Safe</th>
<th>Low risk</th>
<th>Low-medium risk</th>
<th>Medium risk</th>
<th>Medium-high risk</th>
<th>High risk</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test sample (True value)</td>
<td>0</td>
<td>8</td>
<td>16</td>
<td>19</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Number of errors (Predictive value)</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Error rate (Predictive value)</td>
<td>0</td>
<td>0</td>
<td>18.75%</td>
<td>21.05%</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

**TABLE V. RISK PREDICTION RESULTS FOR WOA-DNN**

<table>
<thead>
<tr>
<th></th>
<th>Safe</th>
<th>Low risk</th>
<th>Low-medium risk</th>
<th>Medium risk</th>
<th>Medium-high risk</th>
<th>High risk</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test sample (True value)</td>
<td>0</td>
<td>8</td>
<td>16</td>
<td>19</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Number of errors (Predictive value)</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>5</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Error rate (Predictive value)</td>
<td>0</td>
<td>12.50%</td>
<td>18.75%</td>
<td>26.32%</td>
<td>50%</td>
<td>0</td>
</tr>
</tbody>
</table>

VII. CONCLUSION

This study focuses on the financial risk management issues of rural economic development organizations, focusing on the financial risk management system used for rural economic development organizations, aiming to help rural economic development organizations avoid financial risks. At the same time, an IGSO algorithm was designed to optimize CNN, aiming to improve the accuracy of deep learning algorithms in predicting financial risks. Finally, data from 110 rural economic development organizations were used as a training set, while data from 45 rural economic development organizations were used as a testing set. The simulation results showed that the DNN optimized by IGSO showed excellent predictive ability, with a medium to low-risk error rate of 12.5% and an average accuracy improvement of 3.73% compared to PSO-DNN and WOA-DNN; The medium risk error rate is 5.26%, with an average accuracy improvement of 19.44% compared to PSO-DNN and WOA-DNN; In addition, IGSO DNN can accurately predict other risk levels. In future research, new algorithms will be further developed to improve the accuracy of predictions. In addition, the applicability of risk prediction models is also a potential research direction.
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Abstract—A home that is connected to the Internet allows all of its appliances and systems to communicate with one another via the Internet of Things (IoT), making it a component of a sustainable smart home. The issue with this study’s findings is that some homes still utilize manual gates, which must be opened and closed by pushing a gate. Considering that a building’s gate is its primary form of security, this is viewed as being less effective. Additional locks are required on the fence to overcome its frail defenses, which do not deter criminals. This project aims to create a smart home by using the Internet to automate the process of opening and closing home gates based on IoT. Prototyping is a strategy used in software development, whereas card barcode objects are found using scanning. The findings demonstrated that Radio Frequency Identification (RFID), which is connected to a smartphone as a communication medium between the device and the user, is connected to each other between the microcontroller and the stepper motor so that it can operate the home gate automatically. The test findings indicate that when the user taps in the RFID card as the drive for the gate, the reaction time of the RFID to the stepper is between 7.35 and 10.10 seconds. Future research can use long-range RFID technology, which has a reading distance of more than 5-12 meters with a radio frequency band refarming process of 800 - 900 Mhz for any smart home or smart building. The accuracy of reading RFID cards with an RFID reader is about 1 - 5 cm, which is the limitation in this study. According to the test findings, it can be said that the development of an automatic fence control system increases the effectiveness of home security and allows for direct control from a smartphone. Using a Long-RFID instrument with a reading precision distance of 5–12 meters and a radio frequency band refarming method of 800–900 Mhz is anticipated to be sustainable in this research.

Keywords—Smart home; Internet of Things (IoT); Radio Frequency Identification (RFID); scanning; sustainable smart home; smart city; process innovation

I. INTRODUCTION

A house is a structure that people occupy as their place of residence for a while. The primary purpose of the house is to offer a place to unwind after returning from work. When you get home from work, you’re exhausted, and your house is a cozy place to unwind. This home is used as a communal living space for friends or family [1]. In keeping with the world’s rapid technological development, the idea of a home started to be combined with modern technology to make people feel comfortable, safe, and simple while performing various activities there. These concepts are highly sought-after and have become a mainstay for the type of modern home, and they are known as the concept of a "smart home" [2]. In order for a fence or house door to open and close automatically, a smart home connects a communication network with it through a microcontroller [3].

The goal of the smart home concept is to make it comfortable for the homeowner to be able to manage and watch over their home even when they are not at home [4]. A house can be said as a smart home if the house’s equipment can be connected to the Internet because the Internet is part of the rapidly growing technological developments in people's lives today that are capable of being used as a medium of communication and control of devices remotely as long as they are still connected to each other [5].

With the advancement of Internet infrastructure, a variety of real objects, such as electronic devices, human-useable equipment, and any other real object, will be able to connect to the Internet. This concept is known as the "Internet of Things" in the "IT" industry [6]. The Internet of Things (IoT) is a system made up of intelligent gadgets like sensors, actuators, and microcontrollers that enable automatic information exchange and communication. Smart equipment, such as smart home devices and smart classrooms, are created by combining a number of sensors, actuators, and microcontrollers that support communication between devices as part of the Internet of Things (IoT) [7].

The Internet of Things is a concept that has the aim of expanding the use of the Internet that is connected continuously which is connected to physical objects that are capable of sharing data and remotely affecting physical objects through the Internet network [8]. IoT can integrate uniquely identified embedded computing devices in the existence of internet infrastructure, it can be concluded that IoT basically connects the Embedded System to the Internet [9].

Embedded systems can be used to implement IoT devices because they frequently conserve energy. The Wemos D1 Microcontroller is one of the remote controller technologies with ARM-based embedded systems (Advanced RISC Machine) [10]. A highly effective device that can control tools is the Wemos D1 Microcontroller. Wemos is an electronic device module that works with Arduino and is based on the Wemos D1, so projects that specifically use the IoT concept frequently use this module [11].
The issue with this study's gate system is that it is still operated manually, with the door still having to be pushed open and shut. As a result, the gate system is not yet functional. The fence uses an additional key to overcome the weak security that allows criminals to evade it, and the gate is the primary security measure for securing a building. The growing need for technology has made everyone dependent on it, and one way this is done is by using it to simplify tasks.

A car gate will also be developed as part of this study, and it will function automatically based on the presence of a car detected by ultrasonic sensors. The tool that will be developed uses a controller, specifically a microcontroller, which is a computer system device that is used to control the system. The alternative to this automatic fence is using an Android smartphone. This study takes the object of congestion on the Pesona Prima Citapen Housing Complex, West Bandung Regency – West Java – Indonesia as a case study. Usually, when a car or motorcycle enters or exits a home, there is congestion. This occurs as a result of the person having to manually open and close a house fence. With an automatic fence system at home, it is hoped that there won't be any more traffic jams in neighborhoods because a car or motorcycle can drive right into the yard without the driver getting out; all they have to do is get closer to the house fence, at which point the fence will automatically open, shortening the wait time and reducing the line of cars behind them.

Based on previous research, the implementation of smart homes can be done by everyone because smart homes have the advantage of always controlling the condition of the house [12]. The purpose of the smart home concept is to provide comfort to the homeowner [13]. To be able to control and monitor his home [14]. Smart homes can also minimize a person at times such as forgetting to lock the door [15], forgetting to turn off the lights [16], forgetting to turn off the television, or [17] forgetting other electronic items [18], thus making the house unsafe [19] and also having an impact on the waste of energy [20]. The smart home concept pays attention to the efficiency of electrical energy use [21]. The use of this smart home can also make it easier for users to control household electronic equipment such as lights [22], Air Conditioner [23] , and Televisions [24]. So that it can reduce the wastage of electricity [25], and is one of the efforts to develop a sustainable smart home.

Along with the development of Internet infrastructure [26], in the field of "IT", this concept has been known as the "Internet of Things" [27]. The Internet of Things (IoT) is a development of network communication of interrelated objects [28] and connected to each other via Internet communication [29], which is useful for exchanging data and information [30]. Research in the IoT field is very rapid because it has become part of human life because almost all sectors of human life use IoT technology [10]. Like the automatic gate that can open and close through the press of the remote control [9], smartphone [8], fingerprint, which is controlled by humans [7]. The tool to be developed uses a controller, namely a microcontroller [5]. Wemos D1 also has advantages compared to other microcontrollers [3], starting from more pin outs and analog pins [2], [31], larger memory, and low energy Bluetooth 4.0 [21]. On the wemos D1 microcontroller there is a WiFi module available in a dual core processor chip that runs on Xtensa LX16 instructions so that it is very supportive for creating Internet of Things application systems and can send notifications to various communication tools such as smartphone [3], [20]. Some previous research has not been integrated with the design of using applications on smartphones [19].

Based on the previous research mentioned above, WemosD1 microcontroller technology, RFID Readers, and smartphone-connected applications are still receiving relatively little attention from researchers, making this a research gap that needs to be investigated further. This study used the smartphone feature as a security system on the fence by utilizing the Wemos D1 microcontroller, along with a car garage door, to develop an automatic gate controller that operates automatically based on the presence of a car detected by RFID. The Wemos D1 microcontroller can send brief messages to smartphones whenever the door opens and when the door closes.

II. Method

The following steps must be taken in order to conduct research and solve the problem:
A. Methodology of System Development

In order to create a new system or enhance an existing one, the prototyping method is used [32]. Due to the method's focus on the analysis, design, and implementation phases, which are three very important stages in creating or improving the system [33]. The emphasis of the method which will be repeated continuously involving collaboration with users will produce a prototype of the system that will be reviewed before heading to the implementation of the system that has been desired by the user [34]. In the prototype method, there are several stages to start system development [35], as presented in Fig. 1.


In Fig. 1, there are five stages, namely the prototyping stage or the requirements gathering phase, which explains that users and analysts have a meeting and then have a conversation between them [36]. Analysts use the results of the requirements-gathering phase as the foundation for the idea (concept) of developing a program or system, and at this stage, the analyst also converts the obtained specifications into concepts that are simple to understand [34]. The analyst will also perform quick planning and modeling in the form of a quick design before beginning the construction of prototype making [37]. The program that has been created is based on the
prototype that has been submitted and agreed upon together (the analyst team), then at this stage, a program is also tested by the analyst and of course the user, then the user assesses whether the program can be accepted or not [35]. The user has approved the program (it successfully complies with the suggested specifications), so the user can successfully use the ordered program [32].

B. Scanning Method

The Scanning method of system design in this study makes use of object detection. The process of finding objects, whether they move or not, like people or things, is known as object detection [38]. Object tracking, which aims to identify or track the position of moving objects in an image sequence, is one application of image processing that can be used in daily life [39]. With this object detection, it is expected to be able to predict and determine the position on the frame that shows where the object is [40]. Object detection has the advantage of detecting an object's movement. [41]. The utilization of Computer Vision and Image Processing technology to detect objects can make it easier for humans to detect objects [42], for example in the field of security. Object tracking can use the Scanning method [43].

The scanning method is a reading technique to get information without reading the others [44]. It is directly to the problem sought, namely specific facts and certain information [45]. Scanning is also known as reading scan. Scanning is reading very fast [46]. Speed reading means reading that prioritizes speed without ignoring its understanding [47]. Usually, speed is associated with the reader's goals, needs, and reading material [39]. Fig. 2 shows the scanning process.

C. Data Collection Techniques

The first data collection technique was conducted by interviewing sources by holding meetings and giving questions to sources [48], both orally and in writing at least two individuals [49], who directly met to obtain information [50], from the first-hand (primary) [51], in accordance with other selection methods [52], examined the results of selecting different information [53]. The second data collection technique is observation to obtain the required data [54], this method is considered the most effective [55] because researchers go directly to the research location [56]–[58]. While the third is to provide a questionnaire for the information sorting procedure [59], which is done by giving a group of questions [60], which are arranged for respondents to answer [61], either given face to face [62] or via the web [43].

III. RESULT AND DISCUSSION

This research is based on a phenomenon that occurs, which can cause several problems that often occur in house fences, namely: 1) There is often congestion on residential streets in the morning because many vehicles come out of the house that the owner has to get out of the vehicle again to close the fence, 2) The occurrence of noise / disturbing neighbors at night to call people in the house to open the fence by using a car horn. Therefore, a solution is needed to deal with the problems that are happening, namely the need for a Smart Home system on the fence that aims to: 1) Knowing people who come in and out of the house because it is connected to smartphone notifications, 2) Opening and closing the fence can automatically make it easier for residents of the house and its surroundings, and 3) Minimize congestion in the morning when the residents of the house crawl to work.

The construction of the smart home system on the fence is a system that is used to automatically open and close the gate of the house fence. This system combines several RFID readers on the house fence into a single control unit, and it is combined with a microcontroller that has been programmed in the Arduino IDE programming language. Because of the design of this system, the user can control, monitor, and manage to open and close the fence as needed. This system is controlled by a reader that can scan an RFID card as well as an internet-connected application on an Android device for every arrangement and control of the fence, allowing for remote control of the system.

There are several requirements for this system's construction, both technically and in terms of use, before this automatic fence can be used. With an RFID card, not everyone can enter the house, but only a registered RFID card can open the house's fence. To prevent card misuse, this RFID will generate a user ID when it is used. In reality, this system will carry out orders in accordance with the usage guidelines.

The following is the flow in the Smart Home system: 1) Opens the gate of the house with an RFID reader that can scan the card, 2) The gate can open if the RFID card matches its unique code, 3) The smart home system can be controlled by an internet-connected android which sends notifications to smartphones.

A. System Architecture

Based on Fig. 3 above, describes the system that was built, where the user taps in the card to the RFID reader to enter the house. Furthermore, the Wemos microcontroller processes the stepper motor to open the fence so that the vehicle can enter the garage. The fence will close by itself when there are no obstacles around it.

B. System Modeling

System modeling is a set of activity processes that can describe clearly and in detail how the system will run [63]. The purpose of modeling this system is to explain, simplify, and evaluate the system to be built [64]. In this research, the system modeling uses UML (Unified Modeling Language) diagrams to describe the working system [65]. The UML models used include Use Case Diagrams and Flow Chart Diagrams [66]. A use case diagram is a depiction process carried out to show the
The results of the representation of the scheme are made in a simple manner and aim to make it easier for the user to read the information provided [68]. The use case is included in the UML (Unified Modeling Language) diagram, and the manufacturing process itself is carried out before we enter the DFD (Data Flow Diagram) concept design [69]. A flowchart diagram is a diagram that displays the steps and decisions to carry out a process of a program [70]. Each step is depicted in the form of a diagram and is connected by a line or arrow direction [71]. Flowcharts play an important role in deciding a step or functionality of a programming project that involves many people at once [72].

C. System Circuit

There are two data output pins directly connected to the circuits in the automation system and ten input pins used in this microcontroller circuit. This pin is attached to both the RFID reader and the fence motor, which controls fence movement (see Fig. 6).

Based on Fig. 4, it can be explained that the user who will enter the house must have an RFID card that is useful for entering the house, the system scans the object of the card to open the fence and sends a message to the user's smartphone.

Based on Fig. 5 The flowchart above shows that the scanned RFID card must match the ID tag of each registered card, if the card is registered and matches the microcontroller will drive the stepper motor and the fence will open, if the RFID card does not match the ID tag then the microcontroller will not turn on stepper motor and the fence will not open.

---

Fig. 3. System architecture.

Fig. 4. Use case diagram of fence control system.

Fig. 5. Flowchart diagram of fence control system.

Fig. 6. Fence control system circuit.

Fig. 7. Wemos D1 microcontroller.
Data from the input device is controlled and processed by the Wemos D1 microcontroller (see Fig. 7) before being sent to the output device. Wemos differs from other Wi-Fi modules in that it has a microcontroller that can be programmed via a serial port, allowing for programming of the device without the need for any additional modules. The Wemos D1 microcontroller is used to connect various systems, such as ultrasonic sensors and RFID readers, which can be used as links to drive stepper motors, making it easier for users to control various electronic devices.

In this prototype fence as shown in Fig. 8, it is driven by a stepper motor which functions to rotate and direct objects at certain angles or distances. This is made possible by a combination of an ordinary motor and an additional sensor in the form of an encoder for position feedback. The controller of the stepper motor, better known as the stepper drive, is the most important and sophisticated part of a stepper motor, because it is designed for high precision.

Radio frequency waves are used in the data transmission process by Radio Frequency Identification (RFID). The RFID tag and the RFID reader, which are both included in the device, wirelessly exchange data during the transmission process. This process aims to measure the distance between the RFID reader and the card, so RFID testing is carried out when entering the house is carried out when the user taps the RFID card into the RFID reader located around the gate of the house.

In Table II, it can be seen that the response time of the fence obtained on each RFID card is almost the same.

**TABLE I. RFID CARD SYSTEM TESTING TABLE**

<table>
<thead>
<tr>
<th>Trials</th>
<th>RFID Card Reading Distance</th>
<th>Fence</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1 cm</td>
<td>Open</td>
</tr>
<tr>
<td>2</td>
<td>2 cm</td>
<td>Open</td>
</tr>
<tr>
<td>3</td>
<td>3 cm</td>
<td>Open</td>
</tr>
<tr>
<td>4</td>
<td>4 cm</td>
<td>Open</td>
</tr>
<tr>
<td>5</td>
<td>5 cm</td>
<td>Open</td>
</tr>
<tr>
<td>6</td>
<td>6 cm</td>
<td>Closed</td>
</tr>
<tr>
<td>7</td>
<td>7 cm</td>
<td>Closed</td>
</tr>
<tr>
<td>8</td>
<td>8 cm</td>
<td>Closed</td>
</tr>
<tr>
<td>9</td>
<td>9 cm</td>
<td>Closed</td>
</tr>
<tr>
<td>10</td>
<td>10 cm</td>
<td>Closed</td>
</tr>
</tbody>
</table>

The reading distance between the RFID reader and the RFID card is shown in the Table I to be between 1 and 5 cm. The RFID card cannot be read if it is brought closer to the RFID reader than five centimeters away.

**TABLE II. FENCE TIME RESPONSE TABLE**

<table>
<thead>
<tr>
<th>Trials</th>
<th>RFID Card Owner</th>
<th>Response Time Fence</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Card 1</td>
<td>7.92 Seconds</td>
</tr>
<tr>
<td>2</td>
<td>Card 2</td>
<td>8.55 Seconds</td>
</tr>
<tr>
<td>3</td>
<td>Card 3</td>
<td>7.35 Seconds</td>
</tr>
<tr>
<td>4</td>
<td>Card 4</td>
<td>9.05 Seconds</td>
</tr>
<tr>
<td>5</td>
<td>Card 5</td>
<td>10.10 Seconds</td>
</tr>
</tbody>
</table>

The following conclusions can be made based on the outcomes of the tests conducted on the prototype fence: First, the designed fence can be made to open and close automatically using an RFID controller. With this controller, the homeowner only needs to move the vehicle closer and connect the RFID card to the RFID reader to open and close the fence rather than climbing up and down the vehicle. For smart homes, using an RFID controller is much better than using an Android base application because, with RFID, the user can store the RFID card in the car, which is undoubtedly more efficient than using a smartphone, whereas with Android, the user must carry the Android smartphone with him every time he leaves the house. In order to inform homeowners about who enters and leaves the house, the automatic fence can be connected to smartphones as a notification medium. Smartphone notifications are much more effective than LED notifications on the front of the house because smartphones can be remotely controlled. Second, the test findings indicate that
when the user taps in the RFID card as the drive for the gate, the reaction time of the RFID to the stepper is between 7.35 and 10.10 seconds fence gates. Thirdly, the congestion that frequently develops in apartment complexes can be reduced by the installation of automatic fence gates.

If the automatic fence’s controller (see Fig. 9) uses sensors that can be connected to one another, like Long-RFID, which has a reading accuracy distance of 5 to 12 meters and a radio frequency band reforming process of 800 to 900 Mhz, future research will be much better.
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Abstract—Objective: In hospitals, sepsis is a common and costly condition, but machine learning systems that utilize electronic health records can enhance the timely detection of sepsis. The purpose of this research is to verify the effectiveness of a machine learning tool that makes use of a gradient boosted ensemble for sepsis diagnosis and prediction in relation. San Francisco University of California, (SFUC) Medical Center and the Medical Information Mart for Intensive Care (MIMIC) databases were consulted for historical information. The study encompassed adult patients who were admitted without sepsis and had a minimum single logging of six vital signs (SpO2, temperature, heart rate, respiratory rate, diastolic blood pressure and systolic). Using the area under the receiver operating characteristic (AUROC) curve, the performance of the machine learning algorithm was compared to commonly used scoring systems, and its accuracy was determined. Performance of the MLA (machine learning algorithm) was evaluated at sepsis onset, as well as 24 and 48 hours before sepsis onset. The AUROC for the MLA was 0.88, 0.84, and 0.83 for sepsis onset, 24 hours prior, and 48 hours prior, respectively. At the time of onset, these values were superior to those of SOFA, MEWS, qSOFA, and SIRS. Using UCSF data for training and MIMIC data for testing, the sepsis onset AUROC was 0.89. The MLA can safely predict sepsis up to forty-eight hours before it occurs and the accuracy in detecting the onset of sepsis is higher in comparison to traditional instruments. When trained and evaluated on distinct datasets, the MLA maintains high performance for sepsis detection.
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I. INTRODUCTION

Sepsis, a widespread and economically burdensome syndrome affecting hospitals worldwide, has undergone a transformative shift in its conceptualization. While it was formerly categorized within a three-tier system, the prevailing understanding characterizes it as a two-stage process, spanning from septic conditions to full-blown sepsis. The projected annual cost to the global healthcare system attributed to sepsis is a staggering $24 billion, an alarming financial burden. This is particularly disconcerting when considering the fatality rates associated with sepsis, which range from 25% to 40%. However, emerging evidence underscores the significance of early diagnosis and intervention before the onset of septic shock, as it holds the potential to significantly improve patient outcomes and reduce hospitalization durations [1].

Sepsis, often characterized by organ malfunction due to a systemic inflammatory response to infection, poses a formidable diagnostic challenge due to the intricate and varied origins of infections and the unique responses of individual patients. Consequently, there has been a growing impetus in medical science to advance automated patient monitoring systems tailored for the early identification of sepsis among hospitalized patients [2].

The advent of automated diagnostic decision and prediction technologies, facilitated by the widespread adoption of electronic health records (EHRs) in healthcare facilities, holds substantial promise for revolutionizing the tracking and management of complex medical conditions [3]. These technologies derive their foundations from the comprehensive medical records of patients, utilizing this wealth of data to generate warnings and treatment recommendations [4]. However, it is noteworthy that the existing diagnostic methods for sepsis predominantly lack predictive capabilities [5-7], with the majority relying on rule-based processes to trigger alarms and provide recommendations.

Within clinical settings, the commonly employed sepsis scoring systems encompass the Systemic Inflammatory Response Syndrome (SIRS) criteria [6], the Modified Early Warning Scale (MEWS) [8], and the Sequential Organ Failure Assessment (SOFA) score [9]. While these systems exhibit commendable sensitivity, they often grapple with issues related to specificity and are not explicitly designed for predicting the development of sepsis. Moreover, rule-based scores may struggle to accurately account for the diverse patient populations and the multifaceted sources of infection. Machine learning-based prediction techniques hold the potential to offer superior specificity, broader generalizability, and early sepsis risk identification, thus potentially reducing false alarms and enabling more timely physician responses [12].
Previous research endeavors have revealed the capacity to forecast the onset of sepsis, septic shock, and severe sepsis with a lead time of up to four hours before the condition manifests, employing machine learning-based systems trained on patient EHR data [13-14]. However, these studies were primarily conducted within the confines of a single institution's critical care group. In this study, we align with the contemporary definition of sepsis proposed by Singer et al. [1] to evaluate the historical performance of an algorithm employing a mixed-ward dataset, predicting sepsis up to two days in advance, solely relying on vital sign inputs. Moreover, our research aims to assess the algorithm's effectiveness by benchmarking its performance against prevailing rule-based scoring systems and scrutinizing its reliability through cross-population validation, as elucidated in study [15].

II. RELATED WORK

In the realm of predicting sepsis using vital sign data, extensive research has been conducted to explore the role of machine learning algorithms. This section provides an overview of existing studies and their contributions, offering insights into the progress made in this critical domain and highlighting the gaps and areas requiring further investigation.

Numerous researchers have delved into the development of sepsis prediction models, aiming to enhance early detection and intervention. Studies by [1-3] and [10-14] have primarily focused on utilizing machine learning algorithms to analyze vital sign data for sepsis prediction. These studies have demonstrated promising results in terms of accuracy and timeliness, providing a foundation for further exploration.

In contrast, [16] and [17] have employed alternative approaches, such as rule-based scoring systems, to predict sepsis. While these methods have proven valuable in clinical settings, they raise questions about the potential advantages of machine learning algorithms in terms of predictive power and adaptability.

While substantial progress has been made in the field of sepsis prediction, there are still various challenges that demand attention. These include addressing the interpretability of machine learning models, optimizing feature selection, and ensuring generalizability across diverse patient populations and healthcare settings. The research presented in this study seeks to contribute to this ongoing discourse by:

- Our unique approach employs a gradient boosted ensemble for sepsis diagnosis, leveraging SFUC and MIMIC electronic health records.
- We include adult patients without sepsis who have recorded six vital signs. We evaluate the algorithm's performance with AUROC and compare it to traditional scoring systems.
- Also in Results, MLA has an AUROC of 0.88 at sepsis onset, 0.84 and 0.83 for predictions 24 and 48 hours earlier. Outperforms SOFA, MEWS, qSOFA, and SIRS. MLA trained on UCSF data, tested on MIMIC, reaches AUROC of 0.89.
- Our research shows MLA may predict sepsis up to 48 hours earlier with high accuracy, contributing to improved early sepsis management.

By reviewing the existing solutions and identifying areas that warrant further exploration, this research aims to position itself within the broader landscape of sepsis prediction, ultimately striving to enhance the effectiveness of early intervention in critical healthcare scenarios.

III. COMPONENTS

A. Ethics Certification and Informed Consent

As mandated by the Health Insurance Portability and Accountability Act (HIPAA), we removed all personally identifying information from patient records before collecting the datasets. There was no compromise in patient well-being due to the data gathering procedure [16].

B. Measurements

Six vital signs (systolic BP, heart rate, temperature, respiration rate, diastolic BP and peripheral oxygen saturation (SpO2)) were examined to establish sepsis risk ratings. To be included in the research, it was required that every patient encounter had a minimum of one record for each vital sign. These are the sole vitals we engage in the act of generating or producing characteristics for assessing sepsis threat scores since they are directly related to sepsis development and are evaluated often even in the absence of a clinical concern for septic shock [17].

C. Sources Data

The datasets utilized in this study came from the Medical Center at the University of California, San Francisco (SFUC) and the Intensive Care Unit section of the Medical Information Market (MIMIC). Patients who visited the Parnassus Heights, Mission Bay, or Mount Zion facilities between June 2016 and March 2023 accounted for 17,467,987 of the total contacts in the SFUC dataset. Our final group consisted of 91,445 patients after excluding those with hospital stays less than seven hours and more than 2000 hours from the original 96,646 inpatients (95,869 of whom had at least one recording of each vital sign). We employed subsets of this final sample, differentiated by patients’ lengths of stay, to conduct our 24- and 48-hour lookahead analyses. Different frequencies of data collection and types of care provided were documented in the SFUC data from the ICU, the ED, and the floor units [18-19]. Due to missing unit transfer timestamps, it was impossible to determine where a patient was located at any given moment. The MIMIC information was culled from the 61,532 ICU interactions recorded in the Medical Information Mart for Intensive Care III (MIMIC-III) v1.3 database between the years of 2012 and 2023. Patients 18 and older had 52,902 visits to the hospital, but only 21,507 had at least one recording of each vital sign, qualifying them for inclusion in the final cohort. Missing measurements of any vital sign were grounds for excluding encounters. Patient safety was not jeopardised by the data collecting process, and all patient information was de-identified in accordance with HIPAA regulations. SFUC's IRB (Institutional Review Board) gave its clearance to this project [20].
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D. Statistical Analysis

We extracted the sensitivity, specificity, and AUROC value with 95% CI for predicting sepsis patients in the ICU from each of the included studies. The ROC curve compares different thresholds by plotting the true positive rate (TPR) against the false positive rate (FPR). Excellent, good, fair, poor, and fail are defined by AUROC curve values of 0.9-1, 0.8-0.9, 0.7-0.8, 0.6-0.7, and 0.5-0.6, respectively. In the end, we calculated the ROC, sensitivity, and specificity with 95% CI. To gauge the degree of statistical heterogeneity among the included trials, we calculated an $I^2$ value. Heterogeneity is classified as extremely low ($I^2 \sim 25\%$), low ($I^2 \sim 50\%$), medium ($I^2 \sim 75\%$), or high ($I^2 > 75\%$), respectively. There was less variation in impact sizes across trials because data from all included research were combined using a random effect model. The proportion of overall study variance that can be attributed to factors other than chance is measured by the I2 statistic [21]. To determine $I^2$, we used the formula:

$$I^2 = 100 \times \frac{(Q - df)}{Q}$$  \hspace{1cm} (1)

$Q = dfQ$, where $df = \text{number of observations}$ and $Q = \text{Cochran's heterogeneity statistic}$. As a consequence, the $I^2$ findings range from 0% (no observed heterogeneity) to 100% (highest heterogeneity), with all negative values adjusted to zero.

We selected the symmetric approach in our meta-analysis because we hypothesized that the included papers would be of varying quality. The pooled estimate of AUROC, sensitivity, specificity, and diagnostic odds ratio was calculated using MetaDiSc (version 1.4). It's useful for doing things like (a) summarizing data from each research, (b) analyzing the graphical and statistical similarity of studies, (c) computing the pooled estimate, and (d) examining heterogeneity. The likelihood ratio was calculated to illustrate the extent to which a given outcome was more common in studies including patients with sepsis illness compared to those involving subjects without sepsis disease.

$$LR_+ = \frac{\text{Sensitivity}}{1-\text{Specificity}}$$  \hspace{1cm} (2)

$$LR_- = 1-\frac{\text{Sensitivity}}{\text{Specificity}}$$  \hspace{1cm} (3)

Additionally, diagnostic odds ratio (DOR) was calculated to reveal how much higher the chances are for persons with a positive test result to have the sepsis illness compared to those with a negative test result. The formula for DOR is $LR_+/LR_-$. Each technique’s efficacy was measured using a number of different metrics (Supplementary Table 2), including area under the receiver operating curve, sensitivity, specificity, diagnostic odd ratio, and probability ratio.

The precise confidence bounds for the binomial percentage were calculated using the F distribution technique, and the confidence ranges for overall sensitivity and specificity were analyzed as well [19]. However, excess dispersion correction was applied in the computations, and MetaDiSc was the tool of choice. The typical approximation to binomial was used here.

$$SE\left(SenT\right) = \sqrt{\frac{\text{SenT}(1-\text{SenT})}{\sum I^2}}$$  \hspace{1cm} (4)

$$SenT \pm Z\frac{a}{2p\text{Sen}} SE\left(SenT\right)$$  \hspace{1cm} (5)

$$Sper \pm Z\frac{a}{2p\text{Sper}} SE\left(Sper\right)$$  \hspace{1cm} (6)

IV. METHODOLOGIES

A. Results and Methods

The capability of the algorithm to detect individuals that are septic at start and in the preceding 24 and 48 hours was the primary focus of this study. We evaluated the efficacy of the method by calculating the AUROC, or area under the receiver operating characteristic curve.

The data was collected through queries built for the PostgreSQL (PostgreSQL Global Development Group) database and then saved as CSV files [19]. Features for predicting sepsis risk were created using just six vital signs: heart rate, respiration rate, systolic blood pressure, SpO2, diastolic blood pressure and temperature. If there wasn't a fresh reading for each hour leading up to the patient’s designated onset time, the previous reading was used to estimate the value. When several readings were obtained within the same hour, an average was calculated and utilized. This cut down on the classification system’s exposure to measurement frequency data that wasn't relevant to physiology [21].

Information was also gathered to create the Sepsis-3 reference standard and the rules-based grading system. Often used measures such as the Sequential Organ Failure Assessment (SOFA), Modified Rankin Scale (MERS), and qSOFA (quick SOFA) were compared to the prediction algorithm. Similar to Jaimes et al. [3], we searched for SIRS criteria. To determine each patient's MEWS score [14], we used the same procedure as Fullerton et al [2]. The formula for calculating a qSOFA score may be found in Singer et al [1]. While the SOFA score is included in the widely accepted definition of sepsis, we investigated its ability to identify the onset of sepsis independently of other factors. CSV files were needed for bilirubin levels, FiO2, PaO2, the Glasgow Coma Scale, white blood cell counts, vasopressor dosages, and platelet counts in order to calculate these scores [22].

Sepsis is "life-threatening organ dysfunction induced by a dysregulated host response to infection," according to the 2016 consensus definition, which served as the basis for the Sepsis-3 gold standard. A 2-point shift in the Sequential Organ Failure Assessment (SOFA) score was considered indicative of organ failure [1]. To determine when the SOFA score shifted, we relied on the criteria established by Seymour et al. [4]. Antibiotics were administered and culture collected within 24 hours or within 72 hours if we suspected there was an infection. Seymour et al. [4] discovered the same thing when they tried testing the approach in reverse. When both the SOFA score and infection requirements were reached for the first time, we diagnosed sepsis [26-27].

There were 2,649 Sepsis-3 positive SFUC encounters out of 91,445 total that were included (a prevalence of 2.9%) in Fig. 1. The Sepsis-3 criteria were satisfied in 1024 out of
21,507 contacts at the MIMIC, yielding a frequency of 4.8%. There was a Sepsis-3 prevalence of 3.3% across all 112,952 patient interactions. The last stage of inclusion criteria for Sepsis-3 eliminated many potentially eligible encounters since the timing of sepsis onset was during the first seven hours of admission [23].

The "onset time" for individuals who never acquired sepsis was chosen at random from a continuous, uniform probability distribution so that they might serve as negative examples. The algorithm's risk ratings were derived from data collected both at and before the patient's start time. Patients who were diagnosed with sepsis either at the time of admission or within seven hours of admission were removed from the analysis to make room for prediction windows [24].

Patient contacts were first categorized by duration of stay before training the classifier. Example: a patient who had been hospitalized for 25 hours before contracting sepsis would be included in a 24-hour prediction experiment but not a 48-hour prediction trial. There were 107 cases of Sepsis-3 among the 20,590 MIMIC interactions and 267 cases among the 89,000 SFUC encounters with at least 24 hours of stay data. After at least 48 hours in the hospital, Sepsis-3 was identified in 50 of the 20,533 MIMIC interactions and 97 of the 88,887 SFUC encounters. To keep the calculation matrices manageable, hospital encounters with onset times more than 2000 hours were omitted [25].

**B. The Algorithm for Prediction in Machine Learning**

An ensemble of trees was used to generate scores for use in the algorithm's classifier, which was then used to get an overall score [28]. The system utilised one-hour, two-hour, and pre-prediction vital indicators, as well as the hourly changes between them, to make its predictions. A feature vector x containing 30 components, with five values derived from each of the six measurement sources was formed by summing these numbers in a causal fashion. The trees were built using the Python XGBoost module, with each branch being divided into two feature groups [29]. We used a five-fold cross-validation grid search on the training set to determine that a maximum of four, three, and six branches should be used for 0-hour, 24-hour, and 48-hour predictions, respectively [30]. Based on this grid search, we settled on the values 0.05, 0.12, and 0.12 for the XGBoost learning rate parameter. As we employed early stopping to avoid model overfit, we did not need to restrict the maximum number of trees in each ensemble. These risk ratings were then utilised by the algorithm to classify patients as having sepsis or at risk for developing it [31-33].

Two sets of SFUC interactions were created. The first group, made up of 80% of all interactions, was arbitrarily divided into a test set and a training set. Twenty percent of the second set was put aside as a control group for further examination. Using just the training data, we conducted a five-fold cross-validation to find the optimal hyperparameters for the grid search. For this prediction job, we looked into a parameter space that was similar to that of previously described hyperparameters [34-36]. We looked at learning rates between 0.05 and 0.12, in 0.01 increments, and explored numbers between 3 and 8 for the maximum number of branchings. For each look ahead, we settled on the optimal combination of branching level and learning rate based on the average area under the receiver operating characteristic (AUROC) curve [37]. For ten-fold cross-validation, we randomly distributed encounters over ten groups of similar size, each containing 20% of the training set. Nine of these groups were used for training the algorithm for each fold, while the other was used for testing. Each of the ten potential permutations of training and test sets was put through the algorithm and put to the test on the independent test set [38]. We produced machine learning algorithm performance measures by averaging the metrics from ten cross-validation models, including tabular and graphical representations of the findings. In addition, the averaged feature significance scores from XGBoost were presented; these values show how often a feature was utilised to partition the data across the trees. In addition, we calculated the AUROC standard deviation using the cross-validation outcomes [39].

Patient encounter cohorts utilised for 24- and 48-hour prediction were limited to those with sufficient stay data, as previously indicated [40]. As a consequence, there is an inequity in the distribution of socioeconomic classes since fewer septic patients were seen in these cohorts. We took use of XGBoost's built-in capacity to deal with unbalanced classes [40] rather than using minority oversampling to artificially inflate the number of septic patients, which may not be typical of the real-world situation in which such an MLA is implemented.
C. Methods for Validation in Cross Populations

Cross-population validation studies were undertaken to evaluate the algorithm's sepsis detection ability after being trained on a data set from an individual institution and then evaluated on another with demographic and clinical disparities. We evaluated the algorithm on MIMIC patient measurements after training it on SFUC data but before retraining it on the target dataset. The whole dataset was put through its paces during testing, and the algorithm was trained and validated in the same manner as detailed above. Only at the outset was testing done so that it could be compared to rule-based approaches.

V. RESULTS

The research involved analyzing 91,445 patient interactions from SFUC and 21,507 patient encounters from MIMIC based on the collected data. Demographic characteristics of the two patient groups are compared in Table I, revealing significant differences in various aspects such as healthcare units visited, sepsis rates, in-hospital mortality, and age distributions. Importantly, the MIMIC database exclusively included ICU admissions, while the SFUC dataset encompassed all inpatient contacts. This deliberate selection of disparate data sets was aimed at evaluating the potential generalizability of the prediction system across a diverse range of patient groups.

In contrast to the qSOFA (0.60), MEWS (0.61), SIRS (0.66), and SOFA (0.72) scoring systems applied to the same dataset, the machine learning method developed and evaluated on the SFUC dataset exhibited a superior AUROC (0.88) for sepsis prediction (see Fig. 2). Additional performance indicators are detailed in Table II. Notably, the false alarm rates generated by the MLA, SIRS, and SOFA models were 0.22, 0.49, and 0.41, respectively, at specified operating points. It is significant to note that SIRS and SOFA generated 2.22 and 1.86 times as many false warnings as the MLA, respectively.

Furthermore, the study evaluated the algorithm's performance in predicting sepsis 24 and 48 hours before its onset, achieving AUROC values of 0.84 and 0.83, respectively (see Fig. 2 and Table II). During the 24-hour prediction, a dataset of 89,000 SFUC patients was analyzed, including 267 septic cases, and for the 48-hour prediction, a dataset of 88,887 SFUC patients was analyzed, including 97 septic cases. Notably, both predictions yielded higher diagnostic odds ratios (DOR) than initially predicted by rules-based approaches (see Table II).

Additionally, the study included data from MIMIC, which comprised 21,507 patients and 1024 septic cases. Remarkably, the algorithm, trained on the SFUC database without retraining, achieved an AUROC of 0.890 when applied to the MIMIC dataset.

The critical question arising from these results pertains to whether the MLA method can generate similar results when applied to infections other than sepsis. It prompts further consideration regarding whether the methodology's applicability is confined exclusively to sepsis or if it can be generalized to other medical contexts.

<table>
<thead>
<tr>
<th>Summary of the Population</th>
<th>Characteristic</th>
<th>SFUC (%)</th>
<th>MIMIC (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>Male</td>
<td>56.13</td>
<td>45.38</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>43.87</td>
<td>54.62</td>
</tr>
<tr>
<td>Ages1</td>
<td>70+</td>
<td>40.26</td>
<td>20.44</td>
</tr>
<tr>
<td></td>
<td>60–69</td>
<td>22.79</td>
<td>21.22</td>
</tr>
<tr>
<td></td>
<td>50–59</td>
<td>17.89</td>
<td>18.62</td>
</tr>
<tr>
<td></td>
<td>40–49</td>
<td>9.73</td>
<td>13.02</td>
</tr>
<tr>
<td></td>
<td>30–39</td>
<td>4.99</td>
<td>15.20</td>
</tr>
<tr>
<td></td>
<td>18–29</td>
<td>4.34</td>
<td>11.50</td>
</tr>
<tr>
<td>Length of Stay (days)2</td>
<td>9+</td>
<td>10.05</td>
<td>17.02</td>
</tr>
<tr>
<td></td>
<td>6–8</td>
<td>8.24</td>
<td>14.21</td>
</tr>
<tr>
<td></td>
<td>3–5</td>
<td>32.38</td>
<td>38.42</td>
</tr>
<tr>
<td></td>
<td>0–2</td>
<td>49.34</td>
<td>30.35</td>
</tr>
<tr>
<td>Death During Hospital Stay</td>
<td>No</td>
<td>72.92</td>
<td>97.81</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>27.08</td>
<td>2.19</td>
</tr>
<tr>
<td>ICD-9 Code</td>
<td>Septic Shock</td>
<td>7.00</td>
<td>1.85</td>
</tr>
<tr>
<td></td>
<td>Severe Sepsis</td>
<td>10.19</td>
<td>3.69</td>
</tr>
<tr>
<td></td>
<td>Sepsis</td>
<td>3.48</td>
<td>5.83</td>
</tr>
</tbody>
</table>

Note - 91,445 patients make up the SFUC cohort. There are 21,507 patients in the MIMIC cohort.
1. Median age at SFUC was 55 (interquartile range [IQR]: 38–67), whereas at MIMIC it was 65 (IQR: 53, 77).
2. Median (SFUC): 4 (interquartile range [IQR]: 2, 6.32); median (MIMIC): 3 (2, 4).

Every one of the prediction windows was given a feature significance value (Supplementary Table I). The five most highly rated characteristics are shown in Table II. Age was the single most influential factor across all prediction intervals. After taking into account age, the greatest total score came from taking the patient's temperature, systolic blood pressure and heart rate simultaneously.
VI. CONCLUSION

The machine learning system evaluated in this research has the potential to revolutionize the way sepsis is diagnosed and treated. With an impressive AUROC of 0.83, the system has shown a high degree of accuracy in predicting sepsis up to 48 hours before the onset of symptoms. This early warning capability is crucial in ensuring that patients receive timely and appropriate treatment, leading to improved health outcomes.

Future work could focus on the implementation of the algorithm in clinical practice to assess its practical utility and to validate its performance across multiple healthcare systems. Additionally, further exploration could be done to identify additional predictive variables that may enhance the algorithm's performance, as well as potential applications of the algorithm for other clinical conditions. Overall, the potential for machine learning algorithms to improve sepsis detection and patient outcomes warrants further investigation and development in the field of healthcare.
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Abstract—The registration of the point cloud plays a critical and fundamental role in the computer vision domain. Although quite good registration results have been obtained by using the global, local, and learning-based registration strategies, there are still many problems to solve. For example, the local methods that are based on geometric features are very sensitive to attitude deviation, the global shapes-based methods are easy to result in inconsistency when the distribution differences are obvious and the learning-based registration methods have highly relied on the huge label data. A novel and effective registration method for the point cloud data integrating the coarse-to-fine strategy and the improved PointNet network is proposed to overcome the above-mentioned drawbacks and improve registration accuracy. The improved Random Sample Consensus (RANSAC) algorithm is developed to effectively deal with the initial attitude deviation problem in the coarse registration procedure and the improved Lucas and Kanade (LK) algorithm is proposed based on the classical PointNet framework to reduce the errors of the refine registration, and the whole registration procedure is implemented under a trainable recurrent deep learning architecture. Compared with the state-of-the-art point cloud registration methods, experimental results fully prove that the proposed method can effectively handle the significant attitude deviation and partial overlap problem and achieves stronger robustness and higher accuracy.

Keywords—Point cloud registration; PointNet; coarse-fine registration; random sample consensus (RANSAC) algorithm; Lucas and Kanade (LK) algorithm

I. INTRODUCTION

As one of the most faithful and convenient data formats, the datasets of point clouds have been popularly applied in the domain of 3D reconstruction [1, 2], virtual reality [3], augmented reality [4], etc. Due to environmental and other influence factors, the registration of point cloud is an essential step before various tasks of computer vision and robotics applications. For example, in the auto-drive domain, the auto-drive system unifies the point clouds collected from different positions by the laser radar to the same coordinate system to build the three-dimensional high-precision map, and then it matches the real-time collected data to the high-precision map through the point cloud registration [5]. Other typical examples include the three-dimensional location for robotics [6] and the pose estimation from different point cloud data [7].

From a mathematical perspective, the registration procedure of the point cloud is usually treated to be an optimization problem, which searches the space correspondence parameters by minimizing the transformation estimation error under some objective metrics [8]. Once the best correspondences are found, the search stops. Many typical work has been reported in this domain. As a typical example, the famous Iterative Closest Point (ICP) registration firstly iteratively assigns the point to the nearest point in a different space of point cloud and then calculates the least squares distances of point pairs to be the objective function. Because only spatial coordinates are used to guide the search, the ICP is very easy to initialize. However, the traditional ICP algorithm usually requires a large overlap area between two frames of the point clouds [9]. In addition, the robustness is not good enough since only the point features are used but the other important features information is lost. Therefore, some registration methods based on the extracted structural features are proposed to improve the registration accuracy, such as the histograms and adjacent points [10], the Euclidean distance [11], the normal vector difference [12], and the surface curvature [13]. Another classical registration scheme based on the Random Sample Consensus (RANSAC) has been also popularly applied in coarse registration. Among them, the 4-Point Congruent Sets (4PCS) is the respective one, which determines the correspondence by comparing the intersection diagonal ratios of four-point sets [14]. The 4PCS algorithm can handle point cloud registration tasks in complex scenes, and a series of improved versions have been developed. For example, to deal with the registration task in the large-scale scene, the computational complexity can be reduced from O(n^3) to O(n) by the Super 4PCS [15], which uses the intelligent strategy to index; the k-4PCS algorithm [16] improves the registration precision by replacing the randomly sampled points with the sparse key points; the Generalized 4PCS [14] effectively reduce the time cost by no longer strictly restricting the coexistence of four points of the 4PCS in a plane; the V4PCS [17] algorithm incorporates the concept of volume consistency to reduce the time cost and the 2PNS [18] is proposed to deal with the registration problem under the smaller overlapping scenes (with a minimum of only 5% overlap). All of these methods produce good registration results but the deep features have not been carefully considered.

Very recently, with the breakthrough of the theory of deep learning, the learning-based registration methods become the
research spots in this domain. Charles et al. constructs the famous PointNet network [19], in which each point through maximum pooling can extract features without conversion, and it solves the problems of permutation invariance and disorder of the point cloud. Inspired by this work, many deep learning-based registration models have been constructed [20-23]. For example, Wang et al. proposed the DCP algorithm based on the dynamic graph convolution network [24, 25]. It combines the local context information and the communication by using the attention mechanism [26] to get the soft mapping relationship between the point clouds. The registration matrices (including the translation and rotation) are computed according to both of the smooth mapping relationship and differentiable decomposition of the singular values. The performance of the time efficiency and accuracy is good but it is very sensitive to rigid transformations since it heavily relies on the local geometric features. Therefore, its performance is not satisfying when handling significant initial attitude differences [27]. Zi et al. proposed the feature extraction network RPM-Net [28] to reduce the initialization sensitivity. It calculates the mixed features from the spatial location and the geometric characteristics, and then obtains the soft assignment by using the Sinkhorn layer [29]. Zan et al. constructs a deep learning architecture named “3DSmoothNet” to implement the 3D point cloud registration, and its convolutional layers is represented by using the smoothed density value [30]. Huang et al. proposes the fast registration framework that based on the feature-metric strategy, which considers the registration procedure to minimize the error of the feature-metric projection without correspondences. As reported, it is a semi-supervised model and is very robust to the density difference in point cloud data [31]. For all of these methods, the global shape information can be well used to maintain the robustness, however, the registration results are still not good enough when faced with the distribution differences of the point cloud that caused by the partial overlap.

To overcome the above-mentioned drawbacks and improve registration accuracy, an effective and novel point cloud registration framework based on the improved PointNet network is constructed. To deal with the high sensitivity of the initial attitude differences and the partial overlap, the coarse-to-fine registration strategy is developed. The improved RANSAC algorithm is employed as the coarse-grained registration to reduce the attitude difference and make the input point cloud roughly aligned. The LK alignment method is further improved to enhance the inaccurate alignment caused by the distribution differences and partial overlap. Unlike the classical ICP method or the improved version, the proposed method does not require expensive point-to-point calculations. In addition, due to the excellent learning and extracting ability of deep features, it has better generalization for invisible objects and shape changes.

In summary, the major contributions of this research work are described as follows:

- Firstly, a novel registration framework based on the coarse-to-fine strategy is developed. The coarse registration is used to obtain an excellent initial transformation position and the fine-grained registration is used to implement the further optimization to improve the accuracy. For the coarse registration, the improved RANSAC algorithm is proposed to effectively overcome the default that caused by the initial attitude difference.

- Secondly, the Lucas and Kanade (LK) algorithm is improved to avoid the inherent defect that the feature representations that directly extract from the PointNet cannot adapt to compute the gradient estimation in convolution steps so that it can be used to deal with the small registration errors that caused by the partial overlap.

- Finally, this study is based on the two above improved algorithms, the registration procedure and the coarse-to-fine strategy are carefully implemented under the deep learning architecture of PointNet, and four state-of-the-art registration methods are employed to improve the accuracy and superiority.

This work is divided into four parts. Section 1 introduces some background of the point cloud registration. Section 2 presents all the details of the proposed method. Section 3 tests the method and makes a careful discussion. Section 4 summarizes the conclusions and provides the future plan.

II. THE WHOLE METHOD

The PointNet provides a learnable structured representation and is usually applied for tasks of point cloud classification and segmentation. To successfully makes it applicable to point cloud registration, the RANSAC algorithm and the LK algorithm to are improved to adapt to the “imaging function” of traditional PointNet and expand the PointNet model, the RANSAC algorithm, and the LK algorithm into a unified deep learning framework, whose structure is shown in Fig. 1.

The proposed registration framework starts from constructing feature representations that from the PointNet. The representations using the global features are input into the improved RANSAC algorithm to compute the rough transformation between different point clouds and the improved LK algorithm refines the roughly transformed results according to the local feature representations. The registration procedure stops until the optimal transformation is found by the recurrent learning.

A. The MLP Symmetric Pooling Feature Extractor

Let $Q$ and $P$ be the source and target dataset, respectively. $\phi: \mathbb{R}^{3 \times N} \rightarrow \mathbb{R}^K$, for the inputing point cloud $P \equiv \mathbb{R}^{3 \times N}$, $Q \equiv \mathbb{R}^{3 \times N}$, $\phi(P)$ and $\phi(Q)$ generate a eigenvector descriptor of K-dimension, which represents the PointNet function. When the function $\phi$ is applied by the multi-layer perceptron (MLP) to the 3D points in $P$ and $Q$, the dimension of the output is also $K$. Then, the pooling function with symmetry is applied to promote the invariance of point order arrangement, and a K-dimensional global feature descriptor is obtained. The whole structure is shown in Fig. 2.
B. The Improved RANSAC Algorithm

The advantage of the traditional RANSAC algorithm is that it can automatically match the model according to the data, but it is not effective to compute the corresponding locations of the point cloud. To effectively apply it to 3D point cloud registration, an improved RANSAC algorithm is proposed to calculate the initial registration matrix to minimize the objective functions between the corresponding point cloud. The whole procedure is shown in Fig. 2.

1) Search the corresponding features. Randomly select \( n \) features \( \{\phi(Q_1), \phi(Q_2), \ldots, \phi(Q_n)\} \), and find the corresponding features \( \{\phi(P_1), \phi(P_2), \ldots, \phi(P_n)\} \) in \( \phi(P) \) through the nearest neighborhood.

2) Calculate the difference vector of the corresponding features. Firstly, the Euclidean distance between the features is calculated; then, the difference ratio is calculated to form the vector \( \eta \), which is shown in Eq. (1).

\[
\eta = \left[ \frac{d_{12}^{P(Q)} - d_{12}^{Q(P)}}{\max(d_{12}^{P(Q)}, d_{12}^{Q(P)})}, \frac{d_{23}^{P(Q)} - d_{23}^{Q(P)}}{\max(d_{23}^{P(Q)}, d_{23}^{Q(P)})}, \frac{d_{31}^{P(Q)} - d_{31}^{Q(P)}}{\max(d_{31}^{P(Q)}, d_{31}^{Q(P)})} \right]
\]  \quad (1)

3) Correspond the feature transformation. A temporary transformation matrix \( T_i \) is estimated from the corresponding feature pairs, and \( \phi(P) \) is converted to \( \phi(P_i) \).

4) Compute the transformed matrix shown by Eq. (2).

\[
T = \arg \min_T g(T) = \arg \min_T \sum_{p \in P} (T_p - q)^2
\]  \quad (2)

C. The Improved LK Algorithm

In the refine registration, it wants to find the transformation \( G \) that best aligns the data \( Q \) from \( P \), which can be denoted by using the exponential map in Eq. (3).

\[
G = \exp(\sum_i \xi_i T_i)
\]  \quad (3)
where, $\xi = (\xi_1, \xi_2, \ldots, \xi_n)^T$ is the torsion parameter. $T_i$ is the transformation matrix generated by the coarse registration. The three-dimensional point cloud alignment problem can be described as $\phi(P) = \phi(G \cdot Q)$ to find the optimal $G$, where the abbreviation $(\cdot)$ represents the transformation of $Q$ through the rigid transformation $G$.

In the traditional LK algorithm, as shown in Equation (4), the Jacobian matrix is defined to be:

$$J = \frac{\partial}{\partial \xi} [\phi(G^{-1} \cdot P)]$$  \hspace{1cm} (4)

where $J \in \mathbb{R}^{K \times 6}$.

Usually, the calculation of the $J$ is not an easy issue for it heavily requires the gradient of the distortion parameter for the point cloud function that relative to $G$. Therefore, as shown in Fig. 4, the stochastic gradient method similar in reference [23] is employed to calculate the value of the Jacobian matrix $J$. Specifically speaking, each column of the Jacobian matrix are approximated by calculating the finite difference gradient that described by the Eq. (5).

$$J_i = \frac{\phi(\exp(-t_i T) \cdot P) - \phi(P)}{t_i}$$  \hspace{1cm} (5)

where $t_i$ is the infinitesimal perturbation of the torsion parameter $\xi$.

![Fig. 4. The flowchart of the improved LK algorithm.](image)

In the improved version, $J$ is equal to an analytic derivative because the $i$-th torsion parameter $t_i$ in each column is non-zero. According to the experiments, a small, fixed value for $t_i$ will produce the better results. The $\xi$ can be expressed as:

$$\xi = J^* [\phi(Q) - \phi(P)]$$  \hspace{1cm} (6)

where $J^*$ represents the Moore-Penrose of $J$.

The Equation (6) is used to calculate the optimal twist parameters, and update the point cloud data $Q$ to Equation (7):

$$\Delta G = \exp(\sum_i \xi_i T_i)$$  \hspace{1cm} (7)

$$Q \leftarrow Q \cdot \Delta G$$

As shown in Equation (8), the final estimation matrix is the combination of all incremental estimation that calculated in the iteration loop.

$$G_{est} = \Delta G_n \cdots \Delta G_1 \cdot \Delta G_0$$  \hspace{1cm} (8)

### D. The Loss Function

The aim is to search out the best transformation by minimizing the difference between the estimation transformation $G_{est}$ and the forward transformation $G_{ref}$. To avoid possible logarithmic operation of the function during the training process and improve the computational efficiency, the objective function in Eq. (9) is used.

$$\| (G_{est})^{-1} \cdot G_{ref} - I \| _F$$  \hspace{1cm} (9)

### III. Experimental Results and Discussions

#### A. The Experimental Details

The experiments are designed by using the point cloud data of the Stanford University and the Geometry Center for training [32]. The maximum number for iterations is 80. Other parameters are set to be the best according to the reference [19].

Two classical global methods and two advanced deep learning-based methods are used to compare the registration performance, i.e., the ICP method [33], the histogram based registration method (3DHoPD) [34], the 3DSmoothNet [30], and the PointNet LK [35].

As shown in the Eq. (10), the Root Mean Square Error (RMSE) is selected as the error measurement for its popularity in point cloud registration. It refers to the average square summation of the distance between the corresponding points.

$$RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} ||P_i - Q_i||_2^2} (1 \leq j \leq M)$$  \hspace{1cm} (10)

where $P_i$ and $Q_j$ are the pairwise nearest neighbors in the two datasets. $N$, $M$ is the scale parameter, respectively. The smaller RMSE means the better result.

Actually, only the RMSE is not enough to know the number of aligned points. The Effective Root Mean Square Error (ERMSE) can better describe the registration accuracy. How to calculate the ERMSE is show in Eq. (11).
\[ \beta = \frac{(N - k)}{N} \]

\[ \text{ERMSE} = \sqrt{\frac{1}{N-k} \sum_{i=1}^{M} \|P_i - Q_i\|^2} \quad (1 \leq j \leq M) \]  

where \( \beta \) is the ratio of the aligned points to all the points, \( k \) is the number of non-aligned points, \( N \) is the number of all the points.

\[ \text{TABLE I. THE REGISTRATION RESULTS OF MODEL 1} \]

<table>
<thead>
<tr>
<th>Method</th>
<th>RMSE</th>
<th>( \beta )</th>
<th>ERMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICP</td>
<td>0.6673</td>
<td>0.0603</td>
<td>0.6676</td>
</tr>
<tr>
<td>3DHoPD</td>
<td>0.3391</td>
<td>0.3610</td>
<td>0.4451</td>
</tr>
<tr>
<td>3DSmoothNet</td>
<td>0.1360</td>
<td>0.5513</td>
<td>0.1540</td>
</tr>
<tr>
<td>PointNetLK</td>
<td>0.0843</td>
<td>0.8704</td>
<td>0.0631</td>
</tr>
<tr>
<td>Proposed</td>
<td>0.0531</td>
<td>0.8920</td>
<td>0.0615</td>
</tr>
</tbody>
</table>

\[ \text{TABLE II. THE REGISTRATION RESULTS OF MODEL 2} \]

<table>
<thead>
<tr>
<th>Method</th>
<th>RMSE</th>
<th>( \beta )</th>
<th>ERMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICP</td>
<td>0.5664</td>
<td>0.0045</td>
<td>0.5861</td>
</tr>
<tr>
<td>3DHoPD</td>
<td>0.2168</td>
<td>0.2550</td>
<td>0.2476</td>
</tr>
<tr>
<td>3DSmoothNet</td>
<td>0.0158</td>
<td>0.7655</td>
<td>0.0169</td>
</tr>
<tr>
<td>PointNetLK</td>
<td>0.0098</td>
<td>0.8612</td>
<td>0.0112</td>
</tr>
<tr>
<td>Proposed</td>
<td>0.0075</td>
<td>0.8823</td>
<td>0.0985</td>
</tr>
</tbody>
</table>

\[ \text{TABLE III. THE REGISTRATION RESULTS OF MODEL 3} \]

<table>
<thead>
<tr>
<th>Method</th>
<th>RMSE</th>
<th>( \beta )</th>
<th>ERMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICP</td>
<td>0.0038</td>
<td>0.8870</td>
<td>0.0046</td>
</tr>
<tr>
<td>3DHoPD</td>
<td>0.0036</td>
<td>0.8939</td>
<td>0.0045</td>
</tr>
<tr>
<td>3DSmoothNet</td>
<td>0.0034</td>
<td>0.9053</td>
<td>0.0043</td>
</tr>
<tr>
<td>PointNetLK</td>
<td>0.0032</td>
<td>0.9171</td>
<td>0.0040</td>
</tr>
<tr>
<td>Proposed</td>
<td>0.0030</td>
<td>0.9280</td>
<td>0.0033</td>
</tr>
</tbody>
</table>

Then, the ICP, 3DHoPD, 3DSmoothNet, PointNetLK and the proposed method are tested on the four models that are shown in Fig. 6. The blue points are the source points, and the yellow points are target points. All the visual registration results are shown in Fig. 7 and the quantitative comparison results are shown in Table I to Table IV. The deviation of the initial attitude is significant for the data in Model 1 and Model 2. It can be found from Fig. 7 that the ICP and the 3DHoPD perform very poor on these two datasets, even the registration is failed. From the value of \( \beta \) in Table I and Table II, it means only few corresponding points are obtained. In addition, the value of the RMSE and the ERMSE is obviously larger than that of the other three methods, showing the traditional global registration cannot well deal with the significant attitude deviation. On the other hand, the tree methods using the deep learning theory perform well on the two dataset, especially the proposed method can get the best ratio of 89.2%, which means most of the corresponding points are obtained. This is because the important structural features in the deep levels can be effectively captured. The superiority is obvious to deal with the attitude deviation problem.

For the data in Model 3 and Model 4, they mainly focus on the translation when the partial overlap happens. It can be found that the ICP and the 3DHoPD perform better than their performance in Model 1 and Model 2; the value of \( \beta \) in Table III and Table IV showing more corresponding points can be obtained. Of all the five registration methods, the proposed method achieves the best quantitative comparison and the highest accuracy is 93.52%, improving five percent compared with the ICP method. Overall, the proposed method can achieve sufficiently good results for both of the translation and rotation in the registration, demonstrating stronger robustness, better generalization and higher accuracy.
TABLE IV. THE REGISTRATION RESULTS OF MODEL 4

<table>
<thead>
<tr>
<th>Method</th>
<th>RMSE</th>
<th>β</th>
<th>ERMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICP</td>
<td>0.0076</td>
<td>0.8935</td>
<td>0.0078</td>
</tr>
<tr>
<td>3DHoPD</td>
<td>0.0065</td>
<td>0.9089</td>
<td>0.0066</td>
</tr>
<tr>
<td>3DSmoothNet</td>
<td>0.0056</td>
<td>0.9110</td>
<td>0.0058</td>
</tr>
<tr>
<td>PointNetLK</td>
<td>0.0050</td>
<td>0.9286</td>
<td>0.0052</td>
</tr>
<tr>
<td>Proposed</td>
<td>0.0045</td>
<td>0.9352</td>
<td>0.0050</td>
</tr>
</tbody>
</table>

Fig. 7. The registration results of different methods.

TABLE V. THE RUNNING TIME OF DIFFERENT METHODS

<table>
<thead>
<tr>
<th>Method</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICP</td>
<td>13.25</td>
<td>15.85</td>
<td>3.85</td>
<td>3.88</td>
</tr>
<tr>
<td>3DHoPD</td>
<td>13.13</td>
<td>15.45</td>
<td>3.65</td>
<td>3.70</td>
</tr>
<tr>
<td>3DSmoothNet</td>
<td>12.07</td>
<td>14.15</td>
<td>16.30</td>
<td>24.15</td>
</tr>
<tr>
<td>PointNetLK</td>
<td>2.96</td>
<td>3.50</td>
<td>3.86</td>
<td>6.04</td>
</tr>
<tr>
<td>Proposed</td>
<td>1.63</td>
<td>1.91</td>
<td>2.20</td>
<td>3.31</td>
</tr>
</tbody>
</table>

The time cost of the five methods on the four models is also shown in Table V (time/s). It can be found that when dealing with the significant deviation of the initial attitude in Model 1 and Model 2, the proposed method achieves almost 8 times faster than the ICP method and 3DHoPD method, 7 times faster than the 3DSmoothNet method and 1.5 times faster than the PointNetLK method. When deal with the partial overlap problem in Model 3 and Model 4, the time cost of the ICP, 3DHoPD is almost the same, the 3DSmoothNet spends
the most time, and the proposed method achieves at least 1.6 times faster than the PointNetLK method. Therefore, both of the qualitative and quantitative analysis on experimental results show the superiority and feasibility.

IV. CONCLUSION AND FUTURE WORK

A novel point cloud registration method by using the coarse-to-fine strategy is developed. This method integrates the improved RANSAC algorithm and the LK algorithm into the PointNet network, effectively avoiding the inherent defect that the PointNet network cannot adapt to the gradient estimation through convolutions. In addition, the proposed method reduces the attitude difference and partial overlap between the source point cloud datasets by simultaneously making use of the global and local features. Experimental results obtained by four state-of-the-art methods on four datasets fully verify its effectiveness, accuracy and superiority.

Though good results have been obtained, some limitations should be fixed, such as the extracted features are not rich enough, the registration accuracy is not satisfying and the time cost is still too high to apply it in practice. In future work, the proposed method will be further optimized by introducing advanced theory and applying it to other registration tasks. For example, the famous transformer model and attention mechanism will be employed to extract more deep features to improve the registration performance.
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Abstract—This study highlights on the methods used for surface reconstruction from unstructured point cloud data, characterized by simplicity, robustness and broad applicability from 3D point cloud data. The input data consists of unstructured 3D point cloud data representing a building. The reconstruction methods tested here are Poisson Reconstruction Algorithm, Ball Pivoting Algorithm, Alpha Shape Algorithm and 3D surface refinement, employing mesh refinement through Laplacian smoothing and Simple Smoothing techniques. Analysis on the algorithm parameters and their influence on reconstruction quality, as well as their impact on computational time are discussed. The findings offer valuable insights into parameter behavior and its effects on computational efficiency and level of detail in the reconstruction process, contributing to enhanced 3D modeling and digital twin for buildings.

Keywords—Surface reconstruction; point cloud; building reconstruction; 3D mesh

I. INTRODUCTION

Buildings play a pivotal role in our everyday lives, and consequently, considerable endeavors have been directed towards enhancing them. One approach to achieve this enhancement involves integrating digital technologies throughout the entire life cycle of the building, encompassing various stages such as planning, construction, operation, renovation and demolition [1]. Notably, significant attention has been dedicated to integrating digital advancements into the construction life cycle in the past decade [2]. Throughout this life cycle, three-dimensional (3D) models have demonstrated their utility in facilitating decision-making, scenario modeling, and analysis of 3D data. In recent years, there has been a growing demand for effective and efficient monitoring of changes in buildings and construction installations within urban areas. This demand is particularly evident in the domains of architecture, engineering, construction/facility management (AEC/FM), urban planning, surveying and mapping. Various applications, such as progress tracking, profitability enhancement, quality control, security assurance and incident investigation, underscore the necessity for advanced methodologies that employ automated measurements, including 2D imaging, photogrammetry and 3D laser scanning, instead of relying solely on visual inspection and manual data collection.

3D building models are important in representing the urban environment and have numerous applications, including 3D Geographic Information Systems (GIS), urban planning, environmental simulation, energy consumption assessment, tourism, mobile navigation, heritage preservation and change detection [3]–[5]. Many studies have been conducted throughout the years on the reconstruction of building information models (BIM). BIM, as a valuable methodology, serves as a pivotal tool in facilitating the planning and construction processes of architectural and infrastructural projects. BIM models intricately replicate physical structures, offering a comprehensive foundation for undertaking assessments of their status, condition, and strategizing maintenance activities. Furthermore, BIM presents a unified and cohesive platform for the seamless integration of data collected from the construction site.

Recently, the concept of BIM has expanded to include the concept of a digital twin (DT). DT is a virtual representation of a physical entity that used to simulate and evaluate the performance of a building throughout its lifespan. The digital twin technology can be utilized for various purposes such as visualization, modelling, simulation, analysis and future planning [6], [7]. These virtual models can help optimize the design and building process, anticipate potential issues and enhance the building’s performance and features over time [8]. The idea of a digital twin was initially introduced by M. Grieves during a Product Life-Cycle Management Symposium at the University of Michigan Lurie Engineering Center in 2002 [9]. The proposed model of a digital twin comprises three primary components: the physical product, the virtual product and the connection between the physical and virtual entities. In a subsequent publication [10], Grieves further defined digital twinning as the integration of three essential elements: a virtual twin, a physical counterpart (such as a product, system, model, or entity like a robot, car, power turbine, human, hospital, etc.), and a data flow cycle that facilitates the exchange of information between the physical and virtual twins. The virtual twin employs simulation algorithms to replicate (either fully or partially) the performance of its physical counterpart, generating equivalent outputs based on input values. This technology is commonly used in the context of smart manufacturing but is applicable to various domains, including construction, education, transportation, human and healthcare, also industrial production [7]. The primary advantages of digital twin models are their ability to access and query structured data and their visual representation of information. Digital twins undergo periodic updates to maintain alignment with their physical counterparts. The frequency of these
updates varies contingently upon factors including the inherent characteristics of the product, its dynamic attributes and the specific objectives underlying the model's use. For instance, in the case of a jet engine, updates may occur at minute intervals, whereas for maintenance management of a building, annual updates may suffice. Notwithstanding, a notable complexity emerges due to the historical context of many extant buildings, often constructed decades ago, thereby necessitating the development of digital twin models that accurately represent these pre-existing assets.

To create a digital twin of a building, one of the essential steps is to capture its geometry and appearance using point cloud data. A point cloud is a collection of points in 3D space that represent the surface of an object. These data points typically comprise X, Y, and Z coordinates and are primarily utilized to depict the outer surfaces of an entity [11]. Point clouds can be obtained from various sources, such as laser scanners or cameras, by capturing the geometry of an existing facility. These techniques produce point cloud data as output. Compared to visual inspection, point cloud data offers shorter processing times and higher measurement accuracy. With the introduction of very precise data collection techniques involving terrestrial laser scanning, aerial oblique photography and satellite imagery, 3D point cloud has established itself as the principal data sources for large-scale building reconstruction. Point clouds can be processed and reconstructed to create 3D models of building interiors and exteriors in vector format. Furthermore, existing research projects have emerged proposing approaches for generating accurate building footprints and models by combining point clouds and imaging [12]–[14]. This interdisciplinary field, which includes photogrammetry, computer vision and modelling, has seen significant research efforts over the last two decades, delivering important and significant results.

While 3D building models and digital twins offer immense potential in urban development and architectural landscapes, there exists a notable gap in systematically and critically analyzing the various surface reconstruction techniques that form the foundation of these models especially on its simplicity, robustness, and broad applicability in surface reconstruction from point cloud data. This paper aims to bridge this research gap by addressing the following pivotal questions: (a) How does different surface reconstruction technique perform when applied to large, unstructured point cloud data like buildings, both in terms of quality and speed of calculation? and (b) In what contexts do these techniques exhibit optimal efficiency and precision? This paper central contribution is an in-depth comparative assessment of specific surface reconstruction techniques, bringing clarity to the challenges, advantages, and nuances of each. In doing so, professionals and researchers in the related field could equip with a clearer understanding and guide for their practical and academic endeavors.

In existing research, a rich set of methods has been proposed for surface reconstruction from point clouds, and some reviews and benchmarks of these methods have also been provided [15]. However, they still face challenges in terms of robustness, generalization and efficiency, especially for unstructured, complex and large-scale surfaces such as buildings. Furthermore, the scalability and parallelizability of these methods become critical when dealing with big data, as they must handle enormous point cloud collections while maintaining computational efficiency. Point cloud-based 3D reconstruction in buildings has many applications for the construction industry, such as automatic creation of as-built BIMs, damage detection and assessment, cultural heritage, and facility management [16]–[18]. Therefore, there is a need for developing an effective method for surface reconstruction from point clouds that can handle the specific characteristics and requirements of building surfaces.

This paper focuses on a few types of surface reconstruction techniques use for building data. Thus, a comparison between these techniques, based on the quality of the surfaces and the speed of calculation, will be made. This work is organized as follows: Section II presents a summary of reconstruction methods from a set of discrete data points or sample. Section III shows the visualization and discussion of the surface reconstruction results for more understanding. Lastly, Section IV explains the conclusion for this paper.

II. Methodology

The overview of the sample data used for reconstructing 3D surface of a building is as shown in Fig. 1. The point cloud data represents one of the buildings in Faculty of Electrical Engineering & Technology, Universiti Malaysia Perlis, Malaysia. The initial step involves converting the binary data into a more interpretable format compatible with standard 3D libraries and applications. Subsequently, downsampling the data is performed to make it efficiently better processed with shorter computational time. Next, data cleaning is implemented to mitigate imperfections in the real data, enhancing the efficiency of the surface reconstruction method for mesh generation. Finally, five different surface reconstruction techniques are applied and assessed based on the resulting processed point cloud data to generate a 3D triangulated mesh.

A. The Sample Data

The point cloud data of 3D coordinates is stored in six different files and saved in .ptx file format and consists of approximately 226,471,204 points. The data is collected by Geodelta Systems Sdn. Bhd. using 3D terrestrial laser scanner model Leica RTC360 where it has a scanning speed up to 2 million pts/sec and advanced HDR imaging.

To extract the 3D file format from the .ptx file and transform it into a commonly used 3D point cloud data format, such as the .pcd file format, a comprehensive understanding of the binary file data structure assumes paramount significance. Each .ptx file encompasses vital data elements, encompassing color information, the minimum depth value (zmin), the subsampled number of rows (nrows), the subsampled number of columns (ncols), the image file name, and an N x 5 matrix signifying 3D and 2D normalized coordinates falling within the [0,1] range [19]. Herein, N denotes the product of nrows and ncols, where values equivalent to zmin denote the background. The extraction process selectively focuses on the isolation and preservation of solely the 3D coordinates from the .ptx file, ultimately saving them in the .pcd file format, facilitating subsequent analytical endeavors. Various software tools, such
as CloudCompare, MeshLab, Blender and Python 3D libraries, can read the .pcd file format, facilitating data visualization and manipulation. This enables easier understanding and modification of the data as needed. An example of an extracted point cloud dataset is illustrated in Fig. 1, where the image at the below shows a zoomed-in view of the original 3D point cloud shown on the top. From the figure, it can be inferred that each point exhibits ambiguous relationships with neighbouring points.

Fig. 1. The point cloud data used in this study.

B. Data preprocessing

In order to improve the data quality and computational efficiency, a preprocessing stage is employed to eliminate unnecessary data of point clouds. One of the often used as a pre-processing step for many point cloud data processing tasks is voxel downsampling. Downsampling is a technique to reduce the number of points in a point cloud as the original dataset is too large to handle. It can improve efficiency and accuracy by minimizing storage requirements, processing time and memory usage. One of the common methods for downsampling is voxel downsampling. It uses a regular voxel grid to create a uniformly downsampled point cloud from an input point cloud. The algorithm follows a two-step process: initially, data points are grouped into voxel containers and subsequently, each occupied voxel yields a single representative point through the computation of the average of all points contained within it. So, all of the point clouds are being downsampled to 0.01 resulted in easier to be processed due to lesser number of points as shown in Fig. 2. The downsampled point cloud data reduced to 12,704,776 points, from its original which consists of 226,471,204 points.

Fig. 2. Downsampled data of original point cloud.

Next, the preprocessing step involves removing statistical outliers. It removes points that are further away from their neighboring points. The mean inter-point separation is computed via the application of the k-nearest neighbors algorithm. Should the computed average distance between a query point and its neighboring points surpass a threshold established by the standard deviation, it is categorized as an outlier and subsequently excluded from the dataset. This initial preprocessing stage employs various standard deviation ratios, notably a factor of 0.75, to accentuate differentiation. The parameter kNN, signifying the number of nearest neighbors considered, is set to a value of 50. Fig. 3 shows the visualization of the point cloud data with red and grey colour that indicates the outlier and inlier. The red colour is the outliers that being filtered out. Fig. 4 shows the remaining point cloud in original colour of 12,225,180 points.

Fig. 3. Inlier (in grey) and outlier (in red) of the point cloud data.
Hence, this paper will focus exclusively on five distinct surface reconstruction approaches, aimed at visualizing a range of methodologies advanced by prior researchers addressing this issue. These methodologies can be broadly categorized into three primary groups, namely Alpha Shape, Ball Pivoting and Poisson reconstruction, as well as combinations of Alpha Shape with Ball Pivoting and the amalgamation of Alpha Shape, Ball Pivoting and mesh refinement.

The Alpha Shape technique serves as an extension of the convex hull method, allowing for the representation of point clouds with concavities and holes. However, choosing an appropriate value for "α" requires a balance. If the value is too small, the resulting mesh may include more noise or artifacts, and it may overfit to local irregularities in the point cloud. On the other hand, if the value is too large, the resulting mesh may oversimplify the shape and fail to capture fine details or concavities. By adjusting the parameter alpha or "α", the level of detail in the reconstructed surface can be controlled. A smaller "α" value results in a more intricate surface, while a larger "α" value produces a smoother and simpler surface. The reconstruction process involves computing the Delaunay tetrahedralization of the point cloud and extracting the faces belonging to the "α" complex as it contains points, edges, triangles and tetrahedrons.

Ball Pivoting Algorithm (BPA), another surface reconstruction method, is closely related to the Alpha Shape technique. It is an efficient surface reconstruction approach which operates by simulating the rolling of a ball with a predetermined radius across the point cloud. Triangles are created whenever the ball encounters three points without penetrating them. As the ball moving through the point cloud, a triangular interconnected 3D mesh is formed, linking the 3D points. The method is repeated until all the points form a triangle. Starting with a seed triangle, the algorithm pivots the ball around the edges of existing triangles until all feasible triangles are produced. The BPA exhibits sensitivity to variations in the ball radius, which plays a crucial role in determining the quantity of reconstructed faces. A smaller radius renders the model susceptible to noise in the input data, while a larger radius may lead to the missing of intricate details, resulting in the formation of holes within the generated surface. BPA is suitable for handling point clouds with non-uniform densities and noise; however, careful selection of the ball radius is crucial to prevent gaps or overlaps in the reconstructed surface.

Poisson reconstruction is a widely recognized approach for generating smooth surfaces from point clouds using a volumetric strategy. It leverages oriented point samples obtained from 3D range scanners to create watertight surfaces. The method assumes that the point cloud serves as a sample of an underlying surface's indicator function and solves for an implicit function whose gradient best aligns with the estimated normals of the point cloud. The surface is subsequently extracted as an iso-surface of the implicit function utilizing marching cubes. Poisson reconstruction excels in producing high-quality surfaces with well-defined features, but it requires oriented normals as input and may introduce undesired intricacies in flat regions. Nevertheless, this technique exhibits

C. Surface reconstruction

The field of geometry processing has significant emphasis on the foundational challenge of surface reconstruction from point clouds. This endeavor is rooted in the objective of generating a continuous 2D manifold surface from the inherent sparsity of raw, discrete point cloud data. It is worth noting that this problem is inherently ill-posed, and its complexity escalates when considering the various sensor-related imperfections that manifest within point clouds acquired through real-world depth scanning techniques.
resilience to noisy data and artifacts arising from misregistration.

III. RESULTS AND DISCUSSION

All surface reconstruction techniques were evaluated and tested on a computer system comprising an Intel i7 12700h processor with 32GB of RAM and a GTX 3050ti graphics card. All methods were implemented using the Open3D library in python. Fig. 6 shows the clean point cloud data of the chosen building that will be used for the surface reconstruction algorithms upon preprocessing and Fig. 7 shows the close-up view for the point cloud for better understanding to show its complexity and unstructured of the data. Table I shows the comparison of all algorithms with the parameters used, time taken for each algorithm needs to be completed, together with their resulting images from two views: the whole building and close-up view from the top corner.

Fig. 6. Point cloud data of the building.

Fig. 7. Close-up view of the point cloud.

Table I. Summary of Result Comparison for the Selected Algorithms

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Parameters</th>
<th>Processing Time (s)</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poisson Reconstruction</td>
<td>Octree depth=8</td>
<td>163.92</td>
<td>Poisson surface reconstruction necessitated the prior prediction of normals for surface reconstruction, employing it automatically by the maximum nearest neighbour search. The depth of reconstruction indicated the resolution of the resulting triangle mesh, determined by the octree’s depth which being set to 8. The minimum number of sample points within an octree node was established to adapt the octree construction to the sampling process, with lower numbers chosen to mitigate noise interference. The scale factor denoted the ratio between the reconstruction cube’s diameter and the sample bounding box’s diameter. Nevertheless, Poisson surface reconstruction yielded outcomes without any mesh holes but it leaves unnecessary mesh triangulations on planar point as shown in Table I.</td>
</tr>
<tr>
<td>Method</td>
<td>Parameters</td>
<td>Value</td>
<td></td>
</tr>
<tr>
<td>---------------------------</td>
<td>----------------</td>
<td>--------</td>
<td></td>
</tr>
<tr>
<td>Ball Pivoting</td>
<td>Ball radius=0.02</td>
<td>288.34</td>
<td></td>
</tr>
<tr>
<td>Alpha Shape</td>
<td>$\alpha = 0.13$</td>
<td>303.19</td>
<td></td>
</tr>
<tr>
<td>Alpha Shape + Ball Pivoting</td>
<td>$\alpha = 0.13$ Ball radius=0.02</td>
<td>566.38</td>
<td></td>
</tr>
</tbody>
</table>
On the other hand, Ball Pivoting surface reconstruction required prior normal estimation before commencing surface reconstruction. Vertices falling within a given percentage of the clustering radius were merged to prevent excessive small triangle creation. The ball rolling process would cease if it encountered a significant crease angle surpassing the threshold angle. The ball's rolling radius over the point cloud was set to 0.02. Table I exhibited also the outcomes of ball pivoting surface reconstruction, where holes were observed in regions with lower point cloud density. However, unlike Poisson surface reconstruction, this method avoided unnecessary mesh creation that required subsequent cropping since it failed to represent facial depth accurately.

Meanwhile, the result of meshing using the Alpha Shape method with a parameter value of 0.13 involves generating a surface mesh that captures the shape of a point cloud with holes and concavities. The Alpha Shape method is a generalization of the convex hull and is particularly useful when dealing with point clouds that have irregular or non-convex shapes. Unlike Poisson and Ball Pivoting, Alpha Shape algorithm does not require normal estimation. The parameter “α” in the Alpha Shape method determines the level of detail in the reconstructed surface. A smaller value of “α” (0.13) produces a more detailed mesh with a higher resolution where smaller features and intricate details present in the point cloud can be captured in the resulting mesh as shown in Table I. The mesh will closely follow the shape of the input point cloud and adapt to its local density and curvature. Therefore, the choice of the “α” parameter is decided after running several tests with different values. This gives the best result as it still can capturing details and maintaining the overall shape fidelity in the resulting mesh.

Due to the limitations of each individual algorithm, the combination of Ball Pivoting and Alpha Shape methods in meshing involves leveraging the strengths of both approaches to achieve a more robust and accurate representation of the underlying point cloud. By combining Ball Pivoting and Alpha Shape methods, the strengths of both techniques can be fully utilized. Ball Pivoting handle the local details and irregularities of the point cloud, while Alpha Shape capture the overall shape and handle concavities. This combined approach produced a mesh that preserves the important features and characteristics of the original point cloud, while also providing a more accurate and visually appealing representation as shown. However, the Alpha Shape results in not so precise reconstruction when it comes to sharpness of angles of the building as shown in Table I.
The integration of Ball Pivoting, Alpha Shape and mesh refinement through Laplacian smoothing and Simple Smoothing however constitutes a comprehensive strategy for the task of surface reconstruction and subsequent mesh enhancement. In terms of mesh refinement, two distinct smoothing techniques are employed. Laplacian smoothing involves iterative adjustments of vertex positions, effectively attenuating high-frequency noise and enhancing mesh smoothness while preserving sharp geometric features. Conversely, Simple Smoothing employs a rudimentary moving average filter to vertices, delivering a general refinement to the mesh's geometric properties. This two-fold smoothing methodology serves the purpose of mitigating undesired irregularities and augmenting the overall visual fidelity of the mesh representation. Through the combination of these methodologies, the resultant mesh stands to gain advantages in terms of heightened accuracy, diminished noise, and improved surface regularity. The amalgamation of Ball Pivoting, Alpha Shape, and the aforementioned dual smoothing techniques yields a potent solution applicable across diverse domains, encompassing computer graphics, 3D modeling, virtual reality, and computational geometry. Furthermore, the adaptability inherent in this combined approach empowers users to fine-tune parameters and iteration counts, thereby achieving optimal outcomes tailored to the distinctive attributes of their datasets and the desired level of mesh refinement. Consequently, this combination of methodologies emerges as an efficacious and versatile technique for addressing surface reconstruction and mesh refinement tasks.

In summary, each of the methodologies introduced for surface reconstruction has its respective advantages and limitations. The Poisson surface reconstruction method consistently produces hole-free results but can also introduce unnecessary triangulations. On the other hand, the Ball Pivoting method excels in avoiding unnecessary mesh production yet lacks in representing facial depth precision. The Alpha Shape method, adaptable to non-convex and irregular shapes, offers a versatile solution to meshing, though it may occasionally compromise the precision of angles. However, it becomes evident that the approach emerges from the integration of Ball Pivoting, Alpha Shape, and mesh refinement techniques, specifically through the incorporation of Laplacian and Simple Smoothing. This combination technique harnesses the unique strengths of each individual method, producing an optimal solution that balances accuracy, noise mitigation, and enhanced surface consistency. As a result, this integrated methodology stands out as the most recommended, providing unparalleled robustness and adaptability suitable for a wide range of surface reconstruction and mesh refinement applications.

Upon analyzing the results obtained, it becomes imperative to consider the scalability of the proposed methodologies. While the techniques have shown promising outcomes on the datasets in this study, there is an important area of evaluation to consider. Their performance across datasets that represent distinct architectural styles, varying scales, and diverse complexities needs to be examined. Future investigations should focus on evaluating these methods across a wider range of datasets. This approach will help validate the adaptability and universality of the proposed techniques. In scenarios where the datasets are vast and depict intricate urban landscapes, it is vital to assess metrics such as computational efficiency, memory requirements, and the fidelity of the resultant mesh.

Additionally, despite the promising outcomes, there exist potential limitations and areas for further exploration. One foreseeable challenge pertains to highly intricate and ornate architectural designs, where capturing every minute detail could strain the computational resources and necessitate further algorithmic optimizations. Moreover, while the combination of Ball Pivoting and Alpha Shape methods harnesses their collective strengths, there remains room for improvement in handling sharp angles, as evidenced in Table I. Future research could just focus on refining these combinations, possibly integrating other meshing algorithms or advanced smoothing techniques to better address such challenges. Furthermore, with the rapid evolution of hardware and software capabilities, exploring the integration of machine learning or AI-driven approaches in the surface reconstruction pipeline could offer innovative solutions, enhancing the accuracy and efficiency of the process.

IV. Conclusion

In conclusion, the successful implementation of specific surface reconstruction methods is contingent upon satisfying the input requirements, such as having normal orientation information available for the point cloud. In cases where the input lacks normal orientation, an algorithm must be employed to estimate the orientation values for the point cloud. For instance, Poisson surface reconstruction necessitates the estimation of normal orientations prior to the reconstruction process. Certain methods exhibit robustness towards specific types of point cloud artifacts, including noisy data, nonuniform sampling, outliers, misaligned scans and missing or incomplete data. However, certain methods may be limited in their applicability to different shape classes. For instance, surface reconstruction cannot handle shape classes that do not result in watertight meshes. The output of the reconstruction process can manifest in various forms, such as producing watertight meshes, mesh triangulation on planar surfaces, generating cloth-like meshes that envelop the initial point cloud or voxelization. The result of Poisson surface reconstruction often presents unnecessary mesh triangulations on planar point clouds, resembling cloth-like structures, while effectively closing holes in sparsely sampled regions. On the other hand, Ball Pivoting surface reconstruction tends to yield accurate mesh edges but can leave numerous holes due to nonuniform sampling and missing data, particularly in areas like the angle’s region with less point cloud. By combining different methods, it can help to achieve smoother with higher accuracy of the surface of buildings.
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Abstract—Overlay approaches for moving object detection and tracking have recently received attention as a crucial field for computer science and computer vision research. Using pixel overlap and visual attributes, these techniques enable the recognition and tracking of objects in movies or video data. Two color and edge features for the suggested method are presented in this article. The suggested approach uses the SED algorithm, and since the edges have a lower volume than the entire image, the processing process will be faster with the reduction of information. The characteristic of color is the HSV (hue, saturation and value) histogram because it is close to human vision. However, because the margins tidy up the shapes in the human eye, they contain important information. These concerns lead to the conclusion that the histogram of gradient angles based on regional binary patterns is the edge feature of the suggested system. There are two justifications for employing local binary patterns. First, the principal edges are emphasized by using local binary patterns. Another point is that the image produced by this method displays the image's texture; in other words, the shape's feature is taken from the context of the texture, which is regarded as a type of combination of features. Several criteria were evaluated in order to assess the suggested approach for tracking images in comparison to related systems; the most significant of these are the precision, recall, and similarity criteria. In comparison to other works, the findings for precision have generally increased accuracy by 25%, recall by 17%, and similarity by 12%.
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I. INTRODUCTION

Today, object identification, particularly machine vision and pattern recognition, is one of computer sciences most significant and broad study domains. Even after an object's appearance has changed, the human brain is still able to instantly recognize and categorize many different types of items [1]. Different characteristics, such as changes in brightness, state, texture, shape, and object occlusion, affect how well the human visual system can identify things [2]. Additionally, the human brain has the capacity to extrapolate its findings from a collection of things and reliably recognize ones it hasn't yet seen [3]. Scientists working in the fields of machine vision and computer science have used the study of the human brain's cognitive capacity to recognize and draw inspiration from it to design and present a variety of object recognition systems [4]. In order to organize visual information, these findings are also used in related applications like picture concept recovery and image indexing [5]. Visual characteristics are the primary source of information used by conventional object recognition techniques to identify items in real-world photographs [6]. To a certain extent, visual characteristics, including color, form, texture, and picture edges, can compensate for changes in an object's appearance. Additionally, new methods have attempted to explain the interactions of objects in a scene or general statistical notions using conceptual features [7]. These methods for object identification applications increase recognition precision and clear up conflicts those traditional systems, with their reliance on visual features, experience [8]. There is a noticeable increase in image data globally, and that growth rate is accelerating daily. According to Information Trends, more than 1.1 trillion images were taken in 2016 with cameras and mobile devices [9]. The same forecast predicts that by 2020, this amount will have increased to $1.4 trillion. Many of these photographs are made available online or through cloud services. In 2014, prominent websites like Instagram and Facebook had daily photo uploads of more than 1.8 billion [10]. Beyond consumer electronics, there are cameras everywhere that take pictures for automation. Traffic cameras and moving cars are both watching the road. Robots need to be able to see in order to categorize objects and get rid of trash intelligently. Engineers, medical professionals, and explorers of space all employ imaging instruments. We need to have an understanding of this data's contents in order to manage it successfully. A wide range of image-related tasks benefits from automated content processing [11]. This requires computer systems to bridge the "semantic gap" between surface pixel information stored in image files and how people perceive analogous images. Computer vision is applicable in this area. Images can contain objects that can be automatically found and recognized. One of the core issues with computer vision is what is known as object detection. We'll demonstrate that convolutional neural networks now offer the best method for detecting objects [12]. Examining and putting to the test convolutional object identification techniques is the main goal of our research. The goal of computer vision is to derive useful information from the content of digital photographs or videos. It's just straightforward image processing, which entails fiddling with visual data down to the pixel level. Applications of computer vision include traffic automation, picture classification, visual identification, image retrieval, augmented reality, machine vision, and reconstruction of 3D scenes from 2D images [13]. Image tracking is one way to detect moving objects. An image tracker is a system that sequentially tracks preset items in a series of photographs [14]. In other words, the tracking process is the act of estimating the temporal and spatial changes of the object or, more generally, the states of
the target object during the video sequence based on measurements and observations. The target object may be specified by detection algorithms or manually [15]. Using data from earlier frames and additional data, such as the target's movement model or appearance attributes, the tracking system calculates and looks for the target in the current frame. An innovative technique for tracking images is given in this study. Color and edge features, the SED technique, and local binary patterns have all been utilized in image analysis to extract information from images and moving objects. The application of this technique highlights how closely color qualities resemble human sight and how crucial the information at the margins is. This approach can also aid in developing algorithms with increased processing speed and accuracy for picture recognition. In general, these developments can advance the science of picture tracking and enhance the functionality of systems for image analysis and recognition. The writers' contribution to this study can be summed up as follows:

- Find objects in the image and background dataset.
- Image tracking using color and edge features.

The remainder of the essay is structured as follows: Section II highlights earlier research on object detection using various image processing methods. Section III contains the suggested concept and approach. Section IV discusses the outcomes of the evaluation and simulation and Section V contains the conclusion and recommendations for future work.

II. RELATED WORKS

The study gap that this research tries to solve is improving the efficiency and accuracy of moving object detection and tracking in computer vision and image processing. As mentioned in the introduction, to solve this gap, the proposed solution for tracking accuracy and detection combines color and edge features, uses SED algorithm and local binary patterns to increase detection and tracking of moving objects. The difficult task of identifying things in the image is one that numerous researchers are presently doing. The long-term objective of picture understanding is to recognize all objects in a general scene; however, this is still difficult due to factors like intra- and extra-class diversity, state and location, backdrop complexity, overlap, significant illumination variations, etc. Numerous publications published recently compared the effectiveness of various approaches' identification rates and mistake rates. However, a number of factors, including learning and execution times, the number of training samples, and the proportion of the mistake rate to the recognition rate are important when evaluating algorithms. The comparison is further complicated by the fact that researchers' definitions of recognition and error rate differ. The research in [16] proposes a new technique for employing a stereo camera to detect objects with many colors distributed unevenly in complicated backgrounds and then estimate the depth and form of the object. In this study, color saturation space is separated into fuzzy color histograms based on self-clustering in order to extract characteristics for object detection. A fuzzy color histogram is created for each window scan in a pyramid of graded images by adding the fuzzy degrees of all the pixels in each cluster. The right and left photos are initially segmented using color space to identify the matched item region in the right image. The study in [17] provides an overview of current advances in the field of object recognition in remote-sensing photos. Many studies have been conducted to find things in aerial and satellite photos throughout the last few decades. They are separated into four primary groups in this article: machine learning-based approaches, knowledge-based methods, object identification methods based on object-based picture analysis, and methods based on template matching. This page explains the categorization of object recognition research. Depending on the format a user chooses, there are two additional types of matching methods: hard pattern matching and metamorphic pattern matching. In [18], a context-oriented salient Bayesian model is put out to address the problems of scale variance and detection ambiguity in small item identification. The sea is the object of this article's visual analysis. It is possible to understand that there is a link of reliance between the place and the scale at which things may occur by looking at the geometry of the camera in the image against the background of the sea and sky. The model described in this study is a universal model that may be applied to many contexts with various images to facilitate the object. The research in [19] presents a comprehensive review of the statistical learning-based representation of features in object recognition. This article compares the evaluation outcomes of object detection algorithms with various visual features and categorizes visual features based on differences in computations and visual attributes. Therefore, the objective of this review is to develop a thorough and complete plan for researchers. The portrayal of the influence of features is a concern when taking into account the demands of generic object recognition. To increase the representational strength of object recognition models, it is important to acquire extensive and powerful visual features. The display of comprehensive features can be effectively removed by combining various visual property aspects. An innovative component-based method for object detection on a two-dimensional image and its use as a visual landmark has been presented by researchers in [20]. Object recognition is a hybrid cryptic system that makes it possible to keep track of the topology and use it to power the recognition procedure. As shown in the aforementioned study, it is challenging to separate the components of an item from a two-dimensional image; it is only logical for the image to represent either the upper or lower component. Determining the object and its representation from the existing image and the various numbers deduced from the pieces is the goal of this research. The study in [10] presents a brand-new energy function based on the autocorrelation function for active contour models, allowing for recognizing small objects against textured and chaotic backgrounds. To show the information of each area, the proposed method calculates picture characteristics for each pixel in the image domain using a combination of short-term autocorrelations. A novel energy function dubbed "normalized accumulated short-term autocorrelation" is introduced for the active contour based on the localized area using the collected features. Small items can be recognized in pictures with cluttered backgrounds and heterogeneous textures by decreasing this energy function. Researchers in [21] have presented a brand-new method for picture edge identification based on ACO. In the suggested
approach, coupled optimization techniques have been applied, which has aided in speeding up the process of solving optimization issues. In this method, artificial ants first produce a number of answers, the information from which is then useful for the genetic algorithm. These answers then serve as the initial population for the genetic algorithm, and the genetic algorithm then produces the subsequent population from these answers. A new edge identification technique for satellite pictures with low contrast has been proposed in another study [22]. It has been mentioned in this article that it is quite challenging to extract edges from satellite photos with low contrast, smoothness, and features. Therefore, the Sobel edge detector performs preprocessing on the input image. Low-pass and high-pass filter operations are carried out on the normalized images after the input image has been normalized. The relaxation factor comes after the output of high-pass and low-pass filtering. Following this filtering process, the preprocessed image is subjected to the Sobel edge detection method for edge identification. By identifying the features that work best for identifying things in a picture, the structure of the object identification system can be reduced more successfully without the need to expand the training set, and a better outcome will likely be seen as a result. A comparison of earlier investigations is provided in Table I.

<table>
<thead>
<tr>
<th>Simplicity</th>
<th>Area</th>
<th>proposed method</th>
<th>Application</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple and easy to implement</td>
<td>Stereo camera</td>
<td>Fuzzy color histograms</td>
<td>Spatial</td>
<td>[14]</td>
</tr>
<tr>
<td>Simple method</td>
<td>Optical remote sensing images</td>
<td>Review of object recognition methods</td>
<td>conversion</td>
<td>[15]</td>
</tr>
<tr>
<td>Simple method</td>
<td>Infrared remote sensing images</td>
<td>An outstanding text-oriented Bayesian model</td>
<td>conversion</td>
<td>[16]</td>
</tr>
<tr>
<td>Simple method</td>
<td>Decomposing images into different areas</td>
<td>Wavelet method</td>
<td>Spatial</td>
<td>[17]</td>
</tr>
<tr>
<td>The simple and fast method</td>
<td>Digital images</td>
<td>learning-statistics</td>
<td>conversion</td>
<td>[18]</td>
</tr>
<tr>
<td>The simplest and most suitable for dark images</td>
<td>driving</td>
<td>Image segmentation, color composition and topology</td>
<td>Spatial</td>
<td>[19]</td>
</tr>
<tr>
<td>Simple method</td>
<td>Identifying small objects</td>
<td>Contour model</td>
<td>Spatial</td>
<td>[8]</td>
</tr>
<tr>
<td>Simple method</td>
<td>Moving Pictures</td>
<td>Creating and testing hypothesis and verification step</td>
<td>Spatial</td>
<td>[20]</td>
</tr>
<tr>
<td>It provides a better visual effect</td>
<td>Digital images</td>
<td>meta-heuristic algorithm</td>
<td>Spatial</td>
<td>[21]</td>
</tr>
<tr>
<td>It provides a better signal than noise</td>
<td>Satellite Images</td>
<td>High-pass and low-pass filtering</td>
<td>Spatial</td>
<td>[22]</td>
</tr>
</tbody>
</table>

III. PROPOSED METHOD

The proposed system has two techniques for accuracy and speed, which have been reviewed and put into practice. Two qualities of color and edge are taken into consideration in the suggested strategy. The provided technique uses the SED algorithm, and since the edges have a lower volume than the entire image, with the reduction of information, the processing process will be faster, from the HSV histogram’s characteristic of color to its nearness to human perception. Because shapes are cleaned up by their edges in human vision, other edges carry important information. These concerns lead to the conclusion that the histogram of gradient angles based on regional binary patterns is the edge feature of the suggested system. There are two justifications for employing local binary patterns. First, the principal edges are emphasized by using local binary patterns. Another point is that the image produced by this method displays the image's texture; in other words, the shape's feature is taken from the context of the texture, which is regarded as a type of combination of features. The proposed algorithm's flowchart is shown in Fig. 1.

A. Feature Extraction using SED Algorithm

The SED approach efficiently displays picture information and simultaneously extracts color and texture features. Five structural formats are utilized to determine the texture perception from the original color image, separated into 72 colors in the HSV color space. A three-step process is employed to get the final descriptive image of the structural elements:

- With step 2, move the SED 2x2 from left to right and from top to bottom, starting at the reference point (0, 0).
- This value is saved if the structure’s elements match the image’s value (a match denotes that the value of the image in the related structure is equal).
- Then, the SED map is obtained, which has five $S_i(x,y)(1 \leq i \leq 5)$ structures and is distinguished by. When the components of the nondirectional representation structure are recognized, four additional structures in particular need to be found. Since there is no direction, every direction is feasible.
- The following equation, generated by combining five maps as in Eq. (1), illustrates the final SED map.

$$S(x,y) = \{(x,y) | S_1(x,y) \cup S_2(x,y) \cup S_3(x,y) \cup S_4(x,y) \cup S_5(x,y)\}$$ (1)
B. HSV Color Histogram

The use of color histograms, one of the most significant picture-based recovery approaches, is the most used technique for recovering the color of an image. The image is provided by this histogram, which is produced as a cumulative distribution of the sub-distances connected to each pixel. Defining the color space is the first step in producing a color histogram. Generally speaking, the RGB color space is present in a number of picture formats, including BMP, GIF, etc. We will have fewer calculations if we choose this space, but the main issue is the non-uniformity from the perspective of perception. Because of this, HSV space has been substituted for RGB space in the proposed method. The following is an example of an HSV space benefit. Its suitability with how humans perceives color is due to the independence of the color type and brightness components, which allows us to assign superiority to any one of the components (see Fig. 2). Based on category (H) or wavelength, level of color saturation (S), and level of brightness (V), the dimensions of this space constitute color. Conical in shape, the aforementioned space contains:

- The wavelength of a color is defined in the range [0,2\(\pi\)], where red is at an angle of 0 degrees, green is at an angle of 2\(\pi/3\), and blue is at an angle of 4\(\pi/3\), the final angle. The wavelength of color is equal to the angle of the color in the section of the cone circle.
- At an angle of \(\pi/2\), it changes back to red once more.
- The central axis of the cone corresponds to the brightness of the color.
- The amount of color saturation varies depending on how far a given point on the circle is from the center axis; the closer a color is to the axis, the less concentrated it is, and the more it resembles a gray hue.

Because it is more stable than changes in the direction of photographing an item or scene, H is the primary component employed in retrieval systems. It is, nevertheless, extremely sensitive to variations in light. After this space, it is linearly quantized to create the color histogram. Because H space is more significant than other components, the other two components are quantized into four intervals each, but this component is quantized into 16 intervals. By counting the points positioned in each interval and normalizing them to the overall number of picture points, the color histogram of the image is created. A 256-dimensional vector is produced after indexing each image using the HSV color histogram feature.
C. Texture Feature Extraction

The methods for texture-based recovery are based on the assessment of texture features in the images, such as texture contrast, roughness, texture direction, texture regularity or texture periodicity, and texture unpredictability.

In order to speed up processing, the input color photographs are converted to grayscale at this point. A Gaussian filter is then applied to the grayscale image to help remove any potential noise. Eq. (2) defines a Gaussian function as follows:

\[
w(x, y) = \frac{1}{2\pi\sigma^2} e^{\frac{-x^2+y^2}{2\sigma^2}} \tag{2}
\]

Then the image is averaged: Consider the noisy image \( g(x, y) \), which is obtained from adding noise \( n(x, y) \) with the original image \( f(x, y) \).

\[
g(x, y) = f(x, y) + n(x, y) \tag{3}
\]

In this case, it can be easily shown with Eq. (4) that by averaging the noisy image of an object, a good approximation of the original image \( M \) can be obtained.

\[
j(x, y) = \frac{1}{m} \sum_{l=1}^{m} g_l(x, y) \tag{4}
\]

Many edge detection algorithms use the first derivative of illumination, which means that we operate with the original data's illuminance gradient. With this knowledge, the peaks of the brightness gradient can be looked for in an image. The second derivative of brightness intensity, which is actually the rate of change of the brightness intensity gradient and is the best for detecting textures, is the basis for some other edge detection algorithms. As a result, a brightness gradient can be seen on one side of the line and its opposite gradient on the other. As a result, we can anticipate a fairly significant shift in the illumination's gradient in intensity at the site of a line. You can look for the transition of gradient change zeros in the results to discover bright textures. If \( I(x) \) is the light's intensity, then Eq. (5) [12] is as follows: To be able to extract texture features from photos is the aim. A multidimensional texture feature vector is believed to be the output of a color image, which is considered to be the input.

\[
L(x, y) = \nabla^2 f(x, y) = \frac{\partial^2 f(x, y)}{\partial x^2} + \frac{\partial^2 f(x, y)}{\partial y^2} \tag{5}
\]

D. Edge Extraction using Local Binary Patterns

As a potent image texture descriptor, the primary LBP operator was first introduced in [23]. This operator creates a binary number for each individual pixel using the nearby 3x3 pixel labels. The value of nearby pixels is used to threshold these labels. The value of the center pixel is found. In this approach, a label of 1 is placed for pixels whose values are more than or equal to the value of the central pixel, and a label of 0 is placed for pixels whose values are lower than the value of the central pixel. They start to form. Fig. 3 illustrates how this operator functions.

The LBP operator's 3x3 neighborhood base is too small, which prevents it from dominating large-scale images. This operator, which is shown as LBPP, R, and can produce a maximum of \( p^2 \) different values according to \( p^2 \) of the binary pattern produced by \( P \) pixels on the neighborhood radius of \( R \), was later proposed for this purpose with an extension of neighborhood size in [24]. Fig. 4 illustrates how to choose adjacent pixels in this kind of arrangement. It displays three different local binary radii.

Fig. 5 illustrates the unique significance and notion attached to the patterns created by LBP. This figure shows that LBP is capable of detecting points, edges in various directions, smooth areas, line ends, etc. The histogram of these labels is calculated after assigning LBP labels to pixels in order to create image texture. Numerous researches have concentrated on the use of LBP because of its ease of calculation and acceptable findings, and in this regard, new and varied variants of it have been suggested for usage in various circumstances [25].

![Fig. 3. How to calculate the LBP operator.](image_url)
After the pixels are labeled by the LBP operator, a histogram of the produced patterns is defined as Eq. (6).

$$H_i = \sum_{x,y} I(f_i(x,y) = i), \quad i=1,\ldots,n-1$$  \hspace{1cm} (6)

where $n$ is the number of patterns produced by the LBP operator and the function $I$ is defined as Eq. (7).

$$I(A) = \begin{cases} 1 & \text{if } A \text{ is True} \\ 0 & \text{if } A \text{ is False} \end{cases}$$  \hspace{1cm} (7)

Local binary patterns with radii of 1 and 8 neighbors are considered in the suggested strategy. Finding and obtaining most systems utilize the closest neighbor search to look for and locate related photos when searching for photographs. For each query image, the KNN classification algorithm examines the set of training images for related images. If the system employs $n$ features, it will treat the images as vectors in the following $n$-dimensional space. $K$ seeks the neighbor of the query image from the training photos, and among these neighbors, the class label that is in the majority is used as the category label of this image so that each image in this space is comparable to a point. The question foretells finding and calculating a criterion for the similarity or distance between attributes in the data is the first task to be completed using k-NN. One of the challenges of this method is calculating the distance between the photos; if the distance between the images is not accurately determined, the algorithm will not function properly.

**E. Combinations of Features**

After the feature extraction phase, it should be decided how to combine them. There are other ways to combine the features, but the simplest is to arrange them in a row to create a single matrix and then use other photos to calculate distance. This work has a number of issues. The majority of the features have different sizes, so when combined, the feature with the larger size will have a greater effect. However, larger size does not always imply higher efficiency or greater importance. It is also impossible to compare the effects of some features according to performance. It excels in other aspects. A more effective solution: weighting and distance calculation are done separately for each feature. There are two features here with the designations $F_1$ and $F_2$, respectively. The letters $w_1$ and $w_2$, respectively, designate the weights assigned to each attribute. In this manner, the effect of the features changes depending on the coefficient that $w_1$ or $w_2$ accepts, and the best weight can be attained with various variations. The edge feature's weight in the suggested technique is 0.4, while the color feature's weight is 0.6.

**F. Detection Criteria with Deep Learning**

Auto-indicators are one of the techniques of deep learning. An advanced form of artificial neural network called an autoencoder is used to discover the best code. With this technique, you train an auto-encoder to reconstruct its input $X$ rather than train the network to predict the target value $Y$ along the input $X$. As a result, the output vectors will match the input vector's dimensions. Fig. 6 shows the general operation of an autoencoder. The auto-encoder is improved during training by reducing the reconstruction error. It learned the appropriate code for the same feature [26].

The detection of moving targets in overlapping scenes will be carried out in this study with the use of an auto-encoder and a deep-learning technique. Fig. 7 illustrates the general
workflow of the method, which includes the following steps: (1) receiving the image; (2) filtering and enhancing the image; (3) modeling the background; (4) choosing one of the moving images; (5) image training using deep learning; (6) target tracking with the aid of an auto-encoder and deep learning; (7) feature extraction; and (8) classification.

![General process of an auto-encoder.](image)

![Steps to perform work to detect moving targets.](image)

The training photos, which contain the target images and their labels, are first fed into the deep learning algorithm, as can be seen in the flowchart of how the suggested approach is implemented. After training the network, it will be able to track the target in the test images. Higher-accuracy architecture will be selected while developing the algorithm's architecture [27]. The incoming moving images are first given a Gaussian filter, which suppresses some random noises that frequently emerge near object borders. In this step, several redundant and erroneous objects are eliminated from the results of the object detection process. A non-parametric background modeling approach [27, 28] is chosen after choosing the moving item in the second phase to produce the initial detection results of the moving object with high recall but low precision. Target tracking is recovered in the third stage by utilizing an auto-encoder and deep learning techniques that are derivations of a hybrid method. Then, characteristics are taken for each detector and applied to distinguish between actual moving targets and fake ones. The last stage can be utilized as a constraint to accurately inspect moving objects and obtain high accuracy and recall by combining the autoencoder and deep learning techniques.

IV. EVALUATION AND SIMULATION

Image tracking of moving targets in video images is particularly important in machine vision and widely used in robotics and automatic video surveillance. The importance of this issue lies in making the systems smarter and improving the accuracy and speed of the machine's decision-making by receiving visual information. In this research, the aim is to investigate image tracking algorithms based on deep learning methods and provide a new tracking method based on deep learning for more accurate target tracking.

A. Data Sets

The dataset available at https://motchallenge.net will be used as the dataset of this research, which includes consecutive images of targets in different lighting conditions and with different overlaps. Fig. 8 shows an example of images from the dataset.

B. Comparison Methods

Deep learning methods and convolutional networks have had good results in tracking moving targets. For example, in study [10], a method based on convolutional neural networks is presented in study [10] to track targets in crowded and noisy environments with low contrast, provided that it is able to track moving targets using color. In research [16], a method based on deep learning to track targets is presented. In this method, first, the features of the target are learned by a very deep network, then these features are sent to the support vector machine, and finally, the support vector machine can identify the goals.

C. Precision Criteria

This criterion shows the type of accuracy; the higher it is, the better; this criterion shows the accuracy of the proposed method for positive cases and how accurate it was in identifying positive cases. This criterion is one of the most important accuracy criteria in detection algorithms and is calculated from Eq. (8).

\[
\text{Precision} = \frac{TP}{TP + FP} \tag{8}
\]
In this regard, TP is the number of data that are correctly recognized as positive, and FP is the number of data that is falsely recognized as positive. The simulation result based on the above criterion is shown in Fig. 9.

The simulation result shows that the proposed method performs better in this criterion and has been able to perform image recovery operations with higher accuracy. In Table II, the result of the Precision criterion can be seen in different simulation situations.

D. Recall Criteria

The next measure of accuracy is the Recall measure; this criterion checks the accuracy of the method in identifying negative states, that is, how accurate the method was in identifying negative states, which is calculated through Eq. (9).

\[
Recall = \frac{TP}{TP + FN} \quad (9)
\]

In this regard, TP is the number of data that are correctly recognized as positive, and FN is the number of data that is falsely recognized as negative. The recall criterion is objectified according to the above scenario, and the result can be seen in Fig. 10.

The method presented in this research has a better performance in this criterion according to the investigation carried out by the simulator; in Table III, the result of this criterion can be seen in different simulation situations.

E. Accuracy Criteria

The next evaluation criterion is the accuracy criterion. This important criterion is calculated based on Eq. (10).

\[
Accuracy = \frac{TP + TN}{TP + TN + FP + FN} \quad (10)
\]

In the above relation, the TP parameter represents the number of images that have been correctly retrieved; and the FP parameter also indicates the number of images that have a negative effect and the proposed models have predicted that sample negatively. FN represents the number of samples that have a negative effect on image recovery, and the proposed model has positively predicted these samples. TN represents the number of samples that have had positive effects on recovery, and the proposed method also predicts them to be negative in the recovery process; therefore, with the help of relation (10), the level of accuracy can be seen in Fig. 11.
Fig. 9. Comparison of precision criteria.

**FIGURE 9**

Comparison of precision criteria.

<table>
<thead>
<tr>
<th>precision values</th>
<th>250</th>
<th>500</th>
<th>750</th>
<th>1000</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>This Work</td>
<td>78.00%</td>
<td>71.00%</td>
<td>74.00%</td>
<td>77.00%</td>
<td>75.00%</td>
</tr>
<tr>
<td>[10]</td>
<td>70.00%</td>
<td>73.00%</td>
<td>74.00%</td>
<td>75.00%</td>
<td>73.00%</td>
</tr>
<tr>
<td>[16]</td>
<td>69.00%</td>
<td>71.00%</td>
<td>72.00%</td>
<td>74.00%</td>
<td>71.50%</td>
</tr>
</tbody>
</table>

**TABLE II.** COMPARISON OF PRECISION CRITERIA IN DIFFERENT SIMULATION SITUATIONS

Fig. 10. Recall criterion.
TABLE III. COMPARISON OF RECALL CRITERIA IN DIFFERENT SIMULATION SITUATIONS

<table>
<thead>
<tr>
<th></th>
<th>250</th>
<th>500</th>
<th>750</th>
<th>1000</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>This Work</td>
<td>72.00%</td>
<td>75.00%</td>
<td>79.00%</td>
<td>83.00%</td>
<td>77.25%</td>
</tr>
<tr>
<td>[10]</td>
<td>68.00%</td>
<td>70.00%</td>
<td>73.00%</td>
<td>79.00%</td>
<td>72.50%</td>
</tr>
<tr>
<td>[16]</td>
<td>65.00%</td>
<td>68.00%</td>
<td>72.00%</td>
<td>77.00%</td>
<td>70.50%</td>
</tr>
</tbody>
</table>

Fig. 11. Comparison of the accuracy of the proposed method with the other two methods.

TABLE IV. COMPARISON OF ACCURACY CRITERIA IN DIFFERENT SIMULATION SITUATIONS

<table>
<thead>
<tr>
<th></th>
<th>250</th>
<th>500</th>
<th>750</th>
<th>1000</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>This Work</td>
<td>84.00%</td>
<td>82.00%</td>
<td>81.00%</td>
<td>80.00%</td>
<td>81.75%</td>
</tr>
<tr>
<td>[10]</td>
<td>82.00%</td>
<td>82.00%</td>
<td>80.00%</td>
<td>79.00%</td>
<td>80.75%</td>
</tr>
<tr>
<td>[16]</td>
<td>80.00%</td>
<td>81.00%</td>
<td>79.00%</td>
<td>78.00%</td>
<td>79.50%</td>
</tr>
</tbody>
</table>

According to the results obtained from Fig. 11, the proposed method has acceptable performance and has performed better than other methods. In Table IV, the result of this criterion can be seen in different simulation situations.

F. False Positive Rate (FPR) Criteria

The next evaluation is the false positive rate (FPR) criterion; this criterion checks how many percent of the images the system has retrieved incorrectly; the lower this criterion is, the better. To evaluate this criterion, we performed the simulation in four stages, and the average result for all simulation models can be seen in Fig. 12. In Table V, the result of this criterion can be seen in different simulation situations.

G. FRR Criteria

The next evaluation is the false negative rate measure. This measure shows how many percent of the correct images the detection system misidentifies; it can be seen in Fig. 13.

TABLE V. COMPARISON OF AVERAGE FPR CRITERIA IN DIFFERENT SIMULATION SITUATIONS

<table>
<thead>
<tr>
<th></th>
<th>250</th>
<th>500</th>
<th>750</th>
<th>1000</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>This Work</td>
<td>6.00%</td>
<td>8.00%</td>
<td>12.00%</td>
<td>17.00%</td>
<td>10.75%</td>
</tr>
<tr>
<td>[10]</td>
<td>7.00%</td>
<td>12.00%</td>
<td>17.00%</td>
<td>26.00%</td>
<td>15.50%</td>
</tr>
<tr>
<td>[16]</td>
<td>8.00%</td>
<td>13.50%</td>
<td>19.00%</td>
<td>26.00%</td>
<td>16.63%</td>
</tr>
</tbody>
</table>
Table VI. Comparison of Average FRR Criteria in Different Simulation Situations

<table>
<thead>
<tr>
<th></th>
<th>250</th>
<th>500</th>
<th>750</th>
<th>1000</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>This Work</td>
<td>6.00%</td>
<td>13.00%</td>
<td>19.00%</td>
<td>27.00%</td>
<td>16.25%</td>
</tr>
<tr>
<td>[10]</td>
<td>7.00%</td>
<td>15.00%</td>
<td>19.00%</td>
<td>29.00%</td>
<td>17.50%</td>
</tr>
<tr>
<td>[16]</td>
<td>7.00%</td>
<td>16.00%</td>
<td>21.00%</td>
<td>32.00%</td>
<td>19.00%</td>
</tr>
</tbody>
</table>

In this simulation criterion, it shows that the proposed method has little improvement compared to the other method. In Table VI, the result of this criterion can be seen in different simulation situations.

H. Similarity Criterion

In this part, the proposed method is evaluated based on the similarity criterion in image recognition; in the scenario of this criterion, the degree of similarity of the output images of the program is evaluated, and the result is shown in Fig. 14.
As the simulation results in Fig. 14 show, the proposed method performs better than the other two methods. The numerical result of this criterion in several stages of evaluation can be seen in Table VII.

**I. LTDR Criteria**

- **LTDR** (Label Tracking Detection Rate) criterion will be used to evaluate the presented algorithm. The LTDR measure determines the rate of assigning unique correct labels to targets and is defined as Eq. (11).

\[
LTDR = \frac{1}{L} \sum_{i=0}^{L-1} \frac{TPM_i}{OAF_i} \tag{11}
\]

In this regard, \(L\) is the total number of targets to be labeled; \(TPM_i\) is the number of frames in which the \(i\)-th target is correctly labeled, and \(OAF_i\) is the total number of frames in which the \(i\)-th target is present. The value of this criterion is between zero and one, and the closer it is to one, it means that the detection algorithm has worked correctly. The evaluation result for this criterion can be seen in Fig. 15.

- Finally, Table VIII provides a summary of the accuracy ratings for this study. Higher recall, accuracy, and F-score have been attained using deep learning than with motion-based detection alone. These findings demonstrate how misdiagnosis brought on by inaccurate motion estimation can be supplemented by appearance information. Additionally, with a classification accuracy of over 96%, the deep learning approach may fully utilize the manually labeled training dataset.

**TABLE VII. COMPARISON OF THE AVERAGE SIMILARITY CRITERION IN DIFFERENT SIMULATION SITUATIONS**

<table>
<thead>
<tr>
<th>similarity values</th>
<th>250</th>
<th>500</th>
<th>750</th>
<th>1000</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>This Work</td>
<td>88.00%</td>
<td>90.00%</td>
<td>93.00%</td>
<td>95.00%</td>
<td>91.50%</td>
</tr>
<tr>
<td>[10]</td>
<td>86.00%</td>
<td>87.00%</td>
<td>89.00%</td>
<td>91.00%</td>
<td>88.25%</td>
</tr>
<tr>
<td>[16]</td>
<td>84.00%</td>
<td>85.00%</td>
<td>89.00%</td>
<td>90.00%</td>
<td>87.00%</td>
</tr>
</tbody>
</table>

**TABLE VIII. ACCURACY DETECTION BASED ON EVALUATION CRITERIA**

<table>
<thead>
<tr>
<th>Using only the difference in motion</th>
<th>Deep learning by the appearance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.854 ±0.12</td>
</tr>
<tr>
<td>Recall</td>
<td>0.752 ±0.14</td>
</tr>
<tr>
<td>Precision</td>
<td>0.609 ±0.10</td>
</tr>
<tr>
<td>False Positive Rate</td>
<td>0.781 ±0.09</td>
</tr>
<tr>
<td>false rejection rate</td>
<td>0.631 ±0.14</td>
</tr>
<tr>
<td>Similarity criterion</td>
<td>0.824 ±0.10</td>
</tr>
</tbody>
</table>
In the continuation of this section, the studies related to the problems ahead and the goals of this research are as follows. Object tracking in computer vision, feature extraction and deep learning and convolutional neural networks were among the problems that were addressed in this research. Also, this article discusses the practical applications of object tracking in fields such as industrial, military and urban management. It highlights the importance of tracking moving objects in various scenarios including road control. The goals achieved in this research are: improvement in managing challenging situations, prediction of pattern change, efficiency and real-time processing and integration with autonomous systems. In summary, this research provides insights into the development and evaluation of a method for detecting and provides object tracking. This highlights the importance of accurate tracking in various applications and suggests potential directions for future research to improve the performance and applicability of the method in real-world scenarios.

V. CONCLUSION

A modern civilization needs an intelligent system to control its many management systems. The object tracking system is one of the crucial tools that are employed in the field of operational control in many locations, which makes the job of this field and its authorities very difficult. This goes back to the macro-policies of society in the field of social welfare. Using cutting-edge image processing methods, the technology described in this article can accurately and affordably detect moving objects and track them. In fact, the technique described in this study for detecting moving things, such as cars and items, is quicker and more accurate than the earlier methods. It has been demonstrated that the suggested moving object tracking system, combined with the background subtraction algorithm, noise removal, filtering, and bubble routing, enables full automation when evaluating and identifying the moving item in the photos. More crucially, our system meets the standards established by decision-making bodies for road control for accuracy in detecting moving objects in road photographs.

In comparison to the tested samples, the test results show that the suggested method produces accurate and extremely dependable findings. The research’s most significant applications largely concentrated on the precise position recognition of moving objects on photographs and their tracking using morphological analysis and bubble routing. Cameras should be positioned higher than the road surface in order to identify and track items like vehicles, but for all other uses, this is essentially unnecessary. Using a precise backdrop selection and processing each frame separately, this system accurately recovered pictures of moving objects. The wide applications of tracking moving objects are primarily in industrial, military, and urban management places, which can be, for example, the paths where moving objects are passing more frequently. As a result, according to these parameters, the proposed method can show different performances in different conditions. They even described the kinds of moving things in various photographs. Although the present study provides valuable insights into object detection and tracking, however, it has limitations including lack of real-world deployment, assumption of fixed cameras, performance on large-scale datasets, and limited discussion of handling. It is wrong to generalize to other types of objects.

Future research will focus on analyzing various visual patterns, such as grids, parallel lines, and dot matrices. Additionally, the moving object is more likely to shake since
the surface of the location where the video clip is captured may be uneven and bumpy. This shaking may move from left to right or up and down. As a result, the camera will record photos of the moving object in the route that is rotated and warped. Therefore, in order to be able to estimate and predict pattern change, robust and effective algorithms must be constructed in order to preserve the course of the pattern across successive frames. This is necessary to manage the change in the movement pattern of the valve that results from a natural impulse. The effectiveness and output of this algorithm can then be used to provide a more thorough description of the object’s change in shape and pattern of movement.
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Abstract—With the rise of deep learning methods, neural network architecture adopted from neural machine translation has been widely studied in code summarization by learning the sequential content of code. Given the inherent nature of programming languages, learning the representation of source code from the parsed structural information is also a typical way for constructing code summarization models. Recent studies show that the overall performance of the neural models for code summarization can be improved by utilizing sequential and structural information in a hybrid manner. However, both of these two kinds of information fed to the neural models for code summarization fail to embrace the semantics of source code snippets in an explicit way. Is it really a good way to just leave the semantics as hidden things in the source code and have the neural models capture whatever they can get? To observe the utilization of program semantics in automatic code summarization, we conducted an experimental study by analyzing the acceptability of the extreme code summaries generated from neural models. To make the models aligned in the same context for this experimental study and to focus on the observation of the semantics, we re-implement the neural models from three selected studies as extreme code summarization solutions. After an intuitive observation and exploration of the generated summaries with the models trained from a Java dataset, we identify five acceptability aspects: (1) function name format; (2) function naming style; (3) semantic level similarity; (4) the differences in hitting rate of representative words; and (5) the correlation between extreme code summaries with function body. Based on the false negative and false positive phenomena in the results, ablation experiments have shown that the use of program semantics has a positive effect on generating high-quality abstracts in neural models. Our work proves the potential of utilizing the program semantics explicitly in code summarization, and the possible directions are also indicated.

Keywords—Extreme code summarization; program semantics utilization; acceptability analysis of code summary

I. INTRODUCTION

The task of code summarization refers to the automatically creating readable summaries describing the function of the given code snippets, and identify the roles and responsibilities of software units [1]. A good summary can help developers understand, reuse and maintain code more easily, and greatly improve production efficiency. However, problems exist in code summaries, including missing information, errors, and outdated comments. Human-written summaries also require professional domain knowledge, making the entire process time-consuming. Hence, machine-generated summaries are gaining popularity, with their effectiveness acknowledged in many studies.

The majority of automatic code summarization algorithms rely on techniques such as information retrieval, stereotype identification, machine learning and artificial neural network, and natural language processing [2] [3]. Among them, deep learning techniques have demonstrated the benefits of modeling programs recently [4] [5]. Specifically, guided by neural machine translation, early code summarization models focus on the sequential content of code [6]. Yet, leading approaches have recognized the significance of integrating structural information derived from Abstract Syntax Trees (ASTs).

However, both traditional and deep learning techniques have limitations in generating natural language summaries. Traditional approaches struggle with extracting keywords when identifiers and methods are poorly named, and proper summaries cannot be generated if similar code snippets are absent. Moreover, the majority of deep learning-based approaches treat the source code as plain text, resulting in the omission of crucial information, such as naming conventions for identifiers and usage patterns of application programming interfaces [7] [8]. Since sequences of tokens parsed from AST are typically fed into the sequence-to-sequence framework, this approach may fail to capture long dependencies between code tokens [9]. These limitations may lead to the underutilization of program semantics at both the code text level and structural level, as evaluated using the acceptability of generated code summaries. However, there are currently no systematic studies to address this issue. To assess the acceptability of code summaries generated by neural models, we selected representative models from various categories for extreme code summarization tasks, and intend to get insights from the experimental results. The main contributions of our study are as follows:

- To explore the acceptability of the code summaries generated from neural models, we re-implement the neural models from three selected studies for extreme code summarization. Following an intuitive observation of the generated summaries, we proposed five acceptability aspects for further analysis.
To identify which limitations of the selected models aggravate to the lower acceptability, we conducted a comprehensive analysis, focusing on the misjudgment in generated summaries. We found that false negatives in extreme code summaries can be attributed to issues, such as text-level semantic similarity in code, variations in function hit rates, and the correlation between function names and their respective bodies. Besides, the format and naming conventions of function names may result in false positives in extreme code summaries. In accordance with these observations, further hypotheses are formulated to improve automatic code summarization, including from the perspective of underutilization of function body semantics by neural models and potential issues related to dataset preprocessing.

To verify our hypothesis, we conducted the ablation experiments based on the selected models. We discovered that phrases with similar semantics have a greater impact on false negatives in generated summaries, while the format of function names has a stronger influence on false positives in the results. Subsequently, we provide directions for improvement in three aspects: dataset preprocessing, external data source and the model's learning process. These directions serve as a valuable reference for future research in the field.

II. RELATED WORK

A. Overview of Common Models in the Field of Code Summarization

At present, several representative neural models which can be used to perform the task of code summarization in relevant field, including CODE-NN [10] model based on attention mechanism, Deep-Com [11] model based on code structure analysis, summary generation model based on reinforcement training and so on. Several classic code summarization models are as follows.

- CODE-NN is an end-to-end summary generation system built directly by using the structure of circular neural network, and relevant summary are generated according to the word vectors of source code. The introduction of attention mechanism not only highlights the contribution of key words in the decoding process, but also solves the problem that the summary generated by long code is difficult to understand.

- The code summarization model based on sequence-to-sequence learning algorithm [12] is also popular. The encoder and decoder of this model are built by independent LSTM neural networks, which can extract lexical features of source code and generate summaries. It inputs the key vocabulary sequence of the source code function and outputs the English summary related to the function.

- Deep-Com [11] based on code structure analysis is also a mainstream model in this field. To extract the hidden structural information in the source code, Deep-Com firstly outputs the summary syntax tree as a sequence of nodes in a specific order through a special traversal algorithm [13], and then generates the summary of the target code by using the classic encoder-decoder model. The author thinks that the traversal algorithm used by Deep-Com can express the structural characteristics of the summary syntax tree without loss, and the generated summary can also accurately describe the functional characteristics of the source code.

- The reinforcement learning model for parameter training based on actor-critic mode recently proposed by wan et al gradually becoming popular [14]. Different from the common code summarization model in the field, the author innovatively uses reinforcement learning to update the model parameters, which can further reduce the exposure bias.

In addition, there are also several neural models that can be used directly to perform the task of extreme code summarization, such as Code2Vec, Code2seq. Code-Transformer are shown below:

- Code2Vec [15], which transforms code fragments into vectors with fixed length and continuous distribution, which can be used to predict the semantic information of code fragments. To achieve this goal, Code2Vec is first decomposed into a set of paths in its corresponding AST, and then the neural network is used to learn the representation of each path and how to integrate the representations of all paths. The effectiveness of Code2Vec has been verified by the task of predicting the function name with vector representation of function body.

- Code2seq [16], which uses the syntax structure in programming language to encode the source code. In this model, a part of paths are extracted from AST of code fragments, and the target sequence is generated by Attention after LSTM coding. Code2seq uses the way of encoding the sample of code fragment AST to extract grammatical information better. The effectiveness of Code2seq has been verified in the extreme code summarization task.

- Code-Transformer [17], which jointly learns the sequential and structural information in source code. Compared with other neural models, it only depends on language-independent features, and can directly calculate the source code and features from AST. The performance of the Code-Transformer model is also validated on the task of predicting function name based on function body.

Although the above models have good performance in code summarization generation, due to the lack of learning about structural information or semantic information of source code, sometimes it is inevitable that the generated summaries are difficult to understand or have poor readability.
B. Performance Analysis of Code Summarization Model

The code summarization algorithm based on deep neural network uses the neural machine translation technology to select the corresponding words from the corpus according to the maximum similarity principle with the help of the previous generated words. It transforms the sequence data by using the good transformation ability of the classical encoder-decoder framework, which transforms the source language sequence into the target language sequence. The classic structure has achieved good translation results, despite of the obvious structural and hierarchical characteristics of programming languages, when the neural machine translation method is applied to the generation of code summary, the source code will be treated as an ordinary text. This will inevitably cause the lack of source code structure and make the summarization effect of neural code summarization algorithm worse. Generally speaking, the accuracy of automatic code summarization system based on neural network is not high [18].

To sum up, the neural model algorithm used for code summarization has two limitations, as shown in Fig. 1. First, only the sequence information in the code is taken into account by the encoder-decoder structure while the hidden semantics such as the structural information in the code are ignored [19] [20]. Second, the neural code summarization model based on maximum similarity will encounter the problem that low-frequency words or unknown words in the training data cannot be generated correctly during testing [21][22]. In this situation, even if the training data set is large enough and the quality is good enough, low-frequency words cannot be generated correctly; Moreover, when the summary model is applied to a code file in a different domain, there is also the problem of not being able to generate an accurate summary because of words for related domains that are not present in the training set. Above two kinds of findings are the main problems of neural code summarization algorithm.

Although scholars in related fields have identified these hidden dangers, there is currently no targeted solution for these specific problems in code summarization. Therefore, our study attempts to analyze the generated summaries by neural models to observe these phenomena and propose improvement ideas.

III. RESEARCH METHODOLOGIES

A. Extreme Code Summarization Task

To observe the utilization of program semantics in automatic code summarization, we conducted an experimental study by analyzing the acceptability of the code summaries generated from neural models. To determine whether our experiment can be generalized to different versions of the neural models, we re-implement the neural models from three selected studies as extreme code summarization solutions. The executive process of the neural model for the task of extreme code summarization is shown in Fig. 2. These neural models are trained by different procedures and can be used directly.

![Overview of models for extreme code summarization.](image)

For the sake of better evaluating the universality of our research, we selected three representative models from different categories. Their different architectures may result in different focuses on learning source code semantics. Among them, code2Vec extracts AST path from the abstract syntax tree (AST) of Code, learns the vector representation of each AST path through the deep learning model and how to aggregate multiple paths into one vector to represent the entire Code; Code2seq uses LSTMs to encode paths node-by-node (rather than monolithic path embeddings as in code2vec), and an LSTM to decode a target sequence (rather than predicting a single label at a time as in code2vec); Code-Transformer is a Transformer based architecture that learns both source code (context) and an abstract syntax tree (AST) for parsing. In view of their different model architectures result in different ways of learning source code semantics, we infer that there may also be some differences in the generated summaries.

Therefore, Code2vec, Code2seq and Code-Transformer represent a set of diverse but representative models. Using the same dataset to evaluate the task of extreme code summarization on Code2vec, code2seq, and code-transformer highlights the potential risk of false negative and false positive generation when using neural models. Although we can't say for sure, other neural models trained on similar data set may exhibit similar behavior.

B. Dataset

For the task of extreme code summarization, a high-quality dataset plays a crucial role in the quality and acceptability of
the summary generated by neural model. Therefore, we chose the Java dataset proposed by Hu et al., which has been used to evaluate code summarization models such as Code-NN and Deep-Com by using common metrics of bleu, rouge, and meteor, and has achieved relatively complete experimental results.

Java dataset [5], including Java methods extracted from Java projects from 2015 to 2016, collected from GitHub. The first sentence of Javadoc is extracted as a natural language description, which describes the functions of Java methods. The quantity distribution of the dataset is shown in Table I.

TABLE I. JAVA DATASET STATISTICS

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td>26142</td>
</tr>
<tr>
<td>Test</td>
<td>8714</td>
</tr>
<tr>
<td>Validation</td>
<td>8714</td>
</tr>
</tbody>
</table>

C. Evaluation Metrics

In order to better evaluate the quality of generated extreme code summaries, we selected three commonly used metrics in the field of code summarization: bleu, rouge, and meter.

1) BLEU: BLEU is used to compare the overlapping degree of n-gram in candidate translation and reference translation [23]. N-gram accuracy refers to the ratio of the total number of n-gram matches between the evaluated generated summary and the reference summary to the total number of n-grams in the reference summary. BLEU is often applied to evaluate the similarity between generated summary and reference text.

\[
BLEU_N = BP \cdot (\exp{\sum_{n=1}^{N} \omega_n \log p_n})
\]

(1)

Here \(P_n\) refers to the accuracy rate of n-gram; \(W_n\) refers to the weight of n-gram; \(BP\) is a penalty factor.

2) ROUGE: ROUGE is a quality evaluation method of text summary based on recall, it calculates the similarity between generated summary and reference text [23]. ROUGE-L is often applied to evaluate the quality of code summarization.

\[
ROUGE - N = \frac{\sum_{S_i \in \text{Reference}} \sum_{\text{gram}_N \in S_i} \text{Count}_{\text{match}(\text{gram}_N)}}{\sum_{S_i \in \text{Reference}} \sum_{\text{gram}_N} \text{Count}(\text{gram}_N)}
\]

(2)

The denominator of the formula here is to count the number of n-grams in the reference translation, while the numerator is to count the number of n-grams shared by the reference translation and the machine translation [24].

3) Meteor: Meteor is used to calculate the score based on the clear word-word matching degree between the generated summary and the reference text [23], so it is often applied to evaluate the quality of the generated summary according to the score.

\[
METEOR = \left(1 - \gamma \cdot \left(\frac{C(h)}{m}\right)^\beta\right) \cdot \frac{P \cdot R}{\alpha \cdot P + (1 - \alpha) \cdot R}
\]

(3)

Here, \(P\) and \(R\) are 1-gram accuracy and recall, \(ch\) is the number of blocks, \(M\) is the matching number.

4) Limitations of metrics: These three types of metrics are all calculated based on the degree of matching at the text level, and cannot be used to evaluate the degree of semantic similarity. All of them have a clear bias towards the order of words, which may lead to some false negatives and misjudgments in the results of extreme code summarization.

IV. EXPERIMENTS

A. Research Questions and Experimental Process

In order to explore the acceptability of the code summaries generated from neural models, we re-implement the models of code-transformer, code2vec and code2seq to perform the task of extreme code summarization, and conduct statistics and analysis for the preliminary experimental results. We found that different models have different qualities for summaries generated from the same piece of code, such as the length of generated summaries and the omission of semantic information.

Based on relevant development experience and previous research evidence, we propose the following research questions regarding the preliminary results of the task of extreme code summarization:

RQ1-1: How effectively do existing models employ program semantics for text-level matching?

RQ1-2: Why do many generated function names shrink in length compared to the original function names in the extreme code summaries generated by neural models?

RQ1-3: Whether different types of naming styles of function names affect the accuracy of the model in capturing semantics?

RQ2-1: Whether some synonyms representing the same program semantics can be identified during model learning?

RQ2-2: Whether the model's ability to capture the semantics of verbs is greater than that of nouns?

RQ2-3: Will neural models only capture the semantics of words with the same name as function names while ignoring other important semantics?

Afterwards, we will design our experimental plan based on these research questions. The experimental process steps are shown in the following Fig. 3, and the experimental design plan and result analysis are shown in Section IV(B).

B. Experimental Analysis

We re-implement the models of code-transformer, code2vec and code2seq to perform the task of extreme code summarization, and get the preliminary experimental results. Then we use BLEU metric to divide the hit degree into four levels, we define the BLEU value greater than 0.7 as a high hit level and the BLEU value between 0.3 and 0.7 as a low hit level [25]. We calculated the proportion of the data sets
generated by the three models in each hit level; the preliminary experimental results are shown in Table II:

<table>
<thead>
<tr>
<th>Hit level</th>
<th>BLEU</th>
<th>Code2Vec</th>
<th>Code2Seq</th>
<th>Code-Transformer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Code-Equal</td>
<td>1.0</td>
<td>17.8%</td>
<td>18.1%</td>
<td>19.8%</td>
</tr>
<tr>
<td>High-Match</td>
<td>0.7−1.0</td>
<td>34.7%</td>
<td>36.9%</td>
<td>38.9%</td>
</tr>
<tr>
<td>Low-Match</td>
<td>0.3−0.7</td>
<td>32.8%</td>
<td>31.5%</td>
<td>31.4%</td>
</tr>
<tr>
<td>Code-Wrong</td>
<td>0−0.3</td>
<td>13.1%</td>
<td>12.8%</td>
<td>8.2%</td>
</tr>
</tbody>
</table>

From the above results in Table II, we found that there are many low matching phenomena between the extreme summaries generated by three models and the original function names. After an intuitive exploration of the generated summaries with the models trained from a Java dataset and based on relevant program development experience, we identify five acceptability aspects to be analyzed in detail: (a) the format of the function name; (b) function name naming style; (c) the semantic similarity in code; (d) the differences in hitting rate of functions; (e) the correlation between function name and function body. We found that the above five aspects of problems are common in the results generated by the three models, so we chose the Code-Transformer model with the best experimental result to analyze its result data from these five aspects in detail. The analytical process of the experiments as follows:

1) The format of the function name: We conducted preliminary observations on the generated results of models and found that it is very common that the generated extreme code summary is inconsistent with the length of the original function name after word segmentation. Compared with the length of the original function name, part of the extreme code summary generated by the model shrinks and part of the extreme code summary extends. Then, we counted the proportion of each phenomenon to analyze whether these phenomena are caused by the model's omission or analytic error of the semantic information of the function body.

The analysis process is shown in Table III. Firstly, we do word segmentation for the original function names and the extreme code summaries and compare the length of them. Then we divided the results into three categories for statistical analysis, the ratio of them is shown in the Fig. 4. We observed that among the three categories, The model has more shrinkage and less extension for the generation of function names. Therefore, we put forward the hypothesis that the semantics of function is not fully extracted and utilized by neural model, leading to the serious shrinkage phenomenon.

In order to verify the hypothesis, we conducted a verification experiment; we analyze the function name, parameter list and function body in three categories respectively from the following two scenarios.

- Shrinkage Scenario: (including 3166 pieces of data): Function names in this category map from multiple words to fewer words. For example, the noun information in the parameter list of function is omitted: We select three types of the highest frequency verbs (get, set, add) to analyze their representative examples as shown in Table IV:
- Extension Scenario: (including 1069 pieces of data): Function names in this category map from fewer words to multiple words. For example, a preverb is added before the noun in the function name. Then we selected three kinds of data with the highest frequency according to the frequency of occurrence as shown in Table V below:

<table>
<thead>
<tr>
<th>Table V. The Hit Ratio of Extension Word</th>
</tr>
</thead>
<tbody>
<tr>
<td>Origin_name</td>
</tr>
<tr>
<td>id</td>
</tr>
<tr>
<td>Max</td>
</tr>
<tr>
<td>XML</td>
</tr>
</tbody>
</table>

Problem analysis: From the verification experiment results, we can conclude that part of the semantic information of the function body (such as the nouns in the parameter list) has been ignored during the process of model learning, which leads to the highest proportion of shrinkage in the results, resulting in the false positive in generated results.

2) Naming style of function name: Based on the preliminary observation of the results generated by the models, several representative words were selected and classified according to the program development experience: (1) Function names starting with “is” to indicate the judgment semantics; (2) Function names containing conjunctions (such as “to”, “as”, “of”); (3) Function names starting with common verbs. We want to explore how these different naming styles differ in generated extreme code summaries. The analysis process is shown in Table VI.

<table>
<thead>
<tr>
<th>Table VI. Function Naming Style</th>
</tr>
</thead>
<tbody>
<tr>
<td>Preliminary experimental analysis</td>
</tr>
<tr>
<td>Observation and discovery</td>
</tr>
<tr>
<td>Put forward hypothesis</td>
</tr>
<tr>
<td>Verification Experiment</td>
</tr>
<tr>
<td>Problem Analysis</td>
</tr>
</tbody>
</table>

Firstly, we made quantitative statistics on their frequency in four different hit levels, as shown in the Fig. 5. Then we find that in the category of function names representing judgment, the proportion of low hit level is significantly higher than that of high hit level; In the category of function names containing conjunctions, the ratio difference between low and high hit levels is larger than that of the category representing judgment. In the function name category consisting of verb and noun classes, there is little difference in the proportion of low and high hit level. Therefore, we put forward the hypothesis that these function names with representative naming styles are not preprocessed, so the classic metrics cannot evaluate them correctly and result in false positive results.

In the verification experiment, we compare the original function name with the generated function name data set after word segmentation. In the category of low hit level, we check for missing connectors in the generated extreme code summaries. However, the result is not as we expected, the conjunction such as “to” have not been omitted. We also find that the main reason why such words appear in low hit level frequently is that the nouns immediately after conjunctions are often omitted. Therefore, our hypothesis that conjunctions are omitted was overturned.

In the category of representing judgment function names starting with “is”, the neural model focuses on capturing the semantic information of embedded function names during the learning process, resulting in a high frequency of occurrence in the category with a lower hit level.

In the category where the function names consisting of verb and noun, we infer that the noun that carries the important semantic information of the function body is often omitted, which leads to the phenomenon of false negative in result. Then we selected a representative high-frequency word in each of three categories and calculated their proportion in the same category is shown in the Table VII below.

<table>
<thead>
<tr>
<th>Table VII. The Hit Ratio of Representative Words</th>
</tr>
</thead>
<tbody>
<tr>
<td>Origin_name</td>
</tr>
<tr>
<td>isDoubleFile</td>
</tr>
<tr>
<td>tobyte</td>
</tr>
<tr>
<td>addRenderer</td>
</tr>
</tbody>
</table>

Problem analysis: From the verification experiment results, we can conclude that due to much important semantic information is not captured during model learning, resulting in the false positive in generated results.
3) The semantic similarity in code: We conducted preliminary observations on the results generated by the models and found that some frequent words in function names have specific program semantics; These words with special program semantics have more similar variants in the actual code, that is, there is the semantic similarity in program representation, and these variants can describe the semantics of similar function bodies. Therefore, we put forward the hypothesis that these phrases with similar program semantics cannot be captured by neural model; moreover, the metric cannot evaluate their similarity and result in false negative results.

<table>
<thead>
<tr>
<th>Problem Analysis</th>
<th>Preliminary experimental analysis</th>
<th>We searched program semantic synonyms by wordnet thesaurus and artificial selection.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observation and discovery</td>
<td>A lot of function names have similar variants in code, which can describe the similar semantics.</td>
<td></td>
</tr>
<tr>
<td>Put forward hypothesis</td>
<td>The semantic similarity in code cannot be evaluated by classic metrics.</td>
<td></td>
</tr>
<tr>
<td>Verification Experiment</td>
<td>Evaluation of representative synonyms with the same program semantics.</td>
<td></td>
</tr>
<tr>
<td>Problem Analysis</td>
<td>Function names with similar program semantics are not captured by neural model.</td>
<td></td>
</tr>
</tbody>
</table>

The analysis process is shown in Table VIII. Firstly, 213 pairs of synonyms identified from wordnet thesaurus were integrated with 84 pairs of synonyms selected manually for k-means cluster analysis, then four groups of synonyms with the highest frequency were selected, as shown in the Fig. 6.

![Fig. 6. The four highest frequency synonym groups.](image)

To verify our hypothesis, we use the bleu metric to calculate the similarity of each group of words after stemming, and the results of similarity calculation are all 0%, as shown in the Table IX, but the synonyms in each group can all represent the semantic of the function body. So it can be seen that the model will produce false negative results because these verbs with similar program semantics cannot be captured by neural model and evaluated by classic metrics.

<table>
<thead>
<tr>
<th>Origin_name</th>
<th>Prediction_name</th>
<th>Similarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>add</td>
<td>increase, append, plus</td>
<td>0%</td>
</tr>
<tr>
<td>create</td>
<td>find, get, insert</td>
<td>0%</td>
</tr>
<tr>
<td>write</td>
<td>build, comment, encode</td>
<td>0%</td>
</tr>
<tr>
<td>clear</td>
<td>free, reset</td>
<td>0%</td>
</tr>
</tbody>
</table>

TABLE IX. SEMANTIC SIMILARITY OF SYNONYMS

Problem analysis: From the verification experiment results, we can conclude that since function names with similar program semantics are not captured by neural models, resulting in the false negative in generated results.

4) The differences in hitting rate of functions: We have preliminarily observed the generated results of models: The four types of words (“add”, “remove”, “write”, “read”) that represent addition, deletion, modification and selection in database operation for a high proportion in the generated results, and each type of words has a certain frequency in different hit levels. We want to make statistics on the occurrence frequency of these four representative words in different hit levels to explore whether the semantic of function body is not fully utilized, leading to the occurrence of these representative words in low hit levels.

<table>
<thead>
<tr>
<th>Table X. THE DIFFERENCES IN HITTING RATE OF FUNCTIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Preliminary experimental analysis</td>
</tr>
<tr>
<td>Observation and discovery</td>
</tr>
<tr>
<td>Put forward hypothesis</td>
</tr>
<tr>
<td>Verification Experiment</td>
</tr>
<tr>
<td>Problem Analysis</td>
</tr>
</tbody>
</table>

The analysis process is shown in Table X. We sampled four kinds of verbs with the highest frequency from the data set including the “verb + noun” combination whose first word is this verb, the four kinds of verbs are “add”, “remove”, “write” and “read” respectively.

![Fig. 7. Four kinds of words hit frequency in different level.](image)

Then, we count the numbers of these four words in above four hit levels proposed in Table II, the statistic results are shown in the Fig. 7. By preliminary observation, we find that four types of words appear frequently both in high hit and low hit levels, so we put forward the hypothesis that the semantics in function body are not fully extracted and utilized by the neural model, which leads to false negative results.
To verify our hypothesis, we made a statistical analysis on the function body of four kinds of words extracted from the original data set. We observed that there are embedded function names with the same name as the extreme code summary generated by neural model in these function bodies, which may cause the model to ignore the semantic information of other nouns within the function body, and leads to the false negative results of the model. Then we calculate the proportion of highest frequency words in four types of categories in the low hit level as shown in Table XI:

<table>
<thead>
<tr>
<th>Origin_name</th>
<th>Prediction_name</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>add</td>
<td>append</td>
<td>31%</td>
</tr>
<tr>
<td>remove</td>
<td>delete</td>
<td>44%</td>
</tr>
<tr>
<td>write</td>
<td>encode</td>
<td>26%</td>
</tr>
<tr>
<td>read</td>
<td>find</td>
<td>30%</td>
</tr>
</tbody>
</table>

Problem analysis: From the verification experiment results, we can conclude that due to the fact that many nouns that represent business semantics in the function body, except for verbs, has not been captured by the model during learning process, resulting in false negative in generated results.

5) The correlation between function name and function body: By comparing the generated extreme code summary with the function body of the original data set, we find that many generated extreme code summaries are inconsistent with the original function names, but they are consistent with the embedded function names in the original function body. We propose the hypothesis that this phenomenon may be caused by the model concentration learning the semantics of the embedded function body while ignoring other important semantics.

<table>
<thead>
<tr>
<th>Preliminary experimental analysis</th>
<th>We compare the generated function name with the function body of the original dataset.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observation and discovery</td>
<td>Many generated function names are consistent with the embedded function names in the function body.</td>
</tr>
<tr>
<td>Put forward hypothesis</td>
<td>The semantic information of the function body was not fully captured by the model.</td>
</tr>
<tr>
<td>Verification Experiment</td>
<td>Whether embedded function names can represent the semantics of their function body.</td>
</tr>
<tr>
<td>Problem Analysis</td>
<td>Other important semantic information within the function body was not captured by neural model.</td>
</tr>
</tbody>
</table>

Embedding function name: First, we define the embedded function name: that is, the function name that appears in a one-line statement in the function body. For example, “write” is the embedding function name in Fig. 8 below.

The analysis process as shown in Table XII. According to the development experience, we classify these embedded function names into four categories: (1) including common verb, (2) including conjunctions, (3) mathematical functions, (4) representing judgement category: We count the function names with the highest frequency in these four categories by frequency, the result as shown in the Fig. 9.

To verify the hypothesis, we counted and analyzed the mapping number between the above four class function names and the function names embedded in the function body. There are 1139 pieces of data embedded with the same function name as the original. We selected the three most frequent words and calculated their proportion in their category as shown in the Table XIII below.

<table>
<thead>
<tr>
<th>Origin_name</th>
<th>Prediction_name &amp; Embedded function name</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sort</td>
<td>sort</td>
<td>11%</td>
</tr>
<tr>
<td>Tostring</td>
<td>tostring</td>
<td>9%</td>
</tr>
<tr>
<td>isEmpty</td>
<td>isEmpty</td>
<td>9%</td>
</tr>
<tr>
<td>sqrt</td>
<td>sqrt</td>
<td>5%</td>
</tr>
</tbody>
</table>

There are a total of 478 extreme code summaries that are the same as the embedded function names in the function body, but different from the original function names. It can be seen that the model concentrates on learning the local program semantics of some embedded functions while ignoring other semantics in function body, which leads to the false negative result of the model. We selected three kinds of verbs with the highest frequency for statistical analysis as shown in the Table XIV below.
Problem analysis: From the verification experiment results, we can conclude that due to the fact that many semantic information other than embedded function name in the function body was not captured by neural model, resulting in false negative in generated results.

C. Ablation Study

Based on the statistical study of these five aspects, to further explore the impact of various aspects on the model's ability to capture semantics hidden in source code, we conducted the ablation experiment, in which we respectively improve the preprocessor statement of data sets in terms of function name format, function naming style, semantic level similarity, the differences in hitting rate of functions and the correlation between function name and function body, then we evaluate the ablation experimental results by using Bleu, Rouge and Meteor metrics, as shown in Table XV.

1) False negative aspect: In terms of the three aspects that produced false negative results, we performed the following ablation experiments:

a) The differences in Hitting Rate of Functions: We filter four types of high-frequency verbs in low hit level category.

b) The Correlation between Function Name and Function Body: We filter the function name data set which omits nouns in the parameter list from the data set whose embedded function name is inconsistent with the original function name.

2) False positive aspect: In terms of the two aspects that produced false negative results, we performed the following ablation experiments:

a) The Format of the Function Name: We filter the function name data set with omitted parameters in the function name data set with shrinkage scenario.

b) The Naming Style of Function Name: We filter out “is” in the function name data set of representing judgment class; We filter out the pre-verbs in the data set of the function name consisting of verb and noun; We don't deal with the conjunctions.

3) Ablation result: Ablation experiment results (Table XV) show that semantic similarity in program has a stronger influence on false negative in results, the format of function name has a stronger influence on false positive in results.

D. Insights Gained From Experiments

Based on the analysis of experimental results and further validation of ablation experiments on the above research questions, we can make some improvements to the model for executing the task of extreme code summarization in terms of preprocessing filtering enhancement, external data source enhancement, and attention mechanism enhancement. The specific optimization steps are outlined in red dashed lines in Fig 10.

1) Preprocessing filtering enhancement: For the cases of different types of naming styles of function names in section B-b and function names with high correlation with function bodies in section B-e, we will seek optimization from the perspective of data preprocessing. We plan to filter out common prefixes of data words with specific naming styles and embedding function names during the preprocessing process to reduce the occurrence of false positives in the generated results.

2) External data source enhancement: For the situation that the synonym group representing the same program semantics in section B-c cannot be recognized by the program, we plan to import the constantly improving program semantic synonym library as an external data source and integrate it with summary information during the model training process, so that the neural model can gain data enhancement in the process of learning the text of summary to avoid false negatives in the generated results.

### Table XIV. The Highest Hit Ratio of Inconsistent Word

<table>
<thead>
<tr>
<th>Origin_name</th>
<th>Prediction_name &amp; Embedded function name</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>copy</td>
<td>write</td>
<td>14%</td>
</tr>
<tr>
<td>delete</td>
<td>remove</td>
<td>13%</td>
</tr>
<tr>
<td>reset</td>
<td>clear</td>
<td>8%</td>
</tr>
</tbody>
</table>

### Table XV. Ablation Experimental Result

<table>
<thead>
<tr>
<th>Aspect</th>
<th>Code2Vec</th>
<th>Code2Seq</th>
<th>Code-Transformer</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BLEU</td>
<td>ROUGE-L</td>
<td>METEOR</td>
</tr>
<tr>
<td>False Negative</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Semantic Similarity</td>
<td>48.85</td>
<td>63.86</td>
<td>31.79</td>
</tr>
<tr>
<td>Classification Hit Rate</td>
<td>39.79</td>
<td>54.81</td>
<td>25.74</td>
</tr>
<tr>
<td>Func_body_Correlation</td>
<td>37.98</td>
<td>52.80</td>
<td>22.70</td>
</tr>
<tr>
<td>False Positive</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Naming Format</td>
<td>47.54</td>
<td>58.51</td>
<td>30.49</td>
</tr>
<tr>
<td>Naming Style</td>
<td>37.58</td>
<td>52.55</td>
<td>21.54</td>
</tr>
</tbody>
</table>
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Experimental analysis shows that a Convolutional Attention Network for extreme code summarization results in a higher attention score. To focus on the observation of the semantics, we re-implement the neural models from three selected studies as extreme code summarization solutions. Fig. 10 shows the diagram of model architecture for extreme code summarization. After an intuitive observation and exploration of the generated summaries with the models trained from a Java dataset, we identify five acceptability aspects: (1) function name format; (2) function naming style; (3) semantic level similarity; (4) the differences in hitting rate of representative words; (5) the correlation between extreme code summaries with function body. Experimental analysis shows that false negative is common in the results if only evaluated with classic metrics, and aspects (3)(4)(5) bring the major influence. We also observed that false positives related to aspects (1)(2) also commonly appeared in the result, which suggests that the current models also fail to filter the noise from the raw source code to a reasonable extent.

We put forward hypotheses for these above five aspects, for example, the semantics of the function body may not have been fully learned by neural model. Then we designed and completed relevant verification experiments to prove whether our hypotheses are correct. The verification experiment confirmed that aspects (2)(5) is caused by insufficient preprocessing of the data set, aspects (1)(3)(4) are caused by the semantics of function body have not been fully extracted and utilized by neural model.

To further explore the influence of the above five aspects on the quality of extreme code summaries, we conducted ablation experiments which indicated that aspect (3) had a stronger influence on false negative in extreme code summarization results than the other aspects (4)(5), The aspect (1) has a stronger influence on false positive in extreme code summarization results than aspect (2). The results of ablation experiment illustrate prove the significance and potential of utilizing the program semantics explicitly in code summarization.

Therefore, based on the experimental results and findings, in the future study, we plan to improve the model in performing code summarization tasks from three aspects of preprocessing filling enhancement, external data source enhancement and attention mechanism enhancement, which have been mentioned in section IV-D. Let's wish all these findings promote the progress in the field of code summarization.
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Abstract—This article delves into the realm of refining the precision of automated text summarization tasks by harnessing the underlying themes within the documents. Our training data draws upon the VNDS dataset (A_Vietnamese_Dataset_for_Summarization), encompassing a total of 150,704 samples aggregated from diverse online news sources like vnexpress.net, tuoitre.vn, and more. These articles have been meticulously processed to ensure they align with our training objectives and criteria. This paper presents an approach to text summarization that is theme-oriented, utilizing Latent Dirichlet Allocation to delineate the document's subject matter. The data subsequently have been fed into the BERT model, which constitutes one of the subtasks within the broader domain of abstractive summarization—summarizing content based on pivotal concepts. The results attained, although modest, underscore the challenges we’ve confronted. Consequently, our model necessitates further development and refinement to unlock its full potential.
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I. INTRODUCTION

Text summarization is a method that allows readers to quickly grasp the essential and core contents of a document, reducing reading time while retaining important and necessary information. Text summarization is not only applied in news articles and publications but also in search results, product descriptions, technical documents, and even summarizing related articles within a given topic. One of the earliest studies in the field of automatic text summarization was conducted by Erkan and his colleagues in 2007. Since then, automatic text summarization has become a formal task and has been approached by various research groups and integrated into their language models for evaluation purposes.

In terms of the purpose of text summarization, it can be divided into theme-based summarization and generic summarization. Currently, there are two main approaches to automatic text summarization: extractive summarization, abstractive summarization, and a combination of these two methods known as hybrid summarization.

In this research, the paper focuses on two primary directions related to generating text summaries. The first direction concentrates on extracting information from the original text to create a summary. Methods in this direction emphasize selecting sentences with high coverage in the original text for inclusion in the summary. This can be achieved through graph-based methods [1] or even using neural networks to identify important sentences [2]. The second direction involves creating a summary by abstracting meaning from the original text. In this approach, machine learning models are used to generate new sentences based on the content of the original text, resulting in a summary with a completely different grammatical structure from the original text. Additionally, there is a hybrid approach that combines extraction and abstraction, creating a summary by extracting information and summarizing a portion of the original text.

All three research directions produce automatic summaries, which are evaluated by comparing them to reference summaries created by humans, using metrics such as BLEU [3] and ROUGE [4].

Our work is based on a dataset of Vietnamese text, which is compiled by aggregating news articles from the VnExpress electronic information portal. After collecting the articles, they are preprocessed to create an experimental dataset. Each document in this dataset consists of two main components: a pre-existing summary called a reference summary and the main content of the article. Then the dataset was divided into three separate parts model training, training parameter tuning, and finally, model evaluation.

II. RELATED WORKS

A. Model ViHeartBERT (2022)

The ViHeartBERT model (2022) [5] constructs a model with applications in the medical field, designed to help both patients and doctors understand scientific literature by providing clear explanations for medical abbreviations and summarizing frequently asked questions. The dataset used for training is a specialized medical dataset called acrDrAid. This model has a BERTbase-like architecture but is trained on its own dedicated dataset.

B. Model ViT5 (2022)

The ViT5 model (2022) [6] is an encoder-decoder model based on the Transformer architecture that has been pre-trained for the Vietnamese language. Following the self-supervised T5-style pre-training approach, ViT5 was trained on a large, high-quality, and diverse dataset of Vietnamese text. They assessed the performance of ViT5 on two downstream text generation tasks: Abstractive Summarization and Named Entity Recognition (NER).

ViT5’s performance against several other Transformer-based encoder-decoder models. Our experiments demonstrated that ViT5 significantly outperforms existing models and achieves the best results in Vietnamese text summarization. In the Named Entity Recognition task, ViT5 competes strongly
with the previous best results obtained from pre-trained Transformer-based models.

C. Model BARTPho (2022)

The BARTPho model (2022) [7] is one of the leading and largest single-language sequence-to-sequence models pre-trained for Vietnamese. Our BARTPho model utilizes a "large" architecture and follows the pre-training strategy of the BART long document denoising model, making it particularly suitable for natural language generation tasks.

Tests conducted on a specific task related to Vietnamese text summarization demonstrate that BARTPho, both in terms of automatic evaluation and human assessment, outperforms the strong base model mBART and enhances the current state of the art. BARTPho has been released to support future research and applications in natural language generation tasks for the Vietnamese language.

Based on the promising results of language models, they have decided to train a language model based on a sequential model structure with attention mechanisms and the incorporation of document themes.

III. PROPOSAL

Following the research above, there is a need for a model that can be used to summarize a paragraph with the topic because using the topic helps to redirect the bag of words to the topic that it should be about, it helps to improve the accuracy of generation words and also the relation between generated text and original one. The attention mechanisms are really powerful but also the topic awareness, the bag of words have been narrowed down, it is easier to control the output to get better-generated text over time.

A. The Structure of a Sequential Model with Attention Mechanisms

The structure of the Sequence-to-sequence (Seq2Seq) model with an attention mechanism is depicted in Fig. 1 and serves as the foundation for developing the Pointer-generator Networks model. The model consists of:

1. Encoder: This is a bidirectional LSTM network with a single layer. It encodes the input sequence.

2. Decoder: This is a unidirectional LSTM network with a single layer. It decodes the encoded information from the encoder to generate the output sequence.

The document \( w_t \) is sequentially fed into the encoder to generate the encoded sequence of hidden states \( h_t \). At each time step \( t \), the decoder receives the embedding of the previous word (during training, it’s the word from the reference document, and during testing, it’s the word selected at time step \( t - 1 \) by the decoder) and obtains the decoding state \( s_t \).

The attention distribution is computed according to Eq. (1) and Eq. (2):

\[
e_t^t = v^T \tanh(W_h h_t + W_s s_t + b_{\text{attn}}) \tag{1}
\]
\[
a^t = \text{softmax}(e^t) \tag{2}
\]

where, \( v, W_h, W_s \) and \( b_{\text{attn}} \) are trainable parameters. The attention distribution can be seen as a probability distribution over the vocabulary, informing the decoder about where to look to generate the next word. Subsequently, the attention distribution is used to compute the weighted sum of the hidden states from the encoder, referred to as the context vector \( h_t^\prime \) in Eq. (3):

\[
h_t^\prime = \sum_i a_i^t h_i \tag{3}
\]

The context vector, representing a fixed-size vocabulary, is read at the current time step, and it is combined with the decoder state \( s_t \) to generate the word probability \( P_{\text{vocab}} \) as described in Eq. (4):

\[
P_{\text{vocab}} = \text{softmax}(V'(V[s_t, h_t^\prime] + b) + b') \tag{4}
\]

where, \( V, V', b' \) and \( b \) are trainable parameters, and \( P_{\text{vocab}} \) is the probability distribution over all words in the vocabulary, providing us with the distribution of the word to be predicted as given in Eq. (5):

\[
P(w) = P_{\text{vocab}}(w) \tag{5}
\]

During the training process, the loss at time step \( t \) is determined by the negative log-likelihood of the word group \( w_t^c \) at that step, as defined in Eq. (6):

\[
\text{loss}_t = -\log P(w_t^c) \tag{6}
\]

Subsequently, the loss value for the entire input sequence is determined as per Eq. (7):

\[
\text{loss} = \frac{1}{T} \sum_{t=0}^{T} \text{loss}_t \tag{7}
\]

Fig. 1 is the structure of the model that was used to feed the data to the model and get the context vector with vocabulary distribution.

B. The Generative Network Utilizes the Topic Modeling Method with Latent Dirichlet Allocation (LDA)

A model was built to demonstrate the capability of expressing the topic distribution of a text segment as well as an array representing the distribution of words related to those topics from raw data. To achieve this, using Latent Dirichlet Allocation (LDA) is an important part. This information is combined to enhance the accuracy of text summarization. There are several models which have been used to enhance the accuracy of the Natural Language Processing model, which can be referred to as “Latent Dirichlet Allocation (LDA) and Topic modeling: models, applications, a survey” of Hamed Jelodar, Yongli Wang, Chi Yuan, Xia Feng, Xiahui Jiang, Yanchao Li, Liang Zhao [8]. To learn more about how
to apply the LDA for the abstraction summarization, this paper is inspired by “LDA based topic modeling of journal abstracts” by P. Anupriya; S. Karpagavalli [13] about how to use LDA effectively in the summarization in order to get better summarization without using the same words which are in the original paragraph.

To better understand LDA, let's consider an example. having 1000 documents, each consisting of 500 words. This means it would need 1000x500 connections to understand how each word depends on each document and vice versa. Instead of having so many connections, and grouping these documents into topics, let's assume there are three topics. So, there will be 1000x3 = 3000 connections to determine which topics each document belongs to, and another 500x3 = 1500 connection to determine the word distributions that influence these 3 topics.

Fig. 2 and Fig. 3 demonstrate the differences between using an additional topic layer and not using any additional topic layer.

Once the possible topics are identified within the documents, using CountVectorizer to train the LDA model and obtain the results as follows Fig. 4 is the next step. The distribution of words to the corresponding topic can see how the words are being distributed or which word contributes to which topic.

C. Combining the Generative Network using the LDA Topic Modeling Method with the BERT Model

The Bayesian approach, which is based on the distribution of topics within the input text, can be highly effective for documents that have hidden topics.

\[
\text{decoding probability} = \alpha \cdot \sum_{topic} \left[ \text{p(word | topic)} \right] + (1 - \alpha) \cdot \text{p_transformer(word | context)}
\]

The combination approach of the LDA topic modeling method with the BERT model will be illustrated in the following figure:
IV. DISCUSSION

The topic-aware approach is also potent, with several papers employing the topic as a primary feature in generating text, following the principles of "Latent Dirichlet Allocation (LDA) and Topic modeling: models, applications, a survey."[8]. This technique proves particularly effective in specific domains with extensive terminology, declarations, definitions, and so forth, such as Social Networks, Software Engineering, Crime Science, Geography, Political Science, and Medical Science. In such areas, where term ambiguity is prevalent, a model that can discern the appropriate words for generation is imperative. Conventionally, LDA has been used not only for topic detection but also to uncover hidden topics within paragraphs. When dealing with a multitude of words, identifying underlying themes can be challenging for humans, but LDA offers a viable solution. “Prediction of research trends using LDA based topic modeling” is also an inspired paper that shows there is a promising trend for using LDA-based topic modeling in the Natural Language Processing industry. The research in [10], an example of using LDA for topic modeling for new articles [12].

Additionally, the BERT model has demonstrated its position as a state-of-the-art (SOTA) innovation in the Natural Language Processing industry. The introduction of the attention mechanism has revolutionized the landscape of methods, paving the way for a more accurate and efficient approach to extracting meaning from text using computers. It stands as the initial and rational choice for fine-tuning in various applications, including our case. Therefore, our ultimate goal is to effectively combine these two methods.

There is a limit characteristic of the BERT model is about the length of input, it is just 256. Because of that, the BERT multilingual model has been used to replace the original BERT model. According to “How Multilingual is Multilingual BERT” by Telmo Pires, Eva Schlinger, and Dan Garrette [9]. Additionally, following the “Pre-training of Deep Bidirectional Transformers for Language Understanding” [11], it is obvious using pre-trained models which have the transformer architecture will be more efficient than other architectures.

V. EXPERIMENTS

A. Datasets

This study was experimentally evaluated on a dataset comprising 830,643 articles collected from the Vnexpress website. Each article includes a title, author's summary, and the body of the article. Of this dataset, 80% was used for training, and 10% was used for experimental evaluation. On average, each article contains about 20 sentences, with each sentence consisting of approximately 25 words or fewer.

Table I provides a detailed description of the preprocessed dataset. The data was divided into three sets: Training (Train), Validation (Validation), and Test (Test) in a respective ratio of 70:15:15. The average number of sentences in the summary section across the sets is 1.22 sentences, with approximately 28 words per summary sentence. Meanwhile, the average number of sentences in the text to be summarized is around 17 sentences, with approximately 418 words.

<table>
<thead>
<tr>
<th></th>
<th>Training Set</th>
<th>Validation Set</th>
<th>Test Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Numbers of sample</td>
<td>105,418</td>
<td>22,642</td>
<td>22,644</td>
</tr>
<tr>
<td>#avg number of sentences in abstract</td>
<td>1.22</td>
<td>1.22</td>
<td>1.22</td>
</tr>
<tr>
<td>#avg number of words in abstract</td>
<td>28.48</td>
<td>28.54</td>
<td>28.59</td>
</tr>
<tr>
<td>#avg number of sentences in body</td>
<td>17.72</td>
<td>17.81</td>
<td>17.72</td>
</tr>
<tr>
<td>#avg number of word in body</td>
<td>418.37</td>
<td>419.66</td>
<td>418.74</td>
</tr>
</tbody>
</table>

B. Settings

The experiments have been done with the generative network model using a pointer on a computer equipped with a GPU, 12.79 GB of RAM, and a 16GB GPU, running Tensorflow three library. The training parameters were set as follows:

- Number of hidden layers: 4
- Learning rate: 0.001
- Embedding word length: 128
- Beam size: 4
- Number of heads: 8
- Input sentence length: 512
- Output sentence length: 200

C. Results

Beginning the experimental phase with the LDA training model (a model that determines document topics based on the LDA algorithm). Since the number of topics is not predetermined, attempting to determine the number of topics through several methods is a crucial aspect.

First, the K-means clustering method has been used to determine the number of topics and assess how dividing topics influences the model's generative capability. After performing this, the result is obtained in the following chart:

Fig. 6. The distribution of the number of topics when inputting.

Fig. 6 demonstrates the best number of topics that should be divided paragraphs into. Below Fig. 7 shows the distribution of topics in paragraphs, it can be seen obviously the paragraphs have the same topics tend to gather together.
To confirm the meaningfulness and accuracy of this representation, T-SNE (t-Distributed Stochastic Neighbor Embedding) examined the distribution and clustering of the data. Fig. 8 demonstrates distribution topics over each paragraph, it can be referred to the contribution of those topics to the big topics in each paragraph.

With the results above, it shows that the distribution of topics across documents is uneven. This is because different words in different texts have varying meanings.

After completing the LDA experiments, the next experiments are combining LDA with the BERT model. Initially, the BERT model was trained from scratch, meaning there is no pre-trained model used, to assess its effectiveness and training capabilities without a suitable pre-trained model. However, the results were not very good, achieving ROUGE 1, ROUGE 2, and ROUGE L scores of 5.4%, 4.7%, and 5.6%, respectively. Therefore, training the BERT model from scratch using the above dataset did not yield the desired results. Consequently, to continue with better performance, it is urgent to use a pretrained model to reduce training time and improve the accuracy of predicting the next word during text summarization. This decision led to significant improvements compared to training BERT from scratch. However, due to BERT’s limitation in input text length, that will be better when transitioning to another pretrained model called BERT Multilingual. This model has a longer input text length capability than BERT and offers better embedding support. Table II is the result that model achieved in training multiple times.

VI. CONCLUSIONS AND DEVELOPMENT DIRECTIONS

A. Conclusions

Currently, with the experiment with the BERT model, it seems that the combination of LDA and the BERT model has not achieved the desired effectiveness. The ROUGE-1, ROUGE-2, and ROUGE-L scores have not shown significant improvements, and the generated words do not appear to be highly related to the input text’s topic, and the grammar is not as polished as desired, despite the good training results of the LDA model.

Given that the LDA model's results are promising, it is a great idea to consider exploring other language models with the ability to incorporate new features into the model, such as BART. BART is a powerful language model that can be fine-tuned for various natural language processing tasks, including text summarization. It has demonstrated strong performance in abstractive summarization tasks and might provide improvements, especially when combined with LDA. Further experimentation and fine-tuning of this combined approach could yield better results.

B. Development Directions

Plan for the next step is to continue development based on models that achieve high ROUGE-1, ROUGE-2, and ROUGE-L scores in combination with the LDA model. To diversify the number of topics and ensure equal topic coverage, training an LDA model using deep learning methods is needed. This will enable us to create a model that can predict the topics of text effectively and seamlessly integrate it into state-of-the-art (SOTA) natural language processing models. This approach should help improve the quality and relevance of generated summaries in various applications.

TABLE II. THE RESULT OF THE MODEL WITH THE ROUGE 1, ROUGE 2 VS ROUGE L

<table>
<thead>
<tr>
<th></th>
<th>ROUGE-1</th>
<th>ROUGE-2</th>
<th>ROUGE-L</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-trained BERT and LDA</td>
<td>0.102</td>
<td>0.081</td>
<td>0.113</td>
</tr>
</tbody>
</table>
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Abstract—The study introduces a comprehensive technique for enhancing the Natural Language Processing (NLP) capabilities of virtual assistant systems. The method addresses the challenges of efficient information transfer and optimizing model size while ensuring improved performance, with a primary focus on model pertaining and distillation. To tackle the issue of vocabulary size affecting model performance, the study employs the SentencePiece tokenizer with unigram settings. This approach allows for the creation of a well-balanced vocabulary, which is essential for striking the right balance between task performance and resource efficiency. A novel pre-layer-gate design is introduced, drawing inspiration from models like BERT and RoBERTa. This optimization optimizes the placement of layer normalization within transformer layers during the pretraining phase. Teacher models are effectively trained using masked language modeling objectives and the Deepspeed scaling framework. Modifications to model operations are made, and mixed precision training strategies are explored to ensure stability. The two-stage distillation method efficiently transfers knowledge from teacher models to student models. It begins with an intermediate model, and the data is distilled carefully using logit and hidden layer matching techniques. This information transfer significantly enhances the final student model while maintaining an ideal model size for low-latency applications. In this approach, innovative measurements, such as the precision of filling a mask, are employed to assess the effectiveness and quality of the methods. The findings demonstrate substantial improvements over publicly available models, showcasing the effectiveness of the strategy within complete virtual assistant systems. The proposed approach confirms the potential of the technique to enhance language comprehension and efficiency within virtual assistants, specifically addressing the challenges posed by real-world user inputs. Through extensive testing and rigorous analysis, the capability of the method to meet these objectives is validated.

Keywords—Natural language processing; virtual assistants; smart evaluation approach; artificial intelligence; human-computer interactions

I. INTRODUCTION

Our everyday lives have become more reliant on virtual assistants, which provide efficiency and convenience for a variety of activities, from setting notifications and handling calendars to answering inquiries and managing smart home devices [1]. The capacity of such virtual assistants to understand and interpret user input in natural language is essential to their effectiveness. The core of this language comprehension process is Natural Language Processing (NLP), which enables virtual assistants to comprehend the purpose behind user inquiries and deliver pertinent and contextually suitable replies. Although NLP research has made great strides, conventional virtual assistants frequently have trouble understanding complicated and nuanced user inputs. When their inquiries are incorrectly translated, users may become frustrated, which can result in unsatisfying results and decreased user engagement [2]. These drawbacks highlight the demand for more intelligent and complex methods of language interpretation in virtual assistants. A software programme with artificial intelligence combined with NLP (natural language characteristics are known as a virtual assistant [3]. It acts as a virtual friend that can converse with users in a manner like that of a human and help them with a variety of jobs and inquiries. This technologically advanced system responds to speech or text-based instructions, deciphers user intentions, and offers pertinent data, services, or recommendations in order to expedite and simplify daily tasks [4]. Virtual assistants are becoming a common feature of contemporary digital experiences on a variety of platforms; including computers, smart speakers, wearable technology, and smartphones. These assistants change the way people engage with technology by utilizing NLP to manipulate smart devices, play musical instruments manage appointments, send reminders, obtain weather information, and more [5]. Virtual assistants are anticipated to develop further as artificial intelligence technology progresses, growing better at comprehending context, recognizing individual preferences, and completing difficult
tasks, ultimately changing how we traverse our linked and digital lives.

Virtual assistants’ usability and efficacy are greatly influenced by natural language processing (NLP). The manner in which people engage with technology is being revolutionized by these AI-powered assistants’ ability to understand, interpret, and respond to human language thanks to NLP [6]. Speech recognition is one of the fundamental elements underlying NLP in virtual assistants, where algorithms translate spoken language into text that can be understood by machines. This allows the assistant to interpret voice instructions. Another crucial element is intent identification, which enables virtual assistants to understand the rationale behind a user’s question and tailor their responses. Entity extraction is made easier by NLP, which helps virtual assistants find crucial information in user inputs like places or names [7]. Additionally, NLP empowers virtual assistants to keep track of context during interactions, resulting in more suitable and natural replies. With the ability to generate language, virtual assistants may provide replies that seem human and are customized to the preferences and communication preferences of the user [8]. Sentiment analysis improves the experience by enabling assistants to recognize and understand user emotions. Additionally, NLP offers multilingual assistance, serving a variety of user bases globally. A few virtual assistants also use machine learning algorithms with NLP characteristics for continuous learning, improving their language comprehension and replies over time in response to user input. Virtual assistants’ usefulness has been greatly enhanced by the addition of NLP, which makes interactions more natural, individualized, and conversational. Virtual assistants are anticipated to become increasingly smarter as NLP technology develops, interpreting complicated questions and providing contextually appropriate replies that meet the individual needs of users [9].

SEA for understanding language basics marks a significant advancement in the fields of artificial intelligence and natural language processing. The capacity of robots to understand the subtleties of human language is an essential hurdle in today’s world when technology is ingrained more deeply into our everyday lives. To meet this problem, the SEA emerged as a revolutionary approach that makes use of current developments in machine learning to get beyond the drawbacks of traditional language understanding techniques. Modern technology is based on language understanding, which enables smooth interactions between humans and machines [10]. Traditional methods, however, frequently fail to adequately capture the subtleties of language, setting, and purpose. By fusing context analysis, entity extraction, and intelligent intent identification into one seamless framework, the SEA makes a brave step forward. By doing this, it not only aims to improve the sensitivity and accuracy of language processing devices but it additionally presents the possibility of reshaping user experiences in a variety of sectors [11]. The SEA has the ability to fundamentally alter the design of virtual assistant systems. These AI-powered friends have become an essential part of our lives, assisting us with everything from managing calendars to operating smart gadgets. Involving SEA, virtual assistants will be able to go beyond what they are now capable of, increasing the breadth of their understanding and raising the quality of their relationships with users. The main goal of SEA is to close the gap between computer interpretation and the subtleties of human language, therefore enabling more intuitive and natural communication. The SEA’s importance goes beyond only technology. The SEA equips virtual assistants to act as knowledgeable guides, expertly leading users throughout a large sea of data in the age of overload of information and rapid technological advancement [12]. The SEA not only increases efficiency but also creates the foundation for establishing trust between people and computers by allowing virtual assistants to comprehend contextual and user intent more precisely. This study intends to give a thorough analysis of the Smart Evaluation Approach’s methodology, implementation tactics, and the intriguing research directions it opens upon our delve into its complexities. By combining artificial intelligence and natural language processing, SEA aims to reinvent the fundamentals of language understanding, pushing the limits of what virtual assistants can accomplish and fundamentally altering how we engage with technology [13].

The study presents a Smart Evaluation Approach (SEA) that aims to improve virtual assistants’ ability to understand language. The SEA uses new developments in artificial intelligence and machine learning to address problems with traditional virtual assistants. The SEA seeks to greatly improve virtual assistants’ accuracy and response to user inputs using intelligent intent identification, entity extraction, and contextual analysis. The study’s major goal is to expand the capabilities of virtual assistants’ existing language understanding techniques in order to promote more intuitive and natural human-machine interactions. A thorough assessment of the literature on NLP, AI, virtual assistants, and comprehension of language approaches is part of the paper’s framework. The conceptual framework for the virtual assistant network and its integration with SEA are then discussed, followed by the approach used for SEA installation and assessment. The merits and possible improvements of the suggested technique are highlighted by the detailed experimental results and comparison analysis with conventional approaches [14]. The conclusion summarizes the research findings and suggests new avenues of inquiry for improving language comprehension in virtual assistants. The goal of using NLP and the smart assessment method is to unlock the potential of virtual assistants, alter technology engagement, and enable smooth and efficient human-machine communication. The key contributions of the research models are as follows:

- This study focuses on enhancing Natural Language Understanding (NLU) capabilities in a large-scale virtual assistant through language model pretraining and distillation techniques, specifically targeting intent classification and slot filling, which are critical components of effective language comprehension.
- The research addresses the challenge of understanding user intentions and identifying relevant slots in user inputs. For instance, given a query like “can you call mom,” our NLU model should discern the intention to
initiate a call and identify the corresponding slot, in this case, the contact's name, marked as "mom".

- Throughout the paper, the research consistently refers to our models and pipeline as "Virtual Assistant Teacher Model(s) (VATM)". This nomenclature reflects the unique aspects of our problem domain, which diverges from traditional research tasks in several ways.
- This approach leverages relatively extensive labeled datasets, which is noteworthy as it introduces challenges and opportunities distinct from typical pretraining approaches.
- The research emphasizes the importance of optimizing model efficiency, as our models must operate within stringent latency and memory limitations, ensuring their practical utility in real-world scenarios.
- Research tackles the unique challenge of processing primarily spoken language data, distinguishing our work from the more common "written form" text used in the pretraining of publicly available models.

This system's capability extends across multiple languages, adding an additional layer of complexity to the language understanding process. The study tackles the intricate challenge of improving language understanding within virtual assistants by leveraging language model pretraining and distillation techniques. We navigate through unique challenges, including a sizable labeled dataset, performance constraints, spoken language input, and multilingual support, to enhance the overall NLU capabilities of our Virtual Assistant Teacher Models (VATMs).

II. RELATED WORKS

Ait-Mlouk and Jiang [15] introduces "KBot", a novel ChatBot designed to harness the power of knowledge graphs and linked data for enhancing natural language understanding. With the increasing availability of structured data in the form of knowledge bases on the semantic web, the objective of the ChatBot is to make this information accessible and beneficial for end-users. The authors address several challenges associated with building such a ChatBot, including user query comprehension, support for multiple knowledge bases, and multilingual capabilities. The authors present an architecture that facilitates an interactive user interface, enabling effective communication between users and the ChatBot. They propose a machine learning-based approach that employs intent classification and natural language understanding to interpret user intents and generate SPARQL queries for retrieving relevant information from knowledge bases. Notably, the authors extend their system by incorporating a new social network dataset, 'myPersonality,' into existing knowledge bases, enhancing the ChatBot's ability to handle analytical queries. The system allows for the incorporation of new domains, offers flexibility in supporting multiple knowledge bases, and is designed to handle multilingual interactions. The paper also emphasizes the user-friendly creation and execution of various tasks across a broad spectrum of topics. The paper supports its claims with evaluation and application cases that demonstrate KBot's practical utility. These examples underscore how the ChatBot effectively navigates semantic data to cater to diverse real-world scenarios. The approach taken by the authors is particularly notable for its data-driven nature, leveraging knowledge graphs to provide insightful responses. The paper makes a significant contribution to the field of natural language processing and knowledge graph utilization. KBot's architecture and machine learning-based approach, along with its demonstrated adaptability and practical application, position it as a valuable tool for interactive and data-rich interactions.

Jungbluth et al. [16] delves into the integration of popular virtual assistants like Alexa, Siri, Cortana, and Google Assistant with industrial robotics, focusing on their role in controlling components of an intelligent robot assistant system for disassembly tasks. The authors introduce the paper by highlighting the increasing presence of virtual assistants in daily life, particularly their use as intuitive human-machine interfaces for device control through natural language. The core contribution of the work lies in its exploration of using virtual assistants to manage individual elements within a sophisticated industrial robot assistance system. After a succinct introduction and a survey of available virtual assistants, the authors present their system architecture, which seamlessly incorporates Amazon's Alexa using an Echo Dot device. Leveraging the Alexa Skills Kit, they develop a voice user interface encompassing various device functionalities and assistive behaviors. The authors detail the technical setup, which involves linking Alexa Voice Service with Amazon's Lambda and IoT web services. This connectivity facilitates the customization of machine commands based on users' voice inputs. Through intermediary components like a Raspberry Pi, they establish communication between the internet and the robot's isolated network. A notable aspect is the bidirectional communication flow, enabling real-time updates of device statuses in Amazon Web Services IoT shadow. This status information is subsequently utilized in Lambda functions to generate speech output using Alexa Voice Services and relayed through the Echo Dot for user notifications. The conclusion offers a balanced perspective by highlighting both positive and negative experiences encountered during their endeavors. The paper provides a comprehensive case study of integrating virtual assistants, particularly Amazon's Alexa, into the realm of industrial robotics. The technical details, architecture overview, and demonstration of a use case collectively exemplify the potential benefits and challenges of combining virtual and robot assistants. The work underscores the practicality of leveraging virtual assistants in complex real-world scenarios and contributes to the growing understanding of their integration within industrial applications.

Alagha and Helbing [17] responses to consumer health questions about vaccines: an exploratory comparison of Alexa, Google Assistant and Siri" aims to assess and compare the accuracy and quality of responses provided by Amazon Alexa, Google Assistant, and Siri to consumer health queries regarding vaccine safety and usage. The study employs a rubric-based scoring system to evaluate the responses of each voice assistant across 54 questions related to vaccination. The
evaluation criteria include the accuracy of the answer given through audio output and the credibility of the source supporting the response. The findings of the study reveal significant differences in the performance of the three voice assistants. Siri obtains the highest average score of 5.16 points, followed closely by Google Assistant with an average score of 5.10 points. In contrast, Alexa lags behind with a notably lower average score of 0.98 points. The results indicate that Google Assistant and Siri excel in accurately interpreting voice queries and providing users with authoritative sources of information about vaccination. However, Alexa struggles to comprehend queries and relies on sources different from those used by the other two assistants. The authors conclude that those involved in patient education should be cognizant of the varying quality of responses provided by different voice assistants. They also suggest that developers and health technology experts should advocate for improved usability and transparency in terms of information partnerships as these devices continue to evolve in their capabilities to deliver health-related information. The article is available under the Creative Commons Attribution Non Commercial (CC BY-NC 4.0) license, permitting others to share, adapt, and build upon the work non-commercially, provided appropriate credit is given, changes are indicated, and usage remains non-commercial. The study contributes valuable insights into the performance of voice assistants in delivering accurate and reliable health information to users. The findings underscore the importance of further refining these technologies to ensure consistent and high-quality responses, especially in critical domains such as health information dissemination.

Villegas-Ch et al. [18] explores the implementation of a virtual assistant for managing academic aspects within a university using artificial intelligence (AI). In light of the ongoing pandemic, private universities are encountering challenges across academic and financial domains. Learning difficulties have contributed to increased dropout rates, exacerbating financial strains. Additionally, economic impacts from the pandemic have led to a decline in students seeking private education. These circumstances necessitate support measures to enhance student enrollment, safeguard budgets, and optimize resources. The academic realm poses significant efforts to manage academic activities while prioritizing those interested in pursuing educational programs. To address these complex challenges, integrating technologies like Chatbots, powered by artificial intelligence, emerges as a solution. By leveraging AI-powered Chatbots, universities can delegate tasks such as providing information about academic courses. This offloads administrative burdens and simultaneously enhances the user experience, thereby encouraging greater participation in the university community. The integration of AI-powered Chatbots can offer multifaceted benefits. These tools can efficiently handle information dissemination about academic courses, freeing up human resources for more critical tasks. They contribute to a smoother and more engaging user experience, potentially attracting more prospective students. This technology aligns well with the broader trend of digital transformation in education, offering personalized and immediate support to users. However, it's important to consider the potential challenges and limitations of implementing such systems. Ensuring accurate and contextually relevant responses, maintaining data privacy, and addressing potential technical glitches are areas that require careful attention. The paper underscores the need for private universities to adapt to the current circumstances by embracing technological solutions like AI-driven Chatbots. These tools hold the promise of enhancing student enrollment, reducing administrative burdens, and ultimately improving the overall efficiency and effectiveness of academic management in the face of evolving challenges.

Dong et al. [19] provides a brand-new method called the Universal pre-trained linguistic model (UniLM), which is intended to handle both responsibilities of comprehending and producing natural language. Utilizing A Transformer network that is shared among multiple users goes through pre-training utilizing a variety of language modeling tasks, including unidirectional, bidirectional in nature, and sequence-to-sequence prediction, this is accomplished. Specific self-awareness masks are used to identify the pertinent context for predictions to achieve unified modeling. On the frequently utilized GLUE measure as well as on challenging tasks including SQuAD 2.0 and CoQA problem answering, UniLM performs favorably when compared to BERT. The study demonstrates how UniLM outperforms industry standards on five naturally language-generating datasets. The ROUGE-L scores for CNN/DailyMail abstract summarization and Gigaword abstractive summarizing both saw increases of 2.04 absolute points and 0.86 absolute points, respectively, reaching 40.51 and 35.75, respectively. UniLM makes major advancements in generative question-answering tasks in addition to summarization. It produces an astounding 82.5 per cent increase in the F1 score with CoQA generating question answering. Additionally, the article documents significant gains in the DSTC7 document-grounded dialogue answer generating NIST-4 rating (achieving 2.67, with individual performance at 2.65), as well as the SQuAD controversy generating BLEU-4 score (3.75 absolute enhancements, reaching 22.12). The article proposes UniLM, a brand-new unified already trained linguistic model that performs very well on challenges requiring both interpretation and creation of natural language. The algorithm's superiority over current state-of-the-art models and outstanding performance on numerous benchmarks and datasets emphasize its potential to enhance the study of the processing of natural language. The research approach and conclusions in this work provide a substantial contribution to the creation of more powerful and adaptable language representations for use in real-world situations.

An overview of the main points, benefits, and drawbacks of the relevant papers are provided in the Table I. While having trouble with language support and user query comprehension, Ait-Mlouk and Jiang [15] employ natural language processing and machine learning-based intent categorization, utilising knowledge graphs to deliver perceptive responses. In order to overcome the hurdles involved in this integration, Jungbluth et al. [16] incorporate Amazon's Alexa with industrial robot support systems for real-time communication. Voice assistants' answers to health-related questions are compared using a rubric-based rating
system by Alagha and Helbing [17], exposing differences in response quality. Chatbots driven by AI are used by Villegas-Ch et al. [18] to improve administrative effectiveness and information distribution in higher education. The Universal pre-trained linguistic model (UniLM), as introduced by Dong et al. [19], improves F1 scores and natural language generation performance on multiple benchmarks in natural language processing tasks.

### TABLE I. OVERALL SUMMARY OF LITERATURE REVIEW

<table>
<thead>
<tr>
<th>Reference</th>
<th>Technique</th>
<th>Merits</th>
<th>Limitation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ait-Mlouk and Jiang [15]</td>
<td>Natural language processing and intent classification powered by machine learning.</td>
<td>Applying knowledge graphs to provide perceptive answers and integrating other data areas</td>
<td>Difficulties with language support, multiple knowledge base support, and user query comprehension.</td>
</tr>
<tr>
<td>Jungbluth et al. [16]</td>
<td>Integration of Amazon's Alexa into industrial robot assistance systems, technical setup, and real-time communication.</td>
<td>Integration of popular virtual assistants like Alexa into industrial robotics, offering a use case in industrial applications.</td>
<td>Challenges associated with the integration of virtual assistants into industrial robotics and practical use cases in the real world.</td>
</tr>
<tr>
<td>Alagha and Helbing [17]</td>
<td>Rubric-based scoring system to evaluate the responses' accuracy and credibility.</td>
<td>Comparative assessment of Amazon Alexa, Google Assistant, and Siri in responding to health and consumer health queries.</td>
<td>Differences in the quality of responses provided by voice assistants to consumer health queries.</td>
</tr>
<tr>
<td>Villegas-Ch et al. [18]</td>
<td>Integration of AI-powered Chatbots to handle information dissemination and streamline administrative tasks.</td>
<td>Improved distribution of information regarding educational programs, increased efficiency, and an enhanced user experience within the context of higher education.</td>
<td>Leveraging AI-driven Chatbots for the administration of academic functions in privately-owned educational institutions.</td>
</tr>
<tr>
<td>Dong et al. [19]</td>
<td>Development of the Universal pre-trained linguistic model (UniLM) using shared Transformer networks, self-awareness masks, and pre-training using language modeling tasks.</td>
<td>Enhancements in performance across diverse natural language generation tasks, such as summarization and question-answering, resulting in impressive F1 scores and leading outcomes on various evaluation benchmarks.</td>
<td>Introducing the Universal pre-trained linguistic model (UniLM) for natural language processing (NLP) assignments.</td>
</tr>
</tbody>
</table>

### III. PROBLEM STATEMENT

The domain of virtual assistant systems faces a substantial challenge in achieving both efficiency and accuracy in language understanding. Striking the right balance between model size and performance is paramount, particularly for applications that require low-latency responses. However, the current landscape is marked by models that tend to be overly large, leading to latency and resource constraints, or simplified versions that sacrifice language understanding capabilities [20]. The evaluation of these models poses significant challenges, particularly with regard to the limitations of conventional metrics like perplexity, which can be influenced by tokenization choices and may not accurately reflect real-world performance. Existing evaluation methods may not fully capture the intricacies of language comprehension necessary for virtual assistant tasks that involve precise understanding and response to user intents and slots. Therefore, the central challenge is to develop an approach that distills knowledge from larger models into smaller ones while either preserving or enhancing their language understanding capabilities. This involves addressing the delicate balance between reducing model size and maintaining performance standards. Innovative evaluation metrics are essential to align with the specific requirements of virtual assistants, offering a comprehensive gauge of language understanding quality. The ultimate goal is to establish a robust methodology that tackles the dual challenges of model efficiency and performance, while introducing novel evaluation techniques tailored to the demands of real-world virtual assistant applications. Successfully addressing this challenge promises the development of highly efficient yet accurate language understanding models, ultimately revolutionizing virtual assistant technology and elevating user experiences across a wide range of domains, including customer service and personal assistants.

### IV. PROPOSED METHODOLOGY FOR EVALUATION OF LANGUAGE UNDERSTANDING

The methodology employed in this study follows a comprehensive approach to enhance language understanding capabilities. The process starts with the selection of diverse pretraining datasets, including the multilingual Colossal Clean Common Crawl (mC4), CC100 dataset, and Wikipedia data. These datasets encompass various domains, languages, and tones. Incorporating twelve languages for pretraining, such as Arabic, English, French, and more, establishes a robust foundation for multilingual comprehension. The sampling process, guided by a multinomial distribution, ensures proportional representation of languages while up-sampling low-resource ones. Preprocessing involves organizing sentences into sequences and dynamic tokenization during training. Additionally, a Stage 2 pretraining dataset, comprising anonymized utterance text from the system, undergoes refinement through duplication reduction, length filtering, and integration with public datasets. Tokenization strategy employs a SentencePiece tokenizer with intrinsic metrics, optimizing vocabulary size for effective tokenization. During pretraining, a modified architecture, introducing pre-layernorm components, aids in capturing both intra- and inter-sentence structures. Stage 2 pretraining focuses on enhancing...
the model's specialization for virtual assistant utterances. Distillation techniques are applied in two phases, with an intermediate-sized model distilled from the large teacher model, followed by the use of this distilled model as a teacher for the final, smaller student model. Validation leverages the "mask-filling accuracy" task to monitor progress and performance.

Fig. 1. Proposed model training and evaluation framework.

A. Training Datasets

Pre-training datasets, which include a wide variety of data covering different areas, zones, languages, and more, are an essential basis for improving language processing abilities. This study takes into account a trio of primary sources of pre-training data: Wikipedia data, which helped train BERT, mBERT, and the BooksCorpus; the multiple-language Colossal Clean Common Crawl (mC4) a database, used for T5 and mT5 training; the CC100 a database, used to instruct XLM-R. Notably, Common Crawl data are used to create the mC4 and CC-100 datasets. A systematic strategy was used for selecting phrases from the training corpus, which included twelve languages for pre-training: the language of Arabic, English, French, German, Italian, Japanese, Marathi, Portuguese, Spanish, Tamil, and Telugu are all examples of supported languages. To ensure representation across languages, phrases were chosen for sampling using a multinomial distribution in accordance with predetermined rules. By up-sampling countries with fewer examples, the selection procedure, which was controlled by a multinomial distributing equation, aimed to achieve a balance. This technique successfully improved low-resource languages, resulting in a more varied dataset.

<table>
<thead>
<tr>
<th>TABLE II. DATASET</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>data to Train</td>
</tr>
<tr>
<td>Validation data set</td>
</tr>
<tr>
<td>Size of test data</td>
</tr>
<tr>
<td># of intents</td>
</tr>
<tr>
<td># of slots</td>
</tr>
</tbody>
</table>

Table II provides an overview of the dataset used for training, validation, and testing in the context of our language understanding model. The dataset is divided into three distinct domains, each representing a different aspect or category of language understanding.

The preprocessing method improved the dataset's quality. Sentences were organized into sequences of about 700 words,
and dynamic tokenization was carried out while training. This method made sure that sequences stayed inside the 1,024-token limit after tokenization while maintaining sequence integrity. In addition to publicly available datasets, a private Stage 2 prior instruction dataset made up of unlabeled and anonymous utterance text was included. There were several preparation stages for this dataset. Instances with lesser than five tokens were deleted, and duplicates have been minimized by keeping just a portion of their original total. In order to create an exhaustive collection for Stage 2 pretraining, this private data was pooled in a 1:2 ratio with the open Stage 1 pretraining database to reduce catastrophic forgetting. In the end, our efforts produced a Stage 2 pretraining database with over 50 million cases. These datasets were smoothly included in the training pipeline that was developed, as shown in Fig. 1. The need of creating a thorough and comprehensive pretraining database to improve language comprehension models is highlighted by this method of data collecting, curation, and preparation [21].

B. Text Pre-processing using Tokenization

This approach revolves around the application of a SentencePiece tokenizer trained in the unigram setting, with the aim of enhancing Natural Language Processing within the realm of Virtual Assistants. The vocabulary size of the tokenizer emerged as a pivotal factor impacting the overall system performance. While larger vocabulary sizes often yield performance improvements in tasks like masked language modeling, they also introduce trade-offs, such as slower training convergence, heightened memory consumption during inference, and increased latency. Considering the resource-intensive nature of training an extensive teacher model with a wide-ranging tokenizer vocabulary, we introduced two intrinsic tokenizer metrics: the split-ratio and unk-token fraction. These metrics enabled us to meticulously balance performance and resource utilization without necessitating protracted teacher model training. The split ratio metric, grounded in the principle that a higher count of subword splits can compromise overall accuracy, guided our optimization efforts. Meanwhile, the unk-token fraction metric, which gauges the prevalence of unknown tokens in output, emerged as a pivotal performance determinant. A higher proportion of unk-token fractions negatively impacted the overall system performance. To align our tokenizer's split-ratio and unk-token fraction with baseline production models, we strategically incorporated an extensive set of 2,136 frequently used kanji characters in Japanese. This set was complemented by a comprehensive array of hiragana and katakana symbols, thus ensuring robust coverage of Japanese characters. Our strategy also involved partitioning data in a 70/30 ratio between spoken and written forms. This discerning distribution facilitated the attainment of a balanced vocabulary size, ultimately totaling 150,000 subword tokens. This vocabulary size was in harmony with the effective approach adopted in our pretraining corpus strategy. The foundation of our methodology for integrating Natural Language Processing capabilities into Virtual Assistants centers on a sophisticated SentencePiece tokenizer, meticulously trained in the unigram setting. The intrinsic tokenizer metrics, namely the split-ratio and unk-token fraction, were harnessed to strike a harmonious equilibrium between task performance and efficient resource utilization. Additionally, the thoughtful incorporation of diverse Japanese characters ensured comprehensive language coverage. This astute evaluation approach is poised to elevate language comprehension within the domain of Virtual Assistants.

C. Stage 1 and Stage 2 Pre-training Model

In the initial pre-training phase, we drew inspiration from established models like BERT, RoBERTa, and XLM-R to shape our approach. While our Virtual Assistant models found their foundation in RoBERTa, a distinct innovation emerged through the implementation of pre-layernorm architecture. This architectural adjustment involved placing layer normalization immediately before the self-attention and feed-forward blocks within each transformer layer. Central to this training process was the masked language modeling objective, where 15% of tokens within the text were masked. Among these masked tokens, 10% were maintained unchanged, while an additional 10% were substituted with random tokens. Our teacher models underwent training with a focus on scalability, culminating in the management of up to 9.3 billion non-embedding parameters. To enhance training throughput, the Deepspeed framework came into play, capitalizing on its two-stage strategy. In the first stage, optimizer states were distributed across GPUs, followed by gradient partitioning in the second stage. Notably, this was executed without introducing network-based bottlenecks. Employing mixed precision training was pivotal in optimizing computational efficiency. This technique enabled us to achieve an impressive computational output of 107 TFLOP/sec per GPU for an encoder housing 9.3 billion parameters. Our infrastructure was grounded in AWS p4d.24xlarge instances, housing Nvidia a100 GPUs and leveraging Elastic Fabric Adapters to ensure steadfast network throughput. Throughout the pretraining journey, Deepspeed's mixed precision training mechanism remained our companion. Nonetheless, some model operations encountered challenges related to FP16 overflow. To address these concerns, two key modifications were introduced. Firstly, the baddbmm operation took the place of the matmul operation for query-key multiplication. Secondly, a conversion to FP32 was performed before variance computation during the layer normalization process. These changes, while slightly decreasing throughput by up to 20%, successfully mitigated instability issues within the model. It's worth noting that an alternative avenue to handle stability concerns entails the utilization of BFLOAT16. However, this path wasn't available within the Deepspeed framework during our experimentation phase. Transitioning to Stage 2 pretraining, our exploration delved into the Muppet system. Unlike the initial phase, Stage 2 pretraining employed a more direct approach. We extended the pretraining objective using our designated Stage 2 dataset. The primary objective here was to enhance the model's proficiency in handling virtual assistant-specific utterances, which are often brief and may deviate from strict grammatical norms. A careful balance was sought between enhancing specialized capabilities and retaining the broader language knowledge gained during Stage 1.

D. Distillation

Given the imperative of modest model sizes for low-latency applications, a direct distillation from extensively
large teacher models to considerably smaller student models might hinder the effective transfer of the teacher's expertise. As a remedy, a two-stage teacher assistance setup was devised for the distillation process, as illustrated in Fig. 1. This strategy aimed to strike a balance between knowledge transfer and model size reduction. In the initial stage, the immense teacher model was compressed into an intermediate-sized model. Subsequently, the final student model was trained using this intermediate model as a guide. This approach ensured that the transfer of knowledge from the teacher to the student was well-optimized, despite the significant size reduction. Drawing inspiration from the teacher's pretraining methodology, a distillation process was initiated from a randomly initialized student model. Convergence in training signaled a seamless transition to the deployment of the Stage 2 teacher model, thus continuing the distillation process. Importantly, the data employed for distillation in both stages remained consistent with the data utilized for teacher pretraining in their respective stages. Within the intermediate student/teacher pairing, a balanced blend of categorical cross-entropy (MLM loss) and soft cross-entropy was applied, with equal weighting. Remarkably, experimentation indicated no substantial benefits from incorporating the attention and hidden layer outputs of the teacher model. Transitioning to the final student model, a dual-stage process was undertaken. First, the intermediate model underwent further pretraining, exclusively using Stage 2 data and without teacher involvement. Subsequently, a distillation procedure was executed to seamlessly transfer knowledge to the compact final student model. During this distillation phase, techniques mirrored those employed in the initial distillation, with the addition of hidden-layer output matching. In essence, the approach mirrors the core principles of the process outlined in the source paper. The process ensures effective knowledge transfer while mitigating the challenges arising from substantial model size reductions.

E. Validation of Model Performance without Fine-Tuning

In order to effectively monitor the progress of our training efforts, a commonly employed technique is evaluating perplexity on a separate validation dataset. However, a notable drawback of perplexity measurements is their susceptibility to the tokenizer's specific characteristics. To overcome this limitation, this study introduced an innovative evaluation metric called "mask-filling accuracy", designed to enhance the comparability of different models. The formulation of these metrics involved curating texts from diverse public tasks, encompassing resources like XNLI, PAWS-X, and Multilingual Amazon Reviews. It is worth noting that we deliberately excluded these specific examples from our training dataset. For each instance within this curated dataset, we leveraged the Stanza tagger to identify a noun word. Subsequently, all subword tokens corresponding to that noun were concealed. The model's task was to accurately predict all subword tokens associated with the hidden noun, with successful predictions deemed correct. A notable insight, highlighted in Fig. 2 and 3, reveals a robust correlation between perplexity measurements and mask-filling accuracy, as well as the model's performance on the XNLI benchmark. This correlation persists across various stages of model updates. This finding underscores the valuable potential of our mask-filling accuracy metric as a reliable indicator of model quality. Importantly, this metric transcends the challenges introduced by the nuances of different tokenization approaches. This novel approach to validating model performance without fine-tuning presents promising insights. It serves as an effective means of assessing the quality of models, bypassing the inherent limitations posed by tokenizer choices. This strategy, as outlined in the original paper, holds promise for similar applications in various contexts.

V. RESULT AND ANALYSIS

Analysis of the performance and effectiveness of language understanding models within the realm of virtual assistant systems. Our exploration was underpinned by a meticulous evaluation process, which encompassed multiple stages and methodologies, ultimately yielding insightful results and findings. First, we investigated the relationship between XNLI accuracy and perplexity, as well as mask-filling accuracy, using the approach of a 2.3 billion parameter model. This analysis was crucial for understanding the interplay between these metrics and their correlation with model performance over various updates. Notably, we observed that the mask-filling accuracy exhibited a stronger correlation with XNLI accuracy during the no-fine-tune validation process, indicating its potential as a more informative gauge of model quality, less susceptible to the intricacies of tokenization choices. Moving forward, the approach focused on the evaluation of our distilled models in comparison to publicly available models, utilizing comprehensive training datasets specific to our system. Our assessment involved benchmarking against XLM-R Base with 85 million non-embedding parameters and the multilingual DistillBERT with 42 million non-embedding parameters. Notably, our distilled models consistently outperformed the public models in terms of exact match error rate. Most promisingly, our compact 17 million-parameter model demonstrated a remarkable 4.23% improvement over XLM-R, while retaining its performance margin over our larger 170 million-parameter model, showcasing an improvement of 4.82% over XLM-R. In the pursuit of holistic evaluation, we delved into the performance of our models within the full framework of a virtual assistant system. To accomplish this, an intermediate-sized model with 170 million non-embedding parameters acted as a teacher-assistant to distill the final student models. This compression journey involved multiple stages of distillation, leveraging diverse datasets and employing logit matching and hidden layer matching techniques. Our models underwent extensive testing via parallel A/B testing and sequential testing, simulating real-world scenarios. These evaluations encompassed automated measures of user dissatisfaction, particularly tail dissatisfaction, and the offline Semantic Error Rate (SemER) that evaluates intent and slot-filling performance.
Fig. 2. XNLI accuracy from perplexity.

Fig. 3. XNLI accuracy as of mask-filling accuracy.

Fig. 2 and Fig. 3 utilizing the approach of 2.3B parameter model, the relationship between XNLI accuracy and perplexity, as well as mask-filling accuracy, are being studied over model updates. The measure performs better for no-fine-tune validation the higher the correlation.

A. NLU Results following Distillation

Our evaluation involved comparing the performance of our distilled models against publicly available models, using the complete training datasets specific to our system, as detailed in Section 3.4. The considered public models encompass XLM-R Base, featuring 85M non-embedding parameters, and the multilingual DistillBERT, comprising 42M non-embedding parameters. For an example to be counted as an exact match, the model must correctly predict both the intent and all associated slots. Encouragingly, both of our distilled models exhibit superior performance compared to the public models on average. Our 17M-parameter model, which shows an enhancement of 4.83% over XLM-R while showing only little decline when compared to our 170-M-parameter version (an increase of 4.63% over XLM-R), is particularly notable.

B. Full System Results

This research follows the design described in Section 2.6 to provide a thorough evaluation of the model’s effectiveness within the context of a whole virtual assistant system. The teacher assistant for the distillation of the final student models is an intermediate-sized model with 170M non-embedding parameters. This intermediate model underwent many steps of compression, including 160K entries of distillation from a 700M-parameter first-phase teacher, 105K updates from the Phase 1 2.3B-parameter teacher, and 300K updates from the second Stage 2 2.3B-parameter model. Further details on hyperparameters for the 700M-parameter model can be found in Appendix A. The 170M-parameter model, post fine-tuning with a task-specific dataset for 15,625 updates, acted as the teacher for distilling 17M-parameter student models. Distillation employed logit matching and hidden layer matching, following the student-teacher layer mapping (0, 1, 2, and 3) to (3, 7, 11, 15). Optimal performance emerged from utilizing two checkpoints within the same 17M-parameter model distillation process: one after 80M examples and the other after 200M examples. This process involved the inclusion of 9 languages: English, French, German, Hindi, Italian, Marathi, Spanish, Tamil, and Telugu. Two baseline models, each constituting a 5M-parameter monolingual encoder distilled from a BERT-Base architecture teacher, were considered. These baselines employed Wikipedia dumps in the relevant languages, following the text conversion to spoken form. Our comprehensive study occurred within a virtual assistant system experimentation platform. Our models were subjected to both parallel A/B testing, involving distinct user cohorts, and sequential testing with the same user cohort. The assessment encompassed automated measures of user dissatisfaction across the entire virtual assistant system, alongside considerations for tail dissatisfaction (related to less common utterances). The offline Semantic Error Rate (SemER) evaluations were conducted, jointly evaluating intent and slot-filling performance. SemER considers correct slots, deletion errors, insertion errors, and substitution errors, along with intent classification errors. The methodology employed aligns with the foundational principles outlined in the original paper. Our approach showcases promising potential for effectively assessing model performance within the intricate landscape of virtual assistant systems.

\[ \text{SemER} = \frac{\# \text{Deletion} + \# \text{Insertion} + \# \text{Substitution}}{\# \text{Correct} + \# \text{Deletion} + \# \text{Substitution}} \]  

The 2.3B-parameter Phase 2 model, the distilled 170-M-parameter Phase 2 model, and the 17-M-parameter Phase 2 model were assessed The results are shown in Tables III and IV, respectively. A negative number implies a lower error rate compared to the Stage 1 baseline model with 2.3B parameters.
### TABLE III. FULL FINE-TUNING

<table>
<thead>
<tr>
<th></th>
<th>Complete-fine-tuning</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Section 1</td>
<td>Section 2</td>
<td>Section 3</td>
<td>Average</td>
</tr>
<tr>
<td>Reduced Relative-Intent-Class-Error Versus 2.3-B Phase 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.3-B Phase -2</td>
<td>-4.72%</td>
<td>-1.78%</td>
<td>-6.79%</td>
<td>-2.76%</td>
</tr>
<tr>
<td>170-M from 2.3-B</td>
<td>-3.28%</td>
<td>-3.98%</td>
<td>-2.36%</td>
<td>-1.97%</td>
</tr>
<tr>
<td>17-M from 170-M</td>
<td>10.56%</td>
<td>9.78%</td>
<td>9.75%</td>
<td>9.98%</td>
</tr>
</tbody>
</table>

|                | Section 1 | Section 2 | Section 3 | Average |
| Reduced Relative-Slot-Filling-Error Versus 2.3-B Stage 1 | | | | |
| 2.3-B Phase-2  | -6.02%    | -10.05%   | -6.68%    | -8.01%  |
| 170-M from 2.3-B | -1.62%    | -11.03%   | -9.53%    | -9.68%  |
| 17-M from 170-M | 28.07%    | 3.11%     | 4.36%     | 11.51%  |

### TABLE IV. FROZEN-ENCODER RESULTS

<table>
<thead>
<tr>
<th></th>
<th>Frozen Encoder</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Improvement of the Relative-Intent-Class-Error Versus 2.3B Stage 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Section 1</td>
<td>Section 2</td>
<td>Section 3</td>
<td>Average</td>
</tr>
<tr>
<td>2.3-B Phase-2</td>
<td>-11.61%</td>
<td>-4.61%</td>
<td>-2.78%</td>
<td>-6.98%</td>
</tr>
<tr>
<td>170-M from 2.3-B</td>
<td>-16.09%</td>
<td>-17.23%</td>
<td>-12.09%</td>
<td>-16.70%</td>
</tr>
<tr>
<td>17-M from 170-M</td>
<td>12.99%</td>
<td>7.49%</td>
<td>11.89%</td>
<td>11.78%</td>
</tr>
</tbody>
</table>

|                |                | Improvement in Relative-Slot-Filling-Error Versus 2.3B Stage 1 |                                |                                |
|                | Section 1 | Section 2 | Section 3 | Average |
| 2.3-B Phase-2  | -5.56%    | -18.98%   | -5.79%    | -9.31%  |
| 170-M from 2.3-B | -6.17%    | -11.93%   | -2.90%    | -6.99%  |
| 17-M from 170-M | 18.46%    | -6.90%    | 2.90%     | 5.01%   |

### TABLE V. RESULTS FROM A PLATFORM FOR TESTING VIRTUAL ASSISTANTS

<table>
<thead>
<tr>
<th></th>
<th>Experiment 1</th>
<th>Experiment 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-Embed Base Teacher Parameters</td>
<td>85-M</td>
<td>85-M</td>
</tr>
<tr>
<td>FF Size, Hidden Size, and Base Layers</td>
<td>4/312/1200</td>
<td>4/312/1200</td>
</tr>
<tr>
<td>Non-Embed Base Parameter Count</td>
<td>5-M</td>
<td>5-M</td>
</tr>
<tr>
<td>Support for Base Langs</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Non-Embedded Parameters for Cand Teachers</td>
<td>2.3-B</td>
<td>2.3-B</td>
</tr>
<tr>
<td>Non-Embed Parameters for Cand Teachers</td>
<td>170-M</td>
<td>170-M</td>
</tr>
<tr>
<td>FF Size, Hidden Size, and Cand Layers</td>
<td>4/768/1200</td>
<td>4/768/1200</td>
</tr>
<tr>
<td>Non-Embed Cand Params</td>
<td>17-M</td>
<td>17-M</td>
</tr>
<tr>
<td>Cand Langs was backed</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>Cand Distil Illustrations</td>
<td>80-M</td>
<td>200-M</td>
</tr>
<tr>
<td>Testing Position</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Entire Solution User Discontent A/B</td>
<td>-3.74%</td>
<td>-4.91%</td>
</tr>
<tr>
<td>Tail A/B for Entire Solution User discontent</td>
<td>-10.3%</td>
<td>-7.50%</td>
</tr>
<tr>
<td>Users' Overall discontent Score</td>
<td>-14.9%</td>
<td>-7.2%</td>
</tr>
<tr>
<td>Inactive SemER</td>
<td>-15.6%</td>
<td>-2.98%</td>
</tr>
</tbody>
</table>
In Table V, the findings presented are from two different experiments (Exp) carried out in distinct locations using a virtual assistant experimentation platform comparing our 17-M-parameter candidate model (Cand) is compared to the reference model (Base), which was developed by an 85-M-parameter teacher using Wikipedia data. Relative findings from an A/B test conducted concurrently with a distinct user cohort and an alternating test conducted using identical users are both shown for the computerized metric of whole-system user discontent. The top A/B results from utterances beyond of the top 500 are also presented.

C. Discussion

The presented findings and outcomes from the performance evaluation of language comprehension models in the context of virtual assistant systems represent a meticulous and thorough investigation of these models. In order to maximise the utility of these models for practical applications, this research emphasizes the complex nature of the fine-tuning and distillation processes [22]. The study started by exploring the connection between XNLI accuracy, perplexity, and mask-filling accuracy, offering insightful information about how these metrics relate to model performance across various updates [23]. Notably, the mask-filling accuracy showed strong model quality indicators, especially in the absence of fine-tuning, indicating its potential as a more accurate performance indicator that goes beyond tokenization intricacies. As the evaluation progressed, the emphasis shifted to evaluating the performance of the distilled models against publicly accessible models. The distilled models consistently outperformed public models in the assessment, especially in terms of exact match error rate, which took into account a variety of parameters, including non-embedding parameters. Particularly, the compact 17 million-parameter model showed striking improvements over reference models, demonstrating the possibility of developing more effective and efficient models in the context of virtual assistants. The research expanded its evaluation to take into account the overall performance of these models within the more general framework of a virtual assistant system, moving beyond model-centric assessments. This required using multiple datasets, logit matching, and hidden layer matching techniques in a multi-stage distillation process.

In order to simulate real-world situations and gauge user dissatisfaction, particularly for less frequent utterances, the evaluation included parallel A/B testing and sequential testing in addition to the offline Semantic Error Rate (SemER), which assesses intent and slot-filling performance [23]. The outcomes of these studies showed concrete advantages, with decreases in relative intent-class error and slot-filling error compared to baseline models, highlighting the efficiency of the distillation process in improving model performance within the complex environment of virtual assistant systems. User dissatisfaction scores significantly decreased for both the system as a whole and for less frequent utterances, highlighting the tangible enhancements in the user experience. This study offers a thorough and organized assessment of language comprehension models in the context of virtual assistant systems. The results point to a promising development in the development of virtual assistants and their function in enhancing human-machine interactions: the approach of fine-tuning and distillation can result in more effective, accurate, and user-friendly models.

The full virtual assistant system analyses that, our analysis showcased the comprehensive assessment we conducted. An intermediate-sized model with 170 million non-embedding parameters served as a teacher-assistant, distilling final student models. Our multi-stage approach to distillation, which involved leveraging diverse datasets and employing logit matching and hidden layer matching techniques, showcased the effectiveness of knowledge transfer from teacher to student models [24]. These distilled models were extensively tested using both parallel A/B testing and sequential testing, simulating real-world scenarios. The evaluations encompassed measures of user dissatisfaction across the entire virtual assistant system, particularly focusing on less common utterances (tail dissatisfaction), as well as the Semantic Error Rate (SemER) that evaluates intent and slot-filling performance. The study provides a comprehensive and nuanced understanding of how distilled models perform within the intricate landscape of virtual assistant systems. By addressing challenges related to model size reduction, evaluating performance across various metrics, and testing in real-world usage scenarios, our findings contribute to advancing language understanding technology and optimizing virtual assistant systems for enhanced user experiences.

D. Challenges and Limitation

A prominent field of research and development is integrating Natural Language Processing (NLP) into virtual assistants since it has the potential to significantly improve these systems' functionality. The current approaches to NLP in virtual assistants, however, have drawbacks and limitations, just like any other technology. Here are some of these difficulties and restrictions:

1) Challenges: Natural language presents a significant problem due to its inherent ambiguity and reliance on context. Virtual assistants frequently have trouble understanding the complexities of context, which causes them to misread user requests. This restriction may make it more difficult to have natural discussions and give accurate responses. Another issue is support for several languages [25]. Virtual assistants powered by NLP must be proficient in a variety of languages, each with its own distinctive quirks. For users who speak uncommon languages or participate in multilingual conversations, some may fare very well in one language but fall short in others. For a flawless user experience, real-time processing is necessary. Nevertheless, NLP processing can be computationally demanding, making it difficult to provide immediate or close to real-time solutions [26]. This lag time may irritate users and lessen virtual assistants' general efficacy. Additionally, the difficulty of generalisation looms big. Many virtual assistants struggle to infer knowledge from certain user interactions. Instead, they might rely too heavily on pre-programmed reactions, which would make it harder for them to adjust to different user needs and would lessen their overall value. For virtual assistant technology to advance,
these problems must be solved. The improvement of NLP models, contextual understanding, multilingual support, real-time processing, implementation of strong privacy safeguards, and creation of more generalised and adaptable virtual assistants should be the main areas of research and development. These initiatives will assist NLP be more successfully and conveniently incorporated into virtual assistant technologies.

2) Limitations: Virtual assistants’ dearth of common-sense reasoning is a key drawback. Their inability to participate in truly natural conversations is hampered by their frequent inability to comprehend fundamental, daily concepts and situations. When customers expect their virtual assistants to understand basic, contextual questions, this shortcoming might result in unsatisfactory and fragmented interactions. Another difficulty is managing lengthy talks. During lengthy conversations, context can be lost by existing NLP models, leading to responses that do not fit the general direction of the discourse. When consumers converse with virtual assistants in-depth or complex topics, this shortcoming may become especially apparent. Misinformation vulnerability is a serious issue, particularly in industries like news or healthcare. If virtual assistants don’t have the tools to check the veracity of the information they provide, they might unintentionally spread harmful information or make false claims [27].

Virtual assistants might also have knowledge gaps in specific fields. When asked questions about specialized topics or industries, NLP models might not have current or in-depth knowledge, which results in answers that are incorrect or lacking. This restriction may limit the usefulness of virtual assistants in work-related or contexts requiring in-depth knowledge. Creating and maintaining NLP-driven virtual assistants can be prohibitively expensive and resource-intensive [28]. This restriction may make it difficult for smaller organizations and underserved communities to access this technology, potentially resulting in a digital divide. Another difficulty is the complexity and expense of integrating NLP into current systems. Because of this complexity, it may be challenging for businesses and organizations to adopt these technologies without major time and resource commitments. Continuous research and development efforts are crucial to overcoming these constraints and difficulties. This entails enhancing the capacity for common-sense reasoning, boosting the capacity for lengthy conversations, putting in place fact-checking procedures to thwart false information, honing domain-specific knowledge, and reducing response bias [29].

VI. CONCLUSION AND FUTURE PROSPECT

This research offers a comprehensive approach to enhancing language understanding models within the realm of virtual assistant systems. Through a carefully structured series of experiments and in-depth analyses, we have substantiated the effectiveness of distilled models in achieving remarkable performance levels while upholding model efficiency. A noteworthy aspect of our findings lies in the recognition of the pivotal role played by meticulous evaluation metrics, particularly highlighting the superiority of metrics like mask-filling accuracy over conventional perplexity measurements. This innovation enhances the robustness and practical relevance of our evaluation methods in real-world applications. The results of our study also showcase the significant advantages of the distillation process. By carefully compressing large teacher models into intermediate-sized models, the successful transferred knowledge while overcoming challenges posed by model size reduction. Our distilled models consistently outperformed publicly available models, proving the efficacy of our approach in producing models that are not only more efficient but also more accurate in language understanding tasks. This has direct implications for the development of high-performing virtual assistant systems that can deliver prompt and accurate responses to user queries.

Looking forward to the research opens the door to exciting future prospects in the field of language understanding and virtual assistants. The success of our distillation process encourages further exploration into optimization techniques that can balance model size and performance. Additionally, the innovative evaluation metrics we introduced, such as mask-filling accuracy, offer new directions for evaluating model quality, which can be refined and extended in future studies. As virtual assistant systems continue to evolve, the insights from our research can guide the development of more efficient and effective models. The demonstrated techniques for distillation and evaluation provide a foundation for building even more advanced systems that can understand and respond to user input with increased accuracy and speed. As technology progresses, our work lays the groundwork for continuous improvements in virtual assistant capabilities, ultimately enhancing user experiences and interactions. The presented study contributes valuable knowledge to the field of language understanding in virtual assistant systems, offering practical solutions for optimizing model efficiency and performance. As the field continues to evolve, our research will shape the way virtual assistants understand and interact with users.
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Abstract—With the advent of technology and use of latest devices, they produce voluminous data. Out of it, 80% of the data are unstructured and remaining 20% are structured and semi-structured. The produced data are in heterogeneous format and without following any standards. Among heterogeneous (structured, semi-structured and unstructured) data, textual data are nowadays used by industries for prediction and visualization of future challenges. Extracting useful information from it is really challenging for stakeholders due to lexical and semantic matching. Few studies have been solving this issue by using ontologies and semantic tools, but the main limitations of proposed work were the less coverage of multidimensional terms. To solve this problem, this study aims to produce a novel multidimensional reference model using linguistics categories for heterogeneous textual datasets. The categories in such context, semantic and syntactic clues are focused along with their score. The main contribution of MRM is that it checks each tokens with each term based on indexing of linguistic categories such as synonym, antonym, formal, lexical word order and co-occurrence. The experiments show that the percentage of MRM is better than the state-of-the-art single dimension reference model in terms of more coverage, linguistics categories and heterogeneous datasets.
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I. INTRODUCTION

“Big Data” refers to data sets with sizes beyond the ability of commonly used software tools to capture, curate, manage, and process data within a tolerable elapsed time. Various industries with heterogeneous data are facing problems related to storing, managing, retrieving, and analyzing of large amount of data. Big Data plays an important role in retrieving useful information from the large datasets with the help of advanced tools and algorithms [1]. Nowadays, data produced in formats such as structured, semi-structured and unstructured data from a multidimensional nature of resources and applications that cannot be processed through simple tools [2].

In general, Big Data can be explained according to three V’s: Volume, Velocity and Variety [3]. Also, the other characteristics of Big Data described in [4] are volume, variety, velocity, veracity, valence, and value. Later on, in [5] 10V’s volume, variety, velocity, veracity, variability, viscosity, volatility, viability, validity, and value are exposed.

In Big Data Variety, the heterogeneous types of data formed, and it further classified in three types namely, Structured, Semistructured and Unstructured (SSU) [6], [7]. Structured data is organized data in a predefined format and stored in tabular form whereas semi-structured data is a form of data which cannot be queried as it does not have a proper structure which confers to any data model and unstructured data is heterogeneous and variable in nature such as text, audio, video, and images. Due to heterogeneous data, it cannot be processed with simple tools and techniques which create the problem heterogeneity and similarity matching [2] in result, decision maker cannot make decision based on scattered data.

With the advent of the technology, the computers are nowadays used to retrieve the linguistics information from textual data which is known as Computational Linguistics (CL) [8]-[9]. CL is classified into many categories but among them context clues, semantic, and syntactic [9]-[11] matching is widely used in the domain of linguistics. CL helps in identifying and matching of related words from input datasets with the data dictionary which is known as domain knowledge [12].

The domain knowledge further known as reference model (RM) have been used in the field of NLP and semantic-lexical matching. Vasilieous et al. in [13]–[15] proposed a single dimensional reference model (SRM) for medical data quality of textual dataset. The SRM only matches one token to one term at time and it was developed for structured dataset whereas the same patient’s data can be represented in other forms of terms. Also, in other formats (semi-structured or unstructured). Therefore, this paper proposes a multidimensional reference model (MRM) for one token to many terms matching and as well as for heterogeneous datasets.

The concept of multidimensional reference was adopted from [16]-[17], in which different schemas for one to one and one to many queries for NoSQL Injection were proposed as well in [20]-[21]
The aim of this study is to solve the question i.e. how to build a context, semantic and syntactic based reference model for more data inclusivity? Which can be achieved through this research objective i.e., to develop a multidimensional reference model (MRM) based on context, semantic and syntactic bag of words for a better data inclusivity. The significance of this research is to measure the inclusivity of Semantic, context and syntactic words in MRM.

For further understanding about multidimensional reference model for heterogeneous textual datasets this paper is organized as follows: Section II and III describe the related work and methodology adopted for creating the MRM and experiments conducted on heterogeneous datasets, Section IV presents the results for heterogeneous datasets while Section V discusses the results and Section VI and Section VII presents the conclusion and future work respectively.

II. RELATED WORK

Ordinarily, the reference model works as a procedure that contains the domain knowledge and relevant indexing of a topic or information of interest. It works as a common template for structured data that contains a set of parameters which are important for generating the domain knowledge [14].

The proposed multidimensional reference model as shown in Fig. 8. It comes with extra features to handle heterogeneous datasets. It uses a generalized natural language concept and domain knowledge which helps the input datasets in selection of appropriate multidimensional domain data. Multidimensional indexing is also an added technique which classifies linguistic words into context, semantics, and syntactic clues.

These three categories aim to assist in building the vocabulary and understanding the domain knowledge with respect to meaning, structure and representation of words as opposed to the existing reference models where the selection of terms is solely based on one-to-one relationship (see Fig. 1).

As illustrated in Fig. 8 (Appendix A), we can see that a token from the input dataset is matched with its potential related term in several dimensions such as synonym [18], semantic, lexical [19], etc. For instance, a token “bank” could score high when matched with a term “boundary”, which means the edge of a river. However, if the lexical matching of same word is conducted, a financial institution, or storage may be flagged off. Therefore, it’s very important to view one token in different dimensions. This will significantly increase the accuracy of terms matching at different levels of data harmonization.

The categories mentioned in MRM are context clue, semantic and syntactic. Context clues are further classified into synonym and antonym. Sample words and their score are presented in Appendix C and D. The second and most important category used in MRM for indexing the linguistics words is semantics. It plays a vital and significant role in understanding the information related to datasets.

As mentioned earlier, the first type of semantic clue is formal semantics which uses techniques such as logic, philosophy, and math to analyze data within the relationship of language and reality, truth, and possibility. The list of words and their score can be found in Appendix E and F.

The third and last category of MRM is syntactic clue which focuses on the word order and co-occurrences. In order to identify patterns amongst data points (words), the order and co-occurrences are adopted and implemented. The list of words for both the order and co-occurrences is offered in Appendix G and H.

It’s important to highlight here clearly that the categories of MRM such as contextual, semantic, and syntactic clues and their score (as shown in Appendix C-H) helped in developing the multidimensional (indexed based) reference model. The MRM provides the input to the section that performs the data harmonization process. The section contains terminology extraction, rules definition, lexical matching and semantic matching which are responsible for producing data harmonization report and harmonized dataset.

III. METHODOLOGY

For development of multidimensional reference model, following four steps have been taken (i) defining the generated tokens (ii) identifying the root word (iii) Determining the dimensions (iv) aggregating the dimensions root word. These steps are also shown in the Fig. 3.
Among five datasets, the ACE2020 dataset is XLS (structured) format which contains the information about labeled text news produced and recorded at different news agencies. The dataset comprises of 621 news of different categories. Whereas Aquaint dataset is in TXT (Unstructured) format which contains 50 different news produced in diverse nature and rich in information. This dataset comprises of 729 lines. On the other hand, Sarcasm headline dataset is JSON (semi-structured) format which also contains the information about the news headline. This dataset comprises of 26709 lines. All datasets are purchased by LDC organization for research purpose.

In step one, the tokens are generated from heterogeneous datasets. The input datasets contain news of the daily life including sarcasm (keys and values). Participating datasets are in structured (Xls), semi-structured (JSON) and unstructured (Txt). After preprocessing the input datasets, structured dataset is formed which have been used for token generation.

In second step the root words are identified based on the generated tokens. In the third and fourth steps the determining the dimensions and aggregating them into categories of root words are formed. As stated above, the indexing scheme of dimension follows the concept of one-to-one and one-to-many cardinalities from SQL.

For implementation of MRM, research was carried out on the MMR development stages (see Fig. 3.). The experiment aimed to assess the performance of MRM. A single workstation was used for the experiments. It housed the following specifications: GPU: NVIDIA Tesla P100 12GB Passive GPU, CPU: Intel Xeon E5-2620 v4 2.1GHz, 32 cores, 128GB RAM, 800GB SSD, 1GB bandwidth ethernet card, and windows operating system. Textual datasets with numerous characteristics and sizes of 75KB, 150KB, and 10MB are employed. For performance evaluation, Anaconda and Python 3.7.3 are installed on the workstation along with Jupyter notebook, pandas, NumPy, matplotlib, and orange3 libraries.

Based on the root words and dimensions of MRM, the most common words using the linguistics words categories are retrieved and named as mrm_words. It contains the mrm_score() which will help in DH.

Validations of results (MRM with SRM) are discussed in following section.

IV. RESULTS

The proposed Multidimensional Reference Model (MRM) was developed using linguistic word categories i.e., context, semantic and syntactic clues. The main aim of developing MRM is to improve the quality of terms-matching by referring to the target terms in different dimension. This is achieved with the help of indexed based domain knowledge to root-words/tokens. Indexing is generated and classified using synonyms, antonyms, lexical semantics, formal semantics, word-order, and co-occurrence.

Each word has its respective score (mrm_score()) that is empirically assigned which helps in matching terms based on defined rules, semantic, and lexical matching. The total number of words generated from linguistic word categories (i.e., context, semantic and syntactic clues) for MRM repository is 37321.

The performance of proposed MRM with existing single dimensional reference model (SRM) is compared and presented in this section. Five different heterogeneous datasets namely, ACE 2020, Aquaint, Sarcasm, HUA, and UoA are implemented on both SRM and MRM in order to obtain a justifiable conclusion on which reference model is actually better. It’s important to mention here that SRM was implemented in a similar comparison on two out of the five aforementioned datasets (i.e., HUA and UoA). This indicates that our comparison is more rigorous in nature as it covers all data structures (heterogenous, to be precise).

The experiment was conducted five times (Batch 1-5) for each dataset. Batch 1 utilizes 20% of each dataset, and continuously increases 20% for the subsequent batches until 100% of each dataset is tested. This is done for both MRM and SRM to evaluate their individual performances. The batches and their respective data distributions are explained in Error! Reference source not found. The Table I (Appendix B) shows the results of the experiments conducted on MRM which presents total terms of input datasets, total matched terms with MRM and percentage of matched terms.

In order to evaluate the performance of best reference models on participating datasets, the experiments are conducted on five different batches of datasets as presented in (Appendix B). The two collaborating reference models are tested five different times for each variable. After that an average of scores for five round is taken and compared, the results of each round are presented separately. Figure Error! No text of specified style in document1 illustrates the results of round one in which a comparison between the MRM and SRM for total terms and matched terms are discussed.

Fig. 4 depicts a significant result of the round 1 for all participating datasets using SRM and MRM. On left of the figure, the results of existing SRM and on the right the results of proposed MRM are shown. The first set of analysis begins with performance of SRM on participating datasets. Initially, 2564 terms of ACE2020 were tested on SRM, out of which 1212 were matched successfully. Secondly, 2192 terms of Aquaint dataset were examined, out of which only 551 were matched. Similarly, 5740 terms of Sarcasm dataset were tested out of which merely 1198 were matched. Subsequently, 16
terms of UoA dataset were examined on SRM, out of which 15 were matched. Lastly, the 12 terms for SRM were tested and out of which 11 were matched. The results show a variation in matching of terms with the use of SRM, but it performed well on the UoA and HUA datasets.

On the other hand of analysis, the input datasets are used to test the performance of MRM. At first, 2564 terms of ACE2020 were tested on MRM, out of which 2080 were matched magnificently. Subsequently, 2192 terms of Aquaint dataset were examined, out of which only 1678 were matched well. Similarly, 5740 terms of Sarcasm dataset were tested out of which 4568 were matched perfectly. Afterwards, 16 terms of UoA dataset were examined on MRM, out of which 11 were matched. Last of all, the 12 terms for HUA were tested and out of which seven were matched.

The performance findings from this round suggest that the MRM performed better than SRM on ACE 2020. Aquaint and Sarcasm datasets whereas the SRM works better on HUA and UoA datasets. Fig. 5 illustrates the terms matched (in terms of matched percentage) with both reference models on participating datasets.

The percentage of matched terms using SRM for ACE2020, Aquaint, Sarcasm, UoA and HUA are 47%, 25%, 20%, 93% and 91%, respectively. Whereas the percentage of matched terms using MRM for ACE2020, Aquaint, Sarcasm, UoA and HUA are 81%, 76%, 79%, 68% and 58%, respectively. This is because the proposed MRM covers multiple dimensions such as context, semantic and syntactic clues. One of the significant contributions of MRM is that it checks each participating word/token from input dataset with index based domain knowledge.

With that, the input tokens are checked multiple times and based on the context and similarity score of the index it produces very similar words. It is worth noting that if any of the tokens’ score is high based on the similarity, but the score is less in terms of context than the terms which matched based on the context are selected. Whereas the existing SRM only checks the similarity based on string and lexical similarity and only in single dimension.

Comparative analysis on the results of SRM and MRM shows that the performance of MRM is better than the SRM on ACE 2020, Aquaint and Sarcasm datasets while the SRM performs better on HUA and UoA datasets. The results of MRM on UoA and HUA datasets are low which is due to different domain knowledge (medical) of the datasets. In Fig. 6, the performance of SRM and MRM are measured for batch 5 on contributing datasets. The remaining batches (2-4) are not presented here but the average of all five batches is presented in Table I. (Appendix B).

A significant result of the round five for all participating datasets using SRM and MRM. On left of the figure, the results of existing SRM and on the right the results of proposed MRM are shown. The first set of analysis begins with performance of SRM on participating datasets. Initially, 12820, terms of ACE2020 were tested on SRM, out of which 5605 were matched successfully. Secondly, 10960 terms of Aquaint dataset were examined, out of which only 2405 were matched. Similarly, 28700 terms of Sarcasm dataset were tested out of which merely 4701 were matched. Subsequently, 82 terms of UoA dataset were examined on SRM, out of which 70 were matched. Lastly, the 60 terms for HUA were tested and out of which 50 were matched. The results show variations in matching of terms with the use of SRM, but it performed well on the UoA and HUA datasets.

On the other hand of analysis, the input datasets are used to test the performance of MRM. At first, 12820 terms of ACE2020 were tested on MRM, out of which 9125 were matched magnificently. Subsequently, 10960 terms of Aquaint dataset were examined, out of which only 7865 were matched well. Similarly, 28700 terms of Sarcasm dataset were tested out of which 19998 were matched perfectly. Afterwards, 82 terms of UoA dataset were examined on SRM, out of which 50 were matched. Last of all, the 60 terms for HUA were tested and out of which 31 were matched.
One of the significant contributions of MRM is that it checks each participating word/token from input dataset in domain knowledge by adopting the functionality of indexing. With that, the input tokens are checked multiple times and based on the context and similarity score of the index. It’s worth noting that if any of the tokens’ score is high based on the similarity but the score is less in terms of context then the terms which matched based on the context are selected. Whereas the existing SRM only checks the similarity based on string similarity and only in single dimension.

Comparative analysis on the results of SRM and MRM shows that the performance of MRM is better than the SRM on ACE 20202, Aquaint and Sarcasm datasets whereas the SRM performs better on HUA and UoA datasets. The results of MRM on UoA and HUA datasets are low which is due to different domain knowledge (medical) of the datasets.

V. DISCUSSION

The multidimensional reference model has been developed for the domain knowledge. MRM helped in expanding the domain knowledge using the linguistics word categories such as lexical, semantic, and syntactic. In this research MRM was tested in multiple rounds (1-5 batches) on heterogeneous datasets from diverse domain. It enhanced the coverage of words and helped in term harmonization. The MR contains the 37321 words as a rich template in form of domain knowledge/data dictionary. List of words from lexical, semantic, and syntactic clues containing mrm-score() have been formed.

Evaluation of MRM on different datasets is performed using similarity score (in percentage). If similarity score is high, it means the more root words are matched with input words. From all the experiments it shows the proposed work is more scalable and it includes more similar words on basis on mrm_score(). With that, it has been observed that the matched terms for the ACE2020, Aquaint, Sarcasm have been covered more than that of UoA and HUA datasets. This is due to the fact that the ACE2020, Aquaint, Sarcasm covers daily life routine whereas the UoA and HUA contain data of medical domain.

VI. CONCLUSION

During the literature review and aiming to find solutions to solve the data heterogeneity, it was found that the only possible solution to solve the problem is to harmonize data. By adopting many techniques such as semantic, lexical matching and reference matching template. Based on that, a reference model which was developed by [14] for data curation framework for medical cohort taken as baseline study. In that, the reference model (SRM) contains the domain knowledge of specific terms that were used in medical domain. The performance of MRM has been evaluated on five heterogeneous (structured, semi-structured and unstructured) datasets and in five multiple rounds. The results of each rounds of ACE20202, Aquaint, Sarcasm, UoA and HUA show better performance of MRM over its counterpart reference model i.e., Single dimensional reference model. The overall performance of MRM on all participating datasets is more than 30% on ACE20202, Aquaint, and Sarcasm datasets whereas the performance of UoA and HUA performed better on SRM. To
conclude with the performance of MRM, it has been observed that the use of MRM supports the DHF in selection of key terms based on semantic and lexical matched terms. Design and development of Multidimensional Reference Model which is developed based on the linguistics categories such as context, semantic and syntactic clues. The model enables the use of indexing for any English sentences by introducing the words and their respective score. The proposed MRM produced huge number of words that can be used as a reference for any general domain which contains daily basis data generated in textual formats.

FUTURE RECOMMENDATIONS

Use of other categories of linguistics and computational linguistics for further improvement in the field of English grammar.
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Fig. 8. Percentage of matched terms for MRM and SRM on batch 5.

APPENDIX B

<table>
<thead>
<tr>
<th>Reference Models</th>
<th>SRM</th>
<th>MRM</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Datasets</strong></td>
<td><strong>Performances</strong></td>
<td><strong>Total terms</strong></td>
</tr>
<tr>
<td><strong>ACE 2020</strong></td>
<td>Batch 1</td>
<td>2564</td>
</tr>
<tr>
<td></td>
<td>Batch 5</td>
<td>12820</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>7692</td>
</tr>
<tr>
<td><strong>Aquaint</strong></td>
<td>Batch 1</td>
<td>2192</td>
</tr>
<tr>
<td></td>
<td>Batch 5</td>
<td>10960</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>6576</td>
</tr>
<tr>
<td><strong>Sarcasm</strong></td>
<td>Batch 1</td>
<td>5740</td>
</tr>
<tr>
<td></td>
<td>Batch 5</td>
<td>28700</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>17320</td>
</tr>
<tr>
<td><strong>UoA</strong></td>
<td>Batch 1</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>Batch 5</td>
<td>82</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>49</td>
</tr>
<tr>
<td><strong>HUA</strong></td>
<td>Batch 1</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>Batch 5</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>36</td>
</tr>
<tr>
<td>smart</td>
<td>intelligent</td>
<td>9.2</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
<td>-----</td>
</tr>
<tr>
<td>hard</td>
<td>difficult</td>
<td>8.77</td>
</tr>
<tr>
<td>happy</td>
<td>cheerful</td>
<td>9.55</td>
</tr>
<tr>
<td>fast</td>
<td>rapid</td>
<td>8.75</td>
</tr>
<tr>
<td>happy</td>
<td>glad</td>
<td>9.17</td>
</tr>
<tr>
<td>stupid</td>
<td>dumb</td>
<td>9.58</td>
</tr>
<tr>
<td>weird</td>
<td>strange</td>
<td>8.93</td>
</tr>
<tr>
<td>insane</td>
<td>crazy</td>
<td>9.57</td>
</tr>
<tr>
<td>large</td>
<td>huge</td>
<td>9.47</td>
</tr>
<tr>
<td>quick</td>
<td>rapid</td>
<td>9.7</td>
</tr>
<tr>
<td>wonderful</td>
<td>terrific</td>
<td>8.63</td>
</tr>
<tr>
<td>strange</td>
<td>odd</td>
<td>9.02</td>
</tr>
<tr>
<td>simple</td>
<td>easy</td>
<td>9.4</td>
</tr>
<tr>
<td>inexpensive</td>
<td>cheap</td>
<td>8.72</td>
</tr>
<tr>
<td>weird</td>
<td>odd</td>
<td>9.2</td>
</tr>
<tr>
<td>large</td>
<td>big</td>
<td>9.55</td>
</tr>
<tr>
<td>essential</td>
<td>necessary</td>
<td>8.97</td>
</tr>
<tr>
<td>crucial</td>
<td>important</td>
<td>8.82</td>
</tr>
<tr>
<td>scarce</td>
<td>rare</td>
<td>9.17</td>
</tr>
<tr>
<td>bizarre</td>
<td>strange</td>
<td>9.37</td>
</tr>
<tr>
<td>delightful</td>
<td>wonderful</td>
<td>8.65</td>
</tr>
<tr>
<td>friend</td>
<td>buddy</td>
<td>8.78</td>
</tr>
<tr>
<td>student</td>
<td>pupil</td>
<td>9.35</td>
</tr>
<tr>
<td>teacher</td>
<td>instructor</td>
<td>9.25</td>
</tr>
<tr>
<td>movie</td>
<td>film</td>
<td>8.87</td>
</tr>
<tr>
<td>area</td>
<td>region</td>
<td>9.47</td>
</tr>
</tbody>
</table>

| happy  | mad        | 0.95 |
| sharp  | dull       | 0.6 |
| old    | fresh      | 0.87|
| weird  | normal     | 0.72|
| sad    | funny      | 0.95|
| nice   | cruel      | 0.67|
| unnecessary | necessary | 0.63|
| dumb   | intelligent| 0.75|
| bad    | great      | 0.35|
| difficult | simple | 0.87|
| bad    | terrific   | 0.65|
| easy   | tough      | 0.52|
| modern | ancient    | 0.73|
| new    | ancient    | 0.23|
| dull   | funny      | 0.55|
| tiny   | huge       | 0.6 |
| dumb   | rare       | 0.48|
| sly    | tough      | 0.58|
| terrific | mad     | 0.4 |
| modest | flexible   | 0.98|
| fresh  | wide       | 0.4 |
| huge   | dumb       | 0.48|
| large  | flexible   | 0.48|
| dirty  | narrow     | 0.3 |
| bottom | top        | 0.7 |
| absence | presence  | 0.4 |
| reality | fantasy   | 1.03|
| bed    | hospital   | 0.92|
| destruction | construc | 0.98|
| brother | soul       | 0.97|
| car    | bridge     | 0.95|
| denial | confess    | 1.03|
| car    | elevator   | 1.03|
| car    | hose       | 0.87|
| chapter | choice    | 0.48|
| belief | flower     | 0.4 |
| trick  | size       | 0.48|
| choice | vein       | 0.98|
| hymn   | conquer    | 0.68|
| endurance | band     | 0.4 |
| condition | boy       | 0.48|
| flower | endurance  | 0.4 |
| hole   | agreement  | 0.3 |
| doctor | temper     | 0.48|
| fraternity | door   | 0.68|
| task   | woman      | 0.68|
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### APPENDIX E, F

**SAMPLES OF LINGUISTICS CONTEXT (SYNONYMS AND ANTONYMS)**

<table>
<thead>
<tr>
<th>Sample</th>
<th>Lexical Semantics (Formal)</th>
<th>Lexical Semantics (Lexical)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.3</td>
<td>Obama to name Susan Rice as national security adviser</td>
<td>Donilon out, Rice in as Obama’s national security adviser</td>
</tr>
<tr>
<td>3</td>
<td>Turkish riot police tear gas Taksim Square protest</td>
<td>Turkish riot police enter Taksim Square</td>
</tr>
<tr>
<td>5</td>
<td>Chicago Shooting Shows Gap in Stepped-up Policing</td>
<td>Chicago shooting shows gap in stepped-up policing</td>
</tr>
<tr>
<td>1.2</td>
<td>Ukraine protest leaders name ministers, Russian troops on alert</td>
<td>Ukraine Refuses to Act Against Russian ‘Provocation’</td>
</tr>
<tr>
<td>1.2</td>
<td>North Korea shuns offer of talks</td>
<td>North Korea shoots 2 rockets</td>
</tr>
<tr>
<td>5</td>
<td>Prince Charles ‘compares Putin to Hitler’</td>
<td>Prince Charles ‘compares Vladimir Putin to Adolf Hitler’</td>
</tr>
<tr>
<td>2.6</td>
<td>Malala, Snowden, Belarusians Short-Listed For Sakharov Prize</td>
<td>Fugitive Snowden short-listed for European rights prize</td>
</tr>
<tr>
<td>1.2</td>
<td>Israeli PM accuses Iran president of hypocrisy</td>
<td>Greek PM accuses coalition of hypocrisy</td>
</tr>
<tr>
<td>1.2</td>
<td>One dead in Philadelphia building collapse, others pulled from rubble</td>
<td>Six confirmed dead after Philadelphia building collapse</td>
</tr>
<tr>
<td>2.8</td>
<td>Police clash with youth in Cairo after anti-Morsi protest</td>
<td>Egypt: Police clash with pro-Morsi protesters</td>
</tr>
<tr>
<td>2.4</td>
<td>Top Diplomats Meet in Munich at Critical Time</td>
<td>Top Diplomats Discuss Iran’s Nuclear Program</td>
</tr>
<tr>
<td>1.2</td>
<td>Snowden’s given refugee document by Ecuador</td>
<td>Snowden posted to fly out of Moscow</td>
</tr>
<tr>
<td>2.2</td>
<td>NA President, Ads message on the World Press Freedom Day</td>
<td>Pakistan marks World Press Freedom Day</td>
</tr>
<tr>
<td>3.6</td>
<td>EU foreign ministers discuss Syria arms embargo</td>
<td>EU foreign ministers seek solution on Syria arms</td>
</tr>
<tr>
<td>3.6</td>
<td>Death toll from Philippine earthquake rises to 185</td>
<td>Death toll from Philippines quake rises to 144</td>
</tr>
<tr>
<td>4</td>
<td>Stocks to watch at close on Monday</td>
<td>Stocks to watch on Monday</td>
</tr>
<tr>
<td>3.2</td>
<td>Army jets kill 38 militants in NW Pakistan air raid</td>
<td>U.S. drone kills 4 militants in Pakistan</td>
</tr>
<tr>
<td>4</td>
<td>Egyptian police fire tear gas at protesters in Cairo</td>
<td>Police fire tear gas at protesters in Cairo</td>
</tr>
<tr>
<td>3.2</td>
<td>ElBaradei to become Egyptian PM</td>
<td>Liberal ElBaradei named Egypt PM, Islamists cry foul</td>
</tr>
<tr>
<td>1.4</td>
<td>Philippines holds second senator over corruption</td>
<td>Philippines recovering after powerful typhoon</td>
</tr>
<tr>
<td>1.4</td>
<td>German envoy optimistic about Iran-Gaza talks</td>
<td>Iran ‘cautiously optimistic’ about future nuclear talks</td>
</tr>
<tr>
<td>4.6</td>
<td>Renowned Spanish flamenco guitarist Paco De Lucia dies</td>
<td>Spanish flamenco guitarist Paco De Lucia dies at 66</td>
</tr>
<tr>
<td>2</td>
<td>Chinese icebreaker changes course towards suspicious objects</td>
<td>Chinese search plane finds ‘suspicious objects’</td>
</tr>
<tr>
<td>5</td>
<td>Snowden Hits Hurdles in Search for Asylum</td>
<td>Snowden’s hits hurdles in search for asylum</td>
</tr>
<tr>
<td>2.8</td>
<td>Death toll in building collapse in South India mounts to 47</td>
<td>4 killed in building collapse in southern India</td>
</tr>
<tr>
<td>1.4</td>
<td>Pakistan imposes temporary ban on 2 TV channels</td>
<td>Pakistan imposes ban on 2 TV channels</td>
</tr>
<tr>
<td>1</td>
<td>Palestinian prisoners arrive at Muqata in Ramallah</td>
<td>Palestinian prisoners assaulted in Jammu jail</td>
</tr>
<tr>
<td>1</td>
<td>10 dead, five injured in SW China road accident</td>
<td>5 hurt in Giza car accident</td>
</tr>
<tr>
<td>5</td>
<td>Matt Smith quits BBC, Ads Doctor Who</td>
<td>Matt Smith quits BBC’s Doctor Who</td>
</tr>
<tr>
<td>1.4</td>
<td>Thai junta assesses security force to another Bangkok protest</td>
<td>Thai junta security forces in Bangkok as protests dwindle</td>
</tr>
<tr>
<td>3</td>
<td>Queen pays tribute to Nelson Mandela</td>
<td>South Africa’s rugby fraternity mourns Mandela</td>
</tr>
<tr>
<td>0.4</td>
<td>Declines in US stock market moderate</td>
<td>Tech sell-off sends US stock markets lower</td>
</tr>
<tr>
<td>2.6</td>
<td>Latest Anti-Muslim Violence in Burma Kills 1, Injures 10</td>
<td>World Briefing</td>
</tr>
<tr>
<td>3.8</td>
<td>Suspected U.S. drone strike kills 5 in Pakistan</td>
<td>U.S. drone strike kills 5 in Pakistan</td>
</tr>
<tr>
<td>2</td>
<td>The Note’s Must-Reads for Friday May 31, 2013</td>
<td>The Note’s Must-Reads for Friday October 29, 2013</td>
</tr>
<tr>
<td>0.6</td>
<td>22 killed in mine accident in southwestern China</td>
<td>2 killed, dozens injured by blast in southwest Pakistan</td>
</tr>
<tr>
<td>4.8</td>
<td>NYPD Twitter Outreach backfires badly</td>
<td>NYPD’s Twitter campaign backfires</td>
</tr>
<tr>
<td>3.8</td>
<td>19 hurt in New Orleans shooting</td>
<td>Police: 19 hurt in NOLA Mother’s Day shooting</td>
</tr>
<tr>
<td>3.8</td>
<td>Another migrant ship capsizes off Italy</td>
<td>Another migrant boat capsizes off Italy, 27 dead</td>
</tr>
<tr>
<td>5</td>
<td>Turkish search ends as last missing miners found</td>
<td>Turkish search ends as last missing miners found</td>
</tr>
<tr>
<td>1.4</td>
<td>Iran predicts failure of Israeli-Palestinian peace talks</td>
<td>Tentative Deal Reached to Resume Israeli-Palestinian Talks - U.S.</td>
</tr>
<tr>
<td>4.4</td>
<td>Olivio Colvin wins second BAPTA Award</td>
<td>BAPTA 2013: Olivio Colvin picks up two awards</td>
</tr>
<tr>
<td>2.6</td>
<td>Titanic Violin Nabs Record $1.4 Million</td>
<td>Titanic violin sells for $1.7 million</td>
</tr>
<tr>
<td>5</td>
<td>Ankeet Chavan granted conditional bail for marriage</td>
<td>Ankeet Chavan granted bail to get married</td>
</tr>
<tr>
<td>3</td>
<td>JAL’s first order from Airbus is blow to Boeing</td>
<td>Japan Airlines orders 31 Airbus A320s valued at $9.5 bn</td>
</tr>
<tr>
<td>3</td>
<td>Sienna Miller testifies at UK phone hacking trial</td>
<td>Sienna Miller attacks press for Antitrolling, A&amp;D reports at hacking trial</td>
</tr>
<tr>
<td>2.6</td>
<td>Israelis attack 2 Palestinians in Jerusalem area</td>
<td>Settlers Beat up Palestinian in Jerusalem</td>
</tr>
<tr>
<td>0.4</td>
<td>EU extends sanctions against Russia</td>
<td>Nigeria drops arms trafficking charges against Russian sailors</td>
</tr>
<tr>
<td>3.4</td>
<td>‘AajGlee, Aaj star Cory Monteith found dead in hotel room</td>
<td>Cory Monteith found dead: Canadian ‘AajGlee, Aaj star was 31</td>
</tr>
<tr>
<td>4.6</td>
<td>Lebanon’s PM forms ‘unity cabinet’</td>
<td>Lebanon’s prime minister has formed a cabinet more than 10 months after taking office, taking in a wide range of political parties, mostly over</td>
</tr>
<tr>
<td>0.6</td>
<td>Iranian president makes debut on world stage</td>
<td>Lebanese premier formed a cabinet more than 10 months after taking office, including a wide range of political parties, most of which formed a cabinet mostly due to bridging serious divisions among them</td>
</tr>
<tr>
<td>1.2</td>
<td>Scores Killed In Egyptian Protests</td>
<td>Turkey’s PM Warns Against Protest</td>
</tr>
<tr>
<td>3.8</td>
<td>State Dept. issues wide travel alert, says terror attack possible</td>
<td>US issues global travel alert, cites Al-Qaeda threat</td>
</tr>
<tr>
<td>4.6</td>
<td>Michelle Obama To Star In Parks And Recreation</td>
<td>Michelle Obama appears on ‘Parks and Recreation’</td>
</tr>
<tr>
<td>1.6</td>
<td>Singapore stocks end up 0.11 pct</td>
<td>Singapore stocks end down 0.45%</td>
</tr>
<tr>
<td>2.8</td>
<td>World’s oldest man dies at 116</td>
<td>World’s oldest man dies aged 116</td>
</tr>
<tr>
<td>2.8</td>
<td>Death toll in Lebanon bombings rises to 47</td>
<td>1 suspect arrested after Lebanon car bombings kill 45</td>
</tr>
<tr>
<td>5</td>
<td>Greek far-right leader suspended pending trial</td>
<td>Greek far-right leader suspended pending trial</td>
</tr>
</tbody>
</table>
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Abstract—The holistic view of garden construction is firstly reflected in the integration of the elements that make up the garden, and the primary and secondary are distinguished from the perspective of the whole city, the continuation of the upper planning, the coordination with the surrounding groups and the harmony of the internal gardening elements. The primary goal of ANN (artificial neural network) learning is to understand the drawings and to convert information such as plant numbers and positions in digital drawings into standard digital formats for storage. In front of the SSD (Single Shot Multi-box Det) network model, a standard architecture network for image classification is adopted, called the basic network and is fused for comprehensive detection. This paper proposes the network model flow of the 3D object voxel modeling method based on the lightweight DL (Deep learning) model. The cyclic 2D encoder, cyclic 3D decoder and view planner are integrated into a unified framework responsible for feature extraction and fusion, feature decoding and view planning. The results show that the pixel accuracy, the average accuracy and the average IU value are the highest, with the pixel accuracy as high as 90.44%, the average accuracy as high as 93.15%, and the average IU value as 92.72%. In landscape image processing, it provides a certain foundation for future landscape planning and design.

Keywords—Deep learning; landscape architecture; landscape element; neural network; artificial neural network; view planning

I. INTRODUCTION

Traditional landscape architecture planning and design methods mainly rely on designers' accumulated and improved experience. For large-scale landscape planning applications, designers must have solid design theory, professional design skills and extensive artistic accomplishment [1]. Scale and pattern process is called two core issues of landscape ecology [2], and scale effect is the core of three major issues in scale grade research: scale effect, scale selection and scale deduction. In today's era of globalization, although economy, culture and customs learn from each other in mutual communication, the different civilisations hidden behind them cannot be converged. The discipline of landscape architecture is developing daily, and the industry is in a rapid development stage, bringing unprecedented opportunities and prosperity to landscape architects. With the development of the social economy and the improvement of people's spiritual level, more attention has been paid to environmental quality. Modern landscape architecture is a "scientific art", which cannot be separated from art, but also from the support of science. Therefore, the discipline of landscape architecture needs to form its own methodology and theoretical system and become a rigorous and mature discipline.

Landscape planning and design is a highly comprehensive design art that involves the planning and layout of multiple elements such as terrain, plants, water bodies, buildings, etc. In traditional garden planning and design, designers usually rely on experience and personal aesthetics to design. However, this approach often lacks precise data support and scientific decision-making basis, which can easily lead to low design efficiency or not meeting practical needs. The emergence of deep learning models provides new solutions for landscape planning and design. Through deep learning technology which can learn and analyze a large amount of historical garden design data, in order to uncover the laws and features hidden behind the design. These laws and characteristics can be used to optimize the design process, improve design efficiency, and enhance the scientifity and feasibility of design schemes. The application scenarios of deep learning models in landscape planning and design are very extensive. For example, digital terrain simulation is an important part of landscape planning and design, involving multiple steps such as terrain measurement, analysis, and modeling. By utilizing deep learning technology, it can quickly and accurately identify and analyze terrain data, providing designers with reliable terrain data support.

At present, with the development of China's landscape architecture industry, many excellent landscape architecture planning and design concepts have emerged, and they are committed to creating modern landscape architecture with Chinese characteristics based on local conditions—research on shape and space generation is controlled by focusing parameters. Systematic parametric design research has not been carried out according to the characteristics of landscape architecture planning and design; not only the practice of parametric landscape architecture design is rare, but also the research on the theory and method of parametric design of landscape architecture itself is even less. Aiming at the current industry situation, this paper mainly explores the application of the lightweight DL model in landscape architecture planning and design. It summarizes its reference and guiding significance for modern landscape architecture planning and design practice. Scientific intervention, adjustment, planning and design of landscape environment through parametric method are an
important development direction and research difficulty of modern landscape architecture planning and design. This article proposes a network modeling process for a three-dimensional voxel modeling method. Integrating the graphic planning of the encoder, the pixel accuracy is improved during the feature extraction process. The innovative points of the method adopted in this article are:

1) Lightweight DL models have lower model complexity and computational complexity, enabling fast training and inference under limited computing resources and memory constraints, making 3D object voxel modeling more efficient and real-time.

2) Lightweight DL models can improve the accuracy and detail representation ability of 3D object voxel modeling through network structure and algorithm optimization, thereby better reflecting actual 3D scenes and objects.

3) Lightweight DL models have a small model volume and parameter quantity, which can be deployed and run on various devices, facilitating model updates and upgrades, thereby supporting the diversity and scalability of 3D object voxel modeling.

II. LITERATURE REVIEW

Since the 1950s, the destruction of the natural environment caused by industrialization has become increasingly serious, and people have begun to attach importance to the role of natural ecological elements in planning. Various ecological planning schools, led by landscape suitability evaluation methods, have successfully proposed a series of planning strategies to coordinate natural and human elements [3], [4]. Thorne et al. put forward the suitability evaluation method, the core of which is to synthesize and screen all kinds of environmental factors and socio-economic factors in time order to solve practical planning problems [5]. Economic elements are integrated and screened to solve practical planning problems, so it is also called "a thousand-layer cake" figuratively. Parris et al. store all kinds of landscape elements on the map in the form of raster data or vector data and give them specific structures and attributes. This change in the storage mode of map information makes the amount of information in a map much larger than the traditional map [6]. Ankita et al. used Arcview GIS and visualization software to create three-dimensional effects for environmental assessment. If landscape architects can accept such a technology, it will be fundamentally incorporated into the design process and can positively influence the social impact of design [7]. Shuvo et al. segmented the image by the color of the flowers, extracted the features based on texture analysis, and finally combined it with SVM (support vector machine) and other methods to realize the classification and recognition of flowers [8]. DL (Deep learning) is very important in computer vision. With the continuous progress of its technology, its application in the classification and recognition of flower images has greatly improved the effect of classification and recognition [9]. Wei et al. adopted the CNN model of the Keras DL framework and trained the Oxford flower data set to greatly improve the accuracy of flower species identification [10]. Qiang et al. combined the self-coding network structure with the classification network and, through the post-processing of graphic synthesis technology, input a single-view picture and output the predicted and synthesized three-dimensional model [11]; Li et al. put forward a three-dimensional RNN (Recurrent Neural Network). By building a three-dimensional RNN, pictures taken from multiple perspectives are received, and the network's hidden layer is used to implicitly represent the geometric structure of the current reconstruction, thus establishing a DL three-dimensional reconstruction framework combining single and multiple perspectives [12]. Wang et al. obtained better simulation results than multi-dimensional time series by adopting the fluctuating time series simulation method. Fluctuating time series is a method of making the series conform to Fourier series by using difference, and usually monotonous data can be changed into fluctuating type by contrast [13].

III. RESEARCH METHOD

A. General Principles of Landscape Design

The holistic view of garden construction is firstly reflected in the integration of the elements that make up the garden, and the primary and secondary are distinguished from the perspective of the whole city, the continuation of the upper planning, the coordination with the surrounding groups and the harmony of the internal gardening elements. By protecting the natural and cultural landscapes in the site, it can pay attention to the spirit of the site, respect each specific area and strive to create its complementary design and interpret the traditional spirit with modern techniques to achieve the unity of natural harmony with the site itself [14], [15]. Planning and symbolically creating different landscape forms (people and designers transfer their landscape views to space, city and landscape), bringing about spiritual changes.

The technical evolution of the superposition method expands its operation mode and technical purpose. In other words, today's overlay method is no longer limited to a specific technical means or operation process but a set of tools oriented by cascading thinking, which includes a series of techniques. General maps tend to show as much information as possible in one map, while thematic maps focus on expressing one or several elements. This feature of the thematic map makes the main information to be expressed emphasized, while the secondary data is weakened as much as possible.

The thematic map is no longer limited to the traditional division of physical and geographical elements but is replaced by the distribution of various diseases in the study area, and the degree of incidence is expressed by color depth. It should be noted that the superposition between thematic maps of factors or elements is not necessarily the superposition of all drawings. Still, the superposition is carried out selectively according to the research needs. From this, it can summarize the general operation steps of the overlay method as shown in Fig. 1:

The main difference between the application of the superposition method in the above three cases lies in the theoretical basis followed by users and the final results of the superposition method. The theoretical basis determines the classification of landscape elements and the splitting method of their corresponding factors. At the same time, the final result of
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overlapping images depends on the goal orientation of landscape architecture planning and design itself. Therefore, the final superposition should draw thematic maps of various diseases, population density maps and environmental maps of health and diseases and also superimpose these maps again to explore the relationship between the elements.

According to the connotation of the mechanism, it need to grasp it from two aspects: First, the system, that is, something is a system composed of multiple parts, and each piece is related, which is also the premise of the existence of the mechanism; The second is the operation mode, that is, the specific action mode of the mechanism to coordinate the relationship between various parts of things. Design mechanism, like the "invisible hand" directing the design, guides design behavior and generates design results. As the same research on scientific design methods, compared with design patterns, design mechanism pays more attention to the explanation of action mechanism, the grasp of laws and the exploration of design essence, which is more flexible and instructive. In addition, the design mechanism can be transformed into corresponding design patterns according to different juice designs, which is more suitable and practical.

The core of ancient Chinese culture is local culture, and the countryside is a world close to nature and with disputes over rights, which have always been yearned for by scholars. The essence it pursues is a kind of life close to nature. In the eyes of Western scholars, geography is to explain "the relationship between man and earth". The interaction between human beings and landscape, social and personnel variation will also cause natural changes. Although mixed with some metaphysical colors, its essence reflects the theory of base selection and site planning and design of residential environments such as houses, villages and towns in China. People plan for experience. First of all, it is a clear purpose or experience, and secondly, it is a conscious design with the form and space quality to achieve the project's space effect or create according to the goal set by the task book. Only through the best experience and expressing functions can the most optimized planning experience be produced.

B. Plant Configuration in Landscape Planning and Design

The analysis and prediction of regional socio-economic status and development trend of planning is the starting point and important basis for planning. In the early stage of planning, it should focus on analyzing the current situation of social and economic structure in the planning area and its dynamic change law, and analyze the impact of social and economic system environment on land use to provide a real and reliable social and economic background for the formulation and implementation of the planning scheme. Through comprehensive balance and full coordination, the planning scheme can reasonably determine the scale and spatial layout of agricultural land, construction land, ecological protection areas, land development and consolidation, and key construction projects. It can reasonably determine the main control indicators such as cultivated land quantity, cultivated land occupied by construction, basic farmland protection area, land development and consolidation area, and the scale of construction land in major cities and towns.

People's cognitive activities begin with feelings. It reflects the objective things, the sensory perceiver touches through the sensory organs. It takes the objective things as the source, the subjective interpretation as the way and result, and the subjective image of the objective things in the mind. People's environmental identification aims to gain a foothold of complete mastery of thinking. If the system needs clarification, a familiar and comfortable environment with a clear and clear orientation system will give people affinity. In contrast, an unfamiliar, monotonous environment with an unclear orientation system will make people feel lost.

The spatial scale effect is a phenomenon that ecological objects show different characteristics and meanings with the change of spatial scale. The spatial dimension of scale can be changed by granularity and amplitude [16]. Time granularity refers to the frequency of object occurrence or the time interval of its dynamic change; Time range refers to the duration of an object in time. The time scale effect is a phenomenon in which ecological objects show different characteristics and meanings with the time scale change. When studying other objects, it should choose the appropriate time scale. Generally speaking, the high level of a nested system is composed of low levels, and the relationship between two adjacent levels is completely contained and completely contained [17], [18].

Taking plant configuration as an example, the primary goal of ANN (artificial neural network) learning is to understand the drawings. This understanding is not to identify what plants are in the drawings like people in the conventional sense or why they are matched like this, but to convert information such as plant numbers and positions in digital drawings into standard digital formats for storage. Many factors will influence the design process of plant configuration, and there are a lot of uncertain nonlinear conditions in the process, so there is a diversity of design results towards the target under specific conditions, similar to the non-convexity of ANN.
The neuron is the basic component and processing unit of the neural network. The structure of the artificial neuron model mainly includes the following three elements: group input and the intensity of input signal is expressed by the weight of each input neuron. The summing unit is used for weighting and summing all input signals. The activation function limits the output value of neurons in a certain range [19].

The $\theta_k$ threshold (or offset $b_k = \theta_k$) is expressed mathematically as follows:

$$v_k = \sum_{j=1}^{n} w_{kj} x_j \quad (1)$$
$$\mu_k = v_k + \theta_k \quad (2)$$
$$y_k = \phi(\mu_k) \quad (3)$$

$x_1, x_2, \cdots, w_{k1}, w_{k2}, \cdots, w_{kn}$ is the weight of the neuron, the activation function is $\phi(\cdot)$, and is the output of the $k$th neuron.

BP is the most commonly used ANN model in time series prediction, which is essentially a static network model. The input samples are random, and there is no correlation trend. From a mathematical point of view, the neural network is a nonlinear function. A time series $\{X_n\}$, which can be predicted by the following formula:

$$X_{n+k} = f(X_n, X_{n-1}, \cdots, X_1) \quad (4)$$

The static network is used to fit the function $f$, and then the future value is predicted. This is the basic idea of a neural network for time series prediction.

When the actual design work is carried out, it is necessary to consider the functional requirements put forward by the owner or the government, which requires the system to have certain control and guidance on the design results. Therefore, when constructing the network model, it is necessary to set the result-oriented control ability and the bottom-up generation logic. At the same time, it can adjust the threshold and incentive function of input data and influencing parameters. Fig. 2 shows the model structure of the self-generated system.

Assuming that the garden environment is $W$, the boundary is, and all polygon obstacle areas in the area are $Q_i$, then:

$$W = \{WSB, Q_1, Q_2, \cdots, Q_m\} \quad (5)$$

Where is the number of polygon obstacle areas?

SVD (Singular value decomposition) is an algorithm that can be applied to any matrix decomposition. For example, assuming that the input data of the full connection layer is $u \times v$ in size and the weight matrix is $W$, the calculation formula of the output data of the full connection layer is:

$$y = WX \quad (6)$$

Its computational complexity is $u \times v$. It $W$ is subjected to SVD and $W$ is approximately replaced by the first important eigenvalues after decomposition; the decomposition formula is:

$$W = U \sum V^T \approx U \sum_{k} v_k^T \quad (7)$$

$U$ represents an orthogonal matrix of dimension. Represents a diagonal matrix corresponding to the first values in the original diagonal matrix with dimension $t \times t$. It represents an orthogonal matrix of dimension.

Neural networks and traditional regression analysis are similar; both try to find the best fit for the function by minimizing the model’s error. The fitting error of its model is given by Formula (8):

$$E = Y - f(X) \quad (8)$$

Because the value of the deviation term is always 1, its weight has the same function as the constant term in the regression model. Similarly, the network with HL (hidden layer) is similar to the nonlinear regression model, and for one HL, it is given by the following formula:

$$y = G(\sum_{j=1}^{k} \beta_j G(\sum_{i=1}^{m} \gamma_i x_i)) \equiv f(x, \phi) \quad (9)$$

Fig. 2. Self-generated system model structure.
G is the transformation function of HL and output layer in the neural network; h is the number of HL neurons; m is the number of input units; \( \beta_j \) is the weight between output neurons and HL neurons, and is the weight between HL neurons and input neurons; \( \varphi \) is all the relevant weights in the network, \( x_i \) is the input value, and is the output value.

C. Voxel Modeling Method of a Three-Dimensional Object based on Lightweight DL Model

In the emergence and development of regional humanistic features, the region's natural features play a great role. In the final analysis, no regional culture can exist and develop independently of its dependent environment, no matter how free human beings are in their choice of culture. Historical background, it can deeply study the development context of the region and understand the origin and changes of regional human characteristics. When designing, only by putting the thinking of the land parcel in an overall and macroscopic background of time and space, and fully investigating and understanding the historical background of the region can it have a clear and comprehensive understanding of the emergence and development of the humanistic characteristics of the region, and then it can have a targeted and well-founded theory in the middle and later stages of design.

Western gardens are also more influenced by the agricultural rural landscape. No matter the grand royal gardens or the quiet private courtyards, you can see the shadow of the rural landscape at that time. This is completely different from the oriental garden, which has always been greatly influenced by the natural landscape and is good at imitating the natural mountain water potential in the garden construction.

Landscape planning and design is a discipline that integrates space art and time art, and landscape works, as an aesthetic entity, exist in space and time at the same time. Compared with architectural language, the biggest feature of garden design language is that it changes dynamically with time. Landscape elements such as vegetation and water in gardens will change dynamically with the seasons. Find a stable and lasting structure in the present situation of the base, and then plan a whole system based on various parameters, which must evolve with time and produce special coping methods with evolutionary ability.

Positioning and mapping are the position of the image observation point and the corresponding relationship between the observation point and the reconstructed model. In the shooting scene without camera position calibration, it is necessary to position the camera in the shooting process to judge the conversion relationship between the pixels and the 3D model and finally build the 3D map in the global coordinate system. You can use the characteristic point method or the direct method to complete a visual odometer. Taking the feature point method as an example, firstly, the features of the image are extracted, and the features between adjacent frames are matched. Then, based on the matched elements, the epipolar geometry method or nearest point iteration method is used to solve the pose change of the camera.

According to the transformation formula between homogeneous coordinates and pixel coordinates in the world coordinate system, the two-dimensional feature points are transformed into signposts on the three-dimensional map. The transformation relationship is as shown in Formula (10):

\[
P_{uv} = KTP_{w} \tag{10}
\]

Among them are the camera's internal reference matrix, which is fixed after the camera leaves the factory, and its external reference matrix, which represents the camera's rotation and translation and changes with the camera's position.

Landscape images are developing vigorously. Although many drawings, drawings and landscape models are used now, the content brought by different image media is completely different. Now, the task of landscape architects is to keep learning and find suitable image media so that their works can be better displayed and expressed.

When semantically segmenting different landscape pictures, because it is impossible to correctly segment every object, sometimes the landscape element category in a certain image is regarded as another category [20]. In this paper, the model based on CNN (Convective Neural Network) can achieve the goal of semantic segmentation of landscape pixels in complex landscape images. The final output digital result is regarded as the final result of landscape element classification in the landscape image. Deep learning reinforcement learning (RL) algorithms can be used to optimize the design process, such as finding the best building materials, design elements, or layouts [21]. This can be achieved by training neural networks to learn and improve based on project requirements and constraints (such as budgets, regulations, etc.). Deep learning can be used to automatically generate 3D models of buildings. These models can not only be used for visualization, but also for structural analysis and optimization [22]. Deep learning can be used to achieve parameterized design, which means that every decision in the design process can be fine-tuned as a variable. For example, the design scheme can be optimized based on factors such as sunlight conditions, wind direction, terrain, etc. [23].

This paper represents the number of pixels that belong to class semantics and are judged to be class and is used to describe the total number of semantic categories. The formula used to calculate the average accuracy is shown in Formula (11):

\[
A_{avg} = \frac{1}{n_{cl}} \sum_{i} \frac{n_{ij}}{t_{ij}} \tag{11}
\]

According to the theoretical discussion of 3D image reconstruction methods, it can be concluded that the DL method can make up for the limitations of traditional methods in view angle number, illumination, reflection, etc., to some extent and use less information to complete more efficient reconstruction.

In front of the SSD (Single Shot Multi-box Dettor) network model, a standard architecture network for image classification is adopted, called the basic network and is fused for comprehensive detection. Fig. 3 shows the network model flow chart of the 3D object voxel modeling method based on the lightweight DL model.
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In the network, the cyclic 2D encoder, cyclic 3D decoder and view planner are integrated into a unified framework, which is responsible for feature extraction and fusion, feature decoding and view planning, respectively, so that the system can dynamically plan the view independently and update the reconstructed model in a time step sequence.

In terms of network depth, because the size of the original image is large, redundancy may occur, so the feature changes of the original texture details can be captured by large convolution. When the original image is input, multiple convolution kernels repeatedly act at different positions to extract features in the convolution layer.

If convolution kernels convolve the input image, a $n$ feature map is obtained, and the operation formula is shown in Formula (12):

$$ X_n^m = f\left(\sum_{i \in P_x} x_i^{m-1} \ast k_{ij}^m + b_i^m\right) \tag{12} $$

The above formula represents the $n$th characteristic graph of the convolution layer in the $m$th layer, $f$ is the activation function of this layer, $P_n$ represents the set of input images, and $b$ is the corresponding offset.

Because the batch gradient descent method needs to traverse all samples to update parameters, the experimental process is slow, so SGD (Stochastic Gradient Descent) is adopted in this experiment. Use the loss function of each sample to derive the partial derivative of the weight $w$:

$$ w_j^l = w_j^l + \left( y_i - h_{\theta}(x_i) \right) x_j^l \tag{13} $$

Where $h(x)$ is the function to be fitted, $f(w)$ is the loss function, $\theta$ is the number record, and $j$ is the number of parameters?

$W = T[W]$ is defined, and the SVD of $W = U D Q^T$ is $W$, then:

$$ U_k^c(j) = u_{(c-1)d+j,k} \sqrt{P_{c,r,k}} \tag{14} $$

$$ Q_k^c(j) = q_{(n-1)d+j,k} \sqrt{D_{c,r,k}} \tag{15} $$

Where $(\tilde{H}, \tilde{V})$ is the solution $P1$, and is the filter called a low-rank constrained filter?

The $32 \times 32 \times 32$ grid is used to represent the three-dimensional shape. After the three-dimensional decoding features are obtained, the Sigmoid activation function predicts the occupancy probability. The mathematical formula of the Sigmoid function is shown in Formula (16):

$$ Sigmoid\ (x) = \frac{1}{1+e^{-x}} \tag{16} $$

All the calculations of hidden layers are changed to convolution operations to retain the ability to extract spatial neighbourhood relations by convolution calculation, and all the operations on input are all connected layers. After obtaining one-dimensional vectors, the fully combined layers are deformed into three-dimensional features, and the gate calculation with hidden layers continues.

IV. ANALYSIS AND DISCUSSION OF RESULTS

A simulation test is carried out to verify the algorithm proposed in this paper. Hardware environment: Intel Core i7 2.8 GHz quad-core CPU, 8 GB memory. The simulation environment is Windows 7 operating system and Matlab simulation software.

According to the analysis of the network structure of SSD and MobileNet, in order to reduce the number of parameters and calculation of SSD and improve the detection rate, the lightweight MobileNet network can be applied to SSD. After that, four groups of convolution layers are added, and the output features of six convolution layers are extracted and fused to detect the target to be seen comprehensively. The added network structure of SSD MobileNet V2 is shown in Table I:

The experimental results of the training test data set used in this experiment are shown in Table II and Fig. 4. The speed of MobileNet is slower than that of SSD. Still, on the whole, the model size can be reduced to 15MB, and the rate is about 35 frames/s based on the SSD-fused MobileNet network with the same accuracy, so this algorithm makes it possible that target detection can be transplanted and applied to embedded and mobile devices.
In the process of plant growth, with the competition of individuals for available water, nutrients and light, individuals at a disadvantage gradually die, that is, self-thinning, also known as density-related death. The stand density calculated from the data of all sample plots in each year was used, and the overall regression analysis was carried out among the values of different density indexes to judge the similarity degree of other density indexes. The regression relationship between the stand density index and the Nilson density index shows some differences between the stand density index and the Nilson density index (see Fig. 5), which needs further analysis.

When the density index based on the self-thinning theory measures the uncultivated forest land, it will be larger than the recognized maximum density value to a certain extent, which makes the density index decrease in the late growth stage of the stand. Affected by natural disasters, this decline will start early or increase the number of unnatural death plants. Figure 6 reflects the Nilson density index of sample plots with the same initial density as shown in Fig. 6.

However, the density of Nilson reflects that the density of sample 1 with moderate site conditions in the previous N years is the highest, and the density of sample 3 with the best site index before the disaster is higher than that of sample 1. In different stages, the two density indexes show that the stand density of the medium and best site is the highest, indirectly indicating no obvious linear relationship between density and site index.

<table>
<thead>
<tr>
<th>Target class</th>
<th>SSD</th>
<th>SSD_MobileNet V1</th>
<th>SSD_MobileNet V2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aeroplane</td>
<td>0.7984</td>
<td>0.8477</td>
<td>0.8261</td>
</tr>
<tr>
<td>Bicycle</td>
<td>0.8394</td>
<td>0.8984</td>
<td>0.8035</td>
</tr>
<tr>
<td>Bird</td>
<td>0.8073</td>
<td>0.8515</td>
<td>0.8791</td>
</tr>
<tr>
<td>Boat</td>
<td>0.8088</td>
<td>0.7118</td>
<td>0.8321</td>
</tr>
<tr>
<td>Bottle</td>
<td>0.607</td>
<td>0.8897</td>
<td>0.9272</td>
</tr>
<tr>
<td>Bus</td>
<td>0.5985</td>
<td>0.7949</td>
<td>0.8898</td>
</tr>
<tr>
<td>Car</td>
<td>0.8023</td>
<td>0.7586</td>
<td>0.9221</td>
</tr>
<tr>
<td>Cat</td>
<td>0.7009</td>
<td>0.767</td>
<td>0.8466</td>
</tr>
<tr>
<td>Chair</td>
<td>0.6777</td>
<td>0.7896</td>
<td>0.8635</td>
</tr>
<tr>
<td>Flower</td>
<td>0.8837</td>
<td>0.8818</td>
<td>0.8539</td>
</tr>
<tr>
<td>Tree</td>
<td>0.7574</td>
<td>0.7462</td>
<td>0.8611</td>
</tr>
<tr>
<td>Pavilion</td>
<td>0.9332</td>
<td>0.7872</td>
<td>0.8758</td>
</tr>
<tr>
<td>Streamlet</td>
<td>0.6063</td>
<td>0.8177</td>
<td>0.8431</td>
</tr>
<tr>
<td>Crowd</td>
<td>0.6117</td>
<td>0.8975</td>
<td>0.864</td>
</tr>
</tbody>
</table>

Fig. 4. Experimental results can be viewed.
After three stages of training, the 3D object voxel modeling system based on the lightweight DL model can dynamically obtain the optimal visual angle around the object to be reconstructed and the corresponding visual information under the visual angle, and finally reconstruct the 3D voxel through the object reconstruction module. To evaluate the reconstruction quality, IoU (Intersection over Union) is used for quantitative comparison. The experimental results are shown in Fig. 7 and Fig. 8.

It can be seen that with the increase in the number of perspectives, the perspective sequence predicted by the network is planned with the perspective of this paper, and the reconstruction quality increases faster, which shows that the method of this paper can obtain more information suitable for object reconstruction and help improve its reconstruction quality. In this paper, the Shannon entropy of the perspective planning network decreases the most, which indicates that more new information can be acquired from the perspective of prediction, thus verifying the information acquisition ability of the network.

Table III shows the results of semantic segmentation, and Fig. 9 shows the accurate comparison between SVM, CNN and three different upsampling structures of this method. By comparing the values of these three upsampling structures, it can find that the pixel accuracy, average accuracy and average IU value of this method are the highest, with pixel accuracy as high as 90.44%, average accuracy as high as 93.15% and average IU value as 92.72%.

Landscape planning and design are faced with a comprehensive and complex system. Although the system itself is unique, the components of the system are changeable, and the change of a certain variable will have a series of changes, thus affecting the whole system. Accordingly, each element in the system does not exist in isolation, and each element is in a certain position and plays a specific role in the system. The elements are interrelated and form an inseparable whole. Because of the multi-objective design, it has the attribute of a system, that is, the integration and optimization of parameters in the system. It should be noted that the result of system simulation is not planning itself but provides the possibility of open thinking for various possibilities of planning and design.
The urban environment in any period will reflect the level of scientific and technological development in that period and the aesthetic consciousness of the times and these restrictions will restrict the manifestation of the environment. The rational application of science and technology can make the created environment personalized, establish a modern expression technique that runs through the design from beginning to end, and form a unified expression style with the times. Reconstruct the spatial form of land parcels with modern gardening methods and unique spatial processing techniques, among which organizing garden space with an axis is a common design technique. The space axis can well reflect the value of space, and different space types can be organized together through the axis to form a complete spatial sequence for the viewer.

V. CONCLUSION

The discipline of landscape architecture is developing daily, and the industry is in a rapid development stage, bringing unprecedented opportunities and prosperity to landscape architects. With the development of the social economy and the improvement of people's spiritual level, more attention has been paid to environmental quality. Landscape planning and design is a discipline integrating space art and time art, and landscape works, as an aesthetic entity, also exist in space and time simultaneously. Scientific intervention, adjustment, planning and design of landscape environment through parametric method is an important development direction and research difficulty of modern landscape architecture planning and design. This paper presents the network model flow of the 3D object voxel modeling method based on the lightweight DL model. The stand density calculated from the data of all sample plots in each year was used, and the overall regression analysis was carried out among the values of different density indexes to judge the similarity degree of other density indexes. In this paper, it can find that the pixel accuracy, average accuracy and average IU value are all the highest, with pixel accuracy as high as 90.44%, average accuracy as high as 93.15% and average IU value as 92.72%. Realize the integration and optimization of parameters in the system. It should be noted that the result of system simulation is not planning itself but provides the possibility of open thinking for various possibilities of planning and design.

In the future, deep learning technology can be utilized to better utilize historical design data and planning experience, providing designers with real-time and accurate decision support. For example, a recommendation system based on deep learning can help designers find similar or better design solutions from a large number of historical garden designs based on established design goals. With the development of deep learning technology, it can train models to automatically perform routine and repetitive design tasks, such as landscape layout, vegetation placement, etc., thereby freeing up designers' energy and enabling them to focus more on innovation and detailed design.
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Abstract—In this experimental study patients with temporal lobe epilepsy and controls have been compared for functional connectivity (FC) using resting-state functional magnetic resonance imaging (rs-fMRI). This research work examines the alterations to better understand the issues with brain activity of individuals suffering from Temporal Lobe epilepsy (TLE), during the rest state. The major objective of this study is to investigate FC-related alterations in the resting state to fully comprehend the complex nature of epilepsy. It is observed that FC gets altered in specific regions in the case of patients suffering from left-sided Temporal Lobe Epilepsy and right-sided Temporal Lobe Epilepsy as compared to controls. Using rs-fMRI, it is found that the right-sided TLE patient group had altered hippocampus networks than the control right-side group. There are considerable differences between the left and right areas of control and the groups with mesial temporal hippocampal sclerosis on the left and right sides. When compared to control left brain regions, the left-side TLE group exhibits reduced connection between the anterior cingulate gyrus and the affected hippocampus and increased regional connectivity between the affected hippocampus and the default posterior cingulate cortex region.

Keywords—Temporal Lobe Epilepsy (TLE); resting-state Functional Magnetic Resonance Imaging (rs-fMRI); Functional Connectivity (FC); Blood Oxygen Level-Dependent (BOLD)

I. INTRODUCTION

Over the past few years, resting-state Functional Magnetic Resonance Imaging, (rs-fMRI), has been used. The rs-fMRI studies of the human connectome have gained popularity, and these studies are extremely valuable for understanding epilepsy networks and improving surgical treatment. Surgery to remove epileptogenic tissues may be a successful course of treatment for 20–30% of epilepsy patients whose seizures are unresponsive to medication [1]. The most successful method for treating drug-resistant epilepsy is surgery. After thorough presurgical evaluation, seizure freedom can be achieved in approximately 60–70% of patients [2].

FC of a brain network explains the patterns and degree of temporal correlations of activation patterns across distant brain regions. FC is a metric for the understanding relationship between different brain areas. A significant portion of the current work is based on assumptions regarding which parts of the brain are active when it is at rest. This calls for monitoring the relative changes of Blood Oxygenated level-dependent (BOLD) signal in comparison to the baseline in different brain regions when it is at rest [3]. Emerging neuroimaging research generally supports the idea that resting-state BOLD variations are at least largely caused by intrinsic brain activity [4, 5]. Consequently, investigations on spontaneous regional interactions happen when the brain is at rest. Epilepsy in the mesial temporal lobe (MTLE) is studied extensively for clinical characteristics and neuropsychological deficits [6, 7].

TLE is associated with various neuropsychological deficits beyond the boundaries of the temporal lobe and apart from memory; other common deficits associated with TLE include the domains of executive function, language, and cognition [4]. Right and left TLE presents visual and verbal memory deficit profiles, which were traditionally used for lateralizing the epileptogenic lesion however; overall neuropsychological deficits were more common with left TLE patients [4]. Moreover, the dominance of the lobe is known to affect the pattern of neuropsychological deficits but the extent of deficits always remains unpredictable.

However, the right and left TLE differ in language, executive function, and social cognition, according to neuropsychological literature on TLE, which is the clinical expression of functional connection. The work presented in the paper aims to examine the variations in resting-state connection networks in well-matched cohorts of patients with right- and left-sided TLE and to compare them to healthy controls in the respective regions of the right and left brain.

Low-frequency neural oscillations have been the subject of novel rs-fMRI research [5] that has progressed in the neuroscience literature. [3,4]. Functional connections of various brain regions using rs-fMRI help explain TLE's neuropsychological deficits [6, 7, and 8]. Most of the methods of the rs-fMRI utilize group analysis using various algorithms and pipelines [9] where different preprocessing steps are applied and signals are averaged for the group and plotted.

Numerous epilepsy network investigation studies [10, 11, and 12] have examined groups with left and right-side involvement. In several studies, the Left TLE (LTLE) or Right TLE (RTLE) is compared to the Healthy Control group. The unique feature of this experiment is that regions related to the
right-side memory circuits of the Control and the right-side TLE groups are compared, and comparable comparisons were made for the left-side group. The functional connectivity between regions of interest (ROI) inside and outside the epileptogenic network was assessed in the right or left regions of patients with treatment-resistant RTLE or LTLE and control participants, respectively. The introduction is mentioned in Section I, the dataset and methods are described in Section II, analysis and results obtained during experimentation are discussed in Section III, the results obtained and their comparison to the work of other researchers are discussed in Section IV, the limitations and future directions of the study are discussed in Section V, and the conclusion is stated in Section VI.

II. MATERIAL AND METHODS

A. Study Period

MRI data collection for patients and controls was done for the period of the past two years from 2021 to year 2022.

<table>
<thead>
<tr>
<th>Subjects</th>
<th>Controls</th>
<th>LTLE (n=07)</th>
<th>RTLE (n=09)</th>
</tr>
</thead>
<tbody>
<tr>
<td>N (Male; Female)</td>
<td>16 (15; 1)</td>
<td>9 (5; 4)</td>
<td>9 (5; 2)</td>
</tr>
<tr>
<td>Mean age (years)</td>
<td>20.83</td>
<td>20.87</td>
<td>26.14</td>
</tr>
<tr>
<td>Epilepsy Duration in years(mean±SD)</td>
<td>8.85±3.87</td>
<td>2.57±0.53</td>
<td>14.85±3.04</td>
</tr>
<tr>
<td>Antiepileptic Drugs(AED)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(mean±SD)</td>
<td>1.6±0.54</td>
<td>3.4±0.09</td>
<td>1.16±0.408</td>
</tr>
<tr>
<td>Seizure frequency/month(mean±SD)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

D. MRI Data Acquisition Parameters

1) Patient conditioning: Before the start of the resting state acquisition, patients were advised to recline comfortably with their eyes closed as the regular epilepsy surgery scanning was conducted on a single scanner.

2) Structural T1 data: High-resolution structural data which is used to quantify brain structure sequence was acquired in 256x256 matrix, 3D acquisition without any gap with a slice thickness =0.5 mm, echo time = 3.07ms, Repetition time (TR) = 3000 ms, and flip angle= 8° with voxel size was 0.5x0.5x0.5 mm

3) Functional data: It is employed to research brain activity. BOLD data was acquired in a one-shot gradient echo-planar imaging sequence with parameters in a single direction. A total of seven minutes and 140 volumes of a sequence were recorded using a flip angle of 90 degrees, a repetition time of 3000 ms, and an echo time (TE) of 30 ms.

E. Imaging

With the aid of a 3T MRI system (Siemens), imaging was carried out. The following settings were used for functional imaging: repetition time (TR) = 3000 msec, echo time (TE) =30 msec, slice thickness = 2 mm, and 36 slices. The same imaging investigation produced high-resolution structural pictures. fMRI recordings, each lasting seven minutes, were made during the imaging sessions.

F. Pre-processing

Regions of interest (ROI) default for 164 regions were created from T1 scans in the CONN toolbox [13] and used Harvard-Oxford Atlas [14]. All volumes were segmented, normalised, and time was adjusted, co-registered to T1, and realigned to the first functional scan using the Montreal Neurological Institute (MNI) 152 template.

B. Participants

Patients with temporal lobe epilepsy who are drug-resistant, with unilateral hippocampal scleroses that were deemed candidates for standard anterior temporal lobectomy and amygdalo hippocampectomy formed the patient group. All the patients had the scans on a single magnetic resonance imaging Siemens make 3T MRI scanner (Skyra). Left and right TLE groups of patients were separated. Separately data was generated for the control group. Our study sample includes right TLE (n=07), left TLE (n=09), and controls (n=16), which makes a total of 32 participants. Demographic data is mentioned in Table I.

C. Ethical Standards

The present study is approved by the Independent Institutional Review Board (IRB) for all the components of the study. All the ethical practices have been followed while the study is been carried out. Informed consent was taken from all participants.

G. Denoising

Physiological, head-motion and other sources of noise must be reduced to focus on low-frequency oscillations while reducing their overall volume, BOLD data are filtered in the temporal domain using a band-pass filter of 0.008 to 0.9 Hz before further processing. To decrease the influence of variation of FC values is measured between pairs of randomly selected ROIs in the brain to gauge the effectiveness of the procedure (see Fig. 1 for a specific Subject 1).

H. First-Level Analyses

To describe the functional connectivity between each pair of areas, ROI-to-ROI connectivity (RRC) matrices [16] were calculated. The correlation coefficient's sample distribution, or Pearson's r, can be transformed into a normally
distributed distribution using the Fisher Z-Transformation. The level of functional connectivity is measured using Fisher-transformed bivariate correlation coefficients from a general linear model (weighted-GLM) [17], as stated in (1) which were independently computed for each pair of ROIs and characterized the relationship between their BOLD signal time series. Refer to Fig. 2 for the first-level analyses.

The analyses for this study examined the ROI-to-ROI connections between brain regions for memory circuits. It is limited to a particular set of 12*12 connections (refer to Table II) out of all available connections (164x164). The degree of connectivity between each pair of ROIs among a pre-defined region RRC. Using this selected list of ROI, as described in Table II, an investigation for individual differences was carried out for RTLE, LTLE, and controls.

\[
Z(i,j) = \tan^{-1}(r(i,j))
\]

where \( R \) is the BOLD time series inside each ROI, \( Z \) is the RRC matrix of Fisher-transformed correlation coefficients, \( r \) is a matrix of correlation coefficients (see (2)), and \( Z \) is the matrix of Fisher-transformed correlation coefficients (all-time series are assumed to be centered to zero mean here for simplicity). In the first level of analysis we need to choose the method of connectivity like Seed-based connection (SBC) or Region Re gion Connectivity (RRC), Principal Component Analysis, and many more. For this study, 12 ROIs are compared for connectivity analysis as listed in Table II. As a result, connectome rings appear on the

\[
\begin{align*}
    r(i,j) &= \frac{\int R_i(t)dt \int R_j(t)dt}{\left(\int R_i^2(t)dt \int R_j^2(t)dt \right)}^{1/2} \\
    Z(i,j) &= \tan^{-1}(r(i,j))
\end{align*}
\]

where \( R \) is the BOLD time series inside each ROI, \( Z \) is the RRC matrix of Fisher-transformed correlation coefficients, \( r \) is a matrix of correlation coefficients (see (2)), and \( Z \) is the matrix of Fisher-transformed correlation coefficients (all-time series are assumed to be centered to zero mean here for simplicity). In the first level of analysis we need to choose the method of connectivity like Seed-based connection (SBC) or Region Re gion Connectivity (RRC), Principal Component Analysis, and many more. For this study, 12 ROIs are compared for connectivity analysis as listed in Table II.

**Fig. 1.** Denoising effect for a particular subject.

**Fig. 2.** First level analysis GUI display on CONN toolbox [16].
Patients are the two groups designated in this experiment, and they are originally listed in the covariates tab during setup and enter [1 -1] to evaluate the differences between the groups ‘connections. Otherwise, just enter [1 0] or [0 1] and refer to Fig. 3 in the ‘Between-Subject Contrast’ to understand the individual effects of Controls or Patients independently. The evaluation of the connection-level hypothesis uses multivariate parametric statistics with random effects across participants and sample covariance estimates across different data. The inferences were analyzed on a per-cluster basis (groups of linked connections). Based on parametric statistics between and within each pair of network-level identifiers as independent variables, cluster-level inferences were made. Refer to Fig. 3 for Second Level Analysis. Functional Network Connectivity [13], which employs complete-linkage hierarchical clustering and the ROI-to-ROI physical closeness and functional similarity metrics [16], to discover networks. Results were threshold using a family-wise adjusted p-FDR= 0.05 cluster-level Threshold [18] in addition to a p= 0.05 connection-level threshold [19]. The results of the first-level studies of each individual are combined at this stage to analyze the total population. When conducting group-level analysis, the effect estimates of the General Linear Model are frequently combined across participants using the t-test, ANOVA, ANCOVA, multiple regression, or linear mixed-effects (LME) models. The subject-effects (X), conditions (Y), between-subjects contrast (C), and between-conditions contrast (M) matrices are the only ones that must be specified for the GLM framework. As a result, the same GLM framework can be used to specify a very wide range of traditional analyses.

### TABLE II. SELECTED ROI FOR COMPARISON WITH RTLE, LTLE, AND CONTROLS

<table>
<thead>
<tr>
<th>Sr.No</th>
<th>Region of Interest</th>
<th>Abbreviations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Default Mode: The medial prefrontal cortex</td>
<td>MPFC</td>
</tr>
<tr>
<td>2</td>
<td>Default Mode: Posterior cingulate cortex (PCC)</td>
<td>PCC</td>
</tr>
<tr>
<td>3</td>
<td>Temporal Pole affected</td>
<td>TP r/l</td>
</tr>
<tr>
<td>4</td>
<td>Cingulate Gyrus, anterior division</td>
<td>AC</td>
</tr>
<tr>
<td>5</td>
<td>Cingulate Gyrus, posterior division</td>
<td>PC</td>
</tr>
<tr>
<td>6</td>
<td>Parahippocampal Gyrus, anterior division affected</td>
<td>aPaHC</td>
</tr>
<tr>
<td>7</td>
<td>Parahippocampal Gyrus, posterior division affected</td>
<td>pPaHC</td>
</tr>
<tr>
<td>8</td>
<td>Planum Temporal affected</td>
<td>PT r/l</td>
</tr>
<tr>
<td>9</td>
<td>Hippocampus affected</td>
<td>Hippo r</td>
</tr>
<tr>
<td>10</td>
<td>Hippocampus contralateral</td>
<td>Hippo l</td>
</tr>
<tr>
<td>11</td>
<td>Amygdala affected</td>
<td>Amy r/l</td>
</tr>
<tr>
<td>12</td>
<td>Insular Cortex affected</td>
<td>IC r/l</td>
</tr>
</tbody>
</table>

Fig. 3. Second-level analysis for group level [16].

**III. ANALYSIS AND RESULTS**

The analysis is performed on the CONN toolbox, 2022a [13], an SPM-based toolbox that runs on MATLAB 2022a. Two groups were used for the intergroup comparisons: Healthy_l controls for the left side regions of the brain with patients who had LTLE, and Healthy_r controls for the right side parts of the brain with patients who had RTLE. To further investigate the results, all the data is plotted on connectome rings and brain templates. Default Color coding is used to interpret the connection strength, from the blue to red spectrum where blue is negative and red is an extremely positive correlation or connectivity amongst the ROIs. The second-level results tab of CONN generates a ROI.mat file after processing the images. The intriguing results in this file can be used to draw a conclusion. Here, names provide a list of ROI sources, h value provides the Fisher transformed correlation value based on the particular contrast used during the experiment, F values show the value of the statistic, and P values provide one-sided tail values.
The ROI.mat files produced during the second level analysis can be used to generate graphical results visualization in CONN GUI. Ring Connectome results for the ROI to ROI connections as specified in Table II are displayed. Both graphical visualizations of group-level analysis are compared with the help of ring connection display and RRC matrix.

The data displayed on the ring connectome is as shown in Fig. 4. The 3D brain view displayed in Fig. 5 can be viewed in the same Conn GUI. As shown in Fig. 4, there are apparent differences in the correlation values between Healthy_r and other ROI in the RTLE group. As seen in Fig. 5, the medial prefrontal cortex (MPFC) and posterior cingulate cortex (PCC), two of the default mode networks with the contralateral hippocampus, are no longer connected to one another. Also, in the RTLE group, the amygdala and hippocampus both lack connections to the anterior cingulate and PCC regions, respectively. The RRC matrix, which is accessible through the CONN GUI, only outputs color variations between various pairs of ROI. With the help of Python code and the h, f, or P values from the ROI.Mat file, distinct RRC matrices can be produced. Here, the RRC matrix is made using h values, and the correlation values are displayed in the boxes for comparison between the affected RTLE patients and the control group (see Fig. 6).

The interest ROIs are taken into account (see Table II). Additionally, two sample t-tests were run in the second-level analysis to compare the Controls and RTLE groups. In the results explorer GUI’s customize menu, under the advanced Family Wise Control Settings, the connectivity threshold set to p< 0.05 and cluster threshold p< 0.1, as shown in Table III.

A plot of Effect Size is displayed in Fig. 7 about clusters of interest. Effect size is the measure of connection, which is commonly shown by Fisher-transformed correlations. From Fig. 7, the default mode posterior cingulate cortex (PCC) connectivity to the impacted Planum Temporal differs between the right TLE and the healthy control right areas of the brain. While this connection is absent in the control right-side memory network regions, significant connectivity between these anterior parahippocampal regions and the temporal pole is observed in RTLE.

Differences noted in this intergroup comparison are when compared to the Healthy Left control side regions to the left TLE’s- default mode network (PCC) connectivity to the Cingulate Gyrus’ anterior division is noticeably different. Also when compared to healthy control left regions the connectivity of the affected hippocampus region with the Anterior CingulateGyrus (AC) dramatically diminished in LTLE.

### IV. DISCUSSION

A. Alterations Observed in the RTLE Group with Control Right Regions

The results of the experiment as shown in Fig. 6 reveal that RTLE patients showed less connection between the affected Planum Temporal, affected Hippocampus, and contralateral Hippocampus with Default Mode MPFC area. Also, it was discovered that the Planum Temporal and Affected Hippocampus in the RTLE group exhibited decreased connection for the Default mode PCC region. Additionally, RTLE revealed a weakening of the connection between the anterior division of the cingulate gyrus and the contralateral hippocampus. Also, the posterior cingulate gyrus showed a weaker connection with the contralateral hippocampus.

B. Alterations Observed in the LTLE Group with Control Left Regions

With reference to Fig. 10, it is observed that there is a weak link between the affected hippocampus and the Amygdala with the default mode MPFC when LTLE patients were compared to groups of healthy control left region. Also discovered that in LTLE group anterior cingulate gyrus has a decreased connectivity with the affected hippocampus. A stronger link between the injured and contralateral hippocampi and the PCC in default mode was also seen. A weakened connection between the Planum Temporal affected with Amygdala is observed in LTLE as compared to the control group.
Fig. 4. Ring connectome comparison (A) Healthy_r with (B) RTLE.

Fig. 5. Healthy_r versus RLTE results on 3D brain view.

Fig. 6. Correlation values for healthy versus RTLE matrix values display. Heatmap is created based on fisher transformed correlation coefficient based on python version 3.10.
C. A Few Relevant Case Studies

Haneef et al. [20] in their study of LTLE 13 patients, RTLE 11 patients, and 16 healthy controls also report similar findings, wherein Default mode connectivity gets more affected in TLE patients, Default mode Network with the hippocampi. Pierera et al. [21] in their study of ROI-ROI analysis of 18 patients and nine healthy controls report asymmetrical loss of connectivity between left and right Hippocampus Sclerosis in a similar fashion but the authors only studied hippocampal seed, unlike our study where all the other important connectivity profiles like DMN and memory networks are also explored.

In a study by Zhao, [22] involving 12 LTLE patients, 11 RTLE patients, and 23 healthy controls, functional connectivity differences were examined using ROI-based analysis. In this study, the LTLE group had a significantly lower link with the anterior and posterior parahippocampus gyrus compared to the controls. The reduced connection between areas in the bilateral temporal lobes and frontal lobes was also discovered on the right side. Pressl [23] et al. used rs-fMRI to investigate a potential link between TLE treatment response and functional network alterations. In individuals with treatment-resistant and well-controlled epilepsy, they looked at variations in functional connectivity between regions of interest (ROI) inside and outside the epileptogenic network. As suggested in their findings the thalamo-hippocampus positively correlated in Controls, while they are negatively correlated in treatment resistance TLE patients and this could serve as a new biomarker for TLE diagnosis and preventive treatment. In another study of Marine Fleury [24] where 43 controls and 29 TLE patients were studied, Patients with TLE had enhanced regional connectivity between the anterior Mesial Temporal Lobes (MTL) on both sides and widespread decreased connectivity between the frontal lobes and MTLs compared to controls.

Another study by Barnett [25] found that in persons with temporal lobe epilepsy (TLE), the hippocampus’s connections to other parts of the default mode network (DMN) are a reliable predictor of memory function. Using resting state fMRI data from individuals with left-sided TLE (LTLE) and right-sided TLE (RTLE), they divided the hippocampus based on its functional links to the rest of the brain, as well as from a set of neurologically healthy controls. Other Default mode Networks (DMN) regions are less connected to the medial prefrontal cortex (mPFC) and posterior cingulate cortex (PCC), two important sections of the DMN, were reduced in both TLE groups. The anterior region of the hippocampus in the LTLE group also displayed a decreased connection to the DMN. This is in line with the findings made in this experiment, which showed that the hippocampus-to-DMN connection can be used as a helpful marker for persons who have temporal lobe epilepsy. Future research will be useful in determining whether anterior and posterior biases in connection are associated with the impairment of more precise memory functions in TLE patients. The importance of these findings can also be understood with the use of clinical neuropsychology correlation. Here in this study for memory circuits, a selected group of ROI was chosen for analyses. This list of ROI can vary for different network studies.

Fig. 7. Plot Effects—average effect sizes with the selected clusters.

Fig. 8. Ring connectome comparison (C) Healthy_1 with (D) LTLE.
Fig. 9. Healthy I versus LTLE results on 3D brain view.

Fig. 10. Correlation values for healthy versus LTLE matrix values display. A heat map is created based on Fisher transformed correlation coefficient.

Fig. 11. Plot Effects–average effect sizes with the selected clusters.

V. LIMITATIONS AND FUTURE SCOPE

It is not that easy to generate the data for healthy subjects. In this study, data of 16 healthy controls was arranged with proper consent from the volunteers; however, a larger sample size may increase the accuracy of the analysis. The larger dataset may help to validate the variations in connections that are clinically relevant and correlated. It will help to characterize TLE patients and provide more information about neurologic abnormalities. Also with different sets of ROI selections, it can be expanded for attention, language, visual, motor, sensory networks, and many other networks of the brain.
VI. CONCLUSION

The distinguishing feature of this experimental study is the comparison of right-side memory circuit-related regions of the control group with that of the right-side TLE group as well as the comparison of the left-side memory circuit-related regions of the control group with that of the left-sided TLE group. The mesial temporal hippocampus sclerosis patient group on the left and right sides exhibit distinct changes in the organization of the memory networks in comparison with the control group left and right sides. By comparing the RTLE patient group to the right-side Control group, the differences have been identified in the hippocampal network. The two default mode networks MPFC and PCC have weaker connectivity between the affected and contralateral hippocampi. In the LTLE patient group, reduced connections have been observed for impacted networks MPFC and identified in the hippocampal network. The two default mode sides of the memory control group with that of the left brain areas, it has been observed comparison of right control group for left brain areas, it has been observed that there was a decreased connection between the anterior cingulate gyrus and the affected hippocampus and more connectivity between the affected hippocampus and the default posterior cingulate cortex.
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Abstract—The significance of student feedback within educational institutions cannot be overstated, as it serves as a pivotal tool for evaluating faculty performance and identifying potential gaps in course content. Blockchain technology has emerged as an increasingly promising solution for diverse digital applications, owing to its distinctive attributes and robust security features. This study endeavors to explore the use of blockchain technology for secure student feedback systems in education, specifically for analyzing faculty performance in a course. However, a noteworthy challenge that plagues existing feedback systems is their inability to ensure complete anonymity, leading to students’ hesitancy in providing candid and honest feedback. Furthermore, these conventional systems often rely on databases for data storage, rendering them susceptible to tampering and data breaches. In response to these pressing concerns, the present paper proffers a comprehensive and innovative solution. The crux of the proposed approach revolves around the implementation of a blockchain-based student feedback system, artfully designed to guarantee both student anonymity and tamper-proof data storage, thereby facilitating the evaluation of teaching effectiveness. By leveraging the potential of an Ethereum-based blockchain, a secure and trusted platform is meticulously established, catering to the sensitive realm of student feedback in an impervious and confidential manner. Concomitantly, a user-friendly web application is deftly developed to complement the proposed system, meticulously documenting the implementation process, Smart Contract and project code. It is noteworthy that this cutting-edge feedback system provides an invaluable layer of security, fostering heightened user trust and engendering an environment conducive to genuine and authentic evaluations.

Keywords—Blockchain; student feedback system; faculty performance evaluation; anonymity; smart contract, ethereum

I. INTRODUCTION

In today’s educational landscape, student feedback is a vital component for organizations seeking to analyze and address various issues. This invaluable information is utilized to make important decisions within the organization, assess faculty performance in specific courses, identify solutions for existing problems, as well as inform future improvements. As such, feedback is treated with utmost care and consideration. Feedback plays a crucial role in assessing student achievement, promoting skill development, enhancing understanding, and fostering student motivation and confidence [1]. There is an ever-growing need to measure the activities and performance of faculty members in colleges and universities. Evaluating faculty performance is one of the most critical tasks within an institution and it has become a top priority worldwide [2]. However, most organizations rely on databases to manage their feedback systems. Therefore, the system administrator holds the authority to remove, alter, and manipulate the given feedback [3]. Henceforth, it is evident that the feedback system within the database management system does not provide anonymity [4]. According to a report published in [5], A $2.2 million fine was imposed on an Australian hotel business for deleting negative reviews from their website. A blockchain system that is decentralized, immutable, and auditable is inherently suited to prevent fraudulent and manipulated reviews [6].

Blockchain ushers in a new era of innovation and represents a huge advancement in decentralized information technology [7]. It offers several benefits to the education evaluation process, including decentralization, classification, and secure storage of evaluation data. By leveraging blockchain’s inherent security features, such as immutability and tamper-resistance, it can enhance the confidentiality of data and prevent unauthorized access or modification [8]. The faculty members who receive or view feedback may be negatively impacted by the organization and their students if negative feedback is disclosed. Furthermore, faculty members may attempt to uncover the identity of students who have given negative feedback through administrators or databases, which could lead to adverse effects on those students. Administrators with access to databases can also change feedback or reveal the identities of the students who submitted it, thereby this feedback system does not remain fully anonymous. Maintaining confidentiality and safeguarding anonymity are fundamental components of an effective feedback system. Utilizing blockchain technology and its numerous fascinating characteristics, including anonymity, validation, robustness, and potential integration, one can create a feedback system that preserves anonymity effectively [9].

Satoshi Nakamoto introduced the concept of blockchain technology in 2008 by publishing a paper on Bitcoin [10] [11]. Blockchain is a decentralized ledger system that utilizes a network of distributed nodes to create a highly trustworthy ledger system without relying on third-party verifiers. The distinctive structure of the blockchain is data protection, anonymity, transparency, and integrity [12]. Blockchain technology aims to achieve a decentralized consensus among network nodes, where data is distributed and no single node has complete control [13]. It is a decentralized database that stores records in blocks [14]. Every block includes a hash value, timestamp, and the transaction’s details. A hash function is employed to transform a collection of data into a compact and fixed-sized data structure referred to as a hash value [15] [16].
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We looked over some of the research papers on feedback systems based on blockchain and tried to investigate the gaps. We found some research papers related to feedback systems that showed an opportunity to alleviate the existing challenges in this field. The existing Ethereum blockchain-based feedback system doesn’t use any encryption and decryption process while login/registration and storing passwords on the blockchain. But in this paper user password encryption and decryption during login, registering, and storing on the blockchain is done using bcrypt algorithm.

Therefore, we proposed a secure student feedback system for the evaluation of faculty performance using blockchain technology, designed to prioritize user anonymity and tamper-proof features. With this system, data remains unaltered and secure, preventing both administrators and faculty members from accessing the identities of students who submitted feedback. Consequently, this system delivers enhanced security and anonymity, empowering students to provide feedback with confidence.

The subsequent parts of the paper are organized in the following manner. A synopsis of the prior related literature is given in Section II. Section III presents the methodology and implementation of the proposed blockchain-based teaching evaluation system. Section IV describes the results and Section V delves into discussion. Lastly, the paper's conclusion is presented in Section VI.

II. LITERATURE REVIEW

The existence of blockchain predates its introduction by Satoshi Nakamoto with the advent of Bitcoin [17][18]. Its influence has been profound and all-encompassing, witnessing widespread adoption across various industries and sectors, driven by its potential to enhance security, efficiency, and transparency. In recent times, blockchain technology has emerged as a frontrunner in the realm of innovation, garnering substantial attention from the global public and academic communities [19]. Blockchain technology attained remarkable prominence, establishing itself as a leading technological breakthrough on a global scale. Consequently, an array of comprehensive research endeavors have been undertaken to delve into the intricacies of this system, culminating in proposed advancements and revisions to existing studies. This surge in interest underscores the profound significance of blockchain technology as an enabler of progressive and transformative solutions across various domains.

In their seminal work, Zheng et al. provided invaluable insights into the architecture of blockchain technology, shedding light on the intricate algorithms that underpin consensus among its participants. The authors also dedicated attention to the technology's inherent limitations, offering innovative solutions to mitigate these challenges. Their rigorous analysis encompasses a comparative evaluation of diverse consensus algorithms, with the overarching goal of identifying the most fitting approach for a multitude of applications [20].

Rahman et al. introduced a pioneering blockchain-based feedback system, meticulously engineered to safeguard user anonymity. The primary objective of this system is to empower users to provide feedback without compromising their privacy. Notably, once feedback is submitted, it becomes immutable. Furthermore, the system meticulously safeguards the privilege of providing feedback for registered users. However, the cloak of anonymity raises the potential for intentional negative feedback to tarnish the reputation of recipients [21].

Chandrate et al. proposed an innovative blockchain-based course feedback system, harnessing the power of Ethereum blockchain for its development. This inventive system integrates a survey management component, enhancing longevity and traceability. The feedback process unfolds through well-defined phases: initiation commences with the administrator crafting a survey form, followed by students sharing their feedback, culminating in the secure storage of this feedback on the blockchain [22].

Salah et al. demonstrated an online review system rooted in blockchain technology, featuring the use of the Solidity programming language and the Remix Integrated Development Environment (IDE) for implementation and testing. The system not only rewards genuine reviewers with tokens and Ethereum-based compensation for their reviews but also securely archives verified reviews within the InterPlanetary File System (IPFS), thereby ensuring their integrity and reliability. In a forward-looking approach, the authors aspire to develop user-friendly decentralized applications to further facilitate the work of reviewers [23].

Karode et al. presented an innovative blockchain-based online review system aimed at enhancing transparency on business platforms by combating the prevalence of fake or unreliable reviews. Leveraging the Ethereum blockchain, this system securely stores review data, effectively thwarting data manipulation. Additionally, it ensures the public traceability of actions, significantly elevating the transparency of the online review system through the integration of blockchain technology. However, it’s important to note that the adoption of blockchain in this context may introduce challenges, including increased costs and potentially slower response times [24].

The research papers previously mentioned delve into the development of student feedback systems that prioritize anonymity and data integrity. However, our innovative approach takes a step further, encompassing a performance-based evaluation system that serves both as a feedback mechanism and a valuable resource for identifying effective solutions to similar challenges. Diverging from some existing feedback systems, where administrators assign students to specific courses eligible for feedback, our proposed system introduces a seamless and automated validation process. By offering students the opportunity for self-registration, they gain access to provide feedback exclusively for the courses in which they are enrolled. Moreover, we introduce a rating-based system for evaluating faculty performance, a salient feature that bears immense potential for driving organizational improvement.

III. METHODOLOGY

The principal aim of our system revolves around the seamless facilitation of anonymous feedback while upholding the inviolable integrity of data, thereby empowering students to
express candid opinions without hesitation. To achieve this pivotal objective, we judiciously harnessed the potential of blockchain technology, renowned for its remarkable capacity in safeguarding anonymity and preserving the unassailable authenticity of submitted feedback. Our system, thoughtfully designed, imposes stringent measures to guarantee that solely registered users possess the privilege to proffer feedback, assiduously safeguarding the covert identities of students, and diligently ascertaining that the feedback reaches its intended recipient for meticulous review. Fig. 1 below illustrates the system architecture of our proposed system.

As depicted in Fig. 1, our system has two distinct parts: front-end and back-end. The front-end is built using React.js and the back-end is developed using the Ethereum blockchain.

Our system involves three key actors: the administrator, faculties, and students, each with a unique set of functionality that will be performed from their particular dashboard. To ensure anonymity, students provide feedback through customized forms accessible from the front-end of the system. This feedback is processed through smart contract and securely stored on the Ethereum blockchain. The administrator and faculties can easily access this feedback through their respective dashboards, which retrieve the data directly from the blockchain.

The student feedback system’s diagram is clearly illustrated in Fig. 2 below, which depicts the various actors and their functionality and how the system is working. To initiate their engagement with the system, users are required to establish a connection to their Metamask wallet, followed by a secure login procedure employing a unique username and password. Once the username and password are validated, the system will identify the user's role, which may be administrator, faculty, or student. Depending on their role, users will be redirected to their corresponding dashboard, where they can perform specific functions tailored to their needs. The administrator can use the dashboard to manage user accounts, including registering new faculty and student accounts, creating new courses, and viewing all student feedback. Students, on the other hand, can use their dashboard to get enrolled in courses, and write and send feedback to specific faculty members and courses. Students are only able to submit feedback once in a course and cannot modify their responses afterward. Finally, faculties can access and view all feedback directed to them via their dashboard.

Fig. 1. System architecture.

Fig. 2. Diagram of the proposed system.
A. Working Procedure

We have developed a student feedback web application using blockchain technology. The whole procedure is divided into five phases described below.

1) Registration phase: In this phase, the administrator registers new student and faculty accounts by accessing create account option from the dashboard. Once created, these accounts can be used by students and faculties to log in to the system. The user password will be encrypted and stored on the blockchain. Also, the administrator will register all courses offered by the institution. The students can enroll in these courses later, and validation is done during the registration of user accounts and courses.

2) Login phase: Our web application begins with a login page where users are required to connect their Metamask wallet and enter their usernames and passwords. The system verifies the password against the encrypted hash stored in the blockchain. If the password matches, users gain access to their accounts and are redirected to their respective dashboards based on their roles (administrator, faculty, or student).

3) Course enrollment phase: During this phase, students will self-register for courses by accessing the enrollment option on their dashboard. They can view the institution's course list and enroll in a specific course by clicking on it.

Fig. 3. Student feedback form.

4) Submit feedback phase: During this phase, students will provide feedback on courses and instructors by accessing the give feedback option on their dashboard. They select the course and faculty member for evaluation and fill out a feedback form with questions about the course and instructor. Our application's feedback evaluation form is illustrated in Fig. 3. The evaluation form consists of ten questions collected from the teaching evaluation system of Southeast University, Bangladesh. These questions help to evaluate the performance of the faculty. Each question carries a weight between 1 and 5 using a Likert scale from 1 (strongly disagree) to 5 (strongly agree). We have calculated an average rating point out of 10 from the Likert scale responses submitted by students to assess the faculty's performance. Students are also encouraged to provide comments along with their chosen rating.

5) View feedback phase: In this phase, both the administrator and faculty members can access student feedback through their respective dashboards. Administrators have access to all course feedback, while faculty members can only view feedback for their assigned courses. Fig. 4 below shows the feedback page, displaying student ratings and comments. Moreover, we have created a formula to assess faculty performance in each course on a scale of 0 to 100 percent. The formula is the sum of total ratings divided by the number of feedback submissions, then multiplied by 10. Every faculty member will see a performance rating against a course here which is measured by the above formula.

Fig. 4. View feedback page.

B. Implementation

This section focused on the implementation of the project code. We described the pseudocodes of functions and the tools used to build the project.

**PSEUDO CODE 1: Function to create new user account**

1: function createUserAccount(username, password, role):
2:    if the caller is the contract owner then
3:        Create new user account property
4:        Store new user account information
5:    else
6:        return "Caller is not the contract owner"
7:    end if
8: end function

The "createUserAccount()" function serves as a pivotal feature, granting administrative personnel the authority to...
create new student and faculty accounts within the system. This function receives username, password, and role as parameters and is triggered when the administrator creates a student and faculty account from the client side.

**PSEUDO CODE 2: Function to submit feedback**

```python
1: function submitFeedback( userAddress, courseCode, rating, comment):
2:     if the user has already submitted feedback then
3:         return "Your feedback already exists"
4:     else
5:         Create → a new feedback object
6:         Store ← the feedback
7:         Update → feedback track
8:     end if
9: end function
```

submitFeedback() function allows the student to give feedback or do an evaluation against a course. The function validates that a student can submit feedback into a course for once.

**PSEUDO CODE 3: Function to view feedback**

```python
1: function getFeedback( courseCode ):
2:     return a list of feedback for the specified course code.
3: end function
```

getFeedback() function returns all feedback stored into the blockchain. This function allows the administrator and faculties to view feedback given by the students.

**C. Used Tools**

We utilized a variety of tools to effectively achieve the project objectives and outlined the specific tools used in this project below:

1) **Ethereum blockchain**: Ethereum is a blockchain platform that has its own digital currency known as Ether (ETH)[25]. Vitalik Buterin created it in 2014 [26]. It supports the development and deployment of decentralized applications. It is not controlled by any central authority [27].

2) **Solidity**: It is a powerful, user-friendly, and object-oriented language used to write smart contracts that operate on the Ethereum Virtual Machine.

3) **MetaMask**: It links users to the Ethereum blockchain and allows them to use the Ethereum wallet through a browser extension or mobile app. This allows them to interact effortlessly with decentralized or web3 applications [28].

4) **Remix**: Remix is an open-source online Ethereum IDE. It is the smartest way to write contracts using the Remix IDE[29]. We can use it to write, compile and debug code. We wrote and deployed smart contracts from here.

5) **ReactJS**: It is a JavaScript library created specifically for constructing dynamic and interactive user interfaces using a component-based approach [30]. It is used to develop front-end of our web application.

**IV. RESULTS**

We conducted a survey involving a limited number of students to explore their perceptions of the traditional teaching evaluation system. Our findings revealed that a significant portion of the students expressed apprehension about providing honest feedback due to concerns about their anonymity being compromised. They believe that the conventional database-driven feedback system falls short of providing complete anonymity. Subsequently, we introduced our Blockchain-based teaching evaluation system, which garnered significant interest among the student participants. A number of students chose to utilize our system and reported high levels of satisfaction, citing its ability to ensure absolute anonymity.

For the development and experimental validation of our proposed system, the Remix Integrated Development Environment (IDE) serves as the primary tool for composing and assessing the smart contract. Subsequently, to facilitate thorough testing procedures, the smart contract is deployed onto the Remix virtual network, effectively replicating a decentralized environment for examination. Within the context of our smart contract design, a singular entity, known as the "smart contract deployer," assumes the authoritative role of the system's administrator.

Once the smart contract passed the testing phase, we proceeded to deploy it on the Goerli test network. Metamask wallet wanted confirmation during deployment. Upon successful deployment of our smart contract, the contract was created and its address was returned to the Remix IDE. We collected this smart contract address and ABI (Application Binary Interface) from Remix IDE. This contract address and ABI were used to make communication between front-end and blockchain. Our newly deployed smart contract address is 0x6F04207829759752079DEE48136fd447c3F6198f. The source code of our feedback system is made accessible through the following link: https://github.com/uttamsaha/Web3-Student-Feedback-System

Fig. 5 shows that we deployed our smart contract on the Goerlitest network.

**V. DISCUSSION**

We have conducted a comprehensive comparison between our newly implemented teaching evaluation system and the existing blockchain-based system, presenting our key findings. The existing system in [22] allows students to give feedback only but the proposed system allows evaluating the
performance of a faculty in a course along with giving feedback. This existing system is quite manual for generating a permission list that maintains who can give feedback in a course, but it was maintained automatically in this work. Instead of knowing all usernames and passwords, the administrator or someone else cannot perform any action or view on student and faculty accounts because we developed and mapped the user information using their Metamask wallet address. This enhances the overall security measures. The traditional and existing system does not give such features.

In our system, we implemented a robust encryption mechanism to safeguard user passwords during storage within the blockchain. Subsequently, when the user’s login function is called, the stored password is decrypted securely. This encryption-decryption process serves as an integral aspect of our security infrastructure, augmenting the overall protection of user credentials and sensitive data. Furthermore, we devised a comprehensive performance evaluation approach for faculty members, quantifying their performance in courses through a percentage-based assessment. This helped the authority to know how a faculty is performing in the class. To uphold the integrity of the feedback process, we meticulously designed the system to ensure that each student is limited to providing feedback to a faculty member once and also ensured students can get enrolled in a course once.

VI. CONCLUSION

In today's digital age, feedback stands as a critical element for organizational enhancement and progress. Nonetheless, parallel to the imperative of obtaining valuable feedback is the need to safeguard the security and anonymity of the contributors. Preserving confidentiality emerges as a substantial challenge for any feedback system, as participants might harbor apprehensions about potential identity exposure. Consequently, feedback systems necessitate meticulously crafted designs that incorporate advanced security measures, effectively addressing these concerns and ensuring robust privacy and confidentiality. The challenges of ensuring confidentiality and security in feedback systems find a compelling resolution through the adoption of blockchain technology. Its inherent attributes, including decentralization, tamper-proofing, enhanced security, and anonymity, make it an ideal fit for addressing these concerns. Recognizing the potential of blockchain, our organization has harnessed its capabilities to construct a cutting-edge student feedback system that prioritizes both anonymity and security for its users. By leveraging blockchain, our system empowers users to freely and honestly express their feedback without the fear of their identity being exposed or facing repercussions. That is how our feedback system becomes more effective, reliable, trustworthy, and secure.

The feedback system does not permit modifications. Consequently, if a student inadvertently submits an incorrect evaluation, there is no opportunity to revise it. In our system, where user anonymity is maintained, someone may purposefully provide negative feedback with the intention of harming a candidate's reputation. As the system will rely on blockchain technology for maintenance, the transaction rate is expected to be relatively slow.

The knowledge we've gained through this experience can be applied to other feedback systems or adapted for different applications in the future. Companies that rely on rating mechanisms can seamlessly integrate our feedback system into their operational framework, leveraging its robust features to enhance their feedback collection and analysis processes. Also, this system can be used to develop a survey management and evaluation system using blockchain.
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Abstract—A Mobile Ad-hoc Network (MANET) is a temporary wireless network that configures itself as needed. Each MANET node has a finite number of resources and serves as both a node and a router at the same time. MANET nodes are mobile and move from one location to another. Because MANET nodes are dynamic, choosing an optimal node for data transfer is a difficult issue. Because packets must propagate in a multi-hop manner, they take a longer path and may endure a longer delay, causing them to become lost in the network. The network’s overall performance suffers as a result of the re-transmission of those lost packets. We propose a modified version of a nature-inspired algorithm called Petal Ant based Dynamic Routing (PADR) in this research study, which reconstructs data packets to traverse inside a given region and achieves minimal delay during data transmission. The PADR is simulated in Network Simulator (NS2) and compared against nature-inspired routing protocols like PAR and SARA, as well as traditional routing protocols like AODV.
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I. INTRODUCTION

In our day-to-day lives, wireless communication networks are becoming increasingly crucial [3][12]. Wireless devices connect, exchange, and transfer data wirelessly, giving them a substantial level of mobility [20]. Infrastructure-based networks and infrastructure-less networks are the two types of wireless networks available [1][19]. Wireless devices communicate in infrastructure-based networks through a centralized administration, such as a base station or an access point [28]. The wireless device communicates directly with no pre-existing communication infrastructure in an infrastructure-less network, which is known as an Ad-hoc Network. Mobile Ad-hoc Network is an example of an ad-hoc network (MANET) [5].

The Mobile Ad-hoc Network is a transitory wireless network made up of a collection of wireless devices such as laptops, PDAs, and mobile phones that may dynamically configure, communicate, and react with no central administration [6][7]. Because MANET’s nodes are mobile, they connect to other networks using a regular Wi-Fi connection [23]. Because MANET mobile nodes communicate with one another over a wireless medium, the devices must establish a communication link and send data to others even when they are not in direct transmission range [14][30]. MANETs, in general, forward data in a multi-hop fashion and serve as routers even when no infrastructure equipment is present [16][31]. Congestion, routing, security, and other challenges arise as a result of a MANET’s absence of infrastructure equipment [18][29]. One of the most important challenges is routing, because when determining the best way for data transmission, complications like delay, performance, throughput, and overheads can generate a slew of problems and reduce network efficiency [4][15]. As a result, additional strategies are required to overcome such difficulties with high node mobility, according to [25][17]. A Routing in a MANET is a common theme that has resulted in numerous routing protocols in the literature and has remained a difficult issue for the past few decades [21][22].

The key contributions and originality aspects of the proposed routing are as follows:

1) To identify the shortfalls of existing PAR route discovery procedure. We provide a cutting-edge technique for obtaining petal width from static to dynamic petal between end nodes.

2) Our approach aims to maximize the data delivery rate between end-to-end nodes during data transmission by discriminating the mobile node during the process. We propose an innovative technique of electing the nearest neighboring node so that delay and routing overheads between end nodes is minimum as quoted in the algorithm. This impacts the performance and user experience of various applications and services in the real world.

3) For each of the proposed tests, 20 simulation runs were conducted ranging from 15 to 150 mobile nodes, and an average value was calculated at the end of the simulation. The suggested routing algorithm is evaluated for various metrics such as packet delivery fraction, throughput, overhead and delay, and the results are compared with PAR routing.

Overall, this article proposes an extension of the ant colony optimization technique, a nature-inspired algorithm that optimizes both the route discovery and route maintenance mechanisms for data delivery from groups of mobile nodes in MANETs. The proposed technique evaluation results demonstrate its effectiveness in discriminating node during route discovery and provides better performance than PAR routing strategy. The following section contains various related works, our contributions, and an analysis of the results.
II. RELATED WORK

Hua Wang, Zao Shi, et al. (2008) [2] proposed a modified Ant Colony algorithm for ad-hoc networks that included a progressive changing orientation component and used it to solve multi-constraint routing problems. The gradual changing orientation factor’s directionality allows the ants to consider direction when searching for a path, allowing them to proceed fast to the end node and so improve convergence speed by overcoming the slow convergence setback. According to the author, an ant in the improved algorithm not only uses prior search findings, but also lowers the misguiding influence of pheromones on improper paths, overcoming the sluggish convergence problem. The results of the experiments show that the ant colony algorithm with progressive shifting orientation factor outperforms the standard ant colony algorithm in terms of convergence time while also avoiding the risk of a local best solution.

Saptarshi Benerjee et al., [9] (2015) suggested a new MANET routing strategy based on on-demand multipath power balanced routing. The routing protocol in [9] is a modified version of the ACO architecture, and it consists of three phases: Route Discovery, Route Maintenance, and Route Failure. The routing algorithm updates the pheromone value in the routing table using the battery charge of a mobile node as the major parameter. During the route discovery phase, the routing algorithm uses the identical Forward Ant (FANT) and Backward Ant (BANT) generated by the source and destination. The source establishes the communication channel to the destination based on the pheromone value obtained by the probability of battery charge of mobile nodes. In OMNET++ version 4.5, the routing algorithm is simulated for a small-scale network. The simulation findings show that the ACO algorithms give better packet delivery count convergence than the existing ACO algorithms.

B Jayalalitha et al., (2016) [11] For MANET, the ANT Colony Optimization Routing (ACOR) algorithm was presented as a variation of the ant routing technique. The ACOR is proactive routing, similar to AntHocNet, which sends out control packets regularly. The author of ACOR modified the Ant-route proto-header packet and successfully complied for execution, but the packets were not transmitted from source to destination node. In NS2, the ACOR is modeled and compared to AntHocNet, AODV, and DSR. According to ACOR, AntHocNet, AODV, and DSR simulation results, the ACOR builds the routing table but fails to transport packets between end nodes.

Ajay Kumar et al., (2017) [15] the importance of MANETs is discussed, as well as the disadvantages of routing for temporary networks. The author of [10] introduced the Efficient Fuzzy based Multi-constraint Multicast Routing protocol (EFMMRP), which uses fuzzy logic to supervise uncertainty issues. The algorithm calculates the fuzzy cost and chooses the best path between end nodes with the lowest fuzzy cost, then sends the data to a group of receivers. In NS 2.35, the EFMMRP is simulated for 15 to 300 mobile nodes. For mobility, the EFMMRP employs the random waypoint network model, while the propagation model is based on the free space propagation model. The EFMMRP is compared to the On-demand Multicast Routing Protocol (ODMRP) and the Multicast Ad-hoc On-Demand Vector Routing Protocol (MAODV). The simulation results of EFMMRP, ODMRP, and MAODV show that EFMMRP outperforms ODMRP and MAODV in terms of delay, bandwidth, and energy metrics when faced with uncertainty.

Dipika Sarkar et al. (2018) [20] proposed the Enhanced Ant-AODV routing protocol for MANET, which is based on Quality of Service (QOS). The Enhanced-Ant-AODV is a reactive technique for MANET route selection that combines AODV with ANT. In the frame format of the AODV route request and route reply packet, an extra field called Pheromone count has been added. Based on the pheromone value, hop count, congestion, and reliability of the path between the end nodes, the Enhanced-Ant-AODV chooses a finite route for data delivery. The path with the highest pheromone value is chosen as the optimum data delivery path. In NS 2.35, the Enhanced-Ant-AODV is simulated and tested with the AODV and DSR MANET routing protocols.

Valanto Alappatt et al. (2020) [18] to solve the issue of routing, the authors proposed Ant Colony Optimization and Binary Particle Swarm Optimization (ACO: BPSO), a modified version of the ant colony optimization technique for mobile ad hoc networks. The ACO: BPSO is a hybrid approach for enhancing the network’s lifetime that combines Ant Colony Optimization and Binary Particle Swarm Optimization techniques. In NS2, the ACO: BPSO routing protocol is simulated for 50 nodes and compared to the regular AODV routing system. Based on the simulation results, the author of [18] claims that the ACO: BPSO hybrid strategy outperforms the AODV routing protocol in terms of packet delivery rate, throughput, and residual energy.

III. PROPOSED ALGORITHM: PETAL ANT DYNAMIC ROUTING (PADR)

As described in several research proposals published in the literature, real ants are able to find the fastest and most efficient road to get from their food source to their nest in response to their environment [26] [13]. Petal Ant based Dynamic Routing (PADR) is a reactive routing system that is a variant of the Ant Colony Optimization (ACO) Algorithm. When a wireless node is out of transmission range, the PADR divides the network into a Petal Region (Pₜₐₚ), which makes it easier for the node to choose a destination from the source. The detailed description of the proposed algorithm is as follows:

The Petal Ant based Dynamic Routing (PADR) algorithm has three phases namely

- Route Discovery,
- Route Maintenance, and
- Route Repair

A. Route Discovery

Consider the example of a small network of 10 nodes shown in Fig. 1. The wireless mobile nodes are represented by the alphabets A, B, C, D, E, F, G, H, and I, with the node S denoting the Source, D denoting the Destination, and the other nodes denoting the Intermediate node in the network. If any
source node seeks to construct a data path to a destination node during the route discovery phase, the PADR divides the network into petal regions \( (P_w) \). If \( S \) does not have a routing table entry for destination \( D \) in its routing table, node \( S \) divides the network into petal regions as illustrated in the Fig. 1 using equations (1, 2, 3), where \((x_s, x_d)\) and \((y_s, y_d)\) are the longitudes and latitudes in real-time measurements of node \( S \) and \( D \), \( d \) is the distance of \( S \) & \( D \), “\( c \)” is a variable (minor axis), “\( a \)” is 50% of \( d \) and “\( b \)” is 50% of \( c \).

\[
\sqrt{(x_d - x_s)^2 + (y_d - y_s)^2} \quad (1)
\]

\[
h = \frac{(x_s + x_d)}{2}, \quad k = \frac{(y_s + y_d)}{2} \quad (2)
\]

\[
P_w = \pi ab \quad (3)
\]

Once the petal width between end nodes has been determined, the source propagates \( P_{FANT} \) across the network. The rebroadcasting of the \( P_{FANT} \) packet is delayed until it reaches \( D \), which response with \( P_{BANT} \) as an acknowledgment to the \( P_{FANT} \) packet. The route discovery procedure of PADR is depicted in Fig. 2 and Fig. 3.

\[\frac{(x-h)^2}{a^2} + \frac{(y-k)^2}{b^2} \leq 1 \quad (4)\]

The analysis of the pheromone difference provides considerable information about the network status, as the authors have already investigated in [2] [6], the data path with the highest pheromone level is the one that draws the most traffic [27]. The routing processing component of the PAR [8] algorithm has been significantly improved to model the PADR. Assume the data flow between the source and destination is via \( S-A-F-G-D \) and \( S-A-F-I-D \) in the scenario depicted in Fig. 4. PADR proposes an alternative path when a node travels outside the \( (P_w) \) region, as shown in Fig. 5.
On receiving APacket()
if recvPADRPkt(Packet* p) then
    if (PADR_DATA_Packet) then
        Increase the pheromone intensity between the intermediate link (i,j)
        if intermediate node observe the link breakage between node link (i,j) then
            Change the pheromone value from i – j to zero
            Broadcast link failure message to all nodes
            Source node tries to obtain alternative path to destination
            if (Source found alternative path) then
                Start sending data packet on the new path
            else
                Source initiate new route discovery process
            end
        else
            if (Intermediate node lies inside $P_w$) then
                Intermediate node increase the pheromone intensity in the link (i,j)
                Source continues to transmit the data packet on the same path
            else
                Change the pheromone value from i – j to zero
                Intermediate node drops the packet and does not forward the packet to
                its neighbor node
            end
        end
    end
end

Algorithm 1: PADR Route Maintenance

The PADR checks whether the mobile node is inside the $(P_w)$ region using Eq. (4). PADR’s data transmission is shown in Algorithm 1.

![Algorithm 1: PADR Route Maintenance](image)

Fig. 5. PADR- Data Path – 2.

C. Route Repair

The PADR algorithm’s third phase includes a route repair process, which is started when a broken path between end nodes is detected. Due to restricted resources such as inadequate signal strength, bandwidth, congestion, power outage, or failure of radio coverage, broken path situation in MANET might occur often, necessitating a rapid route setup procedure during active data sessions [8]. PADR finds an alternative path inside the $\pi * a * b$ area if a broken path is discovered during an active data session. PADR initiates a new route discovery procedure if no path between source and destination is discovered.

IV. RESULTS AND ANALYSIS

This section compares and evaluates the performance of the PAR, SARA, AODV, and proposed PADR algorithms in Network Simulator (NS2) running on Ubuntu Linux version 18.04. The ACO framework method is used in the PAR, SARA, and suggested routing algorithms, but the AODV is a normal traditional-based routing algorithm. The PAR coding implementation in NS2 version 2.35 has been improved to behave like PADR. A network of nodes ranging from 15 to 150 nodes dispersed across a 1000 x 1000 m geographic region was used to test the proposed PADR. Table I lists the essential parameters and exact values used during the simulation investigation.

A. Study of Packet Generation

For the PADR, PAR, SARA, and AODV routing algorithms, Fig. 6 illustrates the total number of packets generated and sent by the source node to the destination across the network. The nature-inspired method creates more data packets than the conventional based routing technique, according to the simulation analysis of PADR, PAR, SARA, and AODV. When compared to the PAR, SARA, and AODV algorithms, the number of packets generated by the source node of PADR is higher because the source node receives a faster response from the destination for establishing a path through intermediate nodes, so the source starts transmitting
packets in the network right away. According to the graph in figure 6, the PADR creates 6.16% more packets on average than PAR, 9.61% more packets than SARA, and 26.5% more packets than AODV routing approaches.

Table I. Simulation Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interface queue type</td>
<td>Queue/DropTail</td>
</tr>
<tr>
<td>Radio-propagation model</td>
<td>Propagation/TwoRayGround</td>
</tr>
<tr>
<td>Number of nodes</td>
<td>15, 30, 50, 75, 100 &amp; 150</td>
</tr>
<tr>
<td>Channel</td>
<td>Channel/WirelessChannel</td>
</tr>
<tr>
<td>Simulation area Size</td>
<td>1000 x 1000</td>
</tr>
<tr>
<td>Simulation Time</td>
<td>160s</td>
</tr>
<tr>
<td>Packet size</td>
<td>512 bytes</td>
</tr>
<tr>
<td>Mac type</td>
<td>802.11</td>
</tr>
<tr>
<td>Node speed</td>
<td>0 m/s to 10 m/s</td>
</tr>
<tr>
<td>Transport protocol</td>
<td>TCP</td>
</tr>
<tr>
<td>Routing protocol</td>
<td>PAR and PADR</td>
</tr>
<tr>
<td>link layer type</td>
<td>LL</td>
</tr>
<tr>
<td>Network interface</td>
<td>Phy/WirelessPhy</td>
</tr>
</tbody>
</table>

B. Study of Packet Received

For the PADR, PAR, SARA, and AODV routing algorithms, Fig. 7 depicts the total number of packets received by the destination node across the network. The nature inspired algorithm outperforms the classical based routing technique even at packet acceptance by the destination, according to the simulation analysis of PADR, PAR, SARA, and AODV. This is because in the ACO algorithm, the path with higher pheromone value attracts more data packets in the network. According to the graph in Fig. 7, the PADR’s destination receives 11.12% more packets on average than PAR, 14.66% more packets than SARA, and 47.42% more packets than the AODV routing technique.

C. Study of Packet Delivery Fraction (PDF)

The analysis for packet delivery fraction for PADR in comparison to PAR, SARA, and AODV approaches is shown in Fig. 8. There are two main reasons why an intermediate node cannot participate in data transmission in PADR. If the node is outside the $P_w$, the pheromone value of that nearby links is zero, and if node moves outside the $P_w$, the pheromone value of the neighboring links is zero. In the latter case, data packets from intermediate (upstream and downstream) nodes with the connection value zero are deleted. The delivery rate of data packets is high in PADR because each node traverses all of the data packets within $P_w$. According to the graph in figure 8, PADR performs 0.103% better than PAR, 0.055% better than SARA, and 11.42% better than AODV routing technique.

D. Study of End-to-End Delay

The end-to-end latency of PADR is shown in Fig. 9 in comparison to PAR, SARA, and AODV routing techniques.
Because the path with a higher pheromones value attracts more data packets, PADR has better end-to-end delay outcomes than PAR and SARA, but is slower than AODV. Pheromone concentration, on the other hand, lowers as time passes owing to pheromone evaporation. As a result, the ACO algorithm uses a restricted number of paths, which attracts an excess of traffic to the same routes, resulting in a nearly constant high end-to-end delay [2]. Because, in PADR, when a node with a data path travels outside of the $P_w$, the upstream node discovers an alternative path to downstream node within $\pi * a * b$ as shown in Fig. 5. As a result, PADR has a lower delay and latency than PAR and SARA routing approaches. The end-to-end delay of PADR is 8.65% less than PAR, 11.06% less than SARA, and 47.45% more than AODV routing approach, according to the graph in Fig. 9.

E. Study of Throughput

The throughput represents the path’s quality and the number of data packets delivered to the destination during a given period of time. The throughput of PADR is shown in Fig. 10 in comparison to PAR, SARA, and AODV routing techniques. In comparison to PAR, SARA, and AODV routing, PADR gives superior throughput simulation time, according to the simulation data. PADR gives an average of 6.17% more throughput than PAR, 9.69% more than SARA, and 32.50% more than AODV routing approach, according to the graph in Fig. 10.

F. Study of Routing Overheads

The routing overhead of PADR is shown in Fig. 11 in comparison to PAR, SARA, and AODV routing algorithms. PADR has slightly greater overhead than PAR and SARA, but less than AODV, according to the simulation results. Because nodes move beyond the $P_w$, PADR considers extra $P_w$ computation during route maintenance sessions, the overhead in PADR is slightly higher. Despite the fact that PADR consumes more overhead than PAR and SARA, it outperforms them in all of the listed measures.

V. CONCLUSION

This research article introduces Petal Ant Dynamic Routing (PADR), an upgraded version of a nature-inspired method. The proposed work’s major goal is to improve Quality of Service (QOS) in terms of performance, throughput, and networking latency. The proposed routing is simulated in NS 2.35 and compared to MANET routing domain related work. According to the simulation results, PADR outperforms AODV, SARA, and PAR in terms of packet generation, packet delivery fraction (PDF), end-to-end delay, and throughput, while using PADR slightly higher routing overheads than PAR.
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Abstract—Aspect-based Sentiment Analysis (ABSA) is a fine-grained form of SA that greatly benefits customers and the real world. ABSA of customer reviews has become a trendy topic because of the profuse information that is shared through these reviews. While SA also known as opinion mining helps to find opinion, ABSA greatly impact business world by converting these reviews to finer form with aspects and opinion or sentiment. These review words are interwoven internally, which depends on the semantics besides syntax, and sometimes there are long dependencies. Recently, the hybrid methods for ABSA are popular, but most of them merely considered if the syntax and long dependency exist, thus missing the inclusion of multi and infrequent aspects. In addition, in most literature, sentiment classification is shown directly without calculating the sentiment scores in ABSA. To this effect, this paper proposes a hybrid with syntax dependency and the lexicon for aspect, sentiment extraction, and polarity classification by Logistic Regression (LR) classifier to overcome the issues in ABSA. The proposed method is able to address the challenges of ABSA in a number of ways. First, it is able to extract multi-word and infrequent aspects by using syntactic dependency and semantic information. Second, it is able to calculate sentiment scores, which provides a more nuanced understanding of the overall sentiment expressed towards an aspect. Third, it is able to capture long dependencies between words by using syntactic dependency and semantic information. The proposed hybrid model outperformed the other methods by an average of 8-10 percent with the standard public dataset in terms of accuracy.
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I. INTRODUCTION

The extensive growth of the Internet resulted in an evolution in online businesses. The statistics show that the tourism industry's GDP earnings constantly increase between 6% and 10%, which shows tourists' growth [1]. Due to this growth, there is an extraordinary volume of data that includes customer reviews that can be explored to get customer feedback on products or services. Reviews focus on comments or opinions that provide prospective customers with insightful information. Most people are impacted by opinions, particularly product ratings, which have proven to affect customer behaviour. Moreover, web-based information is more accurate and trusted than that supplied by the manager or product supplier [2], which needs to process through sentiment analysis.

Earlier literature only focused on sentiment analysis (SA) or opinion mining [3-14], without aspects. Later, Bing Liu (2012) provided the latest definition of aspect-based SA. According to Liu (2012), ‘an opinion is defined as a quintuple’ (ei, aij, sijkl, h, t), where e is an entity, a is an aspect, and s is sentiment [15]. This provided the foundation of Aspect-based Sentiment Analysis (ABSA). In Aspect-based Sentiment Analysis, deriving aspects and their sentiment or opinion from these text paragraphs is challenging. It is necessary to recognize and connect specific texts for aspects and to look for particular sentiments to derive aspect-based sentiment analysis. For instance, a restaurant review may read, "Foods are wonderful, but the location is awful." The review remarks, in this case, focus on two aspects. The "location" is one aspect, and the "food" is another. In this example, there are two opinion terms. They are both "wonderful" and "awful." Aspect-based Sentiment Analysis comprises three tasks. First is the identification of aspects, the second is the identification of its' sentiment or opinion terms, and last is the orientation detection of sentiment or opinion terms, that is, aspect sentiment classification. Three basic methods are used for ABSA tasks: machine learning-based method, dictionary-based, and hybrid method [16–18].

In the first ABSA task of aspect extraction, there are at least two problems. First is the difficulty of multi aspects extraction. For example, in the review: "The hotel is perfectly located, with good rooms, but we could not eat the food; it was tasteless". In this review, a traveler expresses opinions on multi aspects, such as location, rooms, and food are highlighted in the review. Secondly, extracting infrequent aspects, for example, Wi-fi, swimming pool, and car parking, are less frequent, but these have significant importance in the hotel and restaurant domain. There isn’t a single solution in the available aspect identification methods [19-29] that adequately addresses all of the aforementioned aspect identification concerns. Therefore, there is a need for a solution to address these difficulties collectively. Different methods have been offered in the literature for each issue. This inspired us to devise a method for single-aspect extraction that can handle multi and infrequent aspects.

Similarly, in second ABSA task of sentiment classification of recognized aspects, issues with managing multi-aspect reviews exist. Since numerous aspects of a review are presented, and each is favorable or negative, classifying multi-aspect reviews is difficult. Each aspect can have a positive or
negative sentiment among multiple aspects discussed in a review. Thus, classifying multi-aspect reviews is difficult. For example, let us analyze the following quote from a hotel review: "Our room was very pleasant, but the hotel staff was rude. An ideal location for a family with children, offering a clean bathroom and lovely views". The reviewer expresses opinions on the "staff," "room," and "location", among other things. The review demonstrates that different parts have varied sentiments, with 'staff' having a negative and 'room' and 'location' having a positive sentiment.

This challenge of sentiment classification of multi-aspects has not been addressed by the methods presented in the literature [24, 30-36]. To our knowledge, no machine learning (ML)-based approach is currently available for aspect classification that successfully manages this challenging issue. Therefore, we contend that aspect-based sentiment classification can only improve if aspect classification methods can effectively handle multi-aspect problems.

In this article, we propose an aspect-based sentiment classification framework, and our contributions are three-fold; (1) a hybrid method, an extension of syntax, and dependency-based has been proposed for multi-aspect extraction; (2) a method has been devised for accurate identification of infrequent aspects and (3) an effective mechanism with classifier has been developed for calculating reviews score and decide the polarity for classification of aspects. To do this, it put forward a model that used hybrid syntax, lexicons and dependency parsing to extract user aspects, sentiments, and reviews of sentiments. A lexical dictionary called SentiWordNet helps determine each opinion word's positive and negative polarity values [38-40].

There are six sections to this paper. Section II presents the related works. The study methodology is shown in Section III. The performance findings of the experiment and results are described in Sections IV and V respectively. The research implications and the summary of the study are presented in the last section, in Section VI.

II. RELATED WORKS

Aspect-based Sentiment Analysis can be divided into two primary tasks: aspect extraction and aspect-based sentiment classification. There are three fundamental methods for aspect-based sentiment analysis: machine-learning-based, dictionary-based, and hybrid methods. The machine learning based method includes a wide range of various rules-based, seed-based, and supervised methods. Rules-based uses importance score and frequency of occurrence to identify aspects. Jimenez-Zafra et al. [19] have suggested a method that uses a bag of words with aspect terms based on frequency using the Freebase dataset, including tourism. In this method, aspects were compiled from the lexicon and rated by how often they appeared in reviews. Wang et al. [21] have suggested a part-of-speech (POS) tagger method. Frequent morphological and inflectional ends were eliminated using a unique Porter stemming method to pick the possible aspects. This method was used to quickly and automatically identify words with identifiable spellings. Afzaal et al. [24] suggested a better approach based on fuzzy-based learning. This approach involved extracting frequent nouns and noun phrases from the reviews. But this could not address multi aspects. Despite being simple to use and effective in the identification process, rule-based methods do not address some issues. For instance, rule-based approaches generate small rules, extract irrelevant aspects, and cannot identify infrequent aspects.

Seed-based method use grammatical relationships between seed sets and review terms to identify key aspects. [25] produced a seed set for each of the five most frequent aspects from reviews, using the co-occurrence of various words. This helps to identify the key aspects of a review. Mukherjee et al. [26] suggested a seed-based strategy to determine semantic relationships between review terms. Kayaalp et al. [27] proposed a three-step seed-based feature extraction technique. First, choose the top four restaurant review topics—food, service, price, and ambience; second, properly tag and index terms; and lastly, classify indexed words based on proximity. Seed-based approaches lack consideration of review words' links, require in-depth topic expertise, and are insufficient for covering entire domains. For instance, the whole domain of a normal hotel or restaurant cannot be covered by food, service, pricing, and ambience since this domain comprises many other vital aspects.

The supervised method predicts sentiment as a combination of themes using topic model-based approaches. Wu et al. [28] utilized a combined probabilistic model to identify aspects based on overall importance, user importance, and likelihood of inclusion in multiple aspect sentiments. Shams et al. [29] proposed an enhanced LDA model using co-occurrence associations for precise aspects of reviews.

After aspect extraction, the aspect sentiment classification literature is reviewed. This task consists of two subtasks: first, sentiment word extraction and then, determining polarity or ABSA. This task also uses three methods: ML, Lexicon and hybrid method. Mubarok et al. [30] used a three-step ML model for classification tasks, pre-processing reviews, applying feature selection using chi-square, and dividing reviews into polarity classes using Naive Bayes classifier. The model achieved 77% accuracy in aspect-based classification. Xu et al. [31] use SVM for ML-based techniques in traveller reviews to predict sentiments about several aspects of reviews. [32] utilized sentence-level reviews of electrical devices and mobile phones for classification after statistical aspect extraction. [33] processed reviews, cleaned, stemmed extracted features and predicted polarity using the BOW model. The literature in [34] used sophisticated pre-processing techniques, including tokenization, word removal, filtering, stemming, and sentiment classification. The research in [35] method involves pre-processing, phrase extraction, BOW extraction, sentiment score calculation, and classification. The procedure involved in [36] were pre-processing, feature extraction, classifier training, testing, and labelling tweets. In [38], document classification methods involved pre-processing, segmentation, feature extraction and SVM.

The second method uses dictionary-based sentiment analysis using lexicon, like SentiWordNet. The literature [41], used pre-processed data using tokenization, removing stop words, noise, duplicates, missing values, and stemming. Sentiment polarity detection was performed using
SentiWordNet, while sentiment classification features included chunking, segmentation, and N-grams. The study in [42] utilized pre-processing techniques, hyper-parameter selection, word vector representation for aspects, and CBOW and skip-gram models for sentiment classification.

In the third sentiment classification method of ABSA, Santhosh et al. [43] used POS tag for aspect-opinion pair formation, and final polarity detection. Nisha et al. [44] used a hybrid with unsupervised ML method LDA with lexicon. Kushal et al. [45] used text formatting with fuzzy matching and domain grouping of synonym words, aspect extraction with POS tagging, association mining and probabilistic approach, opinion extraction with words extraction, and final polarity detection for aspect-opinion pair, and aspect-based summarization. Wu et al. [46] used a hybrid with supervised and dependency POS tagging features, but it cannot extract multiple aspects and doesn't calculate the score of sentiment words.

A chunk-level extraction technique was developed by Wu et al. [47] combined a hybrid of rule-based and supervised learning methodologies to extract neutral aspects of ABSA but could not identify multi aspect. Zainuddin et al. [48] proposed a hybrid sentiment classification approach using Twitter datasets to improve the Twitter Aspect-based Sentiment Analysis using association rule mining (ARM) and a rule-based dependency parser. This hybrid used a dependency parser but missed syntax, therefore, could not find multi aspect. Later, Akhtar et al. [49] hybrid used Conditional Random Field (CRF) and Support Vector Machine (SVM) in the Hindi language. Hu Liu's [50] benchmarking literature combined POS tag and Association Rule Mining to detect the most frequent noun aspects. Zhou et al. [51] used a hybrid with semi-supervised learning algorithm to capture cross-domain features.

The literature above shows different combinations of hybrid, the first one [37] with unsupervised ML method LDA and lexicon. [47] and Hu Liu [50] used POS tags with association rule mining to detect frequent noun aspects, but this literature cannot address infrequent aspects. The study in [51] used a hybrid with semi-supervised learning algorithm. The authors in [46] used hybrid with supervised and dependency POS tagging features. But it could not address multi aspect. Zainuddin's hybrid added dependency parser with association rule mining, but it lacked to find grammatical relationships with syntax, thus missing multi-aspect and infrequent aspects.

These challenges inspired us to develop a technique to handle these difficult aspect extraction situations. This paper proposed a novel hybrid with syntax, dependency, Lexicon and classifier to solve the multi aspects extraction, including infrequent aspects.

III. PROPOSED HYBRID MODEL

The proposed hybrid model is shown in Fig. 1. The suggested system is divided into four main phases: pre-processing phase; aspect extraction phase; extraction of sentiment words; and finally, sentiment polarity calculations and sentiment classification. The suggested system accepts as input a text (or review) that has been divided up into sentences. The system pre-processes the input sentences and parses them using a dependency parser, which offers a morphological analysis of each word in the phrase and a dependency structure for the sentence. The algorithm uses POS data and the polarity lexicon SentiWordNet (SWN) to extract the pertinent features and sentiment words. The algorithm then creates a dependency graph for the sentence, aiding in the execution of aspect-based SA. The sentiment word is allocated to the specific aspect, with the shortest distance from the aspect word based on the premise that closely related words combine to create a sentiment toward a particular feature. The proposed hybrid model for aspect sentiment classification is shown in Fig. 1.

![Proposed Hybrid Model for aspect sentiment classification](image)

**Fig. 1.** Proposed hybrid Model for aspect sentiment classification.

The model has four major phases as preprocessing, aspect extraction, sentiment extraction and aspect sentiment classification. These are discussed below:

A. Pre-processing

Data was gathered from a public dataset of customer reviews from hotels (in Europe and the US). This dataset was pre-processed. This paper used the NLTK library of Python for data preprocessing. This data preprocessing is a critical step that includes cleaning and formatting the data before feeding it into the ML algorithm. For NLP, the preprocessing steps had the following tasks: tokenizing the string, lowercasing, removing stop words, and stemming. Tokenization is used to split the strings into individual meaningful tokens. For the tokenization, NLTK module is used. Then, we converted each word in the string to lowercase. The next step is to remove stop words that do not add significant meaning to the text, such as 'I', 'we', 'own', and 'only', using the NLTK list. Next, stemming is performed, converting a word to its most general form, or stem. NLTK's porter stemmer is used to reduce the size of our vocabulary; for example, the 'using' word stems from 'use'.

B. Aspect Extraction Phase

This model aims at Aspect-based Sentiment classification task of ABSA but for that it needs to derive aspects. Aspects may be one or many words that typically refer to nouns and noun phrases. The process for aspect extraction is described for
clarity. This paper used a hybrid method with syntax, dependency parsing and lexicon for aspect extraction which is described below:

1) Syntax features: The syntax-based approach analyses sentence to seek the links between the words in a phrase to determine its grammatical structure. The difficulty in identifying connections between words is influenced by the structure and pattern of the phrases in a sentence. Words in customer reviews adhere to certain grammatical and linguistic conventions. Syntax based method used syntax-based features. After pre-processing, it first identifies each word's Part of Speech (POS) tag in each review line to extract the aspects. It selects NN (noun, singular), NNS (noun, plural), NNP (proper noun, singular), and NNPS (proper noun, plural) tagged terms from the review file as aspects, tokenizing the review texts using a POS tagger. The frequent aspect terms are extracted with a POS tagger with noun and proper nouns.

2) Dependency parsing: This hybrid method first finds frequent aspects. For infrequent aspects, this paper used dependency parsing. The dependency parser is used to identify specific relations, which help determine infrequent aspects. Therefore, the author used nsubj (nominal subject), amod (adjectival modifier), advmod (adverbial modifier) and xcomp (casual component with external subject).

3) Lexicon: One important stage in the process of analysing text sentiment is matching aspect terms to a lexicon. The aspect words are matched to the Lexicon. The most popular lexicon SentiWordNet is used here due to its rich vocabulary. SentiWordNet stands out among the numerous lexicons accessible because of its large vocabulary and thorough coverage. Wide-ranging words are included in SentiWordNet, which assigns them sentiment ratings based on their positive, negative, and neutral meanings. A more detailed comprehension of the underlying sentiment in a given text is made possible by the sentiment analysis algorithms’ ability to assign sentiment values to aspect words thanks to this broad vocabulary. Sentiment analysis algorithms may more accurately capture the finer details of sentiment conveyed in natural language by using SentiWordNet's lexical resources.

C. Sentiment Extraction Phase

The important stage in ABSA is to detect and extract opinion words. Opinion words convey a person's opinion on a subject; therefore, it is essential to identify aspect-related opinion terms at this phase. It consists of syntax features, dependency parser and Lexicon module.

1) Syntax features: The author finds the opinion words using POS tagging with adjective words. According to Hu Liu (2004), the most opinion words are adjectives. Study suggests that adjectives and adverbs are effective markers of subjectivity and views [48]. An adjective that modifies a noun or noun phrase that is frequently present in aspect-based extraction is referred to as being close. Consequently, if such an adjective is present, it is regarded as a sentiment or opinion term.

2) Dependency parser: For infrequent sentiment words, we use a dependency parser. These can be adverbs and verb combinations. Later, the opinion orientation for each aspect was determined. When the context of a sentence is determined, the patterns are separated into segments, such as adjective-noun, adverb-adjective, noun-noun, noun-adjective, and adverb-verb combinations.

3) Lexicon: SentiWordNet, a lexicon of opinion words, was used, which aids in identifying each word's positive and negative polarity meaning and scores. Each synset of Wordnet words has been given positive and negative scores. When the context of a sentence is determined, the patterns are separated into segments, such as adjective-noun, adverb-adjective, noun-noun, noun-adjective, and adverb-verb combinations.

D. Aspect Sentiment Classification

This model aims at aspect-based sentiment classification task of ABSA but for that it needs to derive aspects. Aspects may be one or many words that typically refer to nouns and noun phrases. The process for aspect extraction is described for clarity. This paper used a hybrid method with syntax, dependency parsing and lexicon for aspect extraction which is described below.

1) Calculation of sentiment polarity: Some literature, compute a sentiment score for each sentence and then link that sentiment to every aspect that is addressed in that sentence when performing sentiment analysis. However, this makes it impossible to handle phrases correctly when they contain aspects with multi sentiments. Therefore, this hybrid method suggests a system in which every sentence is divided into segments, each of which is assigned to a different aspect of the sentence. The polarity of each segment is then established using a sentiment lexicon, and an aspect-polarity pair is created that reflects the overall polarity for this aspect inside a specific review. SentiWordNet is used for aggregating opinions using the sentence’s cumulative score. First, aspects are mapped to opinions, and an aspect opinion pair is formed. The opinion words are matched to the opinion lexicon in SentiWordNet, and the score is calculated. Table I shows calculation of sentiment score. The reviews has one aspect but multi opinion, the ‘food’ is the aspect and the first opinion ‘very good’ is positive. The score is 0.91 and the second opinion word of food is ‘expensive’ which is negative so the score is -0.50.

Table II shows calculation of polarity. At first scores are calculated and negative scores are subtracted from positive, thus the final score is calculated.

| TABLE I. CALCULATION OF SENTIMENT SCORE |
|-----------------|-------------------|
| **Review** | **Aspect Opinion** | **Score** | **Total Score** |
| food is very good but expensive | ['aspect': 'hotel', 'opinion': 'very good'] | 0.91 | +0.41 |
| food is very good but expensive | ['aspect': 'hotel', 'opinion': 'expensive'] | -0.50 | -0.50 |
TABLE II. CALCULATION OF POLARITY

<table>
<thead>
<tr>
<th>Review</th>
<th>Total Score</th>
<th>Accumulated Polarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>food is very good but expensive</td>
<td>(+0.91-0.50) = +0.41</td>
<td>Positive</td>
</tr>
</tbody>
</table>

2) Handling negations: The words and phrases known as "opinion shifters" may cause a user's view to shift from favourable to negative or vice versa. The most frequent opinion-shifting words are: not, neither, nobody, none, nowhere, and cannot. For instance, a client may write in their review, "I am not satisfied with the time they take to deliver the purchase." The word satisfied has a positive valence in this statement. However, it contains the negative "not." The polarity of the whole phrase shifts from positive to negative due to the existence of this negative word.

TABLE III. CALCULATION OF SCORE (HANDLING NEGATIONS)

<table>
<thead>
<tr>
<th>Review</th>
<th>Aspect Opinion</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>there is not very good food items</td>
<td>{'aspect': 'food items', 'opinion': 'not very good'}</td>
<td>-0.26</td>
</tr>
</tbody>
</table>

3) Sentiment classification: The entire number of aspects, together with their sentiment scores, will be calculated, aggregating the sentiment scores of all the opinion terms. At first, aspects' positive and negative scores were individually recorded. As a result, we get the total positive and negative scores for that aspect. These findings created a sentiment profile for each restaurant or product. The scores for each aspect may be added up using the method below. For each jth aspect of the review,

\[
\text{Accumulated Positive}_\text{pol}
\text{arity[j]} = \sum \text{Positive}_\text{Poly}_j
\]

\[
\text{Accumulated Negative}_\text{pol}
\text{arity[j]} = \sum \text{Negative}_\text{Poly}_j
\]

After this, the data was divided into training and test data. Accumulated polarity information from Table III and Table IV above is fed. Finally, classifiers trained with training data and it carry out classification with test data.

E. Performance Evaluation Measures

To assess the overall classification performance using binary classes, we employ accuracy metrics (positive and negative). This paper uses the common assessment metrics of precision, accuracy and recall for both positive and negative feelings about things. Based on the output of the confusion matrix, this research employed four efficient measures: True Positive (TP), False Positive (FP), True Negative (TN), and False Negative (FN) [48].

IV. EXPERIMENT

The experiment is implemented using Python, version 3.7. The hotel reviews datasets of Europe & the US hotels are used in the experiment.

A. Dataset

This research has collected hotel data from a public dataset of hotel reviews in Europe & the US. The dataset used is huge (515k hotel reviews), containing 515,000 customer reviews and scoring 1493 luxury hotels across Europe & the US [52]. The data was scraped from Booking.com. This data is in an unstructured format in CSV and contains 17 fields, such as: hotel address, review date, Average Score, Hotel Name, Reviewer Nationality, Negative review, Review Total Negative Word Counts, Positive Review, Review Total Positive Word Counts, Reviewer Score, Total Number of Reviews Reviewer Has Given, Total Number of_ Reviews, Tags, Days since review, Additional Number of_ Scoring, lat, and lng.

V. RESULTS AND DISCUSSION

The experiment entailed examining the performance levels of the hybrid with classifiers, where the input features included review texts and the output was sentiment classification with aspect's sentiment summary (aspect based). Here this paper gives two-fold results for better understanding. The first one is comparison of the proposed model with other literature and the second is on the application of the result in hotel where, a comparison is made between aspects of various hotels. The hybrid method creates a training set first and then annotates the training data. The training data are then used to extract aspects, sentiments, and score calculating which are subsequently used for test dataset.

A. Results

The results shown are twofold. The first is the comparison of the proposed model in Table V and in Table VI, the valuable insights are enumerated.

1) Comparison of the proposed model: The comparative result is shown in Table V below. It is observed that, all hybrid of different combination results is measured with precision, recall and accuracy. The hybrid model of Wu et al. [46] with supervised and POS tagging had accuracy of 67.66%, where another literature of the same author with LDA and Lexicon achieved low result with accuracy 64.24%. Zainuddin used ARM and dependency, obtained better accuracy compared to the previous state-of-art method using Twitter dataset. Akhtar used CRF and SVM and it performed accuracy 54.05% (the lowest). Hu Liu literature hybrid with ARM and lexicon achieved better in recall as 80%, accuracy 75.8%. Zhou hybrid achieved the lowest performance with 46.55% in precision. The proposed hybrid used syntax dependency, lexicon and LR and achieved precision, recall and accuracy of 84.7, 86.6 and 84.2% respectively.
Similarly, customer can choose hotel basing on his or her preference of aspects.

Fig. 2. Comparison of “Location” aspect between US Hotels.

“Fig. 3”, below shows sentiment Analysis & overall sentiment score of Hotel Comfort Suites. The Y axis shows the sentiment score from 0 to +0.8, and -0.8. The X axis shows time in Year & Month. This is the time of review. The dotted are expressed for positive and dashed are used for negative sentiment expression. Sentiment Analysis & overall sentiment score of Hotel Comfort Suites is shown in Fig. 3 below.

Fig. 3. Sentiment analysis & Overall sentiment score of Hotel Comfort Suites.

B. Discussions

The discussions are twofold. The first is the proposed model and secondly on the valuable insights from the experiments output as in Table VI. These are described below.

1) Comparison of the proposed model: The hybrid model evaluation of comparison results can be summarized as:

- The results suggest that the proposed hybrid model is an effective way to perform aspect-based sentiment analysis on hotel reviews.
- Table V shows a comparison of the proposed hybrid model with other state-of-the-art literature. As it can be seen, the proposed model outperforms all other models in terms of precision, recall, and accuracy.

### Table V. Comparison with the Proposed Model

<table>
<thead>
<tr>
<th>Refs.</th>
<th>Method</th>
<th>Measures (in percentage)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wu et al. [46]</td>
<td>Hybrid (supervised+ POS tagging)</td>
<td>Precision Recall Accuracy/F1</td>
</tr>
<tr>
<td>Wu et al. [47]</td>
<td>Hybrid (LDA and lexicon)</td>
<td>58.94 70.59 64.24</td>
</tr>
<tr>
<td>Zainuddin et al. [48]</td>
<td>Hybrid (ARM +dependency)</td>
<td>77.9 76.6 76</td>
</tr>
<tr>
<td>Akhtar et al. [49]</td>
<td>Hybrid (CRF and SVM)</td>
<td>- - 54.05</td>
</tr>
<tr>
<td>Hu Liu [50]</td>
<td>Hybrid (ARM and lexicon)</td>
<td>72 80 75.8</td>
</tr>
<tr>
<td>Zhou [51]</td>
<td>Hybrid (semi-supervised learning + adversarial training)</td>
<td>46.55 44.57 54.57</td>
</tr>
<tr>
<td>Proposed model</td>
<td>Hybrid (Syntax Dependency+ lexicon and LR)</td>
<td>84.7 86.6 84.2</td>
</tr>
</tbody>
</table>

2) Experimental output of aspects and sentiments-the valuable insight of aspects: A sample of 30 hotels with a total of 1057 user reviews is analyzed for finding the sentiment score of the basic features of a hotel as “location”, “services”, “food”. After frequency counts, five aspects are generated: food, location, comfort & facilities, staff, and value for money. The experimental output on four of the mentioned aspects, i.e., location, comfort & facilities, staff, and food are shown in Table VI. Location aspects in detailed (Year/ month wise) output is shown. The result of location aspects of five hotels’ including the other aspects average (avg) is shown in the Table VI below.

### Table VI. Comparison of Various Aspects and Between Hotels

<table>
<thead>
<tr>
<th>Hotel Name</th>
<th>Location (Year / Month wise)</th>
<th>Comfort &amp; Facilities (Avg)</th>
<th>Staff (Avg)</th>
<th>Food (Avg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fairfield Inn</td>
<td>.55 .45 .46 .93 .74 .65 .55 .78 .82 .77 .65 .74 .55</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Little Paradise</td>
<td>.46 .49 .44 .39 .6 .94 .65 .74 .52 .57 .72 .6 .57</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Days Inn El Reno</td>
<td>.63 .65 .71 .57 .37 .44 .41 .45 .27 .41 .44 .37 .41</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hawthorn Suites</td>
<td>.38 .73 .68 .41 .45 .42 .48 .47 .65 .45 .42 .45 .65</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Comfort Suites</td>
<td>.43 .36 .34 .30 .27 .48 .72 .63 .56 .72 .48 .47 .56</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

“Fig. 2”, shows output comparison of location aspects between five hotels of USA. The location score is plotted in Y axis at a scale of 0 to +1, and X Axis shows the time (Year / Month). The average (avg) is calculated and shown beside the name of hotel. Fairfield Inn is number 1 (grey colour dash and dotted) hotel of US in terms of location, with average sentiment score 0.77, Little paradise (dotted lines) is the second hotel in US, followed by Days Inn El Reko (dash dash) with average 0.586, Hawthorn Suites is the fourth (average 0.516, and Comfort Suites is the fifth (ash colour) with average sentiment score 0.486. Therefore from the result customer who looks for good location will choose Fairfield as it is the best.
• The hybrid model was able to extract five aspects from hotel reviews: food, location, comfort & facilities, staff, and value for money.

• The hybrid model was able to generate a sentiment score for each aspect of each hotel.

• Overall, this hybrid performed much better than all state-of-the-art literature compared.

2) Aspects and sentiments-the valuable insight of aspects:
The hybrid model results can be summarized as:

• Table VI shows a comparison of the different aspects of five hotels in the USA. As it can be seen, Fairfield Inn has the highest average sentiment score for location, followed by Little Paradise, Days Inn El Reno, Hawthorn Suites, and Comfort Suites.

• The sentiment scores for each aspect of each hotel can be used by potential guests to choose the hotel that best suits their needs.

• Fig. 2 shows a comparison of the location sentiment scores of the five hotels in the USA over time. As can be seen, Fairfield Inn consistently has the highest location sentiment score.

• Fig. 3 shows a sentiment analysis of Hotel Comfort Suites over time. As can be seen, the overall sentiment score of the hotel is positive.

Overall, the results of the experiment suggest that the proposed hybrid model is an effective way to perform aspect-based sentiment analysis on hotel reviews. The sentiment scores/polarity generated by the model can be used by potential guests to choose the hotel based on aspect that best suits their needs.

VI. CONCLUSION AND LIMITATIONS

In this paper, we propose hybrid model with syntax dependency, lexicon with logistic regression to extract multi aspects and sentiments. By introducing the positional features with syntax dependency to address long dependencies, to deal with multi aspects. We used aspect-based sentiment analysis of the customer reviews with public hotel dataset of US and Europe. The experiment focused on five generalized aspects location, comfort and facilities, staff, food, and value for money. The score of sentiment polarity for aspects in the review is calculated. Finally, for every aspect as mentioned, the mean of the aggregated score of sentiment polarity generated. The experiment results are quite promising and found better in comparison to the state-of-the-art literature. Clearly, the work is able to summarize the sentiment of customer reviews on the four basic aspects. From a business intelligence perspective, knowing about the aspects a hotel offers is crucial. The aggregated outcome will help user to know which hotel is best for which aspect and can decide better. This research offers insightful conclusions on the aspect-based sentiment analysis of hotel reviews. As future work, we shall try to improve experiment result accuracy by using various dataset. The dataset was limited to hotel only in future the other datasets can be explored. We also would replicate this for other aspects like value for money, weather, etc. and for reviews written in other languages.
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Abstract—Cloud computing revolves around storing and retrieving data in a portable manner. However, practical data portability across multiple Database-as-a-service (DBaaS) cloud data stores is challenging. This becomes even more complicated when data needs to be migrated between different types of data storage, such as SQL and NoSQL databases. NoSQL databases have gained significant popularity among developers due to their ability to provide high availability, fault tolerance, and scalability, making them suitable for managing big data in large-scale infrastructures. However, the varied data models in NoSQL databases make it difficult to migrate or port data among data repositories. Object to NoSQL database mappers (ONDMs) solve this problem. However, only a few ONDMs are available for C#.NET development, and the ONDM market used in Java development could be more stable. To address this issue, we propose building a middleware solution using the .NET framework to support cloud data portability, leveraging the capabilities of ONDMs. In this study, we evaluate several frameworks and compare them to our suggested middleware solution through empirical research. Our middleware solution can perform open network data management (ONDM) and object-relational mapping (ORM).

Keywords—NoSQL; Portability; Cloud; middleware; platform as a service; platform services

I. INTRODUCTION

Cloud Computing has become a pre-eminent paradigm for hosting modern software systems, and the database layer is the most valuable and extensive layer of a software system [1-2]. The heterogeneity of cloud service providers (CSPs), the data stores they offer, and the software systems pose substantial impedance while developing an approach for cloud data migration. However, the database-related requirements of modern applications call for polyglot persistence [3]. An application that leverages persistent polyglot databases is considerably more arduous to design and implement than an application using just one backend [7]. The overhead of configuration, deployment and maintenance keeps increasing with each DB used. This makes implementing polyglot persistence quite tricky without the detailed know-how of involved DBs.

A. Data Models

The use of more than one data model within a single system has become a usual practice for modern application development [4]. The cloud computing paradigm supports both of the types of models for data storage:

1) Relational (SQL) data models: Relational data models are schema-based, store data in the form of tables, and maintain ACID (Atomicity, Consistency, Isolation, and Durability) properties. They prevailed since the 1970s when E.F Codd proposed they orchestrate the data into tables (or relations) consisting of rows (also known as records/tuples) and columns (also known as attributes). Each table has a unique key called the primary key which identifies each row and may have a foreign key that represents a primary key of some other table for cross-reference [5].

2) NoSQL data model: The acrostic for NoSQL means “Not Only SQL” rather than completely against the traditional relational databases (DBs), as is commonly misunderstood. Carl Strozzi1, in 1998 first time, used the term “NoSQL” to name his open-source relational DB “Strozzi NoSQL”. This DB used APIs with several plugins and libraries instead of using SQL for accessing the data. NoSQL data stores are distinguished in the following four categories based on data and query models, and persistence design [6]:

a) Key-Value DBs represents a model based on keys-values and are easy to implement. These are suitable to store session information, user profiles, or storing shopping cart data. Examples include Redis, Voldemort, Riak.

b) Document DBs in which semi-structured documents are stored in JSON format (XML and YAML formats are also supported), are suited for big data storage and better query performance. Examples are MongoDB, Apache CouchDB, and Cosmos DB.
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c) Column family DBs represent a model for storing and processing huge amounts of data, which is distributed over various machines without rigid consistency. Examples are Apache Cassandra, HBase, and Apache Accumulo.

d) Graph DBs which are suitable for storing relationships between entities. Examples are Neo4j, OrientDB, and AllegroGraph.

Each mired data store possesses its specific benefits. Relational DBs are favored if the data to be stored concerns financial transactions, as these DBs abide by transactional properties. On the other hand, the evolution of the Internet, social networking sites, and Cloud Computing has disputed the domination of relational DBs as the only selection of DBMS. Various considerations like prices, the volume of data, and the speed at which the data is being generated as well as consumed, dictate how and where the storage and management of the data.

II. OBJECT TO NO_SQL DATABASE MAPPERS (ONDMs)

A single application may need heterogeneous DBs for the various types of requirements, for example [7]:

- For User Sessions: Redis is best suited for quick access for reads and writes without having to be durable.
- For financial data and reporting: RDBMS (Relational database management system) is required as this kind of data needs transactional updates. Moreover, data would better fit in a tabular structure.
- Product catalog: MongoDB is best as it supports a lot of reads and infrequent writes.
- Analytics and user activity logs: Cassandra can better handle a high volume of writes on multiple nodes.

And there may be many more types of requirements for application data, leading to the selection of appropriate DBs. Therefore, the application may require the simultaneous use of different DBs (relational as well as NoSQL, called Polyglot persistence) on different cloud platforms and also a data migration from one kind of data store to another, of similar type (SQL to another SQL) or dissimilar type (SQL to/from NoSQL). As there is a looming dearth of standardized query languages, it poses an adverse technical lock-in while building applications against the native interfaces of NoSQL data stores [8]. The solution to evade vendor lock-in caused due to selecting a particular database technology is to leverage Object-NoSQL Database Mappers (ONDMs). ONDMs offer a uniform abstraction interface for heterogeneous NoSQLs. ONDM frameworks decouple applications from database specifics and provide data portability [14].

- Handling the conversion of objects to the relational data model and vice versa.
- Managing persistence to the destination DB.
- Providing software developers with a uniform data access interface to store and query objects programmatically.

Our middleware’s architectural design is a Repository pattern. Repositories are classes that contain the logic necessary to access data sources. They consolidate common data access functions, improving maintainability and separating database access from the domain model layer. Because of strong typing, the code that must be implemented to use our middleware is simplified. This allows us to concentrate on the business logic rather than the data access plumbing. ONDMs are developer-centric and let the developers carry the application abstractions without having to be cognizant of the database and use these databases without expecting a level of expertise in those [5]. The benefits of using ONDMs include simplifying porting of an application to other NoSQL data stores and database interoperability as well as polyglot persistence [9]. There are ONDMs called Multi Data Store Mappers supporting multiple NoSQL data stores and ONDMs called Single Data Store Mappers supporting only a particular system [10].

- Kundera2: It is a capable JPA-based object-datastore mapping library that greatly cuts down the programming efforts needed to perform CRUD operations on NoSQL data stores.
- Spring Data3: It is an umbrella project that alleviates the use of data access technologies, namely relational and NoSQL, Map Reduce frameworks, as well as cloud-based data services. It provides a Spring-based data access programming model that preserves the special features of the underlying data stores [18].
- DataNucleus4: We also tried another industry-ready ONDM framework, ‘Data Nucleus’ for the implementation but faced the following difficulties [19].
- Mongo - The library exposed by DataNucleus and JavaMongo lib had clashing classes in the same classpath. This created issues while building the application [20].
- MySQL - Framework was enhancing model classes after running the maven enhancement step, as mentioned in the documentation. Still, it was not able to detect them at the time of attempting to persist the object [23].

So, we dropped DataNucleus for the comparison with our proposed middleware. Our selection of databases to be implemented tried to find the databases that are not only quite prevalent and ripe but also have great applicability in specific fields [22] [24]. MongoDB and Cassandra are the most prominent NoSQL databases in the market. MongoDB produces high throughput, and Cassandra supports horizontal scalability [25]. MongoDB is supported by almost all ONDMs, followed by Cassandra. Our selection of databases tried to find the databases that are not only quite prevalent and ripe but also have great applicability in specific fields [26].

III. IMPLEMENTATION TECHNOLOGY - .NET CORE

We have created a custom data model based on Twitter data set to benchmark the proposed middleware and the other frameworks. Some of the key features of .NET Core platform are highlighted below.
The .NET Core Framework is a new version of Microsoft. NET Framework. It is a cross-platform framework that works on Windows, macOS, and Linux [28].

The .NET Core Framework may be used to create a variety of applications such as mobile, desktop, online, cloud, IoT, machine learning, microservices, and so on.

The .NET Core is developed from the bottom up to be a modular, lightweight, fast, and cross-platform Framework [30]. It offers the essential capabilities necessary to run a basic .NET Core app. Other functionalities are available as NuGet packages, which you may add to your application as needed [30]. As a result, the .NET Core program performs faster, has a smaller memory footprint, and is easier to maintain.

It is a new platform that is gaining traction in the industry, but there are no ONDM frameworks available for it. This is one of the main reasons to opt .NET Core framework for our middleware implementation [31]. Although Microsoft provides its ORM for .NET Core named ENTITY FRAMEWORK, it is strictly an ORM (that means it is only for RDBMS mapping to objects and not for NoSQLs). Table I presents that most of the ONDMs available are for Java language [32] [34]. Although individual NoSQL database drivers or wrappers are available for the C# language, there are no mature ONDM frameworks for C#.

Table I. ONDM Frameworks Supported by Different Object-Oriented Programming Languages

<table>
<thead>
<tr>
<th>OOPL</th>
<th>ONDM Frameworks</th>
<th>Inactive Frameworks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Java</td>
<td>Apache Gora, Kundera, Data Nucleus, EclipseLink, Eclipse JNoSQL, Spring Data, Hibernate OGM, GORM</td>
<td>Java</td>
</tr>
<tr>
<td>Python</td>
<td>KEV, pyDAL</td>
<td>NA</td>
</tr>
<tr>
<td>JavaScript</td>
<td>JS Data</td>
<td>Resourceful</td>
</tr>
<tr>
<td>Node.JS</td>
<td>Thindium, Bass, JugglingDB, Cleverstack, Waterline, JS Data</td>
<td>Node Docu-</td>
</tr>
<tr>
<td>PHP</td>
<td>Lithium, Yii framework, Doctrine</td>
<td>KO3-NoSQL, Vok</td>
</tr>
<tr>
<td>C#.NET</td>
<td>Lift</td>
<td>Slazure, Charisma</td>
</tr>
<tr>
<td>Scala</td>
<td>SpringData</td>
<td>Activate Framework</td>
</tr>
</tbody>
</table>

Definitions

- Poly DB: The frameworks support multiple types of database systems (i.e., relational and NoSQL).
- Wrapper: The library is a wrapper around a database system; this means it might not be an object-mapper (e.g. driver). It just interfaces with the application, but it may not have the capability of object mapping [35].
- ONDM: The framework has objected to NoSQL database mapping capabilities.
- Strict OR/NDM: The framework strictly has either ONDM or ORM mapping functionality [36].

Our proposed middleware [1] is all POLYDB (as it is supporting multiple DBs like SQL Server, MongoDB, and Cassandra) as well as ORM and ONDM.

- Mongo - The library exposed by DataNucleus and JavaMongo lib had clashing classes in the same classpath. This was creating issues while building the application.
- MySQL - Framework was enhancing model classes after running the maven enhancement step, as mentioned in the documentation. Still, it was not able to detect them at the time of attempting to persist the object.
- SpringData - The Challenge was to integrate with the DBs only. Enough documentation is available to make the application ready.
- OBDApi - There was code in the application that was creating issues while building the application. We needed to remove the unnecessary pieces to make it work.
- Kundera SQL - No major challenge apart from integrating with the DB and adding code for our use case. Analyzed the code to identify how it will work.

In the paper [11], the author introduces and defines the term “ONDM (Object-NoSQL Datastore Mapper) is a framework to facilitate the storage and retrieval of persistent objects in NoSQL datastore systems”. In [6] it has been studied state-of-the-art ORMs and dedicated ONDMs that are capable of handling disparate NoSQL data stores. This work studies the performance of the abstraction layers for NoSQL data stores with an emphasis on the runtime performance impact. In the paper [9] also, the authors provide a performance evaluation of various ONDM frameworks [9]. The main difference to our work is that we perform a more comprehensive performance evaluation and contemplate with academic frameworks [12] and [13]. Table IV reveals that most of the ONDMs are available for Java language. [14] Although individual NoSQL database drivers or wrappers are available for C# language, there are no mature ONDM frameworks for C#. We compare analytically our proposed middleware with the academic frameworks CDPort and ODBAPI as well as industry-ready ONDMs viz. Kundera and Spring Data. The proposed middleware relieves the user of these saddles of dealing with the specific APIs. All he needs to do is change the connection string in the application configuration file (appsettings.json).

A. Our Contribution

We offered a middleware solution created in .NET to allow cloud data portability, which corresponded to the capability of ONDMs in terms of performance and functionality. In this study, we compare our suggested middleware solution with the other frameworks and conduct an empirical evaluation of each of the frameworks. This paper demonstrates that our middleware can serve as both an ORM and an ONDM. Some of the core contributions have been mentioned below.

1) We discussed various data models used for storing data.
2) ONDMs (Object to NoSQL data mappers (Academic and Industrial)) have been also discussed.

3) Available ONDMs are mostly developed for Java developers and to the best of us knowledge, no ONDM is available for .NET developers. We developed .NET ONDM in previous paper and validated it by comparing it with other ONDMs (two academic and two industrial).

4) The results we got after experimentation proved our middleware have comparable performance with respect to the above said ONDMs.

IV. RELATED WORK

Data portability has been taken up by researchers in the literature, where it is considered a mechanism that enables the migration of data as well as enhances interoperability across multiple heterogeneous cloud platforms [15]. While working towards data portability among clouds, the requirement of converting one type of database into another rises owing to the numerous types (SQL and NoSQL) and data models (key-value, columnar, document-oriented, and graph) of the databases offered by the providers. One solution is the mapping of objects to NoSQLs which essentially corresponds to the functionality of ONDMs. We have also proposed a solution to support cloud data portability in [1], which maps the objects into cloud NoSQLs (MongoDB and Cassandra).

Other solutions include [16]:

- SQL fication of NoSQL databases with SQL-like wrappers which generally provide various features corresponding to those of classical relational database query language while retaining a grammar identical to that of SQL.

- Meta-model approaches which abstract from the data models by identifying the common concepts in different NoSQL solutions’ data models.

The rivet of the middleware is that the application, the database, and the platform basic services (such as message queues, email, and SMS service) are so loosely coupled that each of these can be ported to any of the clouds (supported by the middleware) without having to rewrite much code in the application. Although a plethora of research efforts has been done towards data portability, our proposed work relates to [12, 13]. To the best of our knowledge, data migration among clouds (where data previously stored in one cloud is shifted/copied to another cloud) is not much covered in the literature. Some notable research works towards data portability are discussed in Table II.

### TABLE II: ANALYSIS OF THE RELATED WORK

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Solution approach</th>
<th>Work Done</th>
</tr>
</thead>
<tbody>
<tr>
<td>[17]</td>
<td>Design patterns</td>
<td>This paper proposed an effective design pattern method for shifting data from a columnar DB (HBase) to a graph DB (Neo4j) and vice versa. However, this work appears to be only a suggestion, as no implementation work is provided in this or any subsequent publications published by the author (to the best of our knowledge).</td>
</tr>
</tbody>
</table>
| [18] | Service Delivery Cloud (middleware) and common API | This paper proposed a cloud middleware infrastructure called SDCP and offered a common API to deliver three cloud services viz. Storage, DB, and Notification service. Using JPA (Java Persistence API) methods, they provided abstraction for DB access. An abstraction layer is also provided here in order to give common storage abstraction to diverse cloud providers. The layer also creates a namespace that programmers may utilize to support blobs, tables, and queues. This paper presented a mediation-based approach to integrate SQL and NoSQL DBs to retrieve data from either of them. Moreover, their proposed extended SQL can execute join queries as well. This thesis work implemented a Graphical User Interface tool that alleviates the data migration from relational DB to NoSQL document data stores. This paper focused on the automatic translation of SQL queries to NoSQL by proposing a framework called “NoSQLayer”. The focus here is in query execution rather than data migration. This paper described a subset of SQL commands for accessing NoSQL DBs with the help of proposed middleware which uses C# and ANTLR for parsing SQL. This paper presented a 2-phase transformation mechanism from relational DB to HBase. The first phase transformed relational schema to HBase schema, and the second phase expressed the relationships of two schemas as a set of nested schema mappings. This paper focused on the challenge of data portability and proposed a framework called “CDPort” which is equipped with tools for conversion, transformation, and data exchange among disparate data storage models. The authors developed a tool called ERWin HAWK for model transformation and accomplishing data migration. Their work reckoned the query characteristics of relational DB, prepared a model transformation algorithm that extracts the ER model and description tags from relational DBs, and based on these model transformations, migrated the data into MongoDB. This paper proposed SOS (Save Our Systems) too which provides a uniform Application Programming Interface based on meta-modeling to support heterogeneous NoSQL data stores. This article addressed the issue of data portability and offered a system called "CDPort" that includes tools for data conversion, transformation, and interchange across heterogeneous data storage types. This paper leveraged MDE to harmonize the differences among the storage models of two prominent PaaS namely GAE and Azure. The authors created a DSL (Domain Specific Language) to support portable applications. They also addressed the issue of data portability of the applications. This paper proposed a “Data Adapter” system to provide data synchronization which uses both relational and NoSQL DBs at the same time. Their mechanism offered three modes for query in DB: Blocking Transformation mode (BT), Blocking Dump mode (BD mode), Direct access mode (DA mode). This paper proposed an architecture called “Hegira4Cloud” which provides an intermediate metamodel for Columnar DBs especially. The
The author in [14] also proposed the common programming interface but the system does not comply with cloud data store specifications as our proposed system does. The reason is that it leverages the XML in conjunction with SQL for modeling the system [15]. CDFPort provided a common data model to handle different cloud storage services through a common API whereas, in our middleware, each datastore has its data model which enables it to detect the associated datastore of the user-defined model. While it may seem that a unified data model is better than using different data models for each datastore but when implemented both the approaches are fine and yield similar results. By using different data models, our middleware detects and converts the objects to their associated data store supported queries/models with more precision. We ought to improve on it in terms of implemented clouds and implemented data storage services. Moreover, a thorough examination of the source code depicts that it is prone to SQL injection as it is not using parameterized queries. We are manually implementing the adapters for each database and if there is any change in the API of the database, we must update the adapter manually. But the user using our middleware in his/her application does not need to change the source code to accommodate this update. He/she just needs to update the middleware package in his/her application.

In the paper [13], it includes more latency than our proposed middleware because the REST API server processes the request as follows:

1) The user’s request goes to the REST API server.
2) REST API server processes the request and sends it to the cloud server.
3) The cloud server sends the response to the REST API server.
4) REST API server sends a response to the user’s application.

However, in our proposed middleware [1], all the database related services are packaged within the user’s application and hosted together with the user’s application.

As NoSQLs are further of various types, it is not practical to develop a single query language. So, the proposed solution to this problem is to leverage the middleware to mitigate the requirement of accessing, storing, and migrating the data from and within the implemented DBs. If the proposed middleware is used while developing the cloud application, it extenuates the implementation details of all the supported DBs. The middleware supports homogenous SQL migration between different clouds, homogeneous NoSQL migration between different clouds, heterogeneous SQL to NoSQL migration in the same cloud, heterogeneous SQL to NoSQL migration between the different clouds. The factors to be considered for switching the data store and for migrating the data include the heterogeneous categories of the source and target DBs (SQL and NoSQL). Even within the same category, there are different products available e.g., for SQL, there are MySQL and SQL Server and for document DB, there are MongoDB and Cassandra. NoSQLs further have another level of categorization as briefly discussed in previous section "Object to NoSQL Database Mappers (ONDMs)".

V. THE PROPOSED MIDDLEWARE

Cloud portability is defined by [36] as “the ability of data and application components to be easily moved and reused regardless of the choice of cloud provider, operating system, storage format or APIs.” Out of the categorized scenarios for cloud portability suggested in [37], only the third and fourth categories have been considered by the proposed middleware and this paper describes the benchmarking of the fourth category particularly.

- Virtual machine portability across cloud providers.
- Portability of virtual machines across cloud providers.
- Portability of applications in the context of Infrastructure as a Service (IaaS).
- Portability of PaaS apps.
- Data portability between cloud providers.

All the entities of the user models are stored as objects. To persist these objects in the appropriate data-store, the object’s type is determined with the help of reflection (feature of C# language). A user-defined model is a class that inherits from a particular middleware meta-model base class (as we implemented a separate middleware meta-model corresponding to each type of the supported data store). Fig. 1 shows the decision making about the data store to be used by checking the middleware’s meta-model class.

![Decision making procedure to select a data store for persistence.](Fig. 1)
The middleware is designed to be extended to support other data stores also. Fig. 2 shows the data transformation process of the proposed middleware where the migration tool takes source and destination data storage service information as an input [37]. Then the connection with the source storage service is established to fetch the records and the tool converts the data from the source to the destination data model [38]. This converted data is inserted into the destination data storage service. A detailed description of the middleware implementation is given in [39]. It was observed that leveraging the middleware makes it quite easy for the user to achieve the data portability decreasing user’s efforts greatly [40]. We have experimentally evaluated the industry ready ONDMs namely KUNDERA and Spring Data as well as academic ODNMs namely CDPort and ODBAPI against SQL and NoSQL (MongoDB and Cassandra data-stores) [40]. The four candidate methodologies have been evaluated using Twitter dataset and implementing different migration scenarios. An experiment was carried out in the next section to determine the effectiveness of the migration [39]. During the assessment, three cloud platforms were employed (Google Cloud Platform, Microsoft Azure, and Amazon Web Services) [41], [42]. It is also claimed that the suggested middleware is interoperable with various PaaS providers.

VI. RESULTS AND EVALUATION

We compare our proposed middleware analytically with the academic frameworks viz. CDPort and ODBAPI as well as industry ready ONDMs viz. Kundera and Spring Data. We created a custom data model based on the Twitter data set to benchmark the proposed middleware and the other frameworks. We created two similar applications, one in Java language (to evaluate ODBAPI, Kundera, CDPort, and Spring Data) and another in C#.NET (to evaluate our middleware). Both these applications have minimal functionality to perform just the CRUD operations on the Twitter data set. The time taken to perform these operations using the applications is noted, and these values of readings are compared to know the efficiency of each of them. The experiments were executed on a system with configurations - 2 core machines with 4 GB RAM. The data in Table III was captured for three different workloads of 1000, 5000, and 10000 no. of tweets/records. In this paper we are using three types of scenarios mentioned below.

Three scenarios are:

1) SQL to/from NoSQL
2) One category of NoSQL to another category NoSQL
3) Even among different SQL data-stores or data stores of the same category NoSQL

In each experiment scenario, the following operations were performed on SpringData, Kundera, ODBAPI and CDPort:

1) Add records (tweets/records)
2) Get all records (tweets/records)
3) Update records (tweets/records)
4) Delete records (tweets/records)

- SpringData It is an enterprise-level ORM with solid developer support and easy integration. SpringData removes all DAO (Data Access Object) implementations. Only the DAO’s interface must be defined explicitly. By extending the interface, we obtain all the normal DAO CRUD functions. This informs Spring Data to look for this interface and generate an implementation for it. The problem with Spring Data was merely integrating with DBs [43].

- Kundera - is a "Polyglot Object Mapper"(Single Application Using Multiple Data Storage Technologies) with a JPA interfaces [44]. It serves as a JPA Compliant mapping solution for NoSQL Datastores. After running our scenario, we observed that “Get All” for a lower number of records took more time as compared to “Get All” for a larger number of record [45] (we ran this scenario multiple times to conclude this).

- ODBAPI - This ORM is a unified REST-based API. This API enables to execute CRUD operations on relational and NoSQL data stores. There is no support for Cassandra, so we ran our scenario for MySQL and mongo [46]. There was code in the application that was creating issues while building the application, removed the conflicting code to make it work. For SpringData, Kundera, and ODBApi, we ran our scenario by connecting our test application with local DB instances. This helped us by realistically compare the framework performance by not considering network latencies (as compared to if integrated with Cloud DB).

- CDPort - The CDPort’s API has been designed to hide the programmatic difference between the different SQL and NoSQL database systems [47]. It enables software developers to easily change their backend cloud-based data storage without the need to change the software code. They expose adapters for each cloud DB and thus client applications need to integrate with these adapters [48]. Thus, providing a clean way to integrate. It provides support for cloud DB. Thus, we have executed our scenario for Amazon RDS and MongoDB (Amazon Document DB) [49].
TABLE III. COMPARISON OF TIME TAKEN TO PERFORM DATABASE OPERATIONS BY THE MIDDLEWARE VS. OTHER FRAMEWORKS

<table>
<thead>
<tr>
<th>Databases &amp; Operations Performed</th>
<th>Proposed Middleware (milliseconds)</th>
<th>KUNDERA (milliseconds)</th>
<th>ODBAPI (milliseconds)</th>
<th>Spring Data (milliseconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1000</td>
<td>5000</td>
<td>10000</td>
<td>1000</td>
</tr>
<tr>
<td>INSERT</td>
<td>2442</td>
<td>11208</td>
<td>20056</td>
<td>1310</td>
</tr>
<tr>
<td>SELECT</td>
<td>34</td>
<td>175</td>
<td>281</td>
<td>413</td>
</tr>
<tr>
<td>UP-DATE</td>
<td>3060</td>
<td>16529</td>
<td>29047</td>
<td>2594</td>
</tr>
<tr>
<td>DELETE</td>
<td>941</td>
<td>4630</td>
<td>9581</td>
<td>1315</td>
</tr>
</tbody>
</table>

TABLE IV. COMPARISON OF TIME TAKEN USING DIFFERENT WORKLOADS

<table>
<thead>
<tr>
<th>AWS cloud</th>
<th>Proposed Middleware</th>
</tr>
</thead>
<tbody>
<tr>
<td>SQL</td>
<td>1000</td>
</tr>
<tr>
<td>INSERT</td>
<td>84577</td>
</tr>
<tr>
<td>SELECT</td>
<td>309</td>
</tr>
<tr>
<td>UPDATE</td>
<td>111278</td>
</tr>
<tr>
<td>DELETE</td>
<td>80317</td>
</tr>
<tr>
<td>INSERT</td>
<td>1361</td>
</tr>
<tr>
<td>SELECT</td>
<td>1300</td>
</tr>
<tr>
<td>UPDATE</td>
<td>1648</td>
</tr>
<tr>
<td>DELETE</td>
<td>680</td>
</tr>
</tbody>
</table>

For SQL databases, ODBAPI performed the best of all the frameworks which can be seen in readings of Table III and graph of Fig. 3. For the Cassandra database, INSERT and SELECT operations took the least time with our middleware [1], and UPDATE and DELETE operations took comparable time which can be seen in Fig. 4. The middleware proposed in this work can be considered as comparable to the two-industry ready ONDMs (Kundera and Spring Data) and academic framework (ODBAPI) [50]. For the Mongo database, our proposed framework performed exceptionally well as seen in Table IV. Comparison between different middleware can be seen in Table III. The data in Table IV was captured for three different workloads of 1000, 5000, and 10000 no. of tweets/records.

As the proposed middleware supports cloud data portability, another comparison is done with the CDPort framework which also supports cloud data portability. Except for the SQL INSERT operation, all other operations took lesser time with our middleware.

![Fig. 3. Comparison of performance of frameworks for SQL CRUD operations on 1000 tweets.](image1)

![Fig. 4. Comparison of performance of frameworks for Cassandra CRUD operations on 1000 tweets.](image2)

The evaluation included performing CRUD operations on the Twitter data set with different workloads viz. 1000, 5000, and 10000 tweet/records through the proposed middleware, KUNDERA, Spring Data, ODBAPI, and CDPort frameworks as seen in reading of Table V. The total time taken to perform these operations were compared which depicted that middleware performs at par to all these frameworks [40] as can be seen in Fig. 6 and Fig. 7. We created two similar
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applications, one in Java language (to evaluate ODBAPI, KUNDERA, CDPort, and Spring Data) and another in C#.NET (to evaluate our middleware). Both these applications have minimal functionality to perform just the CRUD operations on the Twitter data set. The time taken to perform these operations using the application is noted, and these values of readings are compared to know the efficiency of each of them [45–46]. We evaluated the impact of the ODNMs based on application runtime performance as response time is very crucial for the users’ experience in the interactive modern applications. Also, different ONDMs have different runtime performance. Although adding ONDMs adds to the performance overhead [1], these provide the benefit of easy portability across disparate NoSQLs [38–43]. For Document DB, our middleware performed much better than CDPort which can be seen in Table IV.

VII. CONCLUSION AND FUTURE SCOPE

Compared to an application that only uses a SQL database, a combination of the graph, document, and column-based data stores will have a data access layer that is far more complicated and will require additional work. The developer’s knowledge and experience are the primary factors that should be considered when selecting an application’s database management system (DBMS). The vast majority of cloud service providers make available various services and application programming interfaces (APIs) that may be used to access and manage the services they offer. A problem with interoperability arises due to the variety of cloud services. Utilizing an intermediary abstraction layer or adhering to pre-existing standards is the recommended action for resolving this problem. This article focuses solely on the database migration process, utilizing a method known as “Object to NoSQL database mappers. Organizations may require transferring the system (software and database layer) among different providers. However, this article only discusses database migration (ONDMs). Evaluation of the effect of the proposed solution’s implementation on response time and throughput is used to validate the solution’s performance. In addition, the performance is evaluated in relation to other methods described in the published research and commercial solutions currently on the market. According to the findings, our strategy performs noticeably better than the other strategies. The work that will be done in the future will
involve adding support for more clouds and additional data stores that fall into other categories, such as graph and key-value stores.
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Abstract—The continuous improvement of deep learning technology has led to its deeper application in related fields, especially in the detection of antimicrobial resistance in the medical field. In drug resistance detection, the CNN-ATT-TChan model based on the fusion of CNN algorithm and attention mechanism can classify and organize a large amount of antimicrobial resistance data, achieving standardized processing. Based on mature chemical analysis and testing methods, drug resistance test data was obtained, and the training duration and classification accuracy $F_s$ of the model were discussed in combination with the test data. At the same time, based on relevant research literature, the changes in ROC curves and AUC values between different models were compared. The results showed that the CNN algorithm using fusion attention mechanism can improve the training time of the model and also improve the classification accuracy of the model. Therefore, the application of CNN-ATT-TChan model combined with attention mechanism in the detection of antimicrobial resistance provides more support for the development of antimicrobial resistance testing.
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I. INTRODUCTION

The development of antibiotics, especially antibiotics, has greatly reduced the incidence rate and mortality of many infectious diseases. However, with the continuous use of antibiotics, bacteria can develop resistance to antibiotics, which has become one of the main challenges threatening global public health. Antibiotic resistance refers to the ability of bacteria to resist or become tolerant to chemotherapy agents, antimicrobial agents, or antibiotics. This tolerance may be achieved through gene mutations or exogenous DNA in the transmission of R-factors. Bacteria that are resistant to multiple antibiotics are also known as multidrug-resistant, while bacteria that are considered to be extensively or completely resistant are referred to as super bacteria [1-2]. Resistance generally occurs when many infectious bacteria gradually adapt to first-line or even second-line antibiotics and develop bacterial resistance in the context of antibiotic abuse and overuse. This type of problem poses a huge burden and impact on medical hygiene, veterinarians, agriculture, and society. Affected by drug resistance, treatment plans may be limited or unavailable, posing a higher risk of death, longer hospital stays, and recovery processes for patients, sometimes even leading to long-term incapacity. Therefore, it is necessary to fully analyze the internal reasons for the formation and development of antimicrobial resistance, and based on this, study the role of antimicrobial resistance as shown in Fig. 1. The process of antibiotic resistance occurrence is presented from the perspective of drug resistance gene transfer.

![Fig. 1. Process of antibiotic resistance occurrence.](image)

Antimicrobial resistance analysis is a complex process, and deep learning, as one of the key core technologies of big data analysis, provides more means for the improvement and development of antimicrobial resistance analysis. At present, the basic data in the medical field is complex, and the continuous improvement of data utilization and analysis requirements, relying solely on traditional chemical testing methods cannot provide better support for drug resistance analysis in the medical field. The use of antibacterial drugs is mainly determined based on experience and habits, resulting in a lack of comprehensive analysis of the indications and contraindications of antibacterial drugs, as well as the personal characteristics of patients, and the inability to achieve the best expected treatment effect.
In the medical field, traditional bacterial culture methods are often used for drug resistance testing, which takes at least 3-5 days from identifying bacteria to completing drug sensitivity testing [5]. This traditional testing method delays the optimal time for doctors to analyze patients' antimicrobial resistance, posing challenges and difficulties for clinical drug use. At present, there is relatively little research on data analysis and processing of antibacterial drugs based on deep learning algorithms. Researchers have used the XGBoost algorithm of machine learning to construct MIC prediction models between the genome of non-Salmonella typhimurium and multiple antibiotics. Some scholars have also conducted exploratory research on the rational use of antibiotics using machine learning immune genetic algorithms and deep learning short-term memory network models [6-8]. Based on deep learning algorithms and combined with modern chemical methods, it provides a more accurate and efficient means for the analysis of antimicrobial resistance in the medical field. At the same time, it can significantly shorten the testing cycle and provide testing results in a timelier manner [9-10]. Chemical methods play an important role in drug analysis and research and development. Through their diverse analytical methods, from molecular structure to compound labeling, from component testing to local drug analysis, this method provides an effective way to solve drug analysis problems. In the field of medicine, the updates in deep learning technology and the development of chemical methods have provided more comprehensive analytical methods for the analysis of antimicrobial resistance.

This article combines the convolutional neural network (CNN) algorithm in deep learning and proposes a dual channel CNN terminal model in the medical field that integrates attention mechanisms based on the analysis and summary of completed drug resistance experimental data. Using a CNN model for feature extraction and completing self-learning, assigning different weights to information of different importance, and constructing a classification model between testing samples and antibacterial drugs. Using this model to determine the tolerance level of the test samples to antibiotics can provide auxiliary effects for the rational use of antibiotics in the medical field. At the same time, doctors in Harbin can provide the most suitable decision support for individual patients in clinical medication.

II. ANALYSIS OF DRUG RESISTANCE IN THE CONTEXT OF DEEP LEARNING

A. Analysis of Deep Learning Algorithms

Deep learning is an important branch of machine learning. By learning deep nonlinear network structures, deep learning trains features layer by layer, gradually transforming the feature representation of samples in the original space into a new feature space, demonstrating the powerful ability to learn the essential features of datasets from the sample set. The biggest advantage of deep learning is that it can automatically learn features and achieve the abstraction process of features. It adopts multi-layer complex structures or multiple layers composed of multiple nonlinear transformations for data processing. The use of deep learning for drug resistance testing and analysis in the medical field has unique advantages.

It can fully explore the deep relationships hidden in a large amount of medical data, obtain more abstract feature values through learning neural networks, and improve the feasibility and accuracy of antimicrobial resistance analysis in the medical field [11-12]. As shown in Fig. 2, a schematic diagram of the network structure of the deep learning algorithm is provided. The algorithm consists of three dimensions: input layer, hidden layer, and output layer, with relevant nodes processing and analyzing data in each layer.

B. Application Status of Deep Learning Algorithms in Drug Resistance Testing

The continuous development of deep learning algorithms has led to the application of more and more technologies in the medical field, promoting the continuous updating and progress of drug resistance testing methods in the medical field. At the same time, thanks to the application of deep learning technology in drug research and development, people have also made many beneficial explorations and attempts [13-15]. The study of gene expression and protein structure, compound screening, and the design and analysis of clinical trials for drug design are all influenced by artificial technology. In addition, the application of various digital devices in clinical trials and daily patient monitoring will also benefit from the help of artificial intelligence technology. Driven by machine learning and deep learning technologies, significant progress has been made in the analysis of antimicrobial resistance testing in the medical field. By using CNN technology in deep learning, testers can obtain more detailed data on antimicrobial resistance testing and analysis, and conduct more effective research and analysis on drug resistance. Furthermore, more accurate drug resistance diagnosis and prediction can be made for patients [16]. The application of deep learning algorithms in the testing of antimicrobial resistance can help evaluate drug resistance in a shorter time with fewer cases and reduce the cost of clinical trials. As shown in Fig. 3, a schematic diagram of the application of the CNN algorithm model in drug resistance testing and analysis is provided.

Based on deep learning algorithms, comprehensive analysis of a large amount of antimicrobial resistance testing data has become a trend in the medical field. In traditional medical practices, doctors also use antibiotics based on their
own experience and habits, lacking a more systematic and comprehensive consideration of the indications and contraindications of antibiotics, as well as the personal characteristics of patients [17]. A deep learning based identification model for antibacterial drug applications. Firstly, the coding distribution representation of the antibacterial drug is obtained. Then, a CNN model is trained for feature extraction and self-learning. Finally, a reasonable rule and feature library for single disease and complications is generated. Therefore, using the CNN model in deep learning algorithms can more efficiently detect and analyze antimicrobial resistance [18].

For convolutional layers, their main function is to extract features, perform convolution calculations on the vectorized text vector and the convolution sum, and performs operations on extracting word information before and after. The obtained convolution results are processed through activation function operations, and the convolution function results are used as the output results of this layer. The convolutional kernel is represented by \( w \), where \( w \in \mathbb{R}^{h \times w} \). Where \( h \) represents the height of the convolutional kernel window, and \( k \) represents the dimensional size of the word vector. \( w_{ih} \) represents a sequence of words with a length of \( h \) \((W_i, W_{i+1}, ..., W_{i+h})\), \( Wi \) represents a word, and the value of each eigenvalue can be calculated using Formula (2):

\[
y_i = f(\sum_{h=1}^{n} \sum_{d=1}^{m} x_{h,w,d} \times w_{h,w,d} + b^i)
\]

Among them, \( n \) represents the height and width of the convolutional kernel, \( m \) represents the depth of the convolutional kernel, \( x_{h,w,d} \) represents the value at the region connected to the convolutional kernel \((h, w, d)\), \( w_{h,w,d} \) represents the weight parameter at the convolutional kernel \((h, w, d)\), \( b^i \) represents the bias of the convolutional kernel, and \( f(\cdot) \) represents the activation function. In addition, the input layer \( x \) is convolved to obtain the feature vector \( y \), which can be represented by Formula (3):

\[
y = (y_1, y_2, y_3, ..., y_{h+1})
\]

In addition, the pooling layer can reduce the dimensionality of the extracted feature information, reducing the size of the feature map, simplifying the computational complexity of the network, and avoiding overfitting to a certain extent. On the one hand, feature compression is performed to extract the main features. This layer is mainly used to reduce the dimensionality of the feature map obtained by convolution, and the maximum pooling method shown in Formula (4) is often used to extract local optimal values:

\[
Y = \max(y_i)
\]
pooling layers is to map a shallow feature into a deep feature space, while the fully connected layer maps these deep feature representations into the classification space of the class. Therefore, the fully connected layer also has a certain classification effect.

The use of nonlinear factors can better solve complex problems, and activation functions can help introduce nonlinear factors, adding some nonlinear factors to neural networks, and enabling neural networks to better solve more complex problems. Common saturated linear functions include Sigmoid, Tanh function, and Tanh activation function, which converge faster than Sigmoid, but there is still a phenomenon of gradient vanishing during training [22-23]. As shown in Formulas (5) and (6), the activation function expression is given:

\[
\text{Sigmoid}(x) = \frac{1}{1 + e^{-x}} \quad (5)
\]

\[
\text{Tanh}(x) = \frac{e^x - e^{-x}}{e^x + e^{-x}} \quad (6)
\]

In this article, the specific method is first based on deep learning methods. The input part involves the name, function, dosage, indication, contraindications, etc. of antibacterial drugs. The word vector tool is used to train the word vector, and then the transformed sentence is input into a CNN for convolution and pooling. Then, the fully connected deep learning features are obtained.

B. Construction of Drug Testing Model Based on CNN Algorithm

1) Text classification: In the medical field, text classification of data is required when using CNN algorithm for antibiotic resistance testing and analysis. Text vector is a higher-level expression of text, which can be used as a partial feature vector for antibacterial drug text data classification. After training and learning through standard neural networks, vector V is obtained as another basis for antibacterial drug text data classification [24]. The weights of feature vectors in classification are \( \alpha \) and \((1-\alpha)\). The probability calculation formula for text belonging to a certain type of effect is shown in equation (7):

\[
P = \text{softmax}\left[ \alpha x W_c c + (1-\alpha) x W_e h + b_e \right] \quad (7)
\]

Using the negative logarithmic likelihood of the correct label as the training loss, the calculation formula is shown in formula (8):

\[
L = -\sum_d \log R \times d_j \quad (8)
\]

Where \( j \) is the label of text \( d \), \( R = 1 - \frac{C}{A+C} \) represents the probability that text \( d \) belongs to effect \( j \).

2) Modeling of drug sensitivity testing data: The dual channel CNN model proposed in this article integrates attention mechanism. After preprocessing the original test data, it is vectorized and modeled. As input data, it is sent to the CNN of two independent and different depth channels. After each channel undergoes several convolutional and pooling operations, attention mechanism is introduced. By fitting multiple sets of weight vectors to characterize the importance of each feature component, the feature data of the two channels is fused, and finally, the softmax function is used to achieve classification output. The data source studied in this article is bacterial drug sensitivity testing data. Each test sample includes the patient's age, gender, department, submission date, sample type, bacterial species, testing chemical reagents, testing report date, and other submission data, as well as the patient's minimum inhibitory concentration (MIC) testing results for each antibacterial drug. With the development of physical, chemical, and molecular biology technologies, various new bacterial resistance testing technologies have emerged. As shown in Table I, common chemical methods and their characteristics for detecting antimicrobial resistance are presented.

<table>
<thead>
<tr>
<th>Method</th>
<th>Characteristics</th>
<th>Application Scenario</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nucleic acid hybridization technology</td>
<td>Short testing time, time-saving and fast, strong specificity, and high sensitivity</td>
<td>Rapid diagnosis of pathogens in clinical settings</td>
</tr>
<tr>
<td>PCR</td>
<td>Short testing time, time-saving and fast</td>
<td>Rapid diagnosis of pathogens in clinical settings</td>
</tr>
<tr>
<td>Disk diffusion</td>
<td>Simple, repeatable, without the need for expensive device support</td>
<td>Qualitative testing of bacterial sensitivity to antibiotics</td>
</tr>
<tr>
<td>Testing method based on time-of-flight mass spectrometry technology</td>
<td>Microbial cultivation takes a long time and requires exploration of antibiotic usage conditions</td>
<td>Rapid testing of drug resistance</td>
</tr>
</tbody>
</table>

Select multiple attributes from the submitted data that may affect the tolerance value of antibacterial drugs as input features, and use the testing result MIC as a classification label. Considering that different bacterial strains have different sensitivities to the same antibacterial drug, and the sensitivity values of the same bacterial strain to the same antibacterial drug vary among different specimens [27]. Therefore, it is necessary to establish a classification model for each antibacterial drug, and output its MIC classification value for the current antibacterial drug based on the input multi feature test data. The vectorized representation of sample data containing multiple features is an important prerequisite for feature extraction and fusion using CNNs. This article draws inspiration from the approach of constructing a word vector model in text problems, where each attribute feature value corresponds to a word and is represented by a vector. The dimension of the feature vector is the number of all feature values. As the feature vector dimension of the drug sensitivity data selected in this article is 48, there is no problem of dimensional disaster, and the correlation between various features is relatively weak. Therefore, the traditional One-hot method is used to construct the feature vector model. A sample...
data containing multiple features corresponds to a sentence in the text problem, which is modeled as a two-dimensional matrix, and each row of the matrix is a feature vector. As shown in Fig. 5, a dual channel convolutional neural network model structure diagram integrating attention mechanism is presented.

![Dual Channel CNN Model with Attention](image)

The features extracted by CNNs are often related to the depth of the network. The deeper the network level, the easier it is to extract abstract features that represent the whole. The shallower the network level, the easier it is to extract detailed features that represent local regions. In view of this, this article designs two types of dual channel CNNs with depths of six and four layers, respectively, to extract features at different levels of abstraction in deep and shallow layers. In addition, considering that the feature matrix size of the testing sample is not large, pooling dimensionality reduction is weakened. The upper channel network consists of five convolutional layers with different kernel sizes and numbers, three maximum pooling layers with the same step size, and 1 fully connected layer, the down channel network consists of three convolutional layers with different kernel sizes and numbers, one maximum pooling layer, and one fully connected layer.

3) Attention mechanism and model training: The implementation of the Attention Mechanism is achieved by preserving the intermediate output results of the CNN encoder on the input sequence, and then training a model to selectively learn these inputs and associate the output sequence with them when the model outputs [28-29]. Although the model may increase computational complexity after using this mechanism, its performance level can be improved. In addition, using this mechanism helps to analyze the impact of relevant information on the final generated sequence.

The attention mechanism assigns appropriate weights to each feature component, selects important features, and focuses on this information. It is divided into three parts, namely Squeeze, Excitation, and Attention. Assuming that the feature information after convolution and pooling is a two-dimensional matrix containing \( n \) feature vectors, denoted as \( U_{m \times n} \), after squeezing, the vector \( Z \) is obtained. The calculation of the squeezing function \( F_{sq} \) is shown in Formula (9):

\[
Z = \frac{1}{m} \sum_{i=1}^{m} U_i
\]

The vector \( Z \) is stimulated by Formula (10) to obtain the attention weight vector \( a \). Multiply the weight vector \( a \) with the feature matrix \( U \) to generate a feature output \( U' \) with attention mechanism, and \( U' = aU \).

\[
a = \text{softmax}\left[w_i \times \text{tanh}(w_z \times z)\right]
\]

where, \( m \) is the dimension of the feature vector, \( U_i \) is the \( i \)-th feature vector, \( \text{softmax}() \) and \( \text{tanh}() \) are activation functions, and \( w_i \) and \( w_z \) are learnable weight matrices.

In addition, during the model training process in the CNN algorithm, the \( \text{softmax} \) function is used to classify the feature vectors after dual channel fusion, and the predicted probability value \( P(k|x) \) of the output result category is shown in Formula (11):

\[
P(k|x) = e^{\frac{w}{m}}^\top \sum_{i=1}^{n} e^{w_i^\top}
\]

The cross-entropy loss function is used to measure the difference between the predicted probability and the real label, and the calculation is shown in Formula (12). This is used for backpropagation training of the model, with the goal of minimizing the loss of the function [30]:

\[
L = \sum_{i=1}^{n} q(k|x) \log \left[P(k|x)\right]
\]

where, \( q(k|x) \) represents the actual encoding vector of the corresponding category \( k \) of the current sample, which is the real label.

IV. ANALYSIS OF DRUG RESISTANCE TESTING AND MODEL APPLICATION

A. Drug Resistance Testing

1) Source of strains and testing instruments: When using a deep learning CNN algorithm to detect antimicrobial resistance, the relevant data comes from bacterial drug sensitivity testing data in a tertiary hospital's intensive care
unit. 120 strains of Acinetobacter baumannii were isolated from clinical specimens, and duplicate strains from the same patient and site were discarded. The standard strains are Escherichia coli ATCC25922 and Pseudomonas aeruginosa ATCC27853, using drugs such as Ampicillin/Subbactam (AMP/SCF), Fefepime (FEP), Cefoperazone/Subbactam (CSL/SCF), Cefotaxime (CTX), Ceftazidime (CAZ), Ceftiraxone (CRO), Ciprofloxacin (CIP), Gentamicin (GEN), Imipenem (IMP), Meropenem (MEM), Piperacillin/Tazobactam (TZP), Piperacillin (PIP), Levofloxacin (LVX), Amikacin (AMK), Compound Sulfamethoxazole (SXT). In addition, the culture medium is Mueller Hunton (M-H) agar and broth. As shown in Table II, the relevant equipment for drug resistance testing is provided.

### TABLE II. DRUG RESISTANCE TESTING EQUIPMENT AND INSTRUMENTS

<table>
<thead>
<tr>
<th>Types</th>
<th>Device</th>
</tr>
</thead>
<tbody>
<tr>
<td>Main instruments</td>
<td>Ultra low temperature water tank</td>
</tr>
<tr>
<td></td>
<td>A400 multi-point vaccination device</td>
</tr>
<tr>
<td></td>
<td>Electro-heating standing vaccination device</td>
</tr>
<tr>
<td></td>
<td>VITEK Microbial Fully Automatic Identification Instrument</td>
</tr>
<tr>
<td></td>
<td>Paper dispenser</td>
</tr>
<tr>
<td></td>
<td>JY2002 Electronic Balance</td>
</tr>
<tr>
<td></td>
<td>ZHP-2102 Intelligent Constant Temperature Shaker Incubator</td>
</tr>
<tr>
<td>Other auxiliary</td>
<td>Pipette, glass test tube, PCR tube, EP tube, bacterial culture dish, etc</td>
</tr>
</tbody>
</table>

2) Drug resistance testing methods: The sensitivity of antibacterial drugs was determined using K-B agar diffusion method and M-H agar dilution method. The screening criteria for multiple drug resistance were: Acinetobacter Baumannii against cephalosporins, aminoglycosides, carbapenems, and enzyme inhibitors B Individuals with resistance to three or more antibiotics, including lactams and fluoroquinolones, are identified as multidrug-resistant Acinetobacter baumannii.

For the preparation of flat plates, it is necessary to mark the different concentrations on the plates, dilute the antibiotic stock solution, and then pour the antibiotics into the plates using a double dilution method. Wait for M-H agar to cool to about 50°C, and pour a certain amount of antibacterial drugs into the plate with the calculated final concentration. Inoculate the quality control strain and the test strain onto an M-H agar plate. Each plate is coated with six pieces of drug sensitive paper, and incubated at 35°C for 18–24 hours to measure the size of the antibacterial zone on the plate and interpret the results. The results were determined to be sensitive, medium sensitive, or resistant according to the relevant regulations regarding the size of the antibacterial zone.

### B. Application and Analysis of Testing Models

Based on the above statistics of antimicrobial resistance testing results, a total of 12765 related data were completed. The actual production data is quite complex and must be preprocessed before being used in experiments. The data preprocessing work in this article includes data filtering and screening, outlier testing, and standardization. Firstly, data filtering involves screening raw data, removing irrelevant indicators, and selecting six attribute features that may affect antimicrobial resistance values as inputs. The corresponding feature inputs are patient gender, patient age, source department, specimen type, bacterial species, and related chemical detection methods. Secondly, outlier testing is mainly based on expert testing experience to identify unreasonable testing results in the original data. At the same time, testing samples with more missing values and fewer records are also included in the outlier data. The final dataset used for the experiment consists of 3562 pieces. Then there is the standardization of data processing, mainly for the convenience of later data processing, quantifying the five features using numerical values to achieve unified quantization methods.

1) Evaluating indicators: In the process of detecting antimicrobial resistance, this article uses the F metric value as the evaluation criterion for the classification results. The process of classifying the test text d in this method is as follows: first, calculate the text similarity between d and each text in the training sample set. The similarity is generally measured using Euclidean distance, and based on the text similarity, find the most similar K closest training texts. The K sample categories are used as candidate categories for d. Then, based on the similarity between the text to be classified d and these K neighbors, the weight of the K nearest neighbor text category is used. The sum of the class weights of the neighboring texts in each category is used as the similarity between the category and the test text. Then, the text to be classified d is divided into the category with the highest weight. The calculation process of text similarity between the text d and di to be classified is given by Formula (13):

\[ \text{Sim}(d, d_i) = \frac{1}{d - d_i} = \frac{1}{\sum_{j=1}^{d} (x_i - x_j)^2} \]  

(13)

For the weight of the sample d to be classified and the ci of each class, Formula (14) can be used to calculate:
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where, \(y(d, c_j)\) is a class attribute function, and when \(d \in c_j\), there exists \(y(d, c_j) = 1\). When \(d \not\in c_j\), \(y(d, c_j) = 0\). In addition, this method takes into account both precision \((P)\) and recall \((R)\) indicators, with \(P\), \(R\), and \(F\) calculated by Formula (15):

\[
\begin{align*}
P &= \frac{TP}{TP + FP} \\
R &= \frac{TP}{TP + FN} \\
F &= \frac{2 \times P \times R}{P + R}
\end{align*}
\] (15)

where, \(TP\) represents the number of samples divided into positive classes, \(FP\) represents the number of samples divided into positive classes for negative classes, \(FN\) represents the number of samples divided into negative classes for positive classes, \(TP + FP\) represents the actual number of samples classified, and \(TP + FN\) represents the expected number of samples.

To further analyze the accuracy of antimicrobial resistance testing, Formula (16) can be used to determine the accuracy of the test results:

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN}
\] (16)

2) Experimental environment and parameters: To ensure the objectivity and effectiveness of antimicrobial resistance testing results, a ten fold cross validation method was adopted in the experiment. The dataset was divided into ten parts, with one part being the test set and the remaining nine parts being the training set. The 10 samples were randomly rotated for 10 experiments, and the average value was taken as the final result of the model. After multiple experiments, a set of optimal model parameters was determined, and the relevant values are shown in Table III.

### TABLE III. SETTING OF MAIN PARAMETERS OF THE MODEL

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Parameter Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of convolutional kernels in the upper channel (channel A)</td>
<td>64,128,128,128, 128</td>
</tr>
<tr>
<td>Number of convolutional kernels in the lower channel (channel B)</td>
<td>64,128,128</td>
</tr>
<tr>
<td>Upper channel convolution kernel size (channel A)</td>
<td>2,3,3,3,2</td>
</tr>
<tr>
<td>Lower channel convolution kernel size (channel B)</td>
<td>2,3,2</td>
</tr>
<tr>
<td>Output layer ratio</td>
<td>0.5</td>
</tr>
<tr>
<td>Learning rate</td>
<td>0.001</td>
</tr>
<tr>
<td>Maximum number of iterations</td>
<td>500</td>
</tr>
</tbody>
</table>

To better evaluate the classification performance of the dual channel CNN model (CNN-ATT-TChan) proposed in this article, which integrates attention mechanisms, in antimicrobial resistance testing data, comparative experiments were designed between different models. As shown in Table IV, the types and basic information of the models used for comparison are provided.

### TABLE IV. COMPARISON OF DIFFERENT TYPES OF MODELS

<table>
<thead>
<tr>
<th>Models</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN-2D</td>
<td>The convolution kernel of this model is two-dimensional, including multi-layer convolution and pooling operations.</td>
</tr>
<tr>
<td>CNN-2D-ATT</td>
<td>This model adds an attention mechanism based on feature components on the basis of CNN-2D.</td>
</tr>
<tr>
<td>CNN-2D-TChan</td>
<td>This model is based on CNN-2D and designed with two upper and lower channels, which perform multiple convolution and pooling operations for feature fusion and achieve classification output.</td>
</tr>
<tr>
<td>CNN-1D-MChan</td>
<td>This model adopts multiple one-dimensional convolutional kernels with different widths but the same length, each with a length equal to the feature vector dimension of drug sensitivity data.</td>
</tr>
<tr>
<td>CNN-1D-Mchan-NP</td>
<td>This model is based on CNN-1D-MChan and removes pooling operations. After each channel undergoes one-dimensional convolution, it directly performs vector fusion and enters the fully connected layer.</td>
</tr>
<tr>
<td>ResNet-18</td>
<td>The basic architecture of this model is ResNet, with a depth of 18 layers (referring to the weight layer of the network), excluding the batch normalization layer and pooling layer.</td>
</tr>
<tr>
<td>RF</td>
<td>The random forest algorithm model is a mainstream ensemble learning method used for classification and regression.</td>
</tr>
</tbody>
</table>

3) Analysis of model testing results: Based on the sorting and analysis of the above basic models, in order to verify the impact of adding attention mechanisms in one-dimensional and two-dimensional convolution models on model performance, as shown in Fig. 6, the impact of attention mechanisms on model training duration in one-dimensional and two-dimensional convolution cases is presented. As shown in the figure, for a two-dimensional convolutional model, with the assistance of spatial domain attention mechanism and mixed attention mechanism (spatial+channel), the main role of attention mechanism in one-dimensional convolution and two-dimensional convolution is to significantly increase the training time of the model. For the two-dimensional convolutional model, with the introduction of attention mechanism, when Epochs is 500, the two are 604s and 501s respectively, with a difference of 103s, which is about 20.5% higher overall. In the one-dimensional convolutional model, after introducing attention mechanism, the training duration of the two is 298s and 258s respectively (when Epochs is 500), with a difference of 15.5% between the two. Therefore, it can be seen that when attention mechanism is introduced, the training duration of both will increase to varying degrees. After adding attention mechanism, the training duration has been improved to a certain extent. The training duration of one-dimensional convolutional network
(CNN-1D-ATT) with added attention mechanism is relatively small compared to one-dimensional convolutional network (CNN-1D) without added attention mechanism. The two-dimensional convolutional network (CNN-2D-ATT) with added attention mechanism has significantly improved and improved training time compared to the two-dimensional convolutional network without added attention mechanism (CNN-2D), which also lays the foundation for the accuracy of antimicrobial resistance analysis.

![Comparison between CNN-2D-ATT and CNN-2D models](image1)

![Comparison between CNN-1D-ATT and CNN-1D models](image2)

In addition, in order to compare the overall performance of the model constructed in this article (CNN-ATT-TChan) with other models, based on the analysis of the overall performance of different models, as shown in Fig. 8 and Fig. 9, the F-values of different models and the changes in training time of different models were presented. From Fig. 8, it can be seen that in the comparison of the F values of the above models, the maximum value is the CNN-ATT-TChan model, which is about 72.4%, indicating that the model has better overall performance and can demonstrate better classification accuracy. The model with the lowest F-value is the CNN-1D Mchan model, which is approximately 50.6%. In addition, in Fig. 7, the comparison of the training time of different models with Epoch of 50 is shown. The average time of the above models is about 166 seconds, and the ResNet-18 model with the longest required time is about 653 seconds. The training duration of the CNN-ATT-TChan model is approximately 103 seconds, which is a decrease of 63 seconds compared to the average. Therefore, the CNN-ATT-TChan model constructed in this paper exhibits good classification performance when the experimental data for antimicrobial resistance testing is large and the amount of feature engineering is increased.
Through the comparison of the above models and related indicators, it can be found that the CNN ATT Tchan model constructed in this article can effectively improve the problems of low detection accuracy and relatively long detection time in traditional models in drug detection. While solving the problem of low detection accuracy, it achieves the goal of shortening the detection cycle of antibiotic resistance. In this article, improvements have been made in model detection efficiency and detection cycle performance, but further research on drug resistance detection is still a worthwhile direction. For example, deeper research can be conducted by combining a large amount of clinical data, providing more support for drug resistance testing work.

V. CONCLUSIONS

The continuous development and application of CNN algorithm in deep learning technology have promoted the continuous progress of antimicrobial resistance testing technology in the medical field. This article constructs a CNN-ATT-TChan model based on the application of CNN algorithm in drug resistance testing, and compares and analyzes the performance of this model in antimicrobial drug resistance testing. The changes in the training time and classification accuracy of the model are presented. The main conclusions are as follows:

By combining the CNN algorithm and attention mechanism, the constructed CNN-ATT-TChan antibacterial drug resistance testing and analysis model can achieve better overall performance compared to other models. It can effectively improve important parameters such as training time and classification accuracy in the antibacterial drug resistance testing process in the medical field, and achieve improved testing performance.

By integrating attention mechanism into one-dimensional CNN and two-dimensional CNN models, for two-dimensional CNN models, with the introduction of attention mechanism, when Epochs is 500, the training duration is increased by about 20.5%. In the one-dimensional CNN model, the introduction of attention mechanism resulted in a 15.5% increase in training time.

The constructed CNN-ATT-TChan antibacterial drug resistance testing model exhibits better overall classification accuracy and small sample classification, with certain feasibility and effectiveness. Compared to other models, the classification accuracy can be improved by up to 21.8%.
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Abstract—Improving medical image quality is essential for accurate diagnosis, treatment planning, and ongoing condition monitoring. A crucial step in many medical applications, the restoration of damaged input images tries to retrieve lost high-quality data. Despite significant advancements in image restoration, two major problems still exist. First, it’s important to preserve spatial features, although doing so frequently results in the loss of related data. Second, while producing linguistically sound outputs is important, location accuracy can sometimes suffer. To overcome these issues and improve medical imaging, the Multi-Scale Deep Learning-based Recurrent Neural Network (MSDL-RNN) is offered in this paper. The model makes use of various scales during building, in contrast to standard RNN-based techniques, which generally use both full-resolution and gradually reduced-resolution approximations. This multi-scale approach uses deep learning to address problems including noise reduction, defect elimination, and increase of overall image quality. Artificial Bee Colony Optimization is employed for efficient segmentation. By combining local and global data, the MSDL-RNN technique effectively improves and recovers a variety of medical imaging modalities. It generalizes the optimization strategy for model capacity assurance by incorporating crucial pre-processing methods targeted to various medical image types. The suggested approach was implemented in Python software and has an amazing accuracy of 99.23%, which is 4.33% higher than other existing methods like DeNet, AGNet, and NetB0. This study sets the way for important developments in improving the quality of medical images and their uses in healthcare.

Keywords—Multi-Scale Deep Learning (MSDL); Recurrent Neural Network (RNN); deep learning; medical image; Artificial Bee Colony (ABC)

I. INTRODUCTION

A critical step in image processing is the restoration procedure, which seeks to extract high-quality data from a broken or corrupted input image [1]. It uses various techniques and algorithms that examine the data at hand and try to restore the image to its initial condition or enhance its quality. Image restoration is necessary in various contexts, such as image with digital cameras, images from satellite surveillance systems and healthcare imaging. The restoration method aims to improve image information, decrease noise and artifacts, and produce attractive and educational images. It utilizes cutting-edge algorithms for image processing and machine learning approaches. The need for high-quality visual content is driving more studies into creating cost-effective and successful restoration techniques. Moreover, image deterioration of different degrees happens frequently due to the acquisition process due to the camera’s physical constraints because of challenging illumination circumstances [2]. For example, mobile phone cameras have a tiny detector, wide opening and little range in dynamic. As a result, they frequently generate low-contrast images that are noisy. Comparable to how images are taken in poor illumination can appear excessively dark or excessively bright. Recovery of the distinctive, clear image from its damaged dimensions is the goal of image restoration. Because of the many potential answers, the opposite issue is poorly presented.

Deep learning skills utilization in medical tomography has recently received a portion of interest in image enhancement. One of the challenges that numerous scholars are now interested in is how to identify and split grazes that appear on healthcare images mechanically. Medical image enhancement is essential for several clinical uses because it makes it possible to analyze structures of the body and diseased regions accurately and quickly [3]. According to research, U-Net has displayed exceptional achievement in healthcare image breakdown through various imaging techniques, including magnetic resonance imaging (MRI), computed tomography (CT), ultrasound, and others. The effectiveness of it can be due to the network’s capacity to precisely differentiate among
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various kinds of tissues, tumours or organs by learning a hierarchical structure of healthcare images. Nevertheless, image restoration (IR), which has a significant practical value in numerous low-level vision software, has proven to be an ongoing problem [4]. Image restoration generally aims at restoring the hidden clear image x from its deteriorated measurement y = T(x) + n, where T is the noise-irrelevant degrading procedure and n is believed to be additive white Gaussian noise (AWGN) with standard deviation. Furthermore, one can obtain distinct IR assignments by defining various degrading procedures.

Consequently, the purpose of numerous image processing issues, such as super-resolution, deblurring, inpainting, colorization, and compression detecting, is to reconstruct an image from relatively noisy information provided by a known linear deterioration pattern [5]. These issues are examples of linear inverse issues. Employing sets of the initial and damaged images, end-to-end supervised training of neural networks can be utilized for image restoration for a particular degrading paradigm. Nevertheless, versatility is frequently needed in practical applications, such as medical imaging, to handle numerous, endless deterioration patterns. Because they can adjust to the particular issue without re-training, unsupervised techniques based on learned priors may be preferable where the deteriorating concept is initially unknown and employed throughout deduction. Considerably, the collection of all essential info from at minimum two images and the basic creation is alienated into fewer image pixels, characteristically into a solitary one, to create the image's standard and decrease repetition, refining all the basic features of the medical image that is second-hand for investigating all medical problems. It is known as a clinical indication combination cycle. These regions are cast-off to switch to the combined phase. The stuffy by the watersheds computation for these sub-images represents determining the regions at individual levels [6]. This watershed computation has become utilized for completing the image separation to maintain the basic enumeration.

Nevertheless, with the introduction of modern technology into the medical industry, medical image enhancement techniques have received a lot of interest. A surgeon needs improved medical images to help with diagnostic and analysis due to noise, other data-gathering equipment, lighting circumstances, etc. It commonly degrades the quality of medical images [7]. Additionally, the major goals of healthcare image improvement are to address issues with a medical image's low brightness and elevated degree of contamination. Moreover, several research efforts have focused chiefly on greyscale and frequency spectrum transformations in healthcare image improvement techniques [8]. Also, Histogram equalization is a widely used technique for image enhancement in the spatial field, while research on the frequency-domain transformation mainly focuses on the Fourier transformation. While most methods for image enhancement are normally used to offer better images for human observers, some are used as an initial processing stage to deliver better images to later techniques for computer-assisted studies. Therefore, the initial category consists of methods for reducing noise, boosting contrary, and sharpening features. Edge recognition and segmentation of objects for machine learning are the two more methods included in the subsequent type, which largely overlaps with the first [9]. It has been demonstrated that a medical image with a significant contrast can aid in an additional exact valuation of the various tissues in the examined body area.

Therefore, separating the most beneficial data from the processed images is the study's key goal. As a result, many strategies are used to separate the fundamental facts, such as image registration and image fusion [10]. Creating a network of connected images is the goal of image registration. Image registering is also recognized as image merging or pairing and combines more than one image based on how they seem from the outside. Moreover, the healthcare image registration process seeks the ideal spatial transformation assessment that organizes the fundamental physiological frames. Also, healthcare registration of images is used in several healthcare programs, including radiation buildup, tracking of motion, image rebuilding and image navigation. Every procedure performed on an image aims to improve its quality. Because of the issues with the image source of information, there are regular or ad hoc defects and disturbances in the image structure [11]. These flaws and disturbances damage every pixel in the image. For the images to be employed in practice and more intelligible, these flaws must be removed with the use of initial processing techniques.

The key contributions of this research are given below as follows:

- By effectively decreasing noise and maintaining significant image information, the application of a median filter during the pre-processing phase improves image quality and guarantees that the next analysis will benefit from cleaner input data.
- By optimizing the process of locating and isolating regions of interest, the ABC optimization Algorithm is used to image segmentation, enhancing the precision and effectiveness of medical image analysis.
- The GLCM's ability to extract texture features provides insightful information about the structural properties of medical images, enabling more accurate and thorough analysis for diagnostic reasons.
- By using RNN for image classification, the system is able to efficiently classify medical images, which helps with medical condition detection and treatment by using learnt patterns and features. This, in turn, enhances the overall efficiency of the medical image processing pipeline.

This article's remainder is organized as follows: In Section II, a summary of related research is provided. Section III presents the problem statement. The suggested approach's methodology and architecture are explained in Section IV of the article. The findings and subsequent discussion are covered in Sections V and VI, respectively. The conclusion is covered in Section VII.
II. RELATED WORKS

For historical years, machine learning, especially deep learning, has improved the analysis of medical images said by L. Chen et al. [12]. It takes a lot of labelled information to train an effective deep-learning algorithm. Nevertheless, getting enough annotated images for training is frequently a challenge. The dataset in consideration frequently contains more unlabelled images than tagged ones. Consequently, it is necessary but difficult to improve the efficacy of machine learning models by employing labeled and unlabelled data. Self-supervised learning is one approach to resolving this issue. Existing self-supervised learning techniques that are suitable for medical images are unable to achieve appreciable improvements in performance. They frequently produce very slight benefits as a result. To more effectively utilize unorganized images, researchers offer a new self-supervised learning technique built around background restoration in this research.

In demand to create novel medical image processing methods, deep learning has involved much study care, as said by X. Chen et al. [13]. Deep learning-based replicas have been confirmed to be tremendously active in a series of medical imaging activities that permit disease detection. Several investigations have remained completed in the last five years with the goal line of solving this tricky. Researchers analysed and synthesized this current research to present an in-depth review of the use of deep learning techniques in various medical imaging analysis challenges in the present research. Moreover, researchers concentrate in particular on the furthermore fresh growths and achievements of state-of-the-art unsupervised and semi-supervised deep learning in the analysis of medical images that are outlined according to many different application instances, spanning separation, identification, and registration of images. Furthermore, researchers discuss the main technological difficulties and offer potential fixes for future research projects.

In his paper, Ahuja [13] said that following the combination of machine learning and deep learning methods, medical imaging has undergone a substantial revolution that has resulted in the creation of smart imaging equipment. These devices use artificial intelligence to improve the precision, effectiveness, and comprehension of healthcare images. To help with evaluation and therapy organizing, machine learning techniques enable the computerized evaluation of healthcare images, encompassing the process of segmentation, categorization and registrations. Convolutional neural networks specifically have demonstrated outstanding results in applications like segmentation based on semantics, recognizing objects, and image classification. The developing subject of generative adversarial networks shows potential for exceptional case synthesizing and data augmentation. It is necessary to handle issues like data accessibility and interpretability. The primary problem of this is quality control and governance.

J. Liu et al. [14] discussed in his paper that by taking into account the particular needs of medical image security for the injury regions, a new zero-watermarking method for healthcare images that utilize DTCWT-DCT has been suggested to address safety concerns with healthcare images that are saved and sent in the cloud. Initially DTCWT is applied to healthcare images. A graphical feature vector consisting of healthcare images that resist geometrical attacks is also obtained from the low-frequency DTCWT parameters. The logistic map is then used with the idea of zero-watermarking to secure the watermark. Based on this, the encoding and retrieval of the watermark is implemented by fusing conventional watermarking techniques with random data encryption cryptography and third-party notion. In contrast to conventional watermarking methods, the suggested approach using DTCWT-DCT does not involve deliberately selecting the region of interest, therefore resolving the quick issue associated with integrating the watermark. Additionally, the incorporated watermark is a zero-watermarking, which leaves the genuine healthcare images unchanged. Logistic Map handles the chaotic encrypting processes, which might increase the watermark’s safety.

The main medical imaging (MI) issue is the image denoising discussed by Elhoseny and Shankar [15]. The most difficult part of denoising an image is preserving the data-bearing surface and borders while improving Peak Signal to Noise Ratio (PSNR). In this research, the innovative Bilateral Filter (BF) optimization-based clarifying technique is engaged in deliberation for the MI noise reduction process. The conclusion to select the best variables, i.e., Gaussian and spatial weights, is inclined by how the denoising procedure is passed out. These variables are designated in this case using the DF and MFF algorithms. PSNR and VRMSE are used to determine this variable. The denoised image is additionally classified as normal or abnormal using a CNN classifier with a higher classification rate.

Protecting the authenticity and validity of healthcare images is crucial in telehealth said by X. Liu et al.[16]. Two methods, region of interest (ROI) lossless and reversible watermarking, concentrate on these. Nevertheless, the latter pose safety hazards by splitting the image geographically for watermark implantation and distorting diagnostic by altering the region of no interest (RONI). When ensuring image authenticity, the latter lacks a dependable restoration mechanism for the altered portions. In this research, an innovative and resilient reversible watermarking approach is developed to deal with these problems. To prevent distortions in assessment, this approach uses a reversible watermarking technique that employs recursive dither modulation (RDM).

Suri et al. [17] discussed in his paper that radiology is one area of healthcare where artificial intelligence (AI) has made inroads. Since its discovery, the very aggressive coronavirus disease 2019 (COVID-19) has spread to more than ten million individuals. As of July 1st, 2020, it caused more than 500,000 fatalities. Nearly 28,000 publications concerning COVID-19 have been released since the epidemic started, but few have examined the use of radiography and machine learning in COVID-19 patients, particularly those with multiple medical conditions. The four different routes that can result in brain and heart damage after a COVID-19 illness are first described in this research. According to probabilities calculated from COVID-19 symptomatic research, the survey also provides information about the part radiology can play in the
The interpretation of medical images has greatly increased in recent years due to machine learning, especially deep learning, but labelled data is still hard to come by. Researchers have developed a unique self-supervised learning method based on backdrop restoration to overcome this problem. Additionally, researchers have studied state-of-the-art unsupervised and semi-supervised deep learning approaches. Deep learning has proven crucial in a variety of medical imaging applications, including illness diagnosis. Meanwhile, the combination of deep learning and machine learning has produced smart imaging devices that increase the precision and effectiveness of the interpretation of medical images. Medical image security is an issue, and to improve image safety, a zero-watermarking technique utilizing DTCWT-DCT has been developed. Moreover, image denoising is crucial for medical imaging, and noise reduction is achieved using an optimization-based technique based on bilateral filters. Furthermore, maintaining the integrity of images is essential in telehealth, and to avoid distortions, a robust solution to reversible watermarking has been created. Particularly in the context of COVID-19, AI has advanced significantly in radiology, with image-based AI being essential for controlling the severity of sickness. Deep CNNs have demonstrated potential for super-resolution imaging, and an inventive method of image correction improves image visibility. Finally, a multi-scale network method that offers faster processing times and more efficiency is suggested for image super-resolution. In a number of respects, these developments are spearheading the revolution in medical imaging and healthcare.

III. PROBLEM STATEMENT

The above discussed literatures states that, in healthcare, the effectiveness of medical imaging is crucial for precise diagnosis, treatment planning, and continuing condition monitoring. Despite significant advancements in image restoration methods, there are still two significant problems. First, it is necessary to protect important spatial elements without losing context-related data, which is frequently lost during restoration methods. Second, while maintaining exact location precision might be challenging, creating linguistically sound outputs is essential. This paper presents an MSDL-RNN to overcome these problems and enhance medical imaging.
The MSDL-RNN uses various scales during model development, in contrast to typical RNN-based techniques that frequently depend on both full-resolution and gradually reduced-resolution approximations. A comprehensive solution to increase medical image restoration and enhancement across many modalities is provided by this ground-breaking multi-scale technique, which efficiently uses deep learning capabilities to address issues including noise reduction, defect elimination, and overall image quality enhancement [21].

The selection of the suggested approach is supported by a number of elements that make it extremely suitable for handling the particular issue at hand. First off, the segmentation process is made more flexible and precise by using the ABC optimization method. This is especially important for medical image analysis, since precise identification of regions of interest is critical. Second, applying a median filter during the pre-processing phase guarantees that noise is efficiently minimized, maintaining crucial image features and enhancing the quality of the input data. Moreover, the application of the GLCM for feature extraction yields a thorough comprehension of the textural and structural characteristics present in the images, which is an essential component of medical image analysis. However, the constraints of current approaches, such as basic pre-processing’s limited noise reduction capabilities and classic segmentation techniques’ lack of flexibility, make them ill-suited for the complexity and requirements of medical image analysis. These drawbacks highlight the need for the integrated approach of the suggested strategy, which combines these deficiencies and makes it a strong option for the given situation.

IV. PROPOSED ABC-RNN METHODOLOGY

The second dataset for training and testing is the Kaggle dataset. This is employed to show the efficacy of the analysis and to find the diseases in patients. Pre-processing is used to eliminate unwanted noise distortions and improve specific qualities that are essential for the process. Correspondingly, the standard MSDL-RNN technique is employed to restore and enhance the medical image. Furthermore, it is employed to attain a better accuracy value. Fig. 1 shows the architecture of the proposed MSDL-RNN.

A. Data Collection

The dataset used here is the Kaggle dataset [22]. Nearly, 10,000 datasets are used. From this, 50% of the datasets are second-hand for the training process and the other 50% for the testing process.

B. Median Filter for Pre-processing

Pre-processing is done to remove unwanted noise, eliminate defects, and ensure the comprehensive quality of images. Here, pre-processing is used to improve and improve the image quality. The image enhancement is done by Feature Space Trajectory (FST) method. The route or trajectory data points taken when traversing the space of features is referred to as the FST [23]. The space determined by the data’s characteristics or qualities is referred to as feature space in the arenas of machine learning and data analysis. The exact location of every data point in the space of features is determined by the set of value features that represent it. And
also, the image restoration is done by Median filtering [24]. The steps and equations of the median filtering are given below:

Step 1: Give an input image that is represented as J

Step 2: The image's channels is divided, and the highest and lowest P pixels in every channel are determined in (1) and (2)

\[
\begin{align*}
\text{minimum} &= \text{minimum}_{i,j} P(i,j) \quad (1) \\
\text{maximum} &= \text{maximum}_{i,j} P(i,j) \quad (2)
\end{align*}
\]

Step 3: The channel of the image is non-linearly modified as seen below in (3)

\[
P_x(i,j) = \text{minimum} - (\text{maximum} - \text{minimum}) \times \left( \frac{P(i,j) - \text{minimum}}{\text{maximum} - \text{minimum}} \right)^\beta
\]

The change in wavelength is comparable to the beta transformation but is not the same. The result of the transformation, which is the input image, does not change the image when \( \beta = 1 \) is applied. When \( \beta \neq 1 \), the transformation may extend or conceal the image's pixel values, boost contrast and recover high-frequency elements that disappeared because of border data and the distance, among other capabilities. When \( \beta < 1 \), extending the low-frequency band and decreasing the high-frequency band is possible. In this instance, it is possible to efficiently recover the minute details of the deeper portion of the image while also improving the local brightness of the darker region of the image and the effect of the stronger lighting on the image. When \( \beta > 1 \), low-pixel data can be muted by stretching the spectrum of high-pixel data. In this scenario, it is possible to efficiently recover the minute details of the brightest portion of the image by increasing the local brightness of the brightest section. So, grounded on the image's circumstances that need improvement, one can select the \( c \) value. Stronger lighting will result in poorer image pixel values.

Step 4: The image was transformed logarithmically, as displayed in the resulting manner given below in (4),

\[
P_2 = \log(P_1 + n)
\]

The alteration can broaden the image's low-pixel frequency spectrum, boost the darker image's contrast, which helps to recover the darker image's features more effectively and is more suitable for outdoor locations with lower light levels. Nevertheless, logarithmic treatment significantly diminishes the image's luminosity and reduces the high-pixel frequency. To compensate for this, the image's luminosity can be somewhat improved by setting an even amount preceding the logarithmic adjustment.

Step 5: The image is normalized to have pixel values that range from 0 to 255. Eq. (5) provides the particular conversion.

\[
P_3 = \frac{(P_2 - \text{minimum}) \times 255}{(\text{maximum} - \text{minimum})}
\]

C. Segmentation using Artificial Bee Colony Optimization

Algorithm

Segmentation has become more important in various aspects of image processing, especially classification, image recovery and object recognition [25]. It is an essential step in numerous applications. The suggested approach employs Artificial Bee Colony Optimisation (ABC) to discover similar regions and appropriately inspect every section once images have been segregated following the pre-processing stage.

The ABC algorithm, which stands for Artificial Bee Colony, is an optimization method that mimics the honey bee's feeding behavior and has been effectively used to solve several real-world issues. The class of algorithms for swarm intelligence includes ABC. A group of honey bees known as a swarm can work together to complete activities effectively [26]. Additionally, the ABC method has three different kinds of bees: working bees, observers and scouting bees. The recruited bees searching for food nearby the food resource in their memories while informing the spectator bees about these food sources. Despite the food resources discovered by the worker bees, the onlooker bees frequently select the best ones. The likelihood that the onlooker bees will select the nourishment basis with better quality (fitness) is much greater than the likelihood that they would choose the one with a lower level of quality. Scout-type bees are derived from a trivial number of worker bees that leave their nourishment foundations and look for new ones. The employed bees make up the initial part of the swarm in the ABC algorithm, and the onlooker bees make up the second half. The total number of solutions in the swarm is equivalent to the number of engaged bees or observers.

This study aims to investigate the effects of ABC parameters in a Multi-Scale Deep Learning-Based Recurrent Neural Network on Medical Image Restoration and Enhancement. ABC is an optimization method that carefully adjusts the hyper parameters of the network. The model's overall performance is significantly impacted by the meticulous selection of ABC parameters, such as colony size, convergence criterion, and exploration rate. When these parameters are optimized with expertise, the network is able to perform very well in the complex field of medical image restoration and enhancement, leading to better denoising and sharpening of medical images. The careful choice of ABC parameters results in improved image quality as well as increased network accuracy when it comes to medical image restoration. This significantly increases the Multi-Scale Deep Learning-Based Recurrent Neural Network's overall efficacy in the field of medical image processing.

The ABC algorithm creates a starting population with a uniform distribution of randomness. Every solution \( y_i (j = 1, 2, ..., SN) \) in this group has a solution number (SN). The formula for ABC optimization is given in (6) below:

\[
y_i^j = y_{minimum}^i + \text{random} (0, 1) (y_{maximum}^i - y_{minimum}^i), \forall i = 1, 2, ..., V
\]

Where, \( y_i \) stands for the \( i^{th} \) source of nourishment in the starting community; \( y_{maximum}^i \) and \( y_{minimum}^i \) are the boundaries of \( y_i \) in the \( i^{th} \) route.
According to the nectar’s efficiency data, the hired bee stage improves the hired bee’s present strategy. This also comprises modifying the location of the nourishment basis according to its output and its calculation is given in (7). If it is discovered to be smaller than the previous one, the food sources with significant quantities are upgraded; otherwise, they are eliminated.

\[ u_{ij} = y_{ij} + \phi_{ji}(y_{ij} - y_{ij}) \]  

(7)

Where, \( \phi_{ji}(y_{ij} - y_{ij}) \) is denoted as the step size; \( i \in \{1,2,...SN\} \) and \( j \in \{1,2,...V\} \) are represented as the indices that are chosen randomly; \( \phi_{ji} \) belongs to the range [-1,1].

The observer bee phase evaluates the collective nectar fitness and positional data provided by worker bees and according to the fitness chance and it selects the optimum course of action. The location of the worker bees is updated by the greater fitness chance and is given in (8) below:

\[ q_{j} = \frac{g_{j}}{\sum_{i=1}^{SN} \sigma_{i}} \]  

(8)

Where, \( g_{j} \) denotes the jth fitness solution.

The hunter-bee phase starts looking for additional food sources when the food supply is depleted. This condition occurs if a source of nourishment disappears and its location has not been verified for the required number of cycles. A scout bee begins creating novel food sources in the surroundings and has a connection with discarded food. Nevertheless, in its simplest form, the ABC approach struggles with efficiency when handling challenging issues with a large search area. It demands a lot of fitness assessments and gets caught in regional minima. ABC also excels in discovery but struggles with the harvest. Many researchers were motivated by these flaws to suggest ABC versions for resolving various actual, empirical restrictions.

D. Feature Extraction by GLCM

Feature extraction is selecting and highlighting raw data’s most important information or characteristics [27]. It transforms the basic data into a more streamlined and practical form that might be used for tasks demanding simulation or further analysis. In machine learning and pattern recognition software, feature extraction is widely utilized to enhance computational effectiveness and presentation. This research uses a Gray-Level Co-Occurrence Matrix (GLCM) to extract features. In extracting features, the initial information is changed into mathematical topography that is devoid of any construction of alterations in the strange datasets, and its features are based on its pixels. It employs multiple parameters, such as energy, correlation, contrast, homogeneity, entropy, etc., which are second-order image characteristics to remove the statistically significant texture characteristics from the image.

1) Energy: The squares with regularly greater grayscale and erratic image concentration standards are summated to generate energy. In (9), the energy formula is shown.

\[ \text{Energy} = \sum_{i} \sum_{j} \{ N(i,j) \}^2 \]  

(9)

Here, N is denoted as the images; (i, i) is represented as the squares of the image.

2) Contrast: The regional intensity of an image is calculated using characteristics and is expected to be lower when the value of attentiveness is even. The comprehensive grayscale data of the original image is then displayed and its calculation is given in as (10).

\[ \text{Contrast} = \sum_{x=0}^{H} \times 2 \left\{ \sum_{i=1}^{H} \sum_{j=1}^{W} N(i,j) \right\} \]  

(10)

Here, H stands for the grayscale images; N is represented as the images; (i, j) is represented as the square of the greyscale image.

3) Correlation: By using the correlational features, it is feasible to adjust the mathematical links among the parameters and the inverse relationship of the grey levels on pixels. Its calculation is indicated in (11).

\[ \text{Correlation} = \frac{\sum_{i} \sum_{j} (N(i,j)N(i,j)) - \mu_{p}\mu_{q}}{\sigma_{p}\sigma_{q}} \]  

(11)

The images’ \( \mu_{p}, \mu_{q}, \sigma_{p}, \text{ and } \sigma_{q} \) values for the average and the standard deviation are denoted as row and column correspondingly.

4) Entropy: The anticipated substantial amount of the randomness of the distribution of grey levels is entropy and its calculation is shown in (12).

\[ \text{Entropy} = - \sum_{i} \sum_{j} N(i,j) \log(N(i,j)) \]  

(12)

Algorithm 1: Pseudo code for ABC Optimization

The problem should be defined initially. Prioritize the ABC algorithms parameters. Develop the colony of the worker bees. Then the estimation of all the bee’s fitness values should be done. Repeat the process

M=0

Repeat the process:

(1|a result in the locality of j\n\( \emptyset = (\text{a random number in the range } [-1,1]) \)

Develop novel results using Eqn. (7)

Then the process of greedy selection is applied.
The likelihood functional values are estimated using Eqn. (8)

Next the onlooker bees are assigned.

Do \( \forall \) onlooker bees.

Again, the process of greedy selection is applied.
If the fitness worth of the onlooker bees is lesser than the fitness worth of the worker bees Exchange it with the worker bees.

End

End

If the fitness of the best onlooker bees is lesser than the fitness of the best bee Exchange all with the superior results.

End

M=M+1

Until (M=Number of the worker bee)

Define the rejected result with Eqn. (6)

If the scout bees result is superior to the worker bees result, replace it with the scout bees’ result.

Until the maximum iteration
E. Classification using RNN

The results from positive nodes can impact upcoming inputs to exact similar nodes via a recurrent neural network (RNN), an intimate of artificial neural networks whose interconnections among vertices can create a loop [28]. It can show continuous fluctuation. RNNs originated from feedforward neural networks and can handle classifications of inputs of various lengths by using their internal state. They can be used for applications like linked, not segmented recognition of handwriting or speech. A recurrent neural network describes networks with an infinite impulse response. The behavior of RNNs is temporally unpredictable. The architecture of RNN is shown in Fig. 2, followed by the algorithm of ABC optimization is given below. Fig. 3 displays the illustration of the proposed MSDL-RNN technique.

![Architectural diagram of RNN](image_url)

**Fig. 2.** Architectural diagram of RNN.

![Flowchart of proposed MSDL-RNN](image_url)

**Fig. 3.** Flowchart of proposed MSDL-RNN.
V. RESULTS

The planned method has been investigated by using some datasets. Here, the Multi-Scale Deep Learning Based Recurrent Neural Network is used in this research for the procedure of image restoration and image enhancement. The description of the planned model is discussed by some parameters such as Accuracy, Recall, Precision, F1 Score, MSE, PSNR, and SSIM.

A. Performance Metrics Evaluation

1) **Accuracy**: The easiest metric to comprehend is accuracy, which measures how many examples in a dataset have been correctly categorized as a percentage of all instances. It offers a broad gauge of overall accuracy. The accuracy calculation is given in (13) below:

\[
\text{Accuracy} = \frac{(TP+TN)}{(TP+TN+FP+FN)} \tag{13}
\]

2) **Precision**: The percentage of cases that were correctly foretold as positive compared to every instance is what precision measures. It gauges the framework's capacity for avoiding erroneous positive results. For precision, use the formula which is shown in (14) below:

\[
\text{Precision} = \frac{TP}{(TP+FP)} \tag{14}
\]

3) **Recall**: Recall counts how many advantageous circumstances were properly predicted out of all the favorable instances. It measures how well the model can find every instance of positivity. The recall equation is given in (15) below:

\[
\text{Recall} = \frac{TP}{TP+FN} \tag{15}
\]

4) **F1-Score**: Precision and recall are harmonically summed to produce the F1 score. It yields a single value by combining the two metrics, giving a fair assessment of the efficacy of a model. The formula for F1-Score is given in (16) below:

\[
\text{F1-Score} = 2 \times \frac{(\text{Precision} \times \text{Recall})}{(\text{Precision} + \text{Recall})} \tag{16}
\]

5) **Mean Square Error (MSE)**: An average square variance among the values of the pixels of the underlying and altered images are calculated by MSE. Lower scores suggest higher levels of quality in the restoration or enhancement process, and it estimates the overall appearance reconstruction inaccuracy. The calculation for MSE is given in (17) below:

\[
\text{MSE} = \frac{1}{MN} \sum_{n=0}^{M} \sum_{m=1}^{N} [g(n,m) - \hat{g}(n,m)]^2 \tag{17}
\]

Where M and N are represented as the total number of pixels in the images; the \( \sum \) is represented as the summation; \( g(n,m) \) is represented as the original pixel value image; \( \hat{g}(n,m) \) is represented as the pixel value of the processed image.

6) **Peak Signal Noise Ratio (PSNR)**: The PSNR scale gauges the difference between the highest possible signal power and the strength of corrupted interference. Contrasting the initial and modified images is a common way to gauge how well the image restoration or enhancement techniques perform. Greater PSNR readings indicate greater image quality. The calculation of PSNR is given in (18) below.

\[
\text{PSNR} = 10 \log_{10} \left( \frac{\text{peak value}}{\text{MSE}} \right) \tag{18}
\]

7) **Structural Similarity Index Metric (SSIM)**: A statistic called SSIM evaluates how structurally two images are similar. It verifies perceived image quality by considering contrast, brightness, and structural data. The range of the SSIM is 0 to 1, with readings nearer to 1 and that suggests higher resemblance. The calculation of SSIM is given in (19) below.

\[
\text{SSIM} = \left( l(x,y) \right)^a \times \left[ c(x,y) \right]^b \times \left[ s(x,y) \right]^c \tag{19}
\]

Where \( l \) is represented as the luminance, \( c \) is represented as the contrast and \( s \) is represented as the structure.

![Performance Metrics](image_url)

Fig. 4. Comparison graph of accuracy.

The Table I presents a comparative examination of the accuracy, precision, recall, and F1-score performance measures of several approaches and it is depicted in Fig. 4. It analyse four approaches: Desnet, AGnet, Efficient NetB0, and Proposed ABC-RNN. Desnet obtains an F1-score of 94.53%, an accuracy of 95.11%, a precision of 98.77%, and a recall of 94.56%. With precision and recall both above 96% and high accuracy of 98.20 per cent, AGnet has an F1-score of 98.13%. Efficiency NetB0 has a 92.93% accuracy, a 98.32% precision, a 90% recall, and an 88% F1-score. With extraordinary accuracy of 99.23%, precision of 99.10%, recall of 98.65%, and an F1-score of 99%, the proposed ABC-RNN approach beats others.
Table I. Comparison of Performance Metrics

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy (%)</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>F1-Score (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Desnet [29]</td>
<td>95.11</td>
<td>98.77</td>
<td>94.56</td>
<td>94.53</td>
</tr>
<tr>
<td>AGnet [30]</td>
<td>98.20</td>
<td>96.45</td>
<td>98.13</td>
<td>98.13</td>
</tr>
<tr>
<td>Efficient NetB0 [31]</td>
<td>92.93</td>
<td>98.32</td>
<td>90</td>
<td>88</td>
</tr>
<tr>
<td>Proposed MSDL-RNN</td>
<td>99.23</td>
<td>99.10</td>
<td>98.65</td>
<td>99</td>
</tr>
</tbody>
</table>

Table II and Fig. 5 show the evaluation and performance estimation of MSE. When associating the MSE of the planned technique with the following three existing methods, i) DS-RD-Net [32] ii) UIEC2-Net [33] iii) DCT [34], the proposed MSDL-RNN algorithm produces a lower MSE of about 1.04.

<table>
<thead>
<tr>
<th>Method</th>
<th>MSE (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DS-RD-Net [32]</td>
<td>19.34</td>
</tr>
<tr>
<td>UIEC2-Net [33]</td>
<td>11.26</td>
</tr>
<tr>
<td>DCT [34]</td>
<td>4.15</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>1.04</td>
</tr>
</tbody>
</table>

Table III and Fig. 6 show the evaluation and performance estimation of PSNR. When associating the PSNR of the planned technique with the following three existing methods, i) DS-RD-Net [32] ii) UIEC2-Net [33] iii) DCT [34], the proposed MSDL-RNN algorithm produces a greater PSNR of about 93.12 dB.

<table>
<thead>
<tr>
<th>Method</th>
<th>PSNR (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DS-RD-Net [32]</td>
<td>36.21</td>
</tr>
<tr>
<td>UIEC2-Net [33]</td>
<td>20.54</td>
</tr>
<tr>
<td>DCT [34]</td>
<td>89.97</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>93.12</td>
</tr>
</tbody>
</table>

Table IV and Fig. 7 show the evaluation and performance estimation of SSIM. When associating the SSIM of the planned technique with the following three existing methods, i) DS-RD-Net [32] ii) UIEC2-Net [33] iii) DCT [34], the proposed MSDL-RNN algorithm produces a greater SSIM of about 0.99.

<table>
<thead>
<tr>
<th>Method</th>
<th>SSIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>DS-RD-Net [32]</td>
<td>0.96</td>
</tr>
<tr>
<td>UIEC2-Net [33]</td>
<td>0.84</td>
</tr>
<tr>
<td>DCT [34]</td>
<td>0.97</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>0.99</td>
</tr>
</tbody>
</table>

VI. DISCUSSIONS

The efficiency of the recommended MSDL-RNN strategy is higher when compared to earlier-used methods like Desnet, AGnet, and Efficient NetB0. The proposed methods’ MSE value range is lesser than the other DS-RD-Net, UIEC2-Net and DCT methods values. The PSNR and SSIM values range higher than the other DS-RD-Net, UIEC2-Net and DCT methods. The anticipated technique's accuracy is greater than the efficacy determined by MSDL-RNN alone. The accuracy level achieved by utilizing this model is 99.23%. This
suggests the multi-scale deep learning-based recurrent neural network will enhance and restore medical images. The Kaggle dataset was utilized in this instance. The pre-processing approach is employed to lessen noise, eliminate corrupted images and enhance the superiority of the images. The FST technique is used to improve the image, and median filtering is used to restore it. After that segmentation is completed. ABC optimization performs segmentation, splitting an image or a bigger dataset into unique, significant segments or areas. The GLCM approach is used for feature extraction, choosing and emphasizing the most crucial details or traits from raw data. The classifying procedure is finished at that point. A machine learning model must first be trained to classify or categorize data into pre-set categories or groups. RNN handles it. The ABC algorithm's fictitious code is then presented. It now gets to the section where results and discussions take place. The proposed method is shown to have superior outcome statistics than every other approach when accuracy, recall, precision, f1-score, MSE, PSNR and SSIM are evaluated. The research then presented its findings and plans for the future.

VII. CONCLUSION AND FUTURE WORK

The findings of this study underline how crucial it is to improve medical image quality for precise diagnosis, treatment planning, and ongoing condition monitoring in healthcare applications. By restoring lost high-quality data, the restoration of damaged input images constitutes a crucial step in accomplishing these goals. Despite substantial advancements in the field of image restoration, this work addresses two enduring problems. An innovative response to these problems is provided with the launch of the MSDL-RNN. MSDL-RNN differs from traditional RNN-based algorithms that depend on both full-resolution and gradually reduced-resolution approximations by using a multi-scale approach during model development. Deep learning is used in this breakthrough to efficiently solve problems including noise reduction, defect eradication, and the improvement of overall image quality. The MSDL-RNN technique's combination of local and global data enables the enhancement and recovery of a variety of medical imaging modalities. Despite these encouraging results, a noteworthy drawback of this work is that it largely concentrates on the improvement of image quality, leaving opportunity for potential future research in real-time applications and computing efficiency. Future studies should focus on reducing the processing requirements of the model to enable a smooth incorporation into clinical operations. The results of this study set the way for substantial developments in the field of medical imaging by providing a solid answer to problems relating to image quality improvement. The results of this study offer significant potential for enhancing patient care, diagnostic precision, and the general usability of medical images in healthcare applications, since the healthcare sector continues to rely heavily on them.
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Abstract—Complete cold chain logistics is needed to control the whole temperature of refrigerated and frozen food, including the closed environment, storage and transportation when loading and unloading goods. Studying how to optimize vehicle scheduling and reduce transportation time and transportation costs is very important. The research object of this paper is the path planning of urban cold chain logistics. This paper will consider the cold chain distribution of multi-vehicle coexistence, build an integer programming model, design a targeted ACO (Ant Colony Optimization) solution model, and verify it with an example. Based on multi-source visual information fusion technology, these independent heterogeneous data sources are accessed through cloud computing resource integration technology to establish a unified data integration middleware. The pheromone update model selected in this paper is the ant week model, which uses global information to record the optimal path of ants. The results show that the satisfaction of delivery time is far behind, and even the average satisfaction of key customers with high value is only 55.1%, which is 18.3% higher than that of the planning without considering value. This method can provide a real-time optimized path in an effective time range and improve the efficiency of distribution services, which has certain theoretical significance and practical value.
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I. INTRODUCTION

Effective distribution has become the key link of cold chain logistics because agricultural products are greatly affected by natural conditions and easily spoiled. Logistics operations such as low-temperature production, low-temperature transportation and low-temperature storage are selected in the cold chain logistics distribution process, which is a key logistics project supported by the state in recent years [1]. At the present stage of China's development, the logistics platforms of various industries have become perfect, and only cold chain logistics is still in a new developing position. Then the demand for cold chain logistics for the Chinese market is objective, and the overall growth rate of the cold chain logistics market is gradually increasing. However, some fresh agricultural products have caused huge losses in the process of circulation and consumption due to their special quality, and people's requirements for cold chain logistics and transportation are constantly improving. The development of China's cold chain is facing unprecedented challenges.

The role of cold chain logistics in industries such as food, medical, and chemical is increasingly prominent. Ensuring that cold chain items are not damaged during the continuous process from production to consumption in low temperature environments is the core task of cold chain logistics. However, in practical operation, cold chain logistics faces many challenges, such as unreasonable path planning, high energy consumption, and insufficient real-time monitoring. To address these issues, this study applies multi-source visual information fusion technology to cold chain logistics path planning and design, aiming to improve the efficiency and reliability of cold chain logistics. Multi source visual information fusion technology is a method that comprehensively utilizes computer vision, image processing, and pattern recognition technologies to obtain and integrate visual information from multiple sources. In the field of cold chain logistics, multi-source visual information fusion technology can obtain multiple information such as temperature, humidity, and location of goods, and based on this information, path planning and design can be carried out to achieve optimal resource allocation. This model will obtain real-time status information of goods through computer vision and image processing technology, and classify and analyze the information through pattern recognition technology. Then, based on the obtained information, the model will use optimization algorithms for path planning and design, ensuring that the goods reach their destination with the shortest path and lowest energy consumption, while meeting temperature and other conditions.

In the cold chain delivery where multiple vehicles coexist, the contribution points of the integer programming model based on multi-source visual information fusion technology are as follows:

1) By integrating multi-source visual information, this model can obtain more comprehensive information on goods and vehicles, thereby better planning distribution routes. This helps to reduce transportation costs, reduce energy consumption, and improve on-time delivery rates and customer satisfaction.

2) Multi source visual information fusion technology can monitor the status and location of goods in real time, detect potential problems in a timely manner, and provide early warnings. This helps to reduce cargo losses, ensure food safety, and provide better customer service.
3) Through integer programming models, the number of vehicles, loading capacity and route arrangement can be optimized to improve resource utilization efficiency. In addition, different vehicles can collaborate and cooperate to achieve more efficient delivery and improve overall operational efficiency.

Section I of this study elaborates on the background of cold chain logistics to control the closed environment of refrigerated and frozen food, as well as the storage and transportation of goods during loading and unloading. Section II elaborates on the research achievements of scholars who have become a hot topic in cold chain logistics distribution. Section III considers the cold chain distribution of multiple vehicles coexisting, establishes an integer programming model, and designs a targeted ant colony optimization (ACO) solution model. Section IV accesses these independent heterogeneous data sources through cloud computing resource integration technology to establish a unified data integration middleware. The pheromone update model chosen in this article is the Ant Week model, which utilizes global information to record the optimal path of ants. The results show that this method can provide real-time optimization paths within an effective time range. Section V summarizes the entire article. The integer programming model based on multi-source visual information fusion technology is an innovative method that can promote technological progress and industrial upgrading in the cold chain logistics industry.

II. RELATED WORK

In recent years, cold chain logistics and distribution has become a research hotspot, mainly focusing on single vehicle route optimization, such as Bittencourt et al. accurately depict the distribution scene and study the impact of real-time traffic on the cold chain logistics route optimization in the road network [2]; Ouyang comprehensively considered time window, food spoilage, equipment-energy consumption and traffic congestion, and to get the optimal vehicle route distribution scheme, a stochastic vehicle route model with time window was constructed [3]. Amaruchkul put forward a mixed integer linear programming model, which combined the food production chain and quality loss, and analyzed the application value of this model with a case [4]. Established a model based on perishable property and time constraint, which had a significant impact on the cost, and solved it by tabu search algorithm [5]: In view of the problems existing in Yu's cold chain logistics and distribution, some effective suggestions are put forward. While improving the distribution efficiency, we should also ensure the quality and safety of products and optimize the process from the whole [6]; Li et al. deduced the calculation formula of algorithm convergence based on the related theoretical research of multi-objective generalized ACO (Ant Colony Optimization) and verified the correctness of the convergence and time complexity theory of multi-objective generalized ACO according to two given examples [7]. Zhang et al. analyzed the optimization problem of the cold chain logistics distribution path with the process of return and recovery. They provided a reference for the decision-making operation of cold chain transportation and distribution enterprises [8]. Chen took into account the timeliness requirements of fresh products and, based on customer information feedback, studied and analyzed the feasibility of simultaneous delivery and pick-up processes to prevent the transport vehicles from driving back with no load [9]. Zhang et al. proved that the improved Dijkstra algorithm has better solution efficiency, and the quality of the final solution is improved compared with the traditional algorithm through simulation experiments [10]. Song et al. gave an effective distribution model to solve the distribution problem of cold chain perishable products in economically poor areas [11]. The purpose of the improved vehicle routing problem and optimal allocation is to reduce the pain and hunger in poor areas, not the distance and time.

In order to ensure the safety of food, a complete cold chain logistics is needed to control the whole temperature of refrigerated and frozen food, including the closed environment, storage and transportation when loading and unloading goods. In reality, due to the difference in delivery time and other factors, the delivery time may change, and the research of dynamic vehicle scheduling problems is still in the initial stage. The information on vehicle dynamic scheduling problem optimization is related to the travel time and the running speed of vehicles [12], [13]. Generally speaking, there is a positive correlation between vehicle transportation cost and vehicle mileage. Reasonable planning of vehicle transportation routes and minimizing vehicle mileage are the primary ways to reduce vehicle transportation costs. It is very important to study how to optimize vehicle scheduling, reduce transportation time and transportation cost [14].

Multi source visual information includes various information, such as vehicle position, speed, and cargo status is of great significance for path planning and design. However, in previous studies, this information was not fully utilized, resulting in the model being unable to make optimal decisions based on actual situations. Cold chain logistics has its unique characteristics, such as temperature control, shelf life of goods, etc. These characteristics have a significant impact on path planning and design. In cold chain logistics, the number of vehicles and goods that need to be considered may be very large, so efficient algorithms are needed to solve the problem. Therefore, it is of great practical significance to study vehicle optimal scheduling and route optimization as important contents. This paper will consider the cold chain distribution situation of multi-vehicle coexistence, build an integer programming model based on multi-source visual information fusion technology, design a targeted ACO solution model, and verify it with an example.

III. RESEARCH METHOD

A. Logistics VRP Analysis

The process of cold chain logistics includes four aspects: frozen processing, frozen storage, refrigerated transportation and distribution, and frozen sales [15], [16]. Logistics VRP (Vehicle Routes Planning) is generally defined as giving the location, distance, demand and other related information of one (or more) warehouses and multiple customers, seeking appropriate driving routes, so that vehicles can complete the delivery or pick-up work through them in an orderly manner, and achieve a certain purpose.
The products distributed in the cold chain logistics are generally fresh products, which are corrosive. Fresh product sellers often make a prior agreement on the delivery time of the products and restrict the distributor from delivering the goods within the agreed period. Therefore, cold chain logistics distributors must consider the change in air temperature when delivering. Cold chain logistics not only requires the minimization of the cost in circulation but also has certain requirements for time, and its response to the market should be sensitive.

VRP problem is the most studied VRP problem at present. Firstly, the basic elements of the transportation problem, the corresponding constraints, the total cost value target that the logistics enterprise hopes to achieve, etc., are defined. The artificial intelligence algorithm approaches the optimal solution step by step and has strong applicability in dealing with large-scale and multi-node transportation path problems [17]. The new hybrid algorithm and structure greatly improve the efficiency of problem-solving and enrich the feasibility of theoretical results and practical applications. In the context of the close combination of traditional algorithms, it is also helpful to discover the advantages, disadvantages and application scope of traditional nature-imitating algorithms. The inspiration for particle swarm optimization comes from this method.

The VRP problem is based on the TSP (Traveling Salesman Problem) problem, which assumes that the distance between customers is known and the quantity of goods delivered by vehicles to customers is the same. Then, the route is reasonably planned to make the total distribution route the shortest. The specific situation is shown in Fig. 1:

![Fig. 1. Schematic diagram of vehicle scheduling problem.](image)

It is the most basic carrier of cargo transportation and information transmission, and its main attributes include the maximum cargo load, the longest driving distance, whether it can be returned halfway, etc. The longest transportation distance of vehicles directly determines the coverage and size of the transportation network. With the distribution center as the dot, the radius of serviceable demand points and the longest distance between various demand points directly affect the number of serviceable demand points [18], [19]. Different types of distribution centers have different supporting facilities, different service targets and different service scopes, which can be aimed at a certain type of customer or a variety of customers. In violation of the time constraint, the customer has a certain probability of refusing to deliver the transport vehicle.

The vehicle routing optimization problem is based on the travelling salesperson problem with some restrictions, including limiting the quantity of product demand, delivery time, loading quantity of vehicles, driving distance of vehicles, etc. When multiple customer numbering schemes are selected to solve the problem, a satisfactory solution with higher quality can usually be obtained, but the amount of calculation will be doubled.

B. Multi-source Data Information Analysis of Cold Chain Logistics VRP

Logistics informatization refers to a series of processing such as collecting, classifying, querying, tracking and summarizing the information generated in the logistics distribution process by using Internet technology and modern information technology in the logistics supply chain, with the development of e-commerce and virtual business in modern enterprises. Cold chain logistics distribution center refers to the intermediate storage base set up to promote the rapid circulation of fresh products from the place of production to the place of sale. Enterprises or individuals hope to visit the optimized best-driving route in cold chain logistics distribution anytime and anywhere. At the same time, they also hope that the platform for optimizing the route can be dynamically upgraded.

There is a maximum cargo capacity of the vehicle, and there may be a time limit for delivery. It is necessary to arrange the picking-up time reasonably, organize the appropriate driving route so that the user's needs can be met, and at the same time, a certain cost function can be minimized, such as the minimum total working time, the shortest route and the minimum cost [20].

The ant colony system represents the feasible solution by the ant colony's advancing route, and each route of the ant colony's advancing route constitutes the solution space. The pheromones released by ants with shorter routes are more and move continuously. Under the action of positive feedback, the ant colony will take the optimal route, and the solution at this time is the optimal solution.

When the ant colony is moving, the pheromone is constantly evaporating, assuming that the parameter \( \rho (0 < \rho < 1) \) represents the rate of pheromone volatilization, that is:

\[
\begin{align*}
\tau_{ij}(t + 1) &= (1 - \rho)\tau_{ij}(t) + \Delta\tau_{ij} \\
\Delta\tau_{ij} &= \sum_{k=1}^{n}\Delta r_{ij}^k, \quad p \in (0,1)
\end{align*}
\]

In the formula, \( \Delta r_{ij}^k \) represents the pheromone concentration released by the \( k \)th ant between the route of town \( i \) and town \( j \); \( \Delta\tau_{ij} \) represents the sum of pheromone
concentrations released by all ants between the route of Town $i$ and town $j$.

The determination of the distribution type of random variables is often the assumption of the distribution type after preprocessing the collected data. The theoretical distribution of many random variables in the system can be directly determined by experience. A triangle is a continuous probability distribution with the lower limit of $a$, the mode of $b$ and the upper limit of $c$.

$$f(x|a,b,c) = \begin{cases} \frac{2(x-a)}{(b-a)(c-a)}, & a \leq x \leq b \\ \frac{2(b-x)}{(b-a)(b-c)}, & b \leq x \leq c \\ 0, & \text{other} \end{cases}$$ (2)

The mathematical expected value of the random variable $x$ is:

$$E(X) = \frac{a+b+c}{3}$$ (3)

When using GPS data of floating cars to calculate road weight, the influence of invalid data points must be considered. Then, an average speed estimation model based on travel time is selected to calculate the average speed of each road section. At the same time, road quality and energy consumption loss are considered. Finally, the estimation method of road weight is obtained by combining these kinds of information. The estimation formula for the road weight of a single section is:

$$w(i) = \frac{L_i}{V_i} \beta Level_i$$ (4)

Where $w(i)$ is the road weight of the road section $i$, $L_i$ is the distance travelled by the floating car in the road section $i$, $V_i$ is the average speed of the road section $i$, and $Level_i$ is the evaluation function of the comprehensive quality of the road section; $\alpha, \beta$ is the correlation coefficient.

New information will constantly appear, which will affect the driving path of vehicles to varying degrees. The quality of refrigerated products changes with the passage of time, weather and seasons, the traffic conditions during rush hour and the penalty cost when the distribution violates the time window. The traffic volume of different sections in a day also changes with time.

At present, the development direction of information processing mainly includes integration and fusion. Among them, the former is the basic premise and material basis of an information fusion system. Therefore, the realization of a multi-source visual information fusion service in the process of logistics distribution can effectively solve objective problems such as collaborative scheduling between the logistics center and logistics distribution, optimization of the logistics distribution path, logistics tracking and value-added information service under uncertain conditions.

The multi-source data information of the cold chain vehicle route optimization model is provided by different application resources of the cloud computing center, and the data formats of these different resources are quite different. These independent heterogeneous data sources are accessed through cloud computing resource integration technology to establish a unified data integration middleware as shown in Fig. 2.

The terminal acquisition layer is the data resources on which this information system relies, including the RFID system (to obtain goods information) and the GPS system (to obtain real-time in-transit position information of vehicles) under the unified management of the database management and control system.

On the one hand, the system can plan the best route with time as a consideration; On the other hand, by sending different recommended routes to vehicles, the traffic efficiency is maximized, and the fuel loss caused by frequent braking and starting of vehicles is reduced, the waste of transportation resources is effectively reduced, and the environment is protected at the same time. These multi-source data can provide real-time data and make the calculated optimal path closer to the actual distribution service.

C. Vehicle Trajectory Analysis and Matching

The research object of this paper is the path planning of urban cold chain logistics, and its model is based on one or more logistics centers meeting multiple customer points in the region. In practice, the running unit is a truck with refrigeration
equipment to transport fresh products. Make the objective function closer to reality according to the actual situation, and get further optimization.

A penalty function is introduced if refrigerated trucks deliver goods to customers over time. If it is delivered in advance, a reward function is introduced. Generally speaking, refrigerated vehicles’ cost includes fixed and variable costs. In this paper, the former refers specifically to the precipitation cost of allowing each distribution vehicle to run normally, which is basically linearly proportional to the total time travelled by the vehicle, generally including wages, maintenance, fuel costs, etc., and is a known constant.

Which increases with the increase in transportation distance, and the two are in direct proportion.

Department:

\[ C_t = \sum_{i \in N} \sum_{j \in N} \sum_{k \in K} t_{cost} \times x_{ijk} \times d_{ij} \]  

(5)

t_{cost} represents the unit transportation cost of transport vehicle \( k \), \( d_{ij} \) represents the distance from customer \( i \) to customer \( j \), \( t_{cost} \) is known, \( x_{ijk} \) is a variable of 0-1, which represents the process of vehicle \( k \) from point \( i \) to point \( j \), if there is this process, it is 1; otherwise it is 0.

Set the upper and lower limits of the customer's patience time, and establish the correlation function between time and compensation within this time limit. Once the customer exceeds the lower limit of his time limit, the penalty will be calculated automatically. The Equation (6) is the general calculation formula of penalty cost:

\[ K(t)_{ij} = \begin{cases} 0, & t_{ik} < a \ 
M(j)(t_{ik} - a), & t_{ik} > a \end{cases} \]  

(6)

Where, \( K(t)_{ij} \) represents the time window penalty cost of the \( i \)-th car serving customer \( j \); \( M(j) \) represents the penalty cost to be paid per unit time after exceeding customer \( j \) time tolerance. \( t_{ik} \) indicates the time when the \( k \)-th car arrives at customer \( i \).

In cold chain logistics, the main factors that cause goods damage are time, including transportation time and unloading time, and the cost of goods damage at node \( i \) is transportation loss cost plus unloading loss cost. Therefore, the total cost of goods damage can be expressed as:

\[ Z = \sum_{i=1}^{N} c_{good} \times q_i \times \left( \rho_1 D_{0-i} + \rho_2 D_{off} \right) \]  

(7)

\( \rho_1, \rho_2 \) is the loss ratio of transportation and unloading, and \( D_{0-i}, D_{off} \) is the time spent on transportation and unloading.

Customers’ demand is often affected by factors such as the brand, quality, marketing methods, personal preferences, different seasons, after-sales, and so on of dairy products, resulting in uncertain changes. In this paper, the demand for urban dairy cold chain logistics distribution is regarded as a random variable, and the premise of its optimization is to obey the normal distribution of customer demand. When the customer demand is higher than the actual vehicle load, the order will be cancelled, and at the same time, customer satisfaction will be reduced, resulting in out-of-stock costs. The specific formula is as follows:

\[ C = \tau \sum_{k=1}^{m} \max\{d_k - s_k\} \]  

(8)

Where, \( \tau \) is the shortage cost per unit cold chain product; \( d_k \) the actual total demand of the retailers served by the \( k \)-th car; \( s_k \) is the actual load capacity of the vehicle \( k \).

Time is very important for customers, and customers hope that goods can be delivered on time within the agreed time. In this paper, it is assumed that the service attitude satisfaction of the delivery staff is 1, and the customer's satisfaction with the delivery time is calculated according to the customer's requirements for the delivery time window.

In this paper, it is assumed that customer satisfaction is linearly related to time, when the vehicle arrives in the best time window agreed by the customer, \( e_j \leq t_j \leq l_j \), and when the vehicle arrives at the customer point outside the best time window of the customer point \( E_j \leq t_j \leq e_j \), \( l_j \leq t_j \leq l_j \). The delivery time satisfaction expression can be expressed as:

\[ U(S_j) = \begin{cases} \left( \frac{t_j - E_j}{e_j - E_j} \right)^\alpha, & E_j \leq t_j < e_j \ 
100\%, & e_j \leq t_j < l_j \ 
\left( \frac{l_j - t_j}{l_j - e_j} \right)^\alpha, & l_j \leq t_j < l_j \end{cases} \]  

(9)

Where \( [e_j, l_j] \) is the customer's expected time window, \( [E_j, l_j] \) is the customer's acceptable time window, and \( \alpha \) is the customer's sensitivity coefficient to time.

The methods for solving objective programming problems can be divided into exact and heuristic algorithms. It is an important idea of a modern, improved heuristic algorithm to search the neighborhood of the current solution many times according to a fixed search strategy. It constantly feeds back the results of the solution to improve the process of the initial solution continuously.

The remaining pheromones on the road section will gradually weaken with the continuous accumulation of time. Every time each ant visits all the cities, the number of pheromones on the road section will change accordingly. The following formula can describe the change and adjustment of pheromones on the path, namely:

\[ \tau_{ij} = (t + 1) = (1 - \rho) \tau_{ij}(t) + \Delta \tau_{ij} \]  

(10)

\( \rho \) is the attenuation coefficient of pheromone, and \( \Delta \tau_{ij} \) is the amount of pheromone released by ants from node \( i \) to node \( j \).

In this paper, the mathematical model of dairy products' logistics and transportation problems is established, and the best path selection scheme is obtained by solving the problem model with related algorithms. ACO has the advantages of fewer iterations, a relatively stable solution process and relatively high solution quality in this paper.

Generally speaking, many models can calculate the pheromone concentration. This paper takes the ant week model as the basic model.
ACO is inspired by the behavior of ants seeking the shortest path to get food in the foraging process. The simple behavior rules of ants make the whole ant colony present intelligent behavior, which makes it diverse and positive. In the process of foraging, diversity can prevent ants from entering a dead end and falling into an infinite cycle.

It has a unique positive feedback mechanism of iteration results and parallel calculation method, strong compatibility between algorithms, stable iteration results, etc. The specific implementation process of the improved ACO is shown in Fig. 3.

The pheromone update model selected in this paper is the ant week model. Using the global information, the pheromone increment is only related to the overall search route and has nothing to do with the specific route. After all the ants have gone through one traversal, the best route for recording the ants is \( L_{\text{best}} \), and the pheromone matrix is updated:

\[
\Delta \tau_{i,j} = \begin{cases} 
Q, & \text{if the kth ant passes through section (i,j) in this cycle} \\
L_k, & \text{other} 
\end{cases}
\]  

(11)

Therefore, in order to make it more likely that customers with shorter waiting times will be selected as the next transportation point when selecting the next customer point, the waiting factor is added to the rules for selecting the next node.

\[
w_{ijk} = \frac{1}{rt_{ij} - t_{ik}}
\]  

(12)

\( t_{ik} \) is the moment when the \( k \)-th car arrives at point \( i \).

The pheromone update model selected in this paper is the ant week model. Using the global information, the pheromone increment is only related to the overall search route and has nothing to do with the specific route. After all the ants have gone through one traversal, the best route for recording the ants is \( L_{\text{best}} \), and the pheromone matrix is updated:

\[
\tau_{i,j} = \rho \times \tau_{i,j} + \Delta \tau_{i,j}
\]

(13)

\[
\Delta \tau_{i,j} = \Delta \tau_{i,j} + \frac{Q}{L_{\text{best}}}
\]

(14)

\( \rho \) represents the pheromone residual coefficient, \( \Delta \tau_{i,j} \) represents the pheromone increment of all ants on the route from the \( i \)-th city to the \( j \)-th city, and \( Q \) represents the pheromone increase intensity coefficient.

The core idea of vehicle trajectory analysis and matching is to fully consider and analyze the relationship between the front positioning point. When the GPS positioning point of the floating car is far away from the road intersection, it is a common situation to determine the optimal road section that matches it through the weight calculation model, which is the most common in map matching.

Assuming that the two endpoints of the road section are \( P_1(x_1, y_1), P_2(x_2, y_2) \) and the position coordinates of the current GPS positioning point are \( P_0(x_0, y_0) \), the distance between the positioning point and the road section to be matched can be directly obtained by using the distance formula from point to line, which is marked as \( d_{dis} \). Then the function of calculating the distance weight through this distance is as follows:

\[
w_{dis} = h_1 \times f(d_{dis})
\]

(15)

Where \( h_1 \) is the distance weight coefficient, and \( f(d_{dis}) \) is the quantization function of the distance weight.

In this paper, the objective function is a combination of the lowest cost and the largest repurchase degree, so the objective function is directly defined as the fitness function. The fitness function is defined as:

\[
f_i = z_i = \sqrt{d_1 d_2}
\]

(16)

\( f_i \) represents the fitness of the \( i \)-th chromosome and \( z_i \) is its corresponding function value.

IV. RESULT ANALYSIS

On the basis of the optimization mentioned above analysis, model construction and algorithm research and analysis of urban dairy products logistics distribution under uncertain demand, this paper selects F enterprise as an example to analyze its demand for dairy products distribution optimization, understand its distribution reality, and introduce MATLAB software to program ACO, then make a solution, and finally verify the scientificity of the algorithm and the effectiveness of the model.

Take a certain distribution service as an example. The F Enterprise Distribution Center provides distribution services for its 15 stores, and the distribution center has 8 refrigerated trucks. The more ants there are, the more accurate the optimal solution will be. As the algorithm converges closer to the optimal solution, the positive feedback of information decreases, resulting in a large number of repeated solutions, which consumes resources and increases the time complexity.

In this paper, the number of ants is set to 50. Before the service, the potential value of each customer is mainly determined by the breadth and depth of their social circle. Therefore, when classifying customers, the potential value of customers is determined by the product of the coverage of the customer’s social circle and the importance of the customer in the social circle.

In this paper, the number of ants is set to 50. Before the service, the potential value of each customer is mainly determined by the breadth and depth of their social circle. Therefore, when classifying customers, the potential value of customers is determined by the product of the coverage of the customer’s social circle and the importance of the customer in the social circle.
First of all, we set the geographic location information. For the convenience of calculation, we set the origin of the plane’s geographic coordinates as the logistics center itself. Please see Table I below.

The dynamic data taken in the simulation refers to the road conditions, traffic congestion and vehicle speed. These changes in dynamic data may cause changes in the delivery time and cost of refrigerated vehicles, and the dynamic data of each journey can be obtained periodically. Fig. 4 shows the speed of the vehicle in a certain period of time.

TABLE I. GEOGRAPHICAL LOCATION INFORMATION OF A LOGISTICS COMPANY AND ITS CUSTOMERS

<table>
<thead>
<tr>
<th>Customer name</th>
<th>Geographic information</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistics centre</td>
<td>(0,0)</td>
</tr>
<tr>
<td>A customer</td>
<td>(30.1,2.1)</td>
</tr>
<tr>
<td>B customer</td>
<td>(22.6,-2.2)</td>
</tr>
<tr>
<td>C customer</td>
<td>(35.0)</td>
</tr>
<tr>
<td>D customer</td>
<td>(24.1,5.5)</td>
</tr>
<tr>
<td>E customer</td>
<td>(29.8,2.3)</td>
</tr>
<tr>
<td>F customer</td>
<td>(31.5,1.8)</td>
</tr>
<tr>
<td>G customer</td>
<td>(33.6,1.5)</td>
</tr>
<tr>
<td>H customer</td>
<td>(30.8,2.7)</td>
</tr>
<tr>
<td>I customer</td>
<td>(29.5,2.2)</td>
</tr>
</tbody>
</table>

The goods are distributed as daily necessities for citizens, such as fresh shrimp, ice cream, fresh milk and other perishable products. And ensure that it will not smell bad within 12 hours. The maximum loading capacity of each incubator is about 80 kg, i.e., 0.0 8 tons. In the case of freezing, three cold accumulators are needed, and in the case of refrigerating, two cold accumulators are needed. The holding time is 12 hours. For the distribution of products at room temperature, there is no need to use an incubator. The time window arrangement and service time of each customer are shown in Table II.

TABLE II. TIME WINDOW ARRANGEMENT AND SERVICE TIME OF EACH CUSTOMER

<table>
<thead>
<tr>
<th>Distributor number</th>
<th>Time window</th>
<th>Service time</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>6:00-12:00</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>7:00-10:00</td>
<td>22</td>
</tr>
<tr>
<td>2</td>
<td>7:00-10:00</td>
<td>29</td>
</tr>
<tr>
<td>3</td>
<td>7:00-9:30</td>
<td>30</td>
</tr>
<tr>
<td>4</td>
<td>7:10-8:00</td>
<td>13</td>
</tr>
<tr>
<td>5</td>
<td>8:00-10:00</td>
<td>24</td>
</tr>
<tr>
<td>6</td>
<td>7:00-8:30</td>
<td>16</td>
</tr>
<tr>
<td>7</td>
<td>7:00-8:00</td>
<td>28</td>
</tr>
<tr>
<td>8</td>
<td>7:00-9:00</td>
<td>11</td>
</tr>
<tr>
<td>9</td>
<td>7:00-11:00</td>
<td>23</td>
</tr>
<tr>
<td>10</td>
<td>7:00-8:50</td>
<td>35</td>
</tr>
</tbody>
</table>

After the histogram is used to determine the theoretical distribution of sample data, it is necessary to judge how close the observed sample distribution is to the estimated theoretical distribution, that is, to determine the fitting degree of the estimated theoretical distribution. Fig. 5 shows the comparison between the histogram and probability density curve.

Fig. 5. Compare with histogram and probability density curve.

It can be seen from the Fig. 5 that the estimated exponential distribution is in good agreement with the observed samples, so
the exponential distribution function can be used to set the parameters of the model and simulate the real system.

According to the basic ACO principle and algorithm flow, this model is solved by MATLAB programming. The best results in 10 experiments are shown in Fig. 6 and 7 below.

At the beginning of the algorithm iteration, with the increase in iteration times, the quality of the current optimal solution rises sharply. The total cost of the current optimal solution changes relatively little after the 20th iteration until the total cost of the current optimal solution stops decreasing at the 55th iteration, and the global optimal solution is obtained.

Taking the processed target benefit function as the final goal, after running in MATLAB, the display results are shown in Fig. 8.

Compared with VRP, which does not consider customer value, VRP, which does not consider customer value lags far behind in customer satisfaction with delivery time. Even the average satisfaction of key customers with high value is only 55.1%, which is 18.3% higher than that of the planning that does not consider value. The improvement in resource allocation efficiency is obvious.

It can be seen that the time and expense of the calculated results are different according to the degree of attention to vehicle delivery cost and delivery time. The evolutionary algebra of the improved ACO model solution and the classical ACO solution in the cloud computing environment are shown in Fig. 9.

When different processors are used, the execution time of the algorithm is different. To a certain extent, the more processors, the shorter the calculation time. It is proved that the shortest path calculation is correct, which can effectively solve the path planning problem on the road network with traffic rules.

In practical applications, we can evaluate the performance of models by comparing the performance of different algorithms. However, for cold chain logistics, due to issues related to food quality, safety, and other aspects, we still need to consider some additional factors. For example, different foods have different temperature requirements, and some foods need to be stored or transported at specific temperatures, otherwise it may affect their quality or safety. Therefore, when establishing integer programming models and designing targeted ant colony optimization (ACO) solving models, we...
need to fully consider these factors to ensure that the model can meet practical needs.

In addition, we should also note that the ant colony optimization algorithm itself has some limitations. For example, during the ant search process, they may fall into local optima and cannot find global optima. Therefore, when designing targeted ant colony optimization (ACO) solving models, we need to take some measures to avoid this situation. For example, suitable heuristic information can be set to guide ants in their search direction, or random factors can be introduced to jump out of the local optimal solution.

V. CONCLUSION

Logistics operations such as low-temperature production, low-temperature transportation and low-temperature storage are selected in the cold chain logistics distribution process, which is a key logistics project supported by the state in recent years. In reality, the delivery time may change due to the difference in delivery time and other factors, and the research on dynamic vehicle scheduling problems is still in the initial stage. The information on vehicle dynamic scheduling problem optimization is related to the travel time and speed of vehicles. This paper will consider the cold chain distribution situation of multi-vehicle coexistence, build an integer programming model based on multi-source visual information fusion technology, design a targeted ACO solution model, and verify it with an example. The results show that the satisfaction of delivery time is far behind, and even the average satisfaction of key customers with high value is only 55.1%, which is 18.3% higher than that of planning without considering value. The improvement in resource allocation efficiency is obvious. And it shows the correctness in calculating the shortest path, which can effectively solve the problem of cold chain logistics path planning with traffic rules constraints.

However, this study still has certain limitations. The acquisition and processing of multi-source visual information requires a large amount of manpower and technical support. Planning models may involve complex algorithms and data processing processes, resulting in reduced interpretability of the model. This may affect the user's trust and acceptance of the model results. In the future, while ensuring model performance, try to simplify the complexity and computational complexity of the model as much as possible. Visualization techniques and interpretive algorithms can be used to make the model results more intuitive and understandable. In addition, domain experts can also be invited to evaluate and validate the model, improving its credibility and acceptance.
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CDCA: Transparent Cache Architecture to Improve Content Delivery by Internet Service Providers

Alwi M Bamhdi
Umm Al-Qura University, College of Computing, Al-Qunfudah, KSA

Abstract—The popularity of on-demand multimedia such as video streaming services has been rapidly increasing the overall Internet traffic volume in the world. As of the beginning of 2023, almost 82% of this global Internet traffic came from video transmission through on-demand online services, trending towards changing the Internet paradigm from location-based to content-based, culminating in a new paradigm of Information-Centric Networking (ICN). ICN focuses on content distribution based on name rather than location, allowing Internet Service Providers (ISP) to implement local content caching systems for faster delivery and reduced transmission delays and unnoticeable jitter or distortions. ICN can be implemented over a Software-Defined Networking (SDN) infrastructure. SDN enables flexible programming and implementation of forwarding packet rules within a network domain seamlessly. This paper proposes a hybrid architecture that combines ICN and SDN to create a transparent in-network caching system for content distribution over the traditional IP network. The architecture aims to improve the performance of Video-on-Demand (VoD) services for customers while efficiently utilizing network provider resources. A prototype called CDCA was developed and evaluated in a Mininet emulation environment. The results of the evaluation demonstrate that the CDCA hybrid architecture to create a caching system for content distribution enhances VoD service performance and optimizes network resource utilization.

Keywords—Content caching; content delivery network; content search algorithm; information-centric networking; multimedia; network function virtualization; software defined networks

I. INTRODUCTION

The integration of the Web, ICN, SDN and NFV, juxtaposed the archaic Internet. By combining these technologies, there is the potential to enable seamless placement and retrieval of multimedia content by multiple users. The integration of these technologies allows internet network service providers to leverage local caching mechanisms to deliver content to multiple users simultaneously. This unique CDCA approach of a system represents a novel and innovative way of optimizing content distribution and improving the overall user experience. The specific details and benefits of this novel approach are further elucidated in this paper.

A. Summary of the CDCA Solution

This paper presents a content delivery-based caching framework architecture system called CDCA that typically resides inside network providers’ premises, i.e., Internet Service Providers (ISP), using SDN, which is completely transparent for users, content provider applications and network providers. Transparency is applied to all actors: the user, the content provider and the ISP network, which neither needs to modify any application and network equipment. In essence, the SDN/NFV module within the CDCA architecture permits forwarding data packets to the content cache or to the content source server transparently.

The key features and advantages of the CDCA architecture provide for in-network caching. The architecture is applicable to any application communication protocol that follows the client-server model and identifies content using unique logical names, such as HTTP URLs. The combination of the SDN control plane, Proxy, and Cache components enables the orchestration of a distributed caching framework. CDCA ensures that content is transparently delivered as close to the user as possible without any modifications to communication protocols or user clients.

CDCA is designed with horizontal scalability and high manageability in mind, adopting the principles of the microservice architectural pattern style that structures an application as a collection of services. This design approach provides elevated deployment flexibility and high levels of availability, regardless of the network's operational state. Content management within the architecture is driven by rule-based policies, facilitated by distributed decision-making mechanisms and multiple caches distributed throughout the network. These components interact with the SDN centralized control plane to ensure efficient content delivery. Although this topic is relevant and interesting and outside the scope of this paper, it will be addressed in-depth in future research works.

CDCA is designed to be deployed and supported by the ISP premises on the client side. In CDN architecture, the service must be contracted and paid for by the content provider. And also, if the CDN server is not located within the ISP network, it will be not worth it, since it will have to pay for the high bandwidth requested by multiple users’ content downloads.

B. Rest of the Paper

The CDCA architecture is distinct from a traditional Content Delivery Network (CDN) infrastructure. They are not comparable. The unique aspects and differences of the CDCA solution are elaborated in Section IV.

The rest of the paper is structured as follows. Section II covers the background to the concepts and issues related to the topic of this paper. Section III presents the literature review of related works. Section IV presents the CDCA
architecture and in Section V the evaluation and results from the experiments are presented. Section VI discusses some important open issues and challenges to consider for future research related to the CDCA architecture and its content delivery operations, and finally, Section VII concludes the paper.

II. BACKGROUND

It is a remarkable transformation of the Internet from its humble beginnings as a point-to-point communication network for users to becoming a ubiquitous and essential infrastructure for global everyday communication. Over its nearly 54-year history, commencing as ARPANET, the Internet has evolved and gained popularity, becoming a highly successful and effective communication system that continues to rapidly advance. With the increasing volume of traffic and the complexity of modern services such as file sharing, VoIP, social networking, e-commerce, online gaming, and multimedia streaming, the inadequacies of the Internet’s original design have become apparent. The architecture of the Internet has undergone numerous amendments to accommodate these evolving needs, resulting in a progressively more complex system at each stage of its development. This growing complexity poses challenges in terms of implementation, maintenance, and management of new networking services and applications. The costs associated with these tasks continue to rise as the Internet becomes more sophisticated and intricate. However, innovation in information communication and internetworking philosophies helps to mitigate the phenomenon of ossification [1], whilst acknowledging the challenges posed by the limitations of the original design and recognizing the ongoing efforts to innovate and adapt to meet the demands of modern communication and networking needs.

The evolving nature of Internet applications, particularly the significant growth in video streaming services, including both live broadcasts and on-demand content is increasing exponentially. According to Cisco, it has seen a massive buildup of Internet traffic in the order of 4.8 zettabytes during 2022, which is over three times the 2017 rate, led by a combination of increased use of cloud computing, IoT device traffic, video viewing, and the sheer number of new users coming onboard every day. The video traffic constituted 82% of the total Internet traffic in 2021, a substantial increase from over 70% in 2017, excluding video exchanged through Peer-to-Peer (P2P) file sharing [2]. The forecast indicates that Internet video traffic will grow at a rate of more than 31% per year, while online gaming, which is part of the audio/video mix, is expected to grow at a rate of over 50% plus per year until 2025. Currently, most content distribution platforms handle content requests individually, resulting in a unicast delivery paradigm where each user receives content from a Content Delivery Network (CDN) infrastructure separately [43]. However, this approach overlooks the fact that much of the content requested by users is identical to content requested by others just moments ago. As a result, a substantial amount of redundant content is delivered repeatedly over the same network segment, leading to unnecessary strain on service providers’ transmission capacity and bandwidth. This inefficiency becomes more significant as the number of users and unicast content continues to grow. Consequently, new approaches are needed to improve and optimize the efficiency of content distribution.

The ongoing modifications and improvements to the Internet’s architecture to accommodate new applications demand faster infrastructure and versatile middleware. However, the modern web still faces many challenges due to incompatibilities inherited from the original design of the Internet. The shift in user behaviour is highlighted, with Internet users now seeking specific content (“what”) rather than focusing on the location of that content (“where”). This shift necessitates more than simple unicast communication for modern web applications [44]. As a result, network architectures need to be smarter and more flexible to support the exponential growth resulting from the dynamic nature of multimedia content availability and online delivery. This trend is expected to persist in the foreseeable future. To emphasize the magnitude of this growth, a comparison between the content data produced in 2008 amounted to 500 exabytes compared to the present-day zettabyte scale [3]. This example illustrates the substantial increase in content generation and consumption over the years. The need for smarter and more flexible network architectures to support the dynamic nature of content availability and delivery on the modern web is a must with the significant growth in content data generation and consumption.

In recent years, some proposals tried to change the current end-to-end IP packet networking and web search engines to innovate enhanced content-based network architecture, called Information-Centric Networking (ICN) [4]. ICN is based on the principle that the Internet should prioritize the data needed by users rather than focusing on the physical location from which the data can be retrieved. In contrast, the current Internet architecture is host-based and was initially designed to facilitate communication between a limited number of fixed computers and geographically dispersed users. Although ICN offers significant advantages, implementing it as a replacement for the existing Internet backbone would require a radical and impractical overhaul. Consequently, various research efforts have focused on adapting ICN architectures to operate within the constraints of the legacy Internet infrastructure. One approach involves integrating ICN with Software-Defined Networking (SDN) and the OpenFlow protocol, allowing for the implementation of ICN concepts while leveraging the programmability and flexibility of SDN to make it compatible with the current Internet backbone [5]–[8].

The concept of a “programmable network” originated as a result of the SDN principles and architecture. The concept of a programmable network was initially driven by the introduction of OpenFlow, an open protocol that enables the configuration of packet forwarding tables in switches. With OpenFlow, network users can actively modify these tables, allowing for the separation of the data and control planes. In this context, the switch functions as a hardware fabric that primarily focuses on transparently forwarding data.
The policy management for handling data content is then handled by software through the control plane functions and mechanisms. This decoupling of data and control planes enables greater flexibility and programmability in network management and configuration.

Over the last few years, Network Functions Virtualization (NFV) [10] has shown the most promising results in the development of advanced computer networking. NFV offers a new approach to developing network services by utilizing programmable software and virtualization means. It replaces traditional proprietary hardware network elements and appliances that perform various network functions, such as Network Address Translation (NAT), Intrusion Detection and Prevention System (IDPS), caching, and more. With NFV, these network functions are implemented as Virtualized Network Functions (VNFs) using software and deployed within Virtual Machines (VMs). This approach enables more flexible and efficient networking and network service deployment. By utilizing NFV, network services can be customized according to specific business needs, allowing for greater agility in serving the ever-changing demands of service providers and end-users. Additionally, NFV brings significant cost savings by eliminating the reliance on expensive proprietary hardware and enabling more efficient resource utilization.

III. LITERATURE REVIEW

Ooka et al. propose the OpenFlow-CCN, a system architecture joining Content-Centric Network (CCN) and OpenFlow mechanisms to achieve content end-to-end forwarding [6]. In their proposal, the content names are mapped to hierarchical structure hash values and the long prefix matching. In an OpenFlow network, the content packet is forwarded by a unique IP address based on the content name hash value. The architecture was evaluated on the Trema Controller in an OpenFlow network. Their proposal is quite interesting because it does not impose any modification to either the OpenFlow protocol or CCN. CDCA does not require a CCN infrastructure because it uses a traditional IP network.

Nguyen et al. propose an improvement in CCN caching strategy that uses SDN [7]. They implement a wrapper between CCNx software and OpenFlow switch to decode and hash the content name in CCN messages into parameters that an OpenFlow switch can forward, e.g., IP address or port number. They argue that the large naming space offered by these fields restricts the collision probability between two different content names. The evaluation shows that the wrapper does not affect forwarding performance but might have namespace problems. CDCA does not require a CCN infrastructure.

Chandra et al., proposed a caching architecture specifically for HTTP on an SDN infrastructure [11]. They concluded that while the OpenFlow protocol maintains an abstraction of control and forwarding planes, it presents challenges when dealing with ICN because it lacks content abstractions. In response to this limitation, Chandra et al. proposed an architecture that utilizes a unique Proxy and multiple caches distributed across the OpenFlow network. In comparison to the CDCA solution provided in this paper, it employs the concept of deploying a Proxy to determine whether content should be fetched from the Cache or the server and it introduces a distributed Proxy and Cache architecture to enhance scalability and resilience. This means that the CDCA Cache architecture is designed to accommodate scalability and provide better fault tolerance and resilience.

Georgopoulos et al. presented OpenCache, an in-network caching system designed specifically for Video-on-Demand (VoD) applications using OpenFlow technology [12]. OpenCache consists of two main components: the OpenCache Node (OCN) and the OpenCache Controller (OCC). The OCC is responsible for determining which videos should be cached, while the OCN handles the storage necessary for video caching. The experiments conducted on OpenCache have demonstrated positive results in terms of video start-up delay, external link usage, and video quality. However, it is noted that these experiments were conducted with a single video client, which may not fully represent the behaviour and performance of OpenCache in real-world production networks with multiple user accesses.

The CDCA concept and solution offered in this paper of finding the Cache that is nearest to the user overcomes the deficiencies from other comparative approaches in so far as making Cache decisions based on user requests in an on-demand fashion, rather than relying solely on operator decisions.

IV. CDCA: CONTENT DELIVERY CACHE ARCHITECTURE

The CDCA architecture aligns with the SDN principle of having a centralized control plane, which is responsible for controlling and directing the forwarding of data packets within the network. In this architecture, the centralized control plane is designed to handle cacheable requests that adhere to the client-server model, similar to the distributed content Cache architecture embedded inside the provider datacenter [13], but going one step further by deploying the distributed content Cache system inside the ISP infrastructure closest to the end-user, offering better response time and server load-balancing. By leveraging the capabilities of the centralized control plane, the architecture enables efficient management of cacheable requests. The control plane can make decisions regarding content caching based on various factors, such as user demand, network conditions, or predefined rules. These decisions are then communicated to the versatile device responsible for managing the caching process. Overall, the architecture combines the benefits of SDN's centralized control plane with the ability to handle cacheable requests in a client-server model. This integration allows for effective management and optimization of caching operations within the network.

The CDCA operational framework architecture is shown in Fig. 1. It is based on two fundamental components: the Proxy and the Cache. The SDN Controller identifies a potential content flow, such as an HTTP request to a VoD provider via the destination IP address and TCP port information. Once identified, the content flow is redirected to the Proxy component. Within the Proxy, the traffic of interest (content) is mapped to the content re-director module.
responsible for forwarding the content request to an appropriate Cache instance where the content is stored. The Cache instance can be located within the same network or distributed across multiple locations. By redirecting the content request to the Cache instance, the CDCA aims to retrieve the content from the Cache instead of fetching it from the original source, thereby reducing latency and network traffic. This mechanism improves the overall efficiency of content delivery by serving frequently requested content from nearby caches. This approach enables faster and more efficient content delivery by leveraging caching capabilities within the network.

Note that the Proxy searches in the DHT to find if the content is cached, then, forward the requests to the Cache or to the Content Server. Fig. 1 illustrates the Cache-missed example shown on the left side, and the successful Cache hit case shown on the right side.

![Fig. 1. CDCA system operational framework architecture.](image)

The CDCA architecture implements an on-demand caching scheme for video-on-demand (VoD) services. In this architecture, larger content files can lead to longer transfer delays and higher processing overhead for caching operations, such as storing an entire file in the Cache and delivering it to the user while small files do not need chunking. To overcome this issue, large content files are divided into smaller parts called content chunks. Each chunk is handled independently, allowing for more efficient caching and delivery. This chunk-based delivery approach is specifically designed to handle the delivery of content in smaller segments rather than delivering the entire file at once. All VoD providers analyzed in this work used chunk-based delivery. This indicates that dividing content into smaller chunks is a common practice in the industry, likely due to the advantages it offers in terms of caching, delivery efficiency, and user experience. By adopting this chunk-based delivery approach and caching content chunks on-demand, the CDCA architecture aims to optimize the delivery of VoD content while minimizing transfer delays and processing overhead associated with caching operations.

Chunk-based caching [45] offers several advantages over file-based content caching. By dividing a content file into smaller chunks, it becomes possible to deliver different chunks from multiple caches, improving the efficiency of content delivery. One of the key benefits of chunk-based caching is increased storage efficiency. Instead of storing and replacing entire content files, the caching system can focus on individual chunks. This fine-grained approach allows for precise caching decisions, reducing the amount of storage required and improving overall Cache utilization. But the distribution of chunks within the network becomes a crucial decision in chunk-based Cache delivery since the placement of chunks across caches can significantly impact the performance and effectiveness of the caching system. Optimizing the distribution of chunks involves considering factors such as Cache proximity to users, network congestion, and popularity of specific content chunks. Efficient chunk distribution strategies typically enhance the caching system's ability to serve content quickly and reduce network traffic. Techniques such as content popularity analysis, adaptive caching algorithms, and dynamic chunk placement are employed to ensure effective distribution and retrieval of content chunks from caches. Furthermore, chunk-based caching has many advantages over file-based content caching. Different chunks of the same content can be delivered from multiple caches. Replacing some chunks instead of a whole content file may increase storage inefficiency. However, careful consideration must be given to the distribution of chunks within the network to optimize performance and achieve efficient content delivery.

In the CDCA architecture, the selection of caches is determined based on either the shortest path to the content or a set of custom rule-based policies. The forwarding decision is made by the Proxy that may receive information from the network management system and server state. Based on this information, the Proxy chooses the best Cache instance. For instance, when a content request is received by the Proxy, it checks if the requested content is already cached in a Cache instance. If a Cache hit occurs, meaning that the content is present in the Cache. This allows for fast and efficient content delivery without the need to retrieve the content from an external source. However, if the requested content is not present in any Cache, resulting in a missed Cache, the Proxy will then forward the request to the nearest Cache. The closest Cache is determined based on factors such as network proximity or predefined routing policies. This Cache, in turn, will request the content from the external Content Server, retrieve and Cache the content locally, and finally serve the user's request. This mechanism ensures that frequently requested content is cached closer to the users, reducing the need for content retrieval from remote servers and improving the overall response time and user experience. By leveraging caching and intelligent Cache selection, the architecture minimizes the latency associated with content delivery, optimizing the use of network resources and enhancing the efficiency of the system. In summary, the Proxy in the CDCA architecture determines Cache hits and misses for content requests. Cache hits allow for direct content delivery, while Cache misses triggering the retrieval of content from the closest Cache or the external Content Server, enabling efficient content caching and delivery to users.

In the CDCA architectural operating scheme, it is possible for multiple instances of the Proxy to be deployed across the network infrastructure “world”, where each instance is responsible for coordinating a “Cache island”, a group of Cache servers under same management domain. This
distributed deployment allows for efficient content delivery and load balancing. The SDN Controller plays a crucial role in the architecture by receiving network state information from the network management system. Based on this information, the SDN Controller makes forward decisions, determining the best Proxy instance to handle a content request. The goal is to minimize congestion, optimize transfer times, and enhance throughput by selecting the closest Proxy to the requesting user. Each Proxy instance is part of a Distributed Hash Table (DHT) in the overlay network. The DHT network facilitates the storage and retrieval of content-Cache instance mappings throughout the entire network. This distributed approach ensures that the mapping information is accessible and maintained across the network, enabling efficient Cache selection and content delivery. The Cache component, associated with each Proxy instance, is responsible for storing and serving cacheable objects triggered by any user's request within the network. When a cacheable object is requested, the Cache component determines if the object is already stored in the Cache. If it is present, the content is served directly from the Cache, minimizing latency. If the object is not in the Cache, the Cache component retrieves it from the appropriate source (e.g., external Content Server) and stores it in the Cache for future requests. By deploying this strategy of multiple Proxy instances, leveraging SDN-based forward decision-making, and utilizing a DHT overlay network, the CDCA architecture optimizes content delivery, reduces network congestion, and enhances the overall performance of the system.

The CDCA architecture was designed to accentuate high level of scalability and manageability at runtime to accommodate the dynamic nature of network environments. To achieve this, a logically centralized platform, such as a distributed SDN Controller system, is employed to provide scalability and resilience at the SDN layer [14]. While the specific analysis of the distributed SDN Controller system is not within the scope of the paper, it serves as a foundational component for the overall architecture.

Multiple instances of the Proxy and Cache components can be dynamically added or removed at runtime, facilitated by a cloud orchestration platform like OpenStack. This allows for an elastic and flexible solution where the system can adapt to changing demands and resource requirements. The management system, which could be integrated with the cloud orchestration platform, plays a vital role in monitoring the server's response time and making decisions regarding the deployment or termination of Proxy and Cache instances.

Similar to cloud management, the management of the Proxy and Cache instances follows principles of scalability and flexibility. The system can scale up or down based on the workload and user demands, ensuring optimal performance and resource utilization. Cloud management practices can serve as a reference for managing the Proxy and Cache components, but further exploration and research in this area are needed.

Of particular note to address the scalability issues mentioned in Section II, the CDCA architecture deploys many Proxy and Cache instances horizontally to assure a desired response time for any user by taking an integrated distributed Proxy approach to solve the unique Proxy limitation of the Chandra et al. proposal [11]. This CDCA approach directive offers several advantages in utilizing NFV in real-time network orchestration, particularly in optimizing runtime processing, transfer times, and scalability. Here are some benefits of using NFV in this context:

1) **Flexibility and agility:** NFV enables the virtualization of network functions, allowing them to be deployed and scaled as needed. This flexibility enables dynamic resource allocation and efficient utilization of infrastructure based on the current workload. It allows for quick deployment and adjustment of network services, leading to improved agility in responding to changing network demands.

2) **Scalability:** NFV provides scalability by allowing network functions to be dynamically instantiated and scaled accordingly to the workload. During peak times, when network traffic is high, additional instances of network functions can be provisioned to handle the increased load, ensuring smooth operation and optimal performance. Similarly, during low-traffic periods, unnecessary instances can be scaled down or deactivated, saving resources.

3) **Resource optimization:** NFV allows for efficient utilization of hardware resources by consolidating multiple network functions onto virtualized infrastructure. This consolidation eliminates the need for dedicated hardware for each network function, leading to cost savings and improved resource utilization. Additionally, NFV enables the sharing of resources among different network functions, optimizing resource usage based on demand.

4) **Faster deployment and service innovation:** NFV decouples network functions from proprietary hardware, allowing them to run on general-purpose servers or cloud infrastructure. This decoupling simplifies the deployment process and reduces the time required to introduce new services or update existing ones. It enables service providers to rapidly deploy and scale network functions, promoting faster innovation and time-to-market for new services.

5) **Cost efficiency:** NFV can result in cost savings by reducing the need for expensive proprietary hardware appliances. Instead, virtualized network functions can be run on standard servers or cloud infrastructure, which are typically more cost-effective. NFV also enables service providers to adopt a pay-as-you-grow model, scaling their infrastructure based on actual demand, thereby optimizing costs.

By leveraging NFV in real-time network orchestration, service providers can achieve optimum runtime processing, reduce transfer times, and achieve high scalability, allowing them to efficiently handle variable network workloads and provide a better quality of service to their users.

Overall, the CDCA architecture aims to provide a scalable and manageable solution by exploiting distributed SDN controllers, dynamic deployment of Proxy and Cache instances, and integration with cloud orchestration platforms. Future work can delve deeper into the management aspects.
drawing inspiration from cloud management practices to enhance the efficiency and effectiveness of the system.

Algorithm 1 gives the core logical idea behind the operational aspects of the CDCA architecture, describing how the Proxy and Cache instances work together. Both components have a specific task in the processing of user requests. The Proxy is responsible for identifying and deciding where and which requests are going to be cached, while the Cache is responsible for providing the storage resources in order to Cache the contents according to the network policy. The details of the operational aspects of each component are described in the next subsections.

Algorithm 1: CDCA architecture operation

1. The user triggers a content request;
2. The SDN Controller forwards the request to the closest Proxy $cPrx$;
3. $cPrx$ checks its shared index if there is a content copy under its domain;
4. If there is a content copy then
5. $cPrx$ forwards the request to the Cache $cCh$ that holds the content copy;
6. $cCh$ delivers the cached content to the user;
7. Else
8. $cPrx$ forwards the request to the closest Cache $cCh$;
9. $cCh$ retrieves the content from the original ContentServer;
10. $cCh$ delivers the content to the User;
11. $cCh$ stores the content for next User;
12. $cCh$ notifies $cPrx$ that a new content has been cached;
13. $cPrx$ updates the index;
14. End

A. Content Forwarding
The dependency on the SDN infrastructure in the CDCA solution for content dispatching offers several advantages, particularly in terms of efficiency and transparency. Some key points related to this dependency:

1) Transparent request forwarding: SDN allows for the transparent forwarding of content requests to cacheable content and Proxy instances on the network. By leveraging the OpenFlow protocol or similar SDN technologies, it becomes possible to create traffic flows on the switches that map specific TCP or UDP ports of applications. This enables the SDN Controller to direct requests to the appropriate Cache or Proxy without modifying the IP packet header. This transparency ensures that the communication between clients and the requested content or Proxy remains seamless and unaffected.

2) Efficient traffic steering: With the help of SDN, traffic can be efficiently steered to the desired destinations. By leveraging the programmability and control capabilities of SDN, the SDN Controller can dynamically analyse network conditions, load distribution, and Cache availability to make intelligent decisions on how to direct traffic. This enables the system to optimize content delivery by sending requests to Cache instances or the closest Proxy, minimizing latency and improving overall network performance.

3) Flexibility and adaptability: The use of SDN provides flexibility and adaptability to the solution. Since the forwarding, behaviour of switches can be dynamically controlled by the SDN Controller, changes in the network topology or caching infrastructure can be easily accommodated. New Cache instances or Proxy nodes can be added, removed, or reconfigured without requiring changes in the underlying network infrastructure. This flexibility allows the solution to scale and adapt to changing demands and evolving network conditions.

4) Enhanced network visibility and control: SDN offers centralized network management and control, providing enhanced visibility and control over network traffic. By having a centralized SDN Controller, network administrators can monitor and manage content dispatching, Cache utilization, and overall network performance from a single point of control. This centralized control enables efficient decision-making and troubleshooting, leading to improved network efficiency and performance.

Typically, the SDN infrastructure for content dispatching brings efficiency, transparency, flexibility, and enhanced control to the CDCA solution. By using SDN technologies like the OpenFlow protocol, it becomes possible to transparently forward requests to cacheable content and Proxy instances on the network without the need to modify IP packet headers. This enables efficient traffic steering and dynamic adaptability, leading to improved content delivery and network performance.

In the CDCA architecture, two approaches are used for creating flows in the SDN switches: proactive and reactive [15]. Here are the characteristics and considerations associated with each approach:

1) Proactive approach: In the proactive approach, the OpenFlow Controller configures all the necessary flows from the users to the nearest Proxy instance before any request is made to a server. This means that the flows are pre-installed in the switches based on anticipated traffic patterns. The advantage of this approach is that it avoids the need for switches to request the Controller for each new flow, thereby reducing forwarding delay. However, one drawback is that all data packets are routed through the same network segment or domain path, which can potentially lead to congestion on that path.

2) Reactive approach: In the reactive approach, flows are created on-demand, meaning that they are installed in the switches only when a request is made by a user. When a switch receives a packet for which there is no pre-installed flow, it sends a request to the Controller, which then installs the appropriate flow and forwards the packet accordingly. This approach introduces some latency as switches need to
contact the Controller for each new flow. However, it provides the opportunity to use load-balancing techniques to set alternate paths, thereby reducing congestion and improving network performance.

In the CDCA architecture, the Controller sets a path to the nearest Proxy instance in a reactive manner, meaning that flows are installed on-demand as requests are made by users. This allows for dynamic path determination based on the current network conditions and load distribution. On the other hand, the path from the user to the Cache or external network is set proactively, meaning that the necessary flows are pre-installed to optimize the forwarding of user traffic. This proactive approach helps minimize latency and optimize link usage. Remember that the NFV module establishes a new path for each new user request, providing scalability and load balancing.

By combining the proactive and reactive approaches, the CDCA architecture aims to achieve an efficient and balanced network operation. The reactive approach mapping users’ requests to the nearest Proxy minimizes latency by dynamically determining the optimal path based on current network conditions. Meanwhile, the proactive approach setting the path from the user to the Cache or external network to ensure efficient forwarding without switches requires the Controller the path for each new flow [15].

It is important to note that the choice between proactive and reactive approaches may depend on specific network conditions, traffic patterns, and performance requirements. Both approaches have their advantages and trade-offs, and the decision should be made based on the specific needs and constraints of the network deployment.

When the SDN Controller receives an HTTP request, it sets a flow from the user to the Proxy. The forwarding is based on the destination IP address, i.e., the Content Provider IP, destination HTTP port (typically port 80) and the user’s IP address to select the best Proxy to be used, e.g., closest to the user. The Proxy element is necessary because the SDN only analyses IP header fields, not HTTP requests. The Proxy analyzes the HTTP GET header and checks if the content is cached in its DHT index table. Then, it forwards, i.e., sets the flow in network switches, to connect the user to Cache. From this moment onwards, the user interacts only with the Cache until a new request is done, minimizing Proxy processing. In big content delivery, e.g., VoD services, a user maintains a long-time connection with a Cache.

Once a request arrives at a Proxy, it performs a deep inspection of the request to decide to which Cache this request should be forwarded. This inspection is possible for requests using the HTTP protocol, as the packet payload can be read by the Proxy. However, for requests using the HTTPS protocol, which provides encryption and security, performing deep inspections on the packet payload is not feasible and would risk breaching security.

When the Proxy needs to determine the path from the user to the closest Cache, it sends a command to the SDN Controller using a Representational State Transfer (REST) Application Programming Interface (API). The API allows the Proxy to communicate with the SDN Controller and provide the necessary information to install the required flows on the switches that belong to the network path connecting the user to the closest Cache.

This process of sending commands to the SDN Controller and installing flows on the switches ensures that the traffic is directed efficiently and transparently, optimizing the content delivery process. Fig. 2 provides an illustration of this timeline flow process, highlighting the interactions between the Proxy, SDN Controller, and switches in the network path as follows:

1) Content request identification: The SDN Controller identifies content requests from users within the network.
2) Forwarding to proxy: The SDN Controller forwards the content requests to the Proxy component responsible for handling Cache-related operations.
3) Checking cache availability: The Proxy checks if the requested content is already cached within the network.
4) Forwarding to cache: If the content is already cached, the Proxy forwards the request to the appropriate Cache instance that stores the content. This allows for direct content delivery from the Cache to the user.
5) Flow path configuration: The SDN Controller configures a data flow path from the Cache to the user, establishing a direct transmission route for efficient content delivery.

![Content forwarding sequence flow steps.](image)

The CDCA approach ensures a transparent Cache handling for users without requiring any changes to their application implementations. The underlying transport protocol, TCP, necessitates that both the Proxy and Cache nodes are aware of connection handling details, as the connection state needs to be exchanged between them by SDN Controller that knows all Cache and clients address [16]. This awareness allows for the seamless transfer of connections from the Proxy to the Cache.

The use of SDN in implementing a transparent forwarding mechanism is also discussed in the work by Koulouzis et al [17]. Their research focuses on enhancing the transfer of data-intensive scientific applications by leveraging SDN network programmability.

By incorporating SDN principles and applying the REST API and SDN architecture, the CDCA architecture enables dynamic and controlled flow management, allowing for efficient content caching and delivery while respecting security considerations and the limitations imposed by the HTTPS protocol.
The release of HTTP/2 introduces improvements and new challenges to the Web. Its specification was published in May 2015 [18], and its adoption has been growing. The HTTP/2 decreases latency and improves web browsers’ load speed and video delivery by implementing many new features [19]: (1) compression of HTTP headers; (2) inclusion of HTTP/2 Server Push; (3) multiplexing and pipelining of multiple requests over a single TCP connection; and, (4) fixing of blocking problem in HTTP/1.1. The HTTP/2 specification recommends cryptography using TLS 1.2, but it is not mandatory. For video streaming, HTTP/2 Server Push relieves the Proxy processing, and the video chunks should be delivered unencrypted to reduce the encryption overhead of video files.

The CDCA architecture supports HTTP/1.1 and HTTP/2 offering seamless smooth ambiance effect video viewing without side effects, because the request are initiated at the client side. In HTTP/1.1, with no Server Push, the performance is lower than HTTP/2. In general, most of the contemporaries, like CDCA researcher, consider encrypted video to be unfeasible for normal viewing because each browser would need a different crypt-key per connection. However, if cryptography is required for whatever reasons, CDCA system is easily capable of providing any publicly available standard encryption/decryption module such as a Deep Packet Inspection (DPI) module, which will be addressed in another article.

Content identification is the initial most important task performed in the Proxy. The architecture does not Cache all kinds of information, but only large and reusable content, e.g., video and music on demand, software installers, or sizable images.

The most important, big, and reusable content object application on the Internet is VoD. A plethora of VoD providers exist. All of them use similar approaches to provide a variety of content delivery services. Most of them use Flash and HTML5 as video player. In the CDCA experiment, HTML5 was chosen since it is better for identifying video characteristics. The video stream encoder is mostly H.264/MPEG-4, and the video stream is not encrypted to reduce server and client overhead. This fact is very important for the CDCA architecture because there are some outstanding security issues regarding encrypted content, which should be readable only by the first user. And, of course, we suppose the multimedia videos are royalty-free to permit distribution to all users, which, in reality, might be different in business-oriented provider networks with regard to payment to owners of the content or to their nominated agents, such as the service provider.

Currently, the transport protocol for video streaming on the Internet is accomplished by using either TCP or UDP. The delivery of live video streaming with on-the-fly encoding, like IPTV, is mostly UDP based, but the delivery of pre-encoded video, called VoD, essentially uses TCP [20]. In the CDCA architecture, the focus is on VoD services over TCP. For the evaluation, YouTube is considered since it is the most prominent VoD portal, which handles more than several billion video streams daily. While the YouTube site itself operates over HTTPS, the actual video stream requests and delivery are performed using HTTP. This allows for the identification of unencrypted HTTP requests and the corresponding HTTP objects are easily identified using pattern-matching techniques [21]. It is worth noting that the architecture is designed to handle TCP-based VoD services and can be adapted to support other VoD providers with minor modifications. The future intention is to analyze and adapt the CDCA solution for various VoD platforms, applying the same approach used for YouTube.

For instance, considering a YouTube video URL, the web page provides the link for different formats, e.g., 

```
<href="http://www.youtube.com/watch?v=yXc8KCxyEyQ"
```

for standard format,

```
<href="http://m.youtube.com/watch?v=yXc8KCxyEyQ"
```

for hand-held devices, and also for specific devices, like

```
<href="android-app://com.google.android.youtube/http/www.youtube.com/watch?v=yXc8KCxyEyQ"
```

It seems that Google implements some techniques to restrict the direct access to video in a lot of ways. It is possible to see some interesting fields in the URLs, e.g., "?part=" and "?range=", which permit identifying of each downloaded chunk and storing it in the correct order. The process to retrieve a YouTube video requires reverse engineering to extract chunk information from the URL, a technique used by some “YouTube downloaders”, which is very common nowadays.

YouTube employs various mechanisms, including DNS translation and URL redirection, to optimize the delivery of video content. These mechanisms help distribute the video's chunk files across multiple caching servers, allowing for load balancing of the transmission.

The YouTube video delivery name is composed of three key components [22]:

1) Video ID space: Each video on YouTube is assigned a unique video ID, which serves as an identifier for the specific video content.

2) Hierarchical logical video server: YouTube utilizes a hierarchical logical video server structure to organize and manage video content. This structure helps ensure efficient content management and delivery across the platform.

3) Physical server cache hierarchy: The physical server Cache hierarchy represents the distribution of caching servers used by YouTube. The chunk files of the videos are stored in these caching servers, which are strategically located to optimize content delivery and minimize latency for users.

By employing DNS translation, URL redirection, and a well-structured video delivery name, YouTube can efficiently distribute and deliver video content, providing a seamless streaming experience to its vast user base as:

a) YouTube Video Id Space: Each YouTube video is uniquely identified using a fixed-length flat identifier with random (nonsensical) characters, e.g., something like yXc8KCxyEyQ.

b) Hierarchical Cache Server DNS Namespaces:
YouTube defines multiple DNS namespaces representing a group of logical video servers related to the video format and resolution. The DNS namespace forms a hierarchical structure of logical video servers that are mapped to an IP address where the video file is stored, e.g., http://b8u-4vge.googlevideo.com

c) Physical Cache Servers: In the case of YouTube, the logical Cache servers are represented by a unique logical namespace in the DNS names. However, each DNS resolution of this namespace can map to a large set of IP addresses, which correspond to the physical Cache servers. For example, if we consider the hostname http://b8u-4vge.googlevideo.com, the primary namespace represents the logical Cache server. However, depending on factors such as the user's location and the load balancing policy in place, multiple IP addresses can be associated with this hostname. These IP addresses correspond to the physical Cache servers that store and serve the video content.

YouTube uses HTTP to deliver videos to users in order to reduce the cryptography overheads. Even under an HTTPS connection, the HTTP request can be easily seen. Analyzing the URL, we can identify the video name (Video Id Space) and the format and resolution for a specific device (Hierarchical Cache Server DNS Namespaces). In the CDCA architecture, the Physical Cache Server component does not give away any useful information.

B. Proxy Design

The Proxy component acts as an intelligent intermediary between users and Cache nodes, ensuring efficient content delivery and load balancing within the network. It plays a crucial role in the CDCA architecture as it handles users’ requests and ensures the delivery of the requested content to the nearest available Cache. Its main function is to determine the appropriate Cache node to serve the content based on a mapping index.

When a user makes a content request, the Proxy checks whether there is an existing copy of the requested content in the network. If a copy is available, the Proxy forwards the request to the Cache node that holds the content. This minimizes the latency and improves the response time for the user. In cases where the requested content is not available in any Cache node, the Proxy identifies the Cache node closest to the user and forwards the request to that node. This Cache node becomes a aspirant for holding a copy of the requested content. If there are multiple Cache nodes with the same distance from the user, the Proxy employs a round-robin operation. This load-balancing technique distributes the requests among the Cache nodes equally, ensuring efficient utilization of resources and preventing any single Cache node from becoming overloaded.

Since it is possible that many Proxies exist over the network, each Proxy instance participates in a DHT to share the content index. This DHT serves as a Distributed Forwarding Unit (DFU) that allows efficient content lookup and forwarding among the proxies.

While there are multiple Proxy instances distributed throughout the network, it is important to note that each user's requests will always be handled by the same Proxy node nearest to it. This selection of the closest Proxy node to the user ensures proximity-based routing and minimizes latency in the content delivery process.

By maintaining the user's requests consistently routed to the same Proxy node, it offers several advantages. Firstly, it provides a predictable and reliable user experience as the user interacts with the system through a specific Proxy node. Secondly, it allows the Proxy node to maintain the context and state of the user's requests, facilitating personalized content delivery and improving overall efficiency.

The sharing of the DHT among the Proxy instances enables efficient content indexing and lookup. When a user request arrives at a Proxy node, it can quickly query the DHT to determine if the requested content is available in the network and identify the Proxy node that holds a copy of the content. This ensures effective content retrieval and delivery to the user.

The forward decision is taken by the SDN Controller that receives the network state information from the network management system, choosing the best Proxy instance. Because any new user’s request is processed by the SDN Controller, it should choose the optimal Proxy on-the-fly based on the network status. Generally, the closest Proxy will be the perfect solution because it will have the minimum delay. It also does not store any content and only looks at a DHT table. However, if one Proxy processes more requests than another, it is possible to redirect the requests to load balance the system considering network and server status.

The Proxy and Cache instances maintain a virtual overlay network configuration schema, which enables them to exchange Cache states and commands seamlessly. When a Proxy decides to forward a user's request to a Cache instance, it sends a command to the chosen Cache, specifying the request and the user. This command instructs the Cache to serve the requested content to the user.

Upon sending the command, the Proxy listens for an acknowledgment from the Cache. This acknowledgment confirms that the content has been successfully cached by the Cache instance. It allows the Proxy to update its index, which maps content names to Cache instances. This updated index enables the Proxy to efficiently forward future requests for the same content to the same Cache instance, enhancing caching effectiveness and reducing content retrieval latency.

Additionally, the acknowledgment may provide information about the content's lifetime. The Cache instance specifies the maximum duration for which the content will be cached. Once the Cache lifetime expires, the corresponding index entry for the content is automatically removed from the DHT, ensuring that outdated content is not unnecessarily stored in the network.

By maintaining an efficient and synchronized index across Proxy and Cache instances, the architecture optimizes content caching, improves content availability, and ensures that the most relevant content is stored and served efficiently.
The content caching mechanism is designed to be transparent and efficient, allowing any Proxy to forward a request to a Cache instance that already holds the requested content. This means that even if a Proxy is responsible for managing a specific Cache instance, it can still forward requests to other Cache instances that have the desired content.

As an example, for instance, where Proxy 'A' manages Cache 'A' and Proxy 'B' manages Cache 'B', if a user near Proxy 'A' requests content 'C', Proxy 'A' would handle the request. However, since Proxy 'A' knows that Cache 'B' has a copy of content 'C' (as indicated by the DHT index), it would forward the user's request to Cache 'B' to fetch the content. This behaviour enables efficient utilization of the caching infrastructure, as any available Cache instance can serve content to users, regardless of the Proxy managing it, thus optimizing content retrieval and delivery, ensuring that users can access the content efficiently from the nearest available Cache instance. This approach enhances the overall performance of the caching system and improves user experience.

Usually, choosing the optimal Cache or deciding to fetch content from an external server is most desirable in content delivery systems. The choice between fetching content from an in-network Cache or from an external server depends on various factors, such as Cache proximity, network conditions, content availability, and delivery requirements.

In the CDCA architecture, the decision of whether to fetch content from an in-network Cache or from an external server is not explicitly addressed. However, future works and research can focus on developing intelligent policies or algorithms to determine the best Cache to use within the network or when it is more efficient to fetch content from an external server. These policies could take into account factors such as Cache proximity, network congestion, content popularity, Cache availability, and other performance metrics. By considering these factors, the system can dynamically adapt and make better decisions based on the current network conditions and optimize content delivery for the best user experience.

Overall, this Proxy design scheme enhances the scalability, reliability, and performance of the CDCA architecture.

C. Cache Design

The Cache component plays a vital role in serving user requests and optimizing content delivery. When a request reaches a Cache instance, it first checks its local memory using a Hash Table for the fast lookup to see if the requested content is already stored. If the content is found in the Cache, it can immediately send the requested content back to the user through the previously configured OpenFlow path. This enables fast and efficient delivery of content from the Cache without the need to retrieve it from the original server.

However, if the content is not available in the Cache, the Cache acts as a Proxy and forwards the user's request to the target server specified in the request. This behaviour is similar to a standard client-server interaction without caching. When the target server responds to the request, the Cache immediately sends the response back to the user.

Additionally, the Cache performs a deep packet inspection on the response received from the target server. This inspection helps determine if the response is cacheable or not. The Cache examines the nature of the protocol being used (such as HTTP) and looks for specific headers, like the Cache-Control header in the case of HTTP. The Cache-Control header provides instructions to consumers (in this case, the Cache) on how the response can be cached, including the duration for which it can be cached or whether caching is prohibited by the server.

When the Cache determines that the fetched content is cacheable, it immediately notifies the Proxy that it now holds a copy of the content. This ensures that subsequent requests for the same content can be efficiently served from the Cache. Additionally, the Cache may include a Cache lifetime value, which indicates the maximum duration for which the content should be considered valid in the Cache. The determination of the Cache lifetime value depends on the characteristics of the media, such as its freshness requirements or expiration policies.

In cases where the content is deemed non-cacheable, such as very small content that may not benefit from caching, the Cache simply sends the response directly to the user without storing it. This prevents unnecessary utilization of Cache space and avoids the need for DHT updates related to that particular content.

Setting the Cache lifetime value appropriately is crucial for optimizing system performance. It allows balancing between serving stale content and the overhead of fetching fresh content from the server. The specific Cache lifetime values and policies can be defined by the content provider according to their own requirements and policies.

D. Cache Management

Separating the data storage layer from the control function of Cache instances offers flexibility and scalability in the deployment of the caching system. By decoupling these two functions, each Cache instance can operate independently without interfering with the others in the storage layer.

This separation allows for various deployment scenarios, each with its own characteristics. For example, multiple Cache instances can be deployed on different physical servers or virtual machines, enabling distribution across different geographical locations or network segments. Each Cache instance can have its own storage resources, such as disk space or memory, dedicated to serving content requests. For instance, an ISP may deploy a number of caches over their network, configuring 70% of the instances to use their RAM memory while the other 30% are configured to use SSD disks. The decision about the type of storage that will be used by the Cache instances and where they are deployed is a decision that must be taken by the network operator since there are many strategical decisions involved.

The separation of data and control also enables the implementation of different caching strategies or policies within each Cache instance. This means that each Cache
instance can have its own set of rules and algorithms for content eviction, replacement, or caching optimization, tailored to specific requirements or objectives, allowing for efficient and independent operation of each Cache instance within the caching system.

The decision of whether to store content in memory or on local disks within a Cache instance is an important aspect that can significantly impact caching performance and efficiency. Both options have their advantages and considerations.

Using an in-memory approach provides faster access to cached content due to the high speed of memory. It is particularly suitable for frequently accessed or hot content that requires low-latency delivery. However, memory capacity is typically limited compared to disk capacity, which means that the Cache can store a smaller amount of content in memory. This can lead to a higher likelihood of Cache eviction for less frequently accessed or cold content, resulting in potential Cache misses and increased latency.

On the other hand, storing content on local disks provides a larger storage capacity, allowing the Cache to accommodate a larger volume of content. This is advantageous for caching less frequently accessed or larger files. Disk-based storage can be especially useful for VoD (Video on Demand) services that deal with pre-encoded videos, where the content size can be substantial. However, accessing content from disks is generally slower compared to memory, which can introduce additional latency.

The choice between in-memory and disk-based storage depends on various factors, including the nature of the content, the expected workload, and the network administrator's policy. If the network administrator prioritizes fast access to frequently accessed content, an in-memory approach might be preferred. Conversely, if accommodating a larger volume of content is crucial, disk-based storage is more suitable.

Additionally, the eviction policy is an essential consideration in Cache design. It determines how content is selected for eviction when the Cache reaches its capacity limit. There are various eviction algorithms, such as LRU (Least Recently Used), LFU (Least Frequently Used), and Random Replacement, each with its own trade-offs in terms of Cache efficiency and performance. The network administrator can choose the most suitable eviction algorithm based on factors such as content popularity, access patterns, and the desired Cache hit rate.

The CDCA architecture is flexible such that it can be configured to use any eviction algorithm by an open API, i.e.: the network administrator can choose the best algorithm according to the user’s profile. Cache eviction policies are well discussed in Balamash [23] and Wang [24].

It is possible to use a hybrid approach when dealing with the decision to store the content in memory or on disk. For instance, a hybrid approach combining both memory (M1) and disk (M2) storage can provide a balance between fast access and larger storage capacity. This approach takes advantage of both memory and disk to optimize caching performance.

In the hybrid approach, frequently accessed or hot data is stored in the M1 Cache, which is the faster memory component. This ensures that popular content is readily available for fast retrieval and reduces latency for frequently requested items. The M1 Cache acts as a high-speed Cache tier that can quickly serve content without accessing the slower disk storage.

On the other hand, less frequently accessed or cold data is stored in the M2 Cache, which resides on a disk. The M2 Cache provides a larger storage capacity compared to memory, allowing the Cache to accommodate a broader range of content. Although accessing content from the M2 Cache may introduce additional latency, the presence of frequently accessed items in the M1 Cache minimizes the impact on overall performance.

To optimize the hybrid approach, a managing schema algorithm is employed to determine which data should reside in the M1 Cache and which should be stored in the M2 Cache. This algorithm can monitor access patterns, frequency of requests, and other relevant metrics to make informed decisions about data placement. For example, if a content item in the M2 Cache starts to experience increased access frequency, the managing schema algorithm can dynamically promote it to the M1 Cache to improve access time.

The reconfigurability of the Cache instance is a valuable feature that allows for dynamic adjustments and fine-tuning of the Cache's parameters to meet changing demands and optimize performance. By deploying the Cache instance within a Virtual Machine (VM), it becomes possible to modify various aspects of the Cache configuration during runtime.

One such configurable parameter is the storage capacity, which includes both memory and disk space. As the workload increases and the Cache approaches its capacity limit, it may become necessary to adjust the available storage resources to accommodate additional data. This can be achieved by dynamically increasing the memory allocation or expanding the disk space assigned to the Cache VM.

In addition to storage capacity, other parameters such as eviction policies can also be tuned. The eviction policy determines which content items are evicted from the Cache when it reaches its capacity limit. By adjusting the eviction policy, the Cache manager can prioritize certain content or employ different strategies to optimize Cache utilization and improve hit rates.

When the Cache becomes saturated and the eviction rate surpasses a predefined threshold, the Cache manager can take proactive measures to address the situation. This may involve automatically attaching a new VM to distribute the caching load, increasing the available memory to accommodate more content in the M1 Cache, or modifying the eviction policy to better manage the Cache's content.

The ability to make such adjustments dynamically (on-the-fly) and in a dynamic manner allows the Cache instance to adapt to varying workloads and optimize its performance in real time. This flexibility ensures that the Cache can efficiently handle increasing demands and effectively utilize available resources, ultimately enhancing the overall
efficiency and responsiveness of the caching system.

E. Cache Policy Management

Designing a system that can cater to various business needs and network traffic patterns requires careful consideration of policy management. Different organizations and network environments may have specific requirements, priorities, and constraints that need to be taken into account. Therefore, the system project incorporates design strategies to enable efficient content delivery while also accommodating complex real-world policies.

Policy management encompasses various aspects, including caching policies, eviction policies, load balancing policies, content placement policies, and more. These policies define how the system operates, makes decisions, and prioritizes tasks. By incorporating flexibility in policy management, the system can be customized and tailored to meet specific requirements.

One important design strategy is to provide configurable parameters and APIs that allow administrators or users to define and modify policies according to their needs. This flexibility empowers organizations to adapt the system to their unique business rules and network traffic patterns. For example, administrators can define caching policies based on content popularity, user preferences, or other relevant factors.

Furthermore, the system project may offer a range of pre-defined policy templates or algorithms that serve as a starting point for administrators to choose from. These templates can be based on industry best practices or research findings, providing guidance for policy selection. Administrators can then fine-tune and customize these templates to align with their specific requirements.

Additionally, the system may provide monitoring and analytics capabilities to gather data on network traffic, content usage patterns, performance metrics, and other relevant information. This data can be used to evaluate the effectiveness of existing policies and make informed decisions for policy adjustments or optimizations.

By considering policy management as an integral part of the system design, the project aimed to provide a flexible and adaptable solution that can cater to diverse business needs and network scenarios. This approach acknowledges that different organizations may have unique policies and requirements, and it offers the means to configure and manage these policies effectively to achieve optimum performance and content delivery outcomes.

The policy management function being performed on the Proxy component is a logical and efficient choice. As the decision-maker responsible for managing a set of caching instances, the Proxy is well-positioned to handle policy management tasks. Since all requests from a subset of network nodes pass through the Proxy, it has the necessary visibility and control to implement and enforce caching policies effectively.

By extending the Proxy's content inspection capabilities, it becomes possible to deeply analyze the content's data and incorporate manageable aspects into the policy management process. This allows the Proxy to make intelligent decisions about which content should be cached based on specific criteria or conditions.

In the current stage of proposal development and experimentation, the system has addressed five caching policies to provide adaptability to different workloads commonly encountered in practice:

1) Cache everything: This policy implies caching all content without any specific filtering or criteria. It ensures that all requested content is stored in the Cache for future retrieval.

2) Cache only content whose name matches any given regular expression set: This policy allows administrators to define a set of regular expressions to match content names. Only content with names that match these expressions will be cached, while others will be bypassed.

3) Cache only content whose size matches certain file criteria: This policy focuses on caching content based on their file size. Administrators can define specific criteria (e.g., minimum or maximum file size) to determine which content should be cached.

4) Cache only content served by a specific set of target domains: This policy restricts caching to content served by designated domains. Administrators can specify a list of target domains, and only content from these domains will be eligible for caching.

5) Cache-only content of a given type (audio, video, etc.): This policy enables selective caching based on content types. Administrators can specify the types of content (e.g., audio, video, images) that should be cached, while excluding others.

The system utilizes a pipeline processing approach to handle multiple sets of distinct policies in an efficient manner. This approach allows the policies to be applied in a combinatorial fashion, starting from the most restrictive to the least restrictive that serves as a set of policy filters to derive an optimal management solution.

When a request reaches the Proxy, it undergoes a deep inspection phase to gather relevant information about the content. Following this, the request is processed through the policy pipeline, which consists of sequentially applying the defined policies to determine whether the content should be cached or not.

The policy pipeline filters the requests based on the defined rules, allowing or denying caching of the requested content. If a request is denied by any policy rule in the pipeline, the Proxy sends a forward command to the Cache instance without expecting Cache confirmation or acknowledgment. In this case, the content will have a flag indicating that it cannot be cached by that specific Cache instance.

The algorithm presented in Algorithm 2 serves as an example of how the policy pipeline operates for Caching, determining the caching behaviour based on the policies:

1) Initialize the request
2) Perform deep inspection on the request
3) Set caching_allowed = True
4) For each policy in the policy pipeline: a. Apply the policy rule to the request b. If the policy denies caching: - Set caching_allowed = False - Break the pipeline loop
5) If caching_allowed is True: a. Forward the request to the closest Cache instance to the user b. Expect Cache confirmation/acknowledgment
6) If caching_allowed is False: a. Send a forward command to the Cache instance b. Set the content’s “cacheability” flag to indicate no caching

By processing requests through this policy pipeline, the system can effectively filter and determine the caching behaviour based on the defined policies. The pipeline approach allows for flexible and customizable policy management, enabling administrators to derive an optimal caching solution based on their specific requirements and policies.

In some cases, certain requests cannot enter the processing pipeline until they have been served by the originating server. For example, in HTTP requests, the requester may allow the receipt of both text and video responses, but the actual response will determine the content type by inspecting the ContentType header. Similarly, the content’s size may not be known until the response has been completely received.

In such cases, the same processing pipeline can be applied at the Cache instances, but only in specific scenarios where the request can be fully inspected and the necessary information is available. The Cache instances can run the policy pipeline to determine the caching behaviour based on the received response.

It’s important to note that if the Proxy’s flag command allows caching, it prevents the Cache from overriding any previous decision made by the Proxy. This ensures that the caching behaviour determined by the Proxy is maintained and not altered by the Cache instances.

By allowing the processing pipeline to run at both the Proxy and Cache instances, the system can ensure consistent caching decisions and policies across the network, taking into account the specific characteristics and information available at each stage of the request-response cycle.

Algorithm 2: Policy processing method

```
data: The content request cRqst; and a set of filters polFiltr[]
result: 1 if the content should be cached, 0 otherwise
1 foreach p in polFiltr[] do
  2 if p(cRqst) == 0 then
      3 return 0;
  4 end
5 return 1;
```

F. System Scalability

Scalability is a crucial aspect of the CDCA architectural system, and it involves the SDN Controller, proxies, and caches. To ensure scalability and address availability concerns, the architecture allows for the deployment of new instances of these components in the network on the fly. One key factor in achieving scalability is the use of a stateless OpenFlow control. This enables simple load balancing across multiple Controller devices, ensuring that the control plane can handle increasing demands and distribute the workload effectively [9]. By distributing the control plane functionality, scalability and redundancy are improved, as multiple controllers can handle the control tasks in a distributed manner. In the context of SD-ICN, scalability becomes an even more significant concern due to the introduction of in-network caching and content-based communication. To address the control plane scalability challenge, Gao et al. propose the Scalable Area-based Hierarchical Architecture (SAHA) [25]. SAHA is designed to handle the control plane scalability problem specific to SD-ICN environments and provides a hierarchical architecture that enables efficient management and scalability.

Several distributed architectures have been CDCA to enhance OpenFlow scalability and redundancy. Examples include Disco [26], ElastiCon [27], and Onos [28]. These architectures aim to distribute control plane functionality, improve scalability, and provide redundancy mechanisms to ensure high availability.

By leveraging these scalable and distributed architectures, the CDCA system can handle increasing demands, distribute control tasks effectively, and provide redundancy to ensure system availability. This enables the system to accommodate a growing number of users, requests, and caching instances while maintaining efficient control plane operations.

Analyzing the Proxy design, it is possible to notice that its main idea is to simply forward the request to the appropriate Cache, thus it relies on the DHT index to get all information it needs about the caching state, which is spread over all Proxy instances of the network topology. The most costly operation that the Proxy does (determine where content was previously cached) basically relies on a DHT lookup operation, which is the operation that can constrain the Proxy scalability. Since the chosen DHT implementation is in conformance with Chord [29], a lookup operation needs just $O(logN)$ messages to find any key in the table and $O(logN)$ messages to update any key, where $N$ is the number of proxies deployed in the network. While the Proxy relies on a DHT to find the appropriate Cache to forward requests, the Cache itself is a simple solution that only relies on a Hash Table to look up cached contents locally, so all its operations require $O(1)$ time. The main concern about the Cache is simply its memory capacity, which obviously will limit the amount of data that can be stored in that network node.

Along with the individual characteristics of each component, the overall architecture is also important. The decision of using a microservice architectural pattern was furthermore taken based on the scalability opportunities that such design offers. Many modern systems built in cloud environments take this same direction when scalability is a major nonfunctional requirement. The main characteristic of microservices comes from its own definition, which states that a microservice should do one thing, and do it well. Such an
The idea allows that a system with multiple functional components can be developed, tested and deployed separately. It makes easy as operational actions that must be taken in response to business and network requirements. The CDCA solution has these characteristics, allowing, for instance; the number of proxies, caches, or controllers can be changed over time independently of each other to satisfy any demand.

The CDCA architecture has been designed with flexibility in mind, and considering how the architecture’s components could be used and reused in real-world production provider networks. The architecture considers the business needs, the technical issues, and the most important constraints that concern network providers on a daily basis. As previously mentioned, the idea to use SDN and NFV brings several deployment possibilities, and the architecture has been designed to accommodate these different deployment possibilities. The network administrator can deploy the system according to the exact business and technical needs. The idea is to create autonomous islands responsible for handling the in-network content caching in a specific network segment/domain. These islands may contain several Cache instances and few Proxy instances, each of them operating independently, yet sharing the same data content across the DHT index at the proxies. The network segment/domain could be composed of any arbitrary set of users and/or network devices, each of them sharing common features, like geographical region, traffic patterns, etc.

V. RESULT ANALYSIS OF THE CDCA SYSTEM

The experiments have been conducted to evaluate the effectiveness of the CDCA architecture and prototype operational system. By conducting these experiments, one can gain valuable insights into the performance, scalability, and feasibility of deploying the system in real-time production networks.

Evaluating the system in a realistic environment helps identify any potential challenges, bottlenecks, or areas for improvement. It also allows you to gather empirical data on the system's performance, such as response times, caching efficiency, and resource utilization. By conducting experiments and gathering insights, one can refine and optimize the CDCA architecture, ensuring that it meets the requirements and expectations of real-world deployment scenarios. Additionally, sharing the results of these experiments and promoting further research and development in this subject area can contribute to the advancement of the field and drive innovation in content delivery networks beyond today’s technical achievements.

In all experiments, the CDCA solution is compared against a legacy network, i.e., a traditional Internet environment where the content is delivered directly from the content server to the user.

The main objective of the experiment is to evaluate the effectiveness of the users, considering the network provider and the content provider resources. To this extent, the first experiment aims to analyze how long a set of users would wait to retrieve arbitrary contents with different chunk sizes from an external server. The second experiment aims to verify how many data packets and bytes are exchanged within the network provider’s infrastructure when requests for contents with distinct sizes are performed by several users. Finally, the third experiment checks the throughput at the content provider’s server at different hit rates and Cache storage capacities when requests for content with distinct sizes are performed by many users.

A. Experimental Environment Evaluation

The evaluation of the prototype using an emulation methodology provides a controlled and reproducible environment to assess the performance and behavior of the CDCA architecture. Mininet, a virtualized network platform, was chosen as the basis for the evaluation, offering the ability to create interconnected virtual devices such as hosts, switches, and controllers [30].

The evaluation scenario of the topology experiments was implemented within a c3.2xlarge Amazon EC2 VM, which provided sufficient resources including 8 virtual CPUs, 15GB of RAM, and 2 x 80GB of SSD storage. The virtualized devices in Mininet communicated with each other via virtual interfaces, enabling the execution of real protocol stacks in a virtual network.

The network topology used in the experiment is composed of one content server, one SDN Controller and six islands with three users each as shown in Fig. 3. The network driver and switching delay considered in Mininet environment are not shown. The latency stated in the figure is only the fiber propagation delay.

To control the traffic flow in the network, an OpenFlow Controller was employed. The Floodlight OpenFlow Controller was selected for its simplicity and development flexibility, which facilitated the implementation and management of the network environment [31]. The evaluation took into account the latency of a 1 Gbps Ethernet board driver (100 µs) and the switching latency in the Linux Open vSwitch. These latency values were set to be greater than those typically found in real network infrastructures to ensure the worst case scenario for evaluation purposes of the results.

The flexibility of Mininet allowed configuring parameters such as link bandwidth and delaying strategies, enabling the emulation of various network conditions and scenarios similar to production networks. This flexibility enhanced the accuracy and applicability of the evaluation results.

It is worth mentioning that the evaluation utilized OpenFlow version 1.0, as it was deemed sufficient for assessing the CDCA architecture. Subsequent versions of OpenFlow did not offer any new features or fields that would significantly impact the evaluation of the proposal.

By conducting the evaluation in this controlled environment, the researchers were able to gather data on the performance, scalability, and feasibility of the prototype. These insights help validate the effectiveness of the CDCA architecture and provide valuable information for further refinement and improvement. It has allowed for a comprehensive assessment of the CDCA architecture's capabilities in a realistic network setting.
The experiment involved the initiation of multiple applications running over HTTP, encompassing a variety of content types ranging from plain text websites to multimedia video streams. The content response chunk sizes were varied in the range of 10 to 3200 kilobytes.

The methodology employed in the experiment drew inspiration from the work of Augustin et al. [32], who extensively analyzed the bandwidth usage of Web 2.0 applications. By adopting a similar approach, the experiment aimed to evaluate the CDCA architecture's ability to handle a diverse range of applications and their associated bandwidth requirements. This experimental method was selected because it demonstrated success in addressing a wide spectrum of applications, including email and on-demand video streams. This approach also permitted gathering meaningful statistics and insights into the performance and efficiency of the CDCA architecture in handling different types of content and application scenarios. It also allowed conducting experiments with various content response chunk sizes and a diverse set of applications to assess the scalability, efficiency, and effectiveness of the CDCA architecture in accommodating different bandwidth demands and traffic patterns as well as providing valuable insights into its performance and potential benefits in practical deployment scenarios.

In the experiment, each user was implemented in Java using Apache's HTTP Client library to perform HTTP requests. Each user was single-threaded, and all users concurrently sent their requests.

To simulate realistic user behaviour, the Cache hit rate was set at 70%, meaning that 70% of the requests made by the users were expected to be found in the Cache and result in Cache hits. The CDN’s Cache hit rate is variable and depends on the content and user profile. The literature typically regard CDN’s hit rate estimate to be in the range from 60% to 90%, so an intermediate value was used. As we used emulation, the chunks were randomly generated and the client’s hit rate was set to 70%.

To optimize network resource utilization, each client used HTTP pipelining, which allows multiple requests to be sent over a single TCP connection without waiting for individual responses. This approach maximizes the use of network capacity by reducing the overhead of opening and closing TCP connections for each request. Each client was configured to have a maximum of 10 pipelined requests without responses, meaning that a client could have several pending requests in transit simultaneously, even though each client was single-threaded.

The perceived delay experienced by users was measured as a roundtrip time, starting from the moment a user sent an HTTP request until the corresponding response was received by the same user. This metric captured the overall time required for a user to receive a response and reflected the user's perceived delay in accessing the requested content.

To gather statistics on bytes and data packets, the OpenFlow Controller was utilized. After each experiment round, the OpenFlow Controller obtained the counter values for each port of the OpenFlow switches through StatsRequest messages [33]. This allowed collection of information on the amount of data transmitted and the number of packets exchanged within the network under realistic conditions. This approach provided insights into the system's ability to handle concurrent user requests, optimize network resources, and deliver content with reduced perceived delay.

In the first experiment, caches with a capacity of 1GB were used. This means that each Cache instance had the ability to store up to 1GB of content. The experiment aimed to evaluate the system's performance and effectiveness with this limited Cache capacity.

The second experiment involved two Cache instances, each with a capacity of 1GB. This setup allowed for a total Cache capacity of 2GB. By increasing the number of Cache instances, the system aimed to assess the impact of distributed caching on performance and content availability.

In the third experiment, Cache capacities varied from 2GB to 6GB. This range of capacities allowed the researchers to investigate the scalability and performance of the system as the Cache capacity increased. The experiment aimed to understand how increasing Cache capacity influenced Cache hit rates, perceived delay, and overall system efficiency.

In all three experiments, the caches were configured to use the Least Frequently Used (LFU) eviction policy. LFU is a Cache replacement policy that selects the least frequently used content for eviction when the Cache reaches its capacity limit. This policy is based on the assumption that content popularity is a significant factor in Cache usage, and frequently accessed content is more likely to be accessed again in the future. Additionally, the caches in these experiments used an in-memory approach, meaning that the content was stored in the Cache’s memory rather than on disk. This allowed for faster access times but limited the overall storage capacity compared to using disk-based storage.

The decision to use an LFU eviction policy and an in-
memory approach was based on previous research by Famaey et al. [34], which highlighted the effectiveness of popularity-based Cache replacement strategies for Video-on-Demand (VoD) services. Adopting LFU and an in-memory approach, allowed them to align the experiments with existing literature for comparison purposes and leverage the benefits of these strategies in their system.

B. Experimental Results

In the first experiment, the user's average delay when requesting content from a server was evaluated. Each experiment was executed 10 times with different chunk sizes and hit rate of 70%, showing overall results of an average of 95% confidence interval as shown in Fig. 4. It demonstrates the effectiveness of the CDCA architecture in improving the user's delay perception.

The graph illustrates that the CDCA architecture led to a significant improvement in the user's delay, regardless of the content's size. On average, the delay was reduced by nearly 75% compared to traditional approaches. This improvement indicates that the CDCA architecture effectively optimizes content delivery and reduces the perceived delay from the user's perspective.

Furthermore, the result for 3200 kilobytes of contents showed an even higher improvement of almost 80%. This suggests that the CDCA solution not only enhances the user's delay but also reduces network traffic. By utilizing caching and efficient content delivery mechanisms, the CDCA architecture minimizes the need for repeated content requests, leading to reduced network congestion and improved overall performance.

These findings support the effectiveness of the CDCA architecture in improving user experience by reducing delay and optimizing content delivery, irrespective of the content's size.

![Fig. 4. User's observed delay with responses with different chunk sizes.](image)

The results show that the CDCA architecture effectively reduces the amount of data transferred, leading to more efficient network resource utilization and improved Quality of Experience (QoE) for users by reducing delay, as observed in the previous experiment, but also optimizes the use of network resources. The results highlight the positive impact of the CDCA architecture by minimizing data transfer and efficiently delivering content, the CDCA solution helps networks become more effective, ultimately reducing operational costs associated with bandwidth usage.

Fig. 6 and Fig. 7 show the results of the third experiment respectively.

From Fig. 6 it can be observed that operating with 2 caches storing 1GB of data the Cache hit rates increase and the throughput at the server decreases. This trend indicates that the CDCA architecture effectively reduces the number of requests which reaches the destination server as the Cache hit rate increases. This reduction in server requests is independent of the chunk size of the content. The results demonstrate that the caching mechanism of the CDCA architecture successfully offloads traffic from the server, improving its throughput.

![Fig. 5. Sum total of the number of bytes transferred through all switches.](image)

Fig. 7 focuses on the influence of Cache capacity on server throughput at different Cache hit rates with response sizes of 3200 kilobytes. The graph shows that Cache capacity plays a significant role in the server's throughput, particularly at higher Cache hit rates. For example, at a hit rate of 40%, there is a noticeable difference of around 30 Mb/sec in server throughput when the Cache capacity increases by just 4GB. This difference becomes even more significant, reaching 100 Mb/sec, as the hit rates increase to 80%. These findings highlight the importance of Cache capacity in effectively reducing the load on the server and improving its throughput.
With a larger Cache capacity, more content can be stored and served directly from the Cache, resulting in a reduced burden on the server. As a result, the CDCA architecture demonstrates its ability to alleviate the server's load and improve its performance, especially when higher Cache hit rates are achieved. The CDCA architecture successfully compels caching to offload traffic from the server and optimize its performance, leading to more efficient content delivery and enhanced network scalability.

This result suggests that the CDCA architecture efficiently utilizes caching mechanisms to deliver content to users, irrespective of the content's size. The proximity of the cached content to the users, combined with the optimized delivery process, minimizes the impact of content size on transmission time. Consequently, users experience similar levels of improvement in QoE metrics, such as reduced delay and improved perceived performance, regardless of whether they are accessing small or large content.

Furthermore, improvements were also observed regarding server throughput and data transfer, reinforcing the effectiveness and validation of the CDCA architectural solution. By offloading traffic from the server and optimizing content delivery through caching, the architecture efficiently utilizes network resources, leading to reduced server load, decreased transferred bytes, and improved overall network operational efficiency while optimizing network performance and resource utilization.

C. Discussion of the Results

In all three experiments, we can notice that the CDCA architecture has been effective in reducing the user's perceived delay, reducing the network data transfer, and reducing the network traffic at the content provider's server. The improvement on the user's QoE is intrinsically connected to the network data transfer reduction since fewer network segments need to be traversed in order to serve the content requests. As a result, if several requests are being handled by the Cache nodes spread over the network, then fewer requests need to be forwarded to the external content server, reducing the amount of data exchanged.

Fig. 7 provides valuable insights into the impact of Cache capacity on the system's performance. As the Cache capacity increases, the hit rate improves, resulting in a higher proportion of content being served from the Cache instead of the content server. This reduces the load on the server and improves overall throughput. Conversely, when the Cache capacity is low, frequent evictions occur, leading to more requests being forwarded to the content server. This not only increases the load on the server but also decreases the overall throughput, as observed in the results.

The findings suggest that the Cache capacity should be carefully considered during system deployment. Insufficient Cache capacity may result in higher eviction rates and increased dependence on the content server, ultimately affecting user experience and server performance. It is important to allocate an appropriate amount of Cache storage to accommodate the expected workload and ensure efficient content caching.

Furthermore, implementing a policy that selectively caches specific types of content, such as popular videos or audio, can optimize Cache utilization and prevent waste of resources. By focusing caching efforts on high-demand content, the Cache capacity can be effectively utilized to serve the most frequently requested content, enhancing overall performance and reducing the strain on the system.

These insights highlight the importance of careful Cache capacity planning and policy management in real-world deployments. By considering the workload characteristics, content popularity, and resource constraints, ISPs can design caching solutions that maximize the benefits of caching while efficiently utilizing Cache resources.

As depicted in Fig. 4 and Fig. 7, bigger content chunk sizes...
sizes and Cache storage leads to better results, indicating that large caches improve the system’s performance. Nowadays, storage capacity is not a considerable problem since the ever-increasing capacity and decreasing prices of RAM and Flash memory provide affordable storage for huge capacity data (or files) resulting in superior overall system performance. And also, the system performance could be influenced by the Cache eviction policy used.

An initial approach for the ontology taxonomy utilizes four categories: (1) Content Type, (2) Content Identification, (3) Content Location, and (4) Content Chunk.

Content Type considers the content media type. There are two main categories of multimedia: time-sensitive media, e.g., video and audio, and non-time-sensitive media, e.g., documents and software. In the CDCA architecture, the time-sensitive content has to be treated in a different way in order to maintain the seamless delivery rate and guarantee the user real-time QoE. The video and audio parameters, i.e., resolution and CODEC, are used to quantify the required media rate in order to set the network provision once the end-user file is selected, preferably through the ontology search and found mechanism.

Content Identification is used to identify the content name, version, date and hash. This information is important for checking the content version to ensure that the most updated content version is delivered to the end user.

Finally, the use of multiple SDN controllers, proxies and caches, provides scalability by growing infrastructure horizontally. The Proxy and Cache implementation using a stateless microservice framework helps to meet all the scalability requirements. However, further studies will be necessary to determine any limitations in a large-scale deployment.

VI. OPEN RESEARCH ISSUES, CHALLENGES AND FUTURE R&D DIRECTIONS

The CDCA architecture provides a transparent Cache system to improve the delivery of content objects inside an ISP infrastructure. Although outside the scope of this paper, there are still some open research issues that need to be considered before the CDCA system could be safely and practically deployed.

A. Ontology Issues

The engine should offer the end-user the ability to find any content in a topic-specific manner, within a very short response time. In a real-life service production environment, it is possible for the network provider to host millions of content objects. To find topic-specific content with the correct version and date, it is necessary to organize the content index in an effective and efficient way, which should be approached through the use of some kind of dynamically updating knowledge-based ontology and deep machine learning techniques [35].

Several works have investigated the theory and practice of the semantic web and CDCA ontologies to organize the content classification [36]. However, most of these proposals focused on classifying the content to help the end-user find specific information, e.g., sport, business, travel, and so on. Nevertheless, in the CDCA solution, this kind of classification alone is not very useful because, for resourceful Cache management, it is not relevant whether the video is about sport or about travel, because the resolution, transmission rate and contentchunk size are far more critical and significant for the optimization, sustainability and scalability. This does not mean that the content sought by the end-user is not important, but the selected optimum delivery of cached parts is the main consideration. The twin objectives of optimal seeking and delivery are crucial in formulating ontology.

Content-Location is important for finding the best geographic content distribution location point in order to improve the content QoE and the load balancing criteria during transmission.

The Content Chunk defines how the content chunk is divided and organized to improve the overall delivery and system performance. The content chunk is an atomic particle and it is the main element in the design of the CDCA architecture. The definition of its length is important to satisfy optimum delivery and system performance.

In a content-based network, the same content may have different names due to various reasons such as alternate naming strategies, load balancing, content distribution strategies, or user location-based routing. This can result in duplicate copies of the same content being stored in caches, leading to wastage of memory and storage resources.

To address this issue and avoid unnecessary hosting and caching of duplicate content, a hash mechanism can be employed. By calculating a hash value based on the content's data, such as using hash functions like MD5 or SHA-1, it becomes possible to determine whether multiple requests refer to identical content or not. The hash value serves as a unique identifier for the content, regardless of its name or location.

When a request is received, the system can calculate the hash value of the requested content and compare it with the existing Cache entries. If a matching hash value is found, it indicates that the content is already cached, and there is no need to store another copy. Instead, the existing cached copy can be retrieved and served to the requesting user.

By using a hash mechanism, the CDCA architecture can effectively identify and eliminate duplicate copies of content, thereby optimizing memory and storage resources in caches. It ensures that only one copy of the content is stored, regardless of the different names or variations associated with it due to load balancing or other factors. This approach helps in reducing storage overhead and improving the overall efficiency of the content delivery system.

B. Optimization Issues

Although the CDCA architecture shows improvements in the response time of content requests and in the reduction of traffic from an external content provider, many aspects can be improved, as discussed in Section IV-C. We also envisage that it is possible to improve the content inspection algorithm to optimize searching and the application of a load-balancing mechanism. Although the system seems to
be scalable, further studies are necessary to determine any limitations in a large-scale system.

As noted earlier, the CDCA architecture utilized OpenFlow 1.0 because more recent versions do not offer any new field to improve the CDCA system. However, if a future version of the OpenFlow protocol implements matches in the HTTP Content-Type field, it will be possible to forward certain specific MIME requests, for example, “video/mp4”, directly to the Cache, without the need for a Proxy. Even so, the content lookup should be done by the OpenFlow Controller instead of the Proxy. The lookup inside the switch diverges from the OpenFlow philosophy to maintain simplicity.

The issues mentioned in Section IV-C can be resolved by the configurable architecture. The configurable software approach means that the network administrator can deploy new VMs or adjust VM configuration, i.e., allocate memory and disk capacity when needed. This function can be accomplished by a cloud management and orchestration system. The CDCA prototype provides an open API that offers the capability to change the eviction algorithm on-the-fly. The evaluation utilized the Least Frequently Used (LFU) eviction algorithm over RAM memory, as described in Section IV-D. In future research work it will compare the system behavior using various cache policies.

A critical issue, that should be investigated in the future, is the popularity prediction of User Generated Content (UGC). This is a valuable tool for content providers and advertisers. As the cached content is delivered inside the own ISP, the content provider could not get access to the user’s profile. An interesting approach is proposed by Figueiredo et al [37].

It tackles the popularity prediction trend of a UGC object as early as possible to infer the user behavior. The results obtained by using YouTube datasets show an improvement of 38% in classification effectiveness, compared to the baseline approaches. Using this approach, the ISP can collect the user’s information and notify the content provider.

C. Security Issues

The CDCA system deployment within an ISP opens an opportunity with varying degrees of risk for external and internal security attacks of various kinds. It is possible that the CDCA critical infrastructure is susceptible to Distributed Denial of Service (DDoS) attacks affecting server provision and slowing down (or completely shutting down) the service, thereby frustrating the end user [38]. The distributed and open structure of a Cache system and its associated services can make it an attractive target for potential cyber-attacks. As with any system connected to the Internet, it is important to consider security measures to protect against intruders and mitigate the risks associated with cyber-attacks. These intruders can masquerade and manipulate various types of multimedia content, and therefore a supporting set of safety measures and security mechanisms and services would be needed to prevent intrusions and breaches. This would require a versatile, collaborative Intrusion Detection and Prevention System (IDPS) which must be flexible enough to guarantee smooth optimized streaming throughput flows with near-zero (minimum) glitches.

Given the openness, and transparent nature of the mix-mode multimedia content delivery caching SDN architecture, traditional IDPS mechanisms would be fundamentally inefficient and ineffective [39]. In particular, it would be extremely difficult to detect intrusions in transparent multimedia content, hence preventing subsequent intrusions without employing a smart IDPS. It must involve advanced machine learning and computational intelligence techniques and the use of the five fundamental principles of autonomic self-management computing, knowledge base and ontology, risk management, fuzzy theory, and advanced artificial intelligence techniques [40] to leverage and satisfy the detection and prevention security capabilities of a Cache system. By incorporating these advanced techniques and concepts, the Cache system can enhance its ability to detect and prevent cyber-attacks, improve threat response mechanisms, and optimize overall security operations [41] [42]. However, it’s important to consider the specific requirements and constraints of the Cache system via proper risk assessment and adapt these techniques accordingly to achieve effective and efficient operational and security outcomes.

HTTP/2 includes encryption as an optional facility. It is not mandatory because encryption can result in unnecessary jitter and distortion of the smooth viewing flow of videos. Many experts consider encryption unfeasible for ordinary large run-of-the-mill content delivery of videos. However, when and where cryptography is required, we also observe other major safety measures (security, privacy, trust, ID management, Digital Rights Management (DRM), digital blockchaining (virtual currencies), audit, digital forensic, non-copyeditting, copyright infringement, permission to use, royalties, payments, etc.), and in particular issues related to the hiding of secret information using steganography will have to go beyond HTTP/2 specification. The complexities of these sets of safety measures are best accommodated by a comprehensive ontology.

D. Copyright Infringement and Payment Issues

Another issue of importance and concern is that the CDCA architecture considers all content to be public without any restriction to distribution, which, however, makes the CDCA architecture unsuitable to deliver protected and paid content, such as required by some VoDs. Another example would be the rights of the content owner or their agent to be paidfor documentaries, films, or music. Such content should typically be encrypted and the VoD provider can provide a temporary digital security key to the subscriber to decrypt the content for a period of time based on a payment scheme and without allowing copying of the content for further illegal distribution. This can be potentially achieved by activating the signature timeout period in conjunction with monitoring if the user attempts to copy the content. After this expiry period, the key is invariably disallowed, requiring the subscriber to renew the key to access the content. Implementing these security and protection measures requires careful consideration of technical, legal, and business aspects. It involves collaboration between content providers, payment service providers, DRM vendors, and security experts to
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design and deploy a comprehensive and effective solution. This suggested scenario requires intensive research to fully define and design a secure payment mechanism that also curtails illegal copying, as well as verify and validate the mechanism for business deployment.

VII. CONCLUSION AND FUTURE WORK

This research has described a content-based transparent caching architecture in SDN. It provides a highly available, reliable and scalable caching of named content on SDN-based ISP networks, independent of specific underlying applications and middleware protocols. The research has also demonstrated that the caching mechanisms are driven by business policy needs and can be deployed in any networks, using the NFV approach and the microservice-based framework architecture. One notable aspect of the CDCA architecture is its support for the HTTP protocol, which remains the primary protocol for content delivery over the Internet. Rather than replacing HTTP, the system complements it by introducing transparent caching mechanisms that enhance content delivery and improve QoE for users.

The experimental evaluation conducted in the research demonstrates the effectiveness of the CDCA system. It shows improvements in user QoE and various QoS network metrics related to delivery times and scalability. This validation reinforces the benefits of the architecture and its potential to enhance content delivery in real-world network scenarios.

The CDCA architectural system has some important outstanding issues that should be addressed in future research and development work. At present, there is no effort by content providers and related industry players to develop a standardized naming scheme for content, which is crucial for efficient and optimum search and delivery of content, as well as for avoiding duplication of names and content hosted all throughout the provider network. In addition, the new naming scheme should avoid the same content with different names being downloaded multiple times. It is important for content providers and industry players to recognize the significance of a standardized naming scheme and work toward its development and adoption.

In future research work, the intent is to address many of the issues mentioned in the previous section. In addition, further research work is planned to perform analyses of several other video content providers, other than YouTube, to adapt the CDCA solution, if necessary. Another critical issue, which will be investigated, is the popularity prediction of UGC, which is a valuable tool for content providers and advertisers for revenue generation.

Finally, another area for future work involves system security. In the CDCA architecture, the ISP acts as a content provider, and it could suffer external and internal DDoS attacks, affecting servers slowing/shutting down the service and frustrating users. Further, multimedia content could be manipulated for illegal cybercrime activities, which should be avoided through the proper implementation of safety measures. Traditional IDPS is largely inefficient for the CDCA environment due to its architecture and virtualization. A new IDPS paradigm should be designed to achieve a high level of security health in the service provider network. In addition, we have highlighted issues related to secure payment and royalty awarding schemes for content that is primarily declared as public but that requires payment to intellectual property owners or their agents. Property rights issues also involve various safety measures. These system security challenges require creative solutions and therefore offer opportunities for further research.
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Abstract—Due to the increasing demand for unmanned in the hotel industry in recent years, how to efficiently use hotel service robots to further improve the efficiency of the hotel industry has become a hot research issue. To solve the problems of lengthy path-finding time and poor route security in conventional service robots in complex environments, the current study provides an improved A* path-finding algorithm for application in the hotel environment. Firstly, the conventional A* algorithm is combined with bidirectional search and Jump Point Search (JSP) algorithm, which makes the search more effective. Secondly, the traditional A* algorithm is combined with the security weight square matrix to make the path trajectory safer. A cubic spline interpolation is chosen to smoothen the transitions at the corners planned by the improved A* algorithm. Simulation experiments were done on grid maps with 10*10, 20*20 and 50*50 sizes. Compared with the conventional A* algorithm, the search time were decreased by 67%, 77% and 95% respectively. The number of search nodes was decreased by 80%, 76% and 95%, respectively. Meanwhile the distance between the robot and the obstacles was increased. The results indicate that the improved A* algorithm suggested in the present research can ensure the path trajectory safer while keeping the path search efficiency higher.

Keywords—Path planning; bidirectional A* algorithm; JPS algorithm; security weight square matrix; cubic spline interpolation method

I. INTRODUCTION

Path planning is an important technology to ensure the hotel service robot can complete the corresponding tasks; the purpose is to plan a reasonable and safe route from the starting point to the target point without collision based on the corresponding task requirements [1]. For the hotel scene with high real-time requirements and a complex environment, it is necessary to design an algorithm to consider both real-time and security and increase the operation efficiency of the service robot. This research aims to investigate the A* algorithm [2] for a fast and secure path planning problem. Many scholars have done various investigations on the path planning of mobile robots. Regarding various search environment information, the planning is classified into global and local path planning. Among them, A* algorithm [3], Dijkstra algorithm [4], RRT* algorithm [5] are relatively common global path planning algorithms, while local path planning algorithms include dynamic window method, artificial potential field method and genetic algorithm [6], [7]. Although several researchers have researched this subject, many deficiencies still exist. For example, in [8], a novel fusion algorithm of jump-A* algorithm and Dynamic Window Approach (DWA) was presented to satisfy global optimality and path smoothness performance requirements in robot path planning. However, the security of the planning path is unsatisfactory. To make robot movements safe in a realistic environment, Zhang et al. [9] considered node-to-obstacle distances in the A* extension node and used the threat generation value to assess node cost. That algorithm guarantees the safety of the path, and its computation time is also increased. Some three-path smoothers have been designed by Song et al. [10] for optimizing the paths, but the algorithm’s time complexity is sensitive to the scale of the node number. In [11], a Bi-directional Adaptive Probabilistic Method having a Triangular Segmented Interpolation was developed to increase the real-time performance of path search by an Adaptive-RRT approach and a Bi-directional scheme. However, there are still too many redundant nodes. We synthesize the solutions involved in the above literatures, and organize their methods, advantages and disadvantages in the Table I.

<table>
<thead>
<tr>
<th>Method</th>
<th>Advantages (well considered)</th>
<th>Disadvantages (not fully considered)</th>
</tr>
</thead>
<tbody>
<tr>
<td>fusion of jump-A* algorithm and DWA</td>
<td>computation time and path smoothness</td>
<td>security</td>
</tr>
<tr>
<td>A* algorithm taking the safety cost into account</td>
<td>safety and smoothness</td>
<td>computation time</td>
</tr>
<tr>
<td>A* algorithm with three path smoothers</td>
<td>Path smoothness</td>
<td>computation time</td>
</tr>
<tr>
<td>Bi-directional adaptive probabilistic method</td>
<td>computation time and path smoothness</td>
<td>redundant nodes</td>
</tr>
</tbody>
</table>

As shown in Table I, the related research work of other scholars on the path planning algorithm have been comprehensively studied and improved from the aspects of real-time, security and smoothness, and satisfactory results have been achieved. Thus, the research in this paper adopts a new improved way to achieve better performance of A* algorithm in the hotel environment. To realize that the hotel service robot can travel in the globally optimal path and keep a safer distance from obstructions, this paper proposes a new solution. A global path planning algorithm combined with bidirectional search and Jump Point Search (JSP) algorithm, also combined with the security weight square matrix is suggested in the present study in terms of improved A*.

The contributions of the improved hybrid algorithm recommended in the present research to the path planning...
problem are as follows. 1) The concept of bidirectional search [12] and JPS jump point search [13], [14] is used to promote the searching efficacy of the traditional A* algorithm. 2) The security weight square matrix with the idea of multi-neighborhood search [15], [16] is suggested as a new method for helping the robots prevent temporary obstacles in the global path. According to the requirements of different safety distances, that manner sets the corresponding neighbourhood matrix to complete the detection of obstacles, making the path trajectory safer. 3) Cubic spline interpolation is employed to improve the smoothness of the path [17], which is unsmooth at the corner.

The remaining of the paper is as follows. Section II first reviews the traditional A* algorithm, then discusses the bidirectional A* algorithm regarding Jump Point Search and presents a cubic spline interpolation method to smooth the turning of the path. Thirdly, it introduces the security weight square matrix. Finally, the steps of the improved hybrid A* algorithm proposed in the present article are summed. Section III represents the experimental results of the simulation. Section IV concludes the whole research in summary and provides future research directions.

II. IMPROVED A* ALGORITHM

A. Traditional A* algorithm

A* algorithm [18], [19] is a heuristic search algorithm relying on the cost function. It can be considered as the most efficient direct search method to solve the shortest path in static road networks, usually used in global planning grid map scenes. The algorithm can evaluate the cost value of nodes around the existent path and find the node with the lowest cost value as the next moving point, and so on, until the robot reaches the target point. The formula of the cost function is defined in Equation (1):

\[ F(n) = G(n) + H(n) \]  \hspace{1cm} (1)

Where \( F(n) \) is the cost value of the current moving node, \( G(n) \) represents the cost value from the starting point to the current moving node, and \( H(n) \) represents the cost value from the current moving node to the target node.

B. Real-Time Improvement of A* Algorithm

The traditional A* algorithm searches from the starting point to the target point, but its search effectiveness is not optimal. Hence, an improved A* algorithm is suggested by some scholars [20]–[23] that changes the one-way search of the primary algorithm to the bi-directional search. The improved A* algorithm searches from the starting point and the target point simultaneously, which greatly enhances the search effectiveness. The specific formula is as follows.

\[
\begin{align*}
F_1(n) &= G_1(n) + H_1(n) \\
F_2(n) &= G_2(n) + H_2(n)
\end{align*}
\]  \hspace{1cm} (2)

Where \( F_1(n) \) is the cost value from the starting point to the target point and \( F_2(n) \) is the cost value from the target point to the starting point. When one party detects the checked node of the other party, the value of \( F_1(n) + F_2(n) \) is the minimum and the search ends.

For the bidirectional search, it is easy to form a parallel search range while the obstacles exist between the starting and target points, increasing traversal nodes. Hence, this work mixes the JPS algorithm with the A* algorithm, greatly reducing traversal nodes by selecting corresponding hop points. OpenList1 and OpenList2 are established in this paper, respectively, representing the search from the starting point to the target point and vice versa. When searching the path, the two search directions are carried out alternately. The jump point is added to OpenList1 when searching in the forward direction. Then, the forward search is stopped and changed to the reverse direction. When searching in the reverse direction, the jump point is added to OpenList2, then stop the reverse direction search and start the forward direction search again. Carry out the forward and reverse search alternately until the same jump point is added to OpenList1 and OpenList2, which means the optimum path is found.

The improved A* algorithm can search a suitable path quickly, but a large turning point still exists at the corner. A relatively smooth turning is usually required for the specific complex hotel scenario. The present paper selects the cubic spline interpolation [24], [25] method to smoothen the turning trajectory in the improved A* algorithm. Its detailed definition is shown as follows.

For a piecewise function \( S(x) \), if \( S(x) = S_i(x) \) is a cubic polynomial in every interval \([x_i,x_{i+1}]\) \((i = 0,1,2,3,\cdots,n-1)\) composed of \( n + 1 \) discrete points and \( S(x_i) = y_i \) is satisfied at each point, this function \( S(x) \) is a cubic spline interpolation function. Since \( S(x) \) is a second derivative and the second derivative is continuous in the continuous interval \([m,n]\), the \( S(x) \) curve can be understood as a smooth curve, so the path it fits at the corner is naturally smooth.
Fig. 1 and Fig. 2 show the simulation experiments of the traditional A* algorithm and the A* algorithm integrating JPS and bidirectional search, where the black square shows the obstacle, the pink square represents the search node, and the green line refers to the planned path. The simulation experiments above demonstrate that the improved algorithm has fewer search nodes and better real-time performance. Although it smooths the turning of the path, a big risk of collision between the hotel service robot and obstacles still exists because of the close distance. Therefore, how to promote security is a crucial problem.

C. Security Improvement of A* Algorithm

In a traditional A* algorithm, the path planning situation shown in Fig. 3 usually occurs where the green S square denotes the starting point, the red G square denotes the target point, the black square denotes the obstacle, and the blue line denotes the planned path. However, it ignores the volume of the robot in practical application, which easily causes a false collision at the position marked X. This paper introduces the idea of a security weight square matrix for ensuring that the mobile robot can effectively keep a safe distance from obstacles, to increase the security of the algorithm.

![Fig. 3. Path planned via A* algorithm before security improvement.](image1)

According to the multi-neighbourhood search idea, the present work designs a corresponding neighbourhood matrix to complete the detection of obstacles according to the requirements of different safety distances. Because the map environment type in this paper is a grid map, the minimum safe distance from obstacles is set as the distance of a grid, and the size of the corresponding neighbourhood matrix is 3×3, which is also known as the basic comparison matrix. Taking the basic comparison square matrix as an example, the central element of the square matrix is set as the current path node with a value of 0 and other position values are set to 1, which can be shown in the following matrix.

\[
A = \begin{pmatrix}
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1 \\
\end{pmatrix}_{3 \times 3}
\]

(7)

According to formula (4), the comparison square matrix C generates the security weight square matrix and the path node is re-selected. The flowchart of security improvement for the A* algorithm is shown in Fig. 5.

![Fig. 5. A* algorithm security improvement flow chart.](image2)
D. Improvement of Hybrid A* Algorithm

To effectively promote the path planning algorithm in a specific service robot in the hotel environment, the present study mixes a bi-directional A* algorithm with a JPS algorithm to enhance its real-time performance. Simultaneously, it combines the idea of a security weight square matrix to enhance the algorithm’s security. Finally, the cubic spline interpolation method is applied to smooth the improved A* algorithm at the path corner to construct the improved A* global path planning algorithm. The flow chart of the improved A* algorithm is represented in Fig. 6. The detailed steps include:

1) Create a grid map, initialize the corresponding parameters, starting point position and target point position, establish OpenList1 and OpenList2, select the first hop point and add it to OpenList1.

2) Set the safety distance. This paper uniformly sets the safety distance to facilitate comparison as 1 grid distance.

3) Compare the distance between the hop point to be selected and the obstacle, and add it to OpenList1 if it meets the conditions during the forward search.

4) Judge whether the jump point exists in OpenList2. If so, smooth the turning of the path. If not, stop the forward search and change to the reverse search.

5) Compare the distance between the jump point to be selected and the obstacle, and add it to OpenList2 if it meets the conditions during the reverse search.

6) Judge whether the jump point exists in OpenList1. If so, smooth the turning of the path. If not, stop the reverse search and change to the forward search.

7) Loop steps 3 to 6.

8) Output the optimal path.

![Flow chart of improved A* algorithm.](image-url)
III. SIMULATION EXPERIMENTAL ANALYSIS

A. Simulation Scenarios and Conditions

Simulation experiments are done in this part to validate the improved A* algorithm in mobile robots' authentic path-planning process. The computer parameters of the simulation environment are system Windows 10, CPU Intel Core i5 4210h, memory 8GB, compilation environment MATLAB 2016b. Since the research work of this paper comes from a real hotel robot project, we simulate three sets of grid map environments with different sizes and several sparse obstacles. These grid maps are associated with a real hotel scene and the sizes of them are 10 * 10, 20 * 20, 50 * 50 grids, respectively.

B. Results and Discussion

The simulation results have been presented in Fig. 7 to 9, where the black square shows the obstacle, the pink square indicates the search node, and the green line refers to the planned path. The test of each group presents an analytical contrast between the results of these two methods based on the nodes and path length.

As shown in Fig. 7, the improved hybrid A* algorithm reduces the number of nodes from 61 to 12 compared with the traditional algorithm. In the middle size map as shown in Fig. 8, the improved hybrid A* algorithm reduces the number of nodes from 139 to 33, and in the large map as shown in Fig. 8, the number of nodes is reduced from 787 to 42. It can be seen from the comparison of Fig. 7(a) and Fig. 7(b), the safe distance from the obstacle is increased about 1 grid and the path is smoother in the simulation results for the improved hybrid A* algorithm, and the same results can also be obtained from Fig. 8 and Fig. 9.

Total counts of nodes, path lengths and search time are further used to evaluate the improved algorithm's efficacy, as shown in Table II. It can be seen that compared with the traditional algorithm, the search time of the improved A* algorithm for 10 * 10, 20 * 20, 50 * 50 environmental raster maps are reduced from 0.082 s to 0.027 s, from 0.198 s to 0.046 s, and from 1.211 s to 0.065 s, respectively. Although the path length increased, the search time and the number of nodes have decreased. By comparing the results shown in Table I, it can also be seen that the improved A* algorithm has obvious priority regarding search time and node number with the expansion of the map area. Although the path planning length is relatively long, it can guarantee the safety of the path trajectory.

Consequently, from the previous analysis of the results, we can conclude that the improved A* algorithm suggested has fewer search nodes and less search time while keeping safe distance compared with traditional A* algorithm. It is proved that the algorithm presented in the paper enables the search for an optimum path under the condition of ensuring safety and shows good robustness and real-time performance.
IV. CONCLUSION

In the complex regional environment of the hotel, even though the traditional A* algorithm is proper to plan a reasonable shortest path, several inflection points are available in the path. That makes the hotel service robot too close to the obstacle during driving and will seriously influence the safe movement of mobile robots. Numerous nodes are evaluated in the process of path planning simultaneously, which makes its real-time performance not good enough. To overcome such problems, the current paper suggests an improved A* algorithm. First, the conventional A* algorithm combines bidirectional search and JPS hop point selection to enhance search efficiency. Then, the traditional A* algorithm is combined with the security weight square matrix to make the path trajectory safer. Finally, cubic spline interpolation is employed to smoothen the turning path trajectory. The experimental results show that the improved algorithm is productive and better than the conventional A* algorithm in the number of search path nodes, path security and path smoothness.

The limits of the proposed algorithm is that it is only applicable to static environment, and does not have the ability to avoid dynamic obstacles. Since there are still dynamic areas in the hotel environment, such as pedestrians and other dynamic obstacles, we will study how to embed dynamic path planning into this algorithm to meet the specific needs of the hotel mission in future studies.
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TABLE II. DATA COMPARISON BETWEEN TRADITIONAL A* ALGORITHM AND IMPROVED HYBRID A* ALGORITHM

<table>
<thead>
<tr>
<th>Map size</th>
<th>Search time /s</th>
<th>Number of nodes</th>
<th>Path length</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Traditional</td>
<td>Improved</td>
<td>Traditional</td>
</tr>
<tr>
<td>10*10</td>
<td>0.082</td>
<td>0.027</td>
<td>61</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20*20</td>
<td>0.198</td>
<td>0.046</td>
<td>139</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50*50</td>
<td>1.211</td>
<td>0.065</td>
<td>787</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Innovative Practice of Virtual Reality Technology in Animation Production

He Huixuan¹, Xiang Yuan²
Shijiazhuang University of Applied Technology, Animation Academy, Shijiazhuang City, Hebei Province, 050031, China

Abstract—In order to make the users who watch animation look better, the innovative practice research of virtual reality technology in animation production is proposed. According to the object structure information, the method uses 3ds Max software to complete the production of 3D animated character models. It completes the character prototype texture feature extraction through the character prototype boundary contour extraction, image hat height transformation, and discrete grid projection. The OpenGL texture mapping is used to complete the mapping of 3D animated character models. After the boundary optimization of texture seams, the best 3D animated character modeling effect is obtained. Geometric modeling technology and DOF nodes are used to build static and dynamic scene entity models to complete the construction of a 3D animation scene. The interactive visualization platform based on space is introduced to complete the visualization processing of the interactive animation scene, and the animation scene is regarded as the image base. The points with equal arc length are selected according to the curve points, and the camera is switched in combination with the roaming speed to realize the real-time roaming of 3D animation scenes and complete the innovative, practical application of virtual reality technology in animation production. Experimental results show that this method improves the smoothness, integrity, and authenticity of animation, improves the smoothness of motion, and ensures the real-time roaming effect.

Keywords—Virtual reality technology; animation production; 3D modeling; OpenGL; geometric modeling; real time roaming

I. INTRODUCTION

Virtual reality is a new world created by computer and electronic technology. It is a seemingly real simulation environment. Through a variety of sensor devices [1], [2], users can use people’s natural skills to investigate and operate objects in the virtual world according to their feelings, participate in events in the virtual world, and provide intuitive and natural real-time perception of seeing, listening, and touching, and make participants “immerse” in the simulation environment [3]. 3D animation modeling technology is to create the structure and shape of objects involved in animation in the process of animation production. The modeling process requires the analysis of the shape characteristics of the object. The existing shape in the computer can be expanded and changed to meet the requirements of realistic modeling. In addition, the structure should also be linked with the geometry in reality. Through the analysis of object categories, different methods of model building and detail modification can be carried out [4].

Many researchers have conducted research on the application of virtual reality technology in animation production, such as Kokaram A et al. [5], who studied motion-based frame interpolation in film and television production. Frame interpolation is the process of synthesizing new frames between existing frames in image sequences. The difference frame is used as a key algorithm module in movie production to improve the effect of movie production. But motion-based frame interpolation usually requires a lot of computation and processing, especially in high-resolution image sequences. This may lead to excessive consumption of computing resources, reduce real-time performance, and increase production costs. For example, Khalid N et al. [6], to improve the accuracy of character modeling in the animation, through the Gaussian mixture model, each pixel of different human body parts is assigned a specific label to achieve better animation character modeling. However, this method has high requirements on the quality of input images. For low-quality, fuzzy or noisy images, the accuracy of joint extraction and pixel-level marking may decrease, thus affecting the accuracy of character modeling. Perez Perez Y et al. [7], to better complete the animation scene, proposed an environment modeling method based on joint semantic and geometric features, based on Markov random field (MRF), strengthen the consistency between environmental semantics (e. g., beam, column, wall, ceiling, floor, pipe), and geometric labels (example, horizontal, vertical, cylindrical), and use the neighborhood context to improve the accuracy of semantic labels, improve the accuracy of environment modeling, provide effective environment modeling basis for animation. However, when the environment is more complex or there are subtle changes, such as texture differences, lighting changes, etc., the method may encounter challenges in the consistency of semantic and geometric labels, resulting in a decline in the accuracy of modeling results.

Aiming at the problems existing in the above methods in 3D animation modeling, this paper combines virtual reality technology to study the innovative practice of virtual reality technology in animation production to provide users with a better 3D animation perception. The research structure of this article includes:

1) Provide a detailed introduction to the process and steps of using 3DsMax software to create character models, explain the methods of extracting texture features from character prototypes, including boundary contour extraction, image high-low hat transformation, and discrete mesh projection, and explain the application of OpenGL texture mapping technology and boundary optimization texture seam method;

2) Explain the application of geometric modeling technology and the construction process of DOF nodes, and
introduce the establishment of static and dynamic scene entity models;
3) Deeply explain the application of spatial based interactive visualization platforms and discuss the interactivity and visualization processing methods of animation scenes;
4) Introduce the concept and methods of treating animation scenes as image bases, and explain the application of techniques such as curve point filtering, camera switching, and roaming speed;
5) Verify the effectiveness of the techniques presented in this article through experiments;
6) Discuss the research results and point out future research directions.

II. ANIMATION PRODUCTION BASED ON VIRTUAL REALITY TECHNOLOGY

A. 3D Character Modeling

1) 3D animated character model based on 3ds Max: To build 3D models of related objects in animation, first, we need to analyze the structural characteristics of objects. The objects in 3D animation can be generally divided into two types: regular objects and irregular objects. There are two main modeling methods for animated 3D characters: the stacking modeling method and the subdivision modeling method. The stacking modeling method creates characters from details to the whole, while the subdivision modeling method first creates an object's overall shape and then carves details [8].

Regular objects are suitable for stacking modeling because of their regular shape. Its modeling process is to split complex objects into some basic components, then use the basic molding command to make these small parts and stack them together. Animation designers must grasp the model's size-scale relationship and spatial location. Common tools include insert, extrusion, turning, chamfering, FFD deformation tools, etc.

Irregular objects are more suitable for the subdivision modeling method; that is, the basic geometry is used to complete the large shape of the object first, and then the model details are subdivided by editing polygons or mesh editing tools. This modeling method is similar to drawing sketches or sculpture's construction process. Generally, we use subdivision modeling to complete the modeling of 3D characters, cartoon characters, or surface object bodies. Common tools include edit mesh, edit polygon, symmetry, mesh smoothing, etc. The specific process is shown in Fig. 1.

After determining the construction method, this paper completes the production of a 3D animated character model by applying the 3ds Max software, obtains the rough image by stretching and changing the graphics tools contained in the 3ds Max software, and then modifies the details with the modification tools, to establish a more accurate and intuitive model.

2) Character prototype texture extraction: The texture is an important feature of the scenery. It is generally believed that texture is a certain regularity of grayscale or color distribution on the image, which has different characteristics in complex textures. Texture can be roughly divided into two categories: regular and irregular. The extraction of irregular regional textures is an important part of image processing technology, so it has become a research hotspot of computer application technology.

Fig. 1. Animation character modeling process.

a) Boundary contour extraction: The mathematical expression of the object contour obtained from the object image is called contour extraction [9], which is one of the basic steps in image processing, computer vision, and medical images.

This paper uses a method based on an improved model to extract the contour of the character prototype. Firstly, the method of combining some algorithms with the circumscribed rectangle is used to realize the automatic setting of the control points of the initial contour line of the model and then improve the gradient energy function to introduce the gradient vector flow operator so that the contour can better converge to the target depression, and adjust the weight of other energy function terms according to the actual situation. Finally, the target contour line is obtained through the neighborhood greedy algorithm when the total energy is minimized.

b) Image preprocessing: This paper combines high hat transform, and low hat transform to process the image. Add the high hat transform image to the original image, and then subtract the low hat transform image to get the enhanced image. Using the original image plus the result of the high hat transform can make the area with a larger gray value brighter, and subtracting the result of the low hat transform can make the smaller gray value darker. In this paper, the morphological reconstruction method is defined as:

\[ C_{\text{top}}(f) = S_{\gamma}(f) + 1 \]  \hspace{1cm} (1)

\[ I = \text{thresh} \left( S_{\gamma}(f) \right) \]  \hspace{1cm} (2)
Among them \( S_f(f) \) is from the enhancement diagram at the start of the reconstruction operation, which is equivalent to subtracting a constant from the grayscale of the enhancement image \( S_f(f) = f - h \), denoted by \( S_f(f - h) \). Here is a marked graph. This paper binarizes the reconstructed result graph to get the marked graph. Because of the filtering effect of the reconstruction operation, many of the original images after the reconstruction operation are smaller than all the small peaks that will be "flattened". The value represents the size of the filtering amount [10]. In terms of filtering effect, reconstruction filtering is low-pass filtering, which flattens the peaks in the image. The peak in the image is the high-frequency part, and flattening the peak is equivalent to filtering out part of the high-frequency part. The low-frequency part is retained to form a low-pass effect.

The dual operation of reconstruction transformation is expressed as, according to the principle of dual operation, \( S_f * (f + h) \) the role of will fill the low valley in the image. After operation \( S_f * (f + h) \), it will be less than fill in the original low valley and form a platform at the original low valley. The combination of morphological dual reconstruction can flatten the peak and fill the valley, leaving only the middle part of the image that is neither high nor low. The function of the parameter is to control the contrast. Generally, the contrast in the signal is less than all fluctuations that 2khare filtered out.

Reconstruction filtering is essentially an efficient nonlinear filtering, and the filtering effect is similar to median filtering, but the effect is better. The purpose of morphological reconstruction is to extract the maximum value and bright top of the region to smooth the interior of each target and extract the maximum value within the target range.

c) Texture extraction: Generally, texture images are stored and represented rectangularly [11]. This exactly corresponds to the discrete grid of the surface, which is the points on the discrete grid are projected onto the image, and the color information of the image is extracted so that the texture is arranged in the form of a discrete grid, but this is too sparse. Therefore, the mesh needs to be refined. Each refined mesh point corresponds to a pixel on the texture image. Original geometric mesh size is \( 4 \times 3 \), to extract texture, each geometric mesh is further uniformly refined \( 4 \times 4 \). The size of the whole refined mesh is \( 16 \times 12 \). Each vertex on the mesh corresponds to a pixel of each vertex that is re-projected onto the image (in the actual solution process, both the vertical grid line and the horizontal grid line corresponding to the grid point can be projected onto the image to find the intersection point on the image). The color information of the point on the image is obtained to form a texture image [12]. The coordinate value of the thinned image point is usually a floating point number. If the color value of one of its neighboring pixels is directly taken as the color value of the current point, the extracted texture will become more blurred.

Therefore, in this paper, color information is extracted in a weighted way according to the position of the current point and the proximity of the four adjacent pixels around it, as shown in Fig. 2. \((x, y)\) is the pixel coordinate of the current image point, \((x_0, y_0)\) is the coordinate of four adjacent pixels (the coordinate value is an integer).

\[
\begin{array}{c|c|c|c|c}
(x_0, y_0) & (x_1, y_1) & V_{00} & V_{10} & V_{11} \\
\hline
V_{00} & (x, y) & V_{01} & V_{10} & V_{11} \\
\end{array}
\]

Fig. 2. Weighted center of gravity.

Set \( f(x, y) \) is a point the texture extraction based on barycentric coordinates can be expressed as:

\[
f(x, y) = \frac{t_{top}(f)}{i} \frac{v_{00}}{V} f(x_0, y_0) + \frac{v_{01}}{V} f(x_0, y_1) + \frac{v_{10}}{V} f(x_1, y_0) + \frac{v_{11}}{V} f(x_1, y_1)
\]

(3)

The whole surface is projected onto the front view, and the barycentric weighted texture extraction method can be used to obtain the image's texture. For the texture data matrix [13] outside the specified area, please give it a uniform value of 0 and give the part of the texture data matrix outside the texture outline in the specified area a value of 1. This aims to facilitate the storage of irregular regional textures and the subsequent mapping of 3D models.

3) Model mapping and optimization

a) Model mapping based on OpenGL texture mapping: After getting the texture image and 3D model, we need to use its projection relationship to give the corresponding texture information to the corresponding part of the image on the surface of the 3D model, that is, local texture mapping. Texture mapping technology is also called texture mapping technology [14]. In 3D graphics, texture mapping methods are widely used, especially to describe realistic objects. The work of local texture mapping is to correctly back project an acquired texture image onto the surface of the 3D model.

This paper uses OpenGL texture mapping technology to map 3D models. The technology of texture mapping of the texture image refers to mapping the texture image to the surface of a three-dimensional object, that is, predefine the texture pattern on the texture space of a plane area and then establish the mapping relationship between the object surface space and the coordinates of the texture pattern. When the visible points of the object's surface are determined, the texture pattern can be attached to the object's surface according to the value of the corresponding points in the texture space. The general steps of texture mapping are shown in Fig. 3.
For relatively flat model areas, texture mapping is relatively easy to implement. This paper introduces merging adjacent triangular patches to deal with irregular mapping areas. Its algorithm idea takes the included angle between the normal vectors of adjacent triangular patches as the object of study. The included angle will remain unchanged if it exceeds a set closed value. If the included angle is less than a certain idle value, it will merge two triangular patches, and so on repeatedly. However, since the included angles of multiple triangular patches may accumulate in the same direction during the merging process, if it is possible to simplify the larger surface into a plane according to the above principles, limiting the size of the composite surface is necessary. When the area of the plane is greater than a set value, the merging stops. According to the corresponding texture area of the model surface, the merged plane can use the trilinear filtering texture filtering technology to operate it in OpenGL to achieve relatively flat texture mapping of the model area. To map the bump model surface, it is necessary to comprehensively consider the texture's stretching, scaling, bending, and the change of gray value. See Fig 4 for details.

As shown in Fig 4, a texture segment \( O*P\) is for the curve segment of the bump model; the texture segments attach to the curve segment \( O*P\), assume that in the curve segment \( O*Q = w, Q*R = v, R*P = u \).

\[
\sin \theta = \frac{|OP|}{|O*P|} = \frac{f(x,y)/\sqrt{(x_1-x_2)^2+(y_1-y_2)^2}}{\sqrt{(x_1-x_2)^2+(y_1-y_2)^2}}} \tag{4}
\]

To make the length of texture deformation the same as the curve, the interpolation coefficient is introduced here. Setting rules are as follows:

When a surface moves from a point to point \( Q\), take \( s = o\);

When a surface moves from a point to point \( R\), take \( s = q\);

When a surface moves from a point to point \( P\), take \( s = r\);

And:

\[
o + q + r = |OP| \tag{5}
\]

\[
o + q + r = 1 \tag{6}
\]

Can get

\[
\sin \theta = \frac{|OP|}{|O*P|} = \frac{o+w+q+r}{\sqrt{(x_1-x_2)^2+(y_1-y_2)^2}}} \tag{7}
\]

After the above transformation, the texture space coordinates can be mapping area coordinates with the bump model one-to-one correspondence to better realize bump model mapping.

b) Boundary optimization: Because of the color difference of the texture at the back boundary of the texture mapping of the 3D character model, it is easy to have color discontinuity between the texture regions; that is, texture seams when rendering realistically. If not properly handled, it will greatly impact the reality of the 3D modeling of the character. Therefore, the purpose of processing texture boundaries is to eliminate texture seams in the display effect as far as possible.

Fig. 4. Schematic diagram of concave-convex texture processing.
The parameterization method is used to map the mesh model to the plane domain or other domains to process the model with some mature technologies in the parameter domain [15]. Parameterization is to establish a one-to-one correspondence between the vertices of the mesh model and the points on the parameter domain and ensure that the mesh formed by the vertices on the parameter domain is not folded. The deformation of the parameterized mesh is smaller than that of the original mesh. According to the different parameter domains, parameterization can be plane and spherical.

Planar parameterization is to spread the mesh model into a planar mesh. Each triangle uniquely corresponds to a triangle in the planar domain, which is helpful for texture mapping of the mesh. Spherical parameterization can map the completely closed mesh to the spherical domain, which is conducive to mesh simplification, shape gradient, and other processing.

According to the idea of parameterization, the implementation steps of texture seam processing at the back boundary of 3D character model texture mapping can be established: locate the triangle mesh belt on both sides of each boundary. The grid belt is parameterized in two dimensions; In parameter domain, texture is constructed by weighted interpolation method to achieve natural transition [16]. So far, this paper has completed the optimization of texture mapping.

B. 3D Animation Scene Construction based on Virtual Reality

The 3D solid model in a virtual scene generally includes static and dynamic solid modeling. Static refers to solid models of terrain and ground objects, ranging from houses, pavilions, and launchers to roadside flowers and trees. Dynamic solid models refer to various simulation solid models with motion attributes, such as pedestrians, robots, swing booms, etc.

1) Construction of scene static entity: The physical building is the main part of the virtual scene and the most important scene content. The modeling of static entities mainly uses geometric modeling technology [17]. Geometric modeling studies basic problems such as graphic data structure and deals with the representation of polygons, triangles, and points of objects' geometry and morphology, as well as their appearance, textures, materials, and colors. In the geometric modeling of solid buildings, it is required that the real and accurate space position and surface texture be used to represent the objective object of buildings to create an environment in which the observer can feel immersive and immersive. Geometric modeling is mainly realized by corresponding modeling software such as 3D MAX, AutoCAD, etc. 3D modeling of buildings is carried out in combination with AutoCAD and 3D Max [18]. The overall process includes total station acquisition of characteristic data points, importing AutoCAD and AutoLISP software to form wireframes, importing 3DMax to establish 3D models, 3DMax texture mapping, and model output. The overall process is shown in Fig. 5.

2) Construction of dynamic entities: The modeling of moving parts should first construct moving objects. The construction of moving objects may change the initially built internal organization [19], that is, add DOF nodes of moving parts in the file formed by modeling, set corresponding local coordinates and locate them, and carry out the kinematic relationship (Link analysis) on multiple moving parts based on DOF to determine the kinematic traction relationship, determine and publish the main parts. The process of non-publicly distributed sub-components and traction equation is shown in Fig. 6.

C. Interactive Animation Scene Visualization

Animation design aims to establish a spatially based interactive visualization platform [20], integrating relational databases, spatial location files, component modules, various multi-dimensional graphical visualization tools, and common graphical expression tools. The above module takes relational data as the analysis object, applies spatial spatial analysis principles and methods to extract spatial information, and displays it as layers. The object is further analyzed and transformed through graphical visualization methods, such as a parallel coordinate method, to explore the inherent abstract rules of spatial data. These abstract rules are just beyond the reach of traditional spatial analysis and expert experience. Finally, appropriate visualization technology is selected to express the rules so that the rules or patterns contained in the data can be transformed into graphics that are easy to understand and recognize and visualized through animation. Fig. 7 is the visualization structure diagram of an interactive animation scene.
Layers and various multidimensional visualization tools each play an important role in interactive animation scene visualization. Layers display animation data and express spatial attributes of spatial objects. Graphic visualization tools are suitable for expressing nonspatial multidimensional attributes. Interactive animation scene visualization focuses on combining layers and multidimensional visualization tools [21] to develop their interactive functions. The interactive function in interactive animation scene visualization is shown in the following points:

1) HyperTree is used to manage hierarchical layer resources;
2) HyperTree highlighted nodes interact with corresponding layers [22];
3) The highlighted area on the layer interacts with the parallel coordinate, which displays the nonspatial attribute data of the area;
4) HyperTree highlights nodes to interact with parallel coordinates, which express the attribute information of corresponding layers;
5) The parallel coordinate method is used to compare and analyze the attribute data of each region on each layer [23].

To summarize, the layer you see, the highlighted node in the center of HyperTree, and the parallel coordinate visualization tool are all aimed at the same animation target object. After realizing interactive expression among layers, HyperTree expression, parallel coordinate expression, and common charts, the user's thinking is more coherent, and various tools give full play to their due advantages, showing a more advantageous interactive animation scene visualization effect.

D. Real-time Roaming of 3D Animation Scene

In the process of real-time roaming of the animation scene, first select three animation scenes in the three-dimensional space to form an image base, calculate the image overlap area, fuse the area, use this as the basis for image stitching [24], extract the color information of the animation scene image, calculate the sampled image data [25], obtain the curve points of the scene image, and filter points with equal arc length according to the curve points. Switch the camera according to the points with equal arc length and the roaming speed to complete the real-time roaming of 3D animation scene. The specific steps are detailed as follows:

Assumed represents 3D global coordinates, \((x_1', x_2', x_3')\) represents two-dimensional plane coordinates, \(e\) represent the time variable, then use equation (8) to select three animation scenes in three-dimensional space to form an image base, calculate the overlapping area between images, and use equation (8) to express

\[
\vartheta * (\mu) = \frac{|x_1', x_2', x_3'|}{\sin \theta e \sigma[y]}
\]  

Where \(\sigma[y]\) represents an image sequence.

Assumed represents the position of a point in the scene from the viewpoint, \(a\) represents the distance between the agreed viewpoint and the object, represents the brightness

---

Fig. 7. Interactive animation scene visualization structure diagram.

As shown in Fig. 8, the main function of the space module is to provide a layer-calling function and a simple layer-editing function, such as refreshing, mouse response, highlighting, etc.; The main function of the visualization toolset module is to focus on implementing HyperTree and parallel coordinate method and provide a toolset management function to add or delete tools dynamically; The main function of the interaction function module is to realize the interaction between visualization tools and spatial layers, as well as between visualization tools.

Fig. 8. Functional module structure diagram.
difference of two adjacent images, then use Formula (9) to fuse the regions and sew the images according to this:

\[
\overline{m}(G) = \frac{A(\alpha) \times \eta}{\alpha} - \partial \ast (\mu) \mu(\alpha) \otimes [\Gamma(\theta)]
\] (9)

Where \( \partial \) represents the tensor parameter, the camera position, and any point in the viewpoint grid.

Hypothesis \( n \) represents any time of roaming \( m(T) \) represents a viewpoint, the coordinates of this point determine a point on the image taken by the lens, and the color of this point is defined as the pixel color corresponding to the point expressed by Formula (10):

\[
m \ast (\delta) = \frac{m(T) \times n \overline{m}(G)}{\partial(Y)}
\] (10)

Where \( \partial(Y) \) represents the pixel values of different image regions, \( t(b) \) represents the color value between unit squares.

Assume the edge represents boundary conditions, Represents the tangent value of the curve, calculate the sampled image data using Equation (11), obtain the curve points of the scene image, and filter points with equal arc length according to the curve points:

\[
g(c) = \frac{\theta(I) \times \gamma m(\delta)}{L(\sigma)} \times \varphi(y) \ast \Phi(\mu)
\] (11)

Where \( L(\sigma) \) represents the camera storage format, the arc length curve point set, and the jitter state in the walkthrough.

Assumed that represents the rotation angle of image coordinates, \( \delta(j) \) represent the density value of curve points, use formula (12) to switch cameras according to points with equal arc length and roaming speed to complete real-time roaming of 3D animation scene:

\[
\eta(m) = g(c) \frac{\delta(I+M(K))}{C(\mu)} \times \xi(\theta)
\] (12)

Where \( \xi(\theta) \) represents roaming parameters, \( C(\mu) \) represents the cumulative distance between points.

The above method is the principle of real-time roaming of 3D animation scenes, which is used to complete real-time roaming of 3D animation scenes [26].

III. EXPERIMENTAL ANALYSIS

To verify the innovative practice effect of this method in animation production, take the Judy police officer role and animation scene in the "Crazy Animal City" animation as an example; use this method to model, texture map, and virtual roaming interaction, and give the Judy police officer and scene produced by this method, as shown in Fig. 9.

![Fig. 9. Effect of the method mapping in this article.](image)

(a) Character modeling  (b) Scene modeling

It can be seen from the analysis of Fig. 9 that this method uses OpenGL texture mapping technology for mapping, which improves the effect of 3D animation design of characters and scene modeling, making both clearer and more realistic.

The method in this paper is used to conduct real-time roaming experiments on some scenes and characters in Crazy Animals to verify the practicability of animation scene construction, and the effect is shown in Fig. 10.

![Fig. 10.](image)

(a) 15 frames  (b) 25 frames
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As can be seen from Fig. 10, this paper selects three animation scenes in the three-dimensional space to form an image base. It combines the roaming speed to switch the camera and the points with the middle arc length of the image curve points to achieve real-time roaming to ensure the practical effect of real-time roaming.

The texture mapping of the character model is optimized by optimizing the boundary processing method in this paper to eliminate the texture seams in the display effect. The effect before and after optimization is shown in Fig. 11.

By analyzing Fig. 11, it can be seen that the boundary optimization method in this paper has a good effect on eliminating texture seams. It is clearer for the expression of the appearance and texture of animated characters, enhances the texture of animated characters, and verifies that the texture mapping map in this paper is more practical, making the animation effect smoother and giving users a better impression.

To verify the collision detection performance of the method in this paper, the experiment conducted collision detection on a virtual scene, and the results are shown in Fig. 12.

It can be seen from Fig. 12 that collision detection for real-time roaming in the virtual scene is carried out by the method in this paper. The detection time is only 4ms, and the detection time is less than 10ms. It can be seen that this method has good performance in collision detection of virtual scenes.
To verify the smoothness of the motion connection of the 3D animated character model in this method, the motion process of Police Officer Judy was tested. There are 30 frames in each motion clip, and the number of clips is 8, totaling 240 frames. The connection smoothness in the ear joint and eye rotation motion segment of police officer Judy in the post-application test of this method is shown in Fig. 13.

(a) The Movement Process of Ear Cartilage Joints

(b) The movement process of eye rotation

Fig. 13. Connection smoothness of two motion segments.

From the analysis of Fig. 13, it can be seen that through the method in this paper, the connection between the two motion segments is relatively smooth, and the initial motion is also retained accordingly. The experimental results show that the connection smoothness of each part of the motion segment is high under the method in this paper. Applying this method to animation production can enhance the visual perception of animation and bring a good visual experience.

IV. CONCLUSION

Aiming at the problems of low fluency and rough models in 3D modeling animation production, the innovative practice of virtual reality technology in animation production is studied to improve the animation user perception. Animated character modeling, image texture extraction, mapping, and optimization are realized through 3ds Max software. The animation scene is constructed from the two entry points of dynamic entity and static entity, and through interactive animation scene visualization design and 3D animation scene real-time roaming design, the innovative practice of virtual reality technology in animation production is finally realized. Through experimental verification, this method can improve the quality of animation production and enhance the visual perception of users. In addition, in future animation production, researchers can work to introduce more complex and realistic physical effects, such as cloth simulation and liquid simulation, to provide more realistic visual effects for animation production, and enhance the user's immersion and viewing experience.
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Abstract—In this research work, we have presented a machine learning strategy for Bengali speech emotion categorization with a focus on Mel-frequency cepstral coefficients (MFCC) as features. The commonly utilized method of MFCC in speech processing has proved effective in obtaining crucial phoneme-specific data. This paper analyzes the efficacy of four machine learning algorithms: Random Forest, XGBoost, CatBoost, and Gradient Boosting, and tackles the paucity of research on emotion categorization in non-English languages, particularly Bengali. With CatBoost obtaining the greatest accuracy of 82.85%, Gradient Boosting coming in second with 81.19%, XGBoost coming in third with 80.03%, and Random Forest coming in fourth with 80.01%, experimental evaluation shows encouraging outcomes. MFCC features improve classification precision and offer insightful information on the distinctive qualities of emotions expressed in Bengali speech. By demonstrating how well MFCC characteristics can identify emotions in Bengali speech, this study advances the field of emotion classification. Future research can investigate more sophisticated feature extraction methods, look into how temporal dynamics are incorporated into emotion classification models, and investigate practical uses for emotion detection systems in Bengali speech. This study advances our knowledge of emotion classification and identifies the research gap in Bengali speech emotion identification systems in Bengali speech by utilizing MFCC and machine learning techniques. Our work addresses the need for thorough and efficient techniques to recognize and classify emotions in speech signals in the context of emotion categorization. Understanding emotions is essential for many applications, as they are a basic component of human communication. By investigating cutting-edge strategies that show promise for enhancing the precision and effectiveness of emotion recognition, this study advances the field of emotion classification.

Keywords—XGBoost; gradient boosting; CatBoost; random forest; MFCC

I. INTRODUCTION

Emotions significantly impact people's attitudes and decision-making processes in various everyday activities, making them a crucial aspect of communication among individuals. Emotional understanding promotes mutual understanding and contributes to a fulfilling social life [1]. In today’s technologically advanced world, where voice commands and manual instructions are exchanged between humans and machines, the ability of artificial intelligence or machine learning to identify and assess someone's emotional state from their voice has emerged as a pressing challenge [2][3]. There is little study on emotion classification in non-English languages like Bengali, which presents particular difficulties for speech analysis. Systems currently in use frequently struggle with linguistic diversity and cultural subtleties. In order to solve these problems, our research advances the area by introducing a machine learning technique that improves the accuracy of emotion recognition. Our objective is to enhance emotional intelligence and human-machine communication, especially in underrepresented languages.

The contributions of this paper are twofold. Firstly, we provide a comprehensive investigation into the application of machine learning algorithms for emotion classification in Bengali speech, which is a relatively unexplored area of research. This study addresses the need for emotion recognition systems tailored to Bengali, which can enhance communication and human-machine interactions within Bengali-speaking populations. Secondly, we offer insights into the performance of Random Forest, XGBoost, CatBoost, and Gradient Boosting models in the context of emotion classification in Bengali speech. By comparing and evaluating the results of these models, we aim to identify the most effective approach for accurate emotion recognition.

Overall, our research aims to contribute to the advancement of speech emotion recognition, specifically in the Bengali language, and pave the way for improved human-machine interactions, affective computing applications, and speech therapy within Bengali-speaking communities.

This paper is organized logically and cogently. It starts with an introduction that sets the scene by supplying the backdrop and rationale for the research, outlining the goals of the study in detail, and highlighting its importance. The literature review section that follows conducts a detailed examination of earlier work on speech emotion identification, discusses several methods for categorizing emotions, and identifies the research gap in Bengali speech emotion categorization. The basis for the following sections is laid by this. Details regarding the Bengali speech dataset used in the study are provided in the dataset and data collecting section.
The study also recognizes the diversity of languages and cultures found among Bengali speakers. For effective emotion classification, Bengali's limited linguistic resources, dialectal variances, and pronunciation quirks present special difficulties. In order to create emotion recognition algorithms that are both culturally diverse and contextually pertinent, the project intends to solve these issues.

Studies on the identification of emotions from Bangla speech data are scarce [4],[24]-[27]. 25 MFCCs were suggested by researchers who investigated the optimum number of MFCCs for emotion recognition in speech data in [4]. To categorize user comments on Facebook pages, a deep neural network model based on Gated Recurrent Units was created in [24]. 5126 comments in Bangla were gathered, and these were divided into six categories: incitement, political, religious, hate speech, communal attack, and incitement. The accuracy of the GRU-based model was 70.10%. With an accuracy of 51.33%, a Recurrent Neural Network (RNN) was used in [25] to categorize six emotions in Bangla speech: joy, sadness, anger, surprise, fear, and disgust. [26] used a vocabulary of 500 distinct words using the Gaussian Mixture Model-Hidden Markov Model and Deep Neural Network-Hidden Markov Model to identify emotions in 49 distinct speakers. Using Word Error Rate to gauge model performance, they discovered that the GMM-HMM had 3.96% WER while the DNN-HMM had 5.30% WER. In [27], speech data was subjected to emotion categorization using an ensemble method that used multiple supervised classifiers, with an accuracy rate of 70%. It is clear that the level of accuracy attained by previous studies in audio-based emotion detection and recognition has not been very high.

In conclusion, the research is driven by the need to enhance communication technology, enable applications that can better recognize, interpret, and react to human emotions within the Bengali-speaking community, and advance our understanding of emotions in Bengali speech.

### III. RELATED WORK

While there have been extensive research studies conducted in the field of Speech Emotion Recognition (SER) for various languages, particularly English, only limited efforts have been made to establish SER for Bengali (Bangla). In 2018, Rahman et al. introduced a method for Bangla emotion classification using Dynamic Time Warping (DTW) assisted Support Vector Machines (SVM) [5]. The features utilized for classification were the first and second derivatives of Mel-frequency Cepstral Coefficients (MFCC). The proposed system achieved an average accuracy of 86.08% on a small dataset consisting of only 200 words.

N. Kholodna et al. [6] constructed a machine-learning model to automate the detection of emotions from speech, to monitor public emotions. They selected a manually annotated dataset and transformed it into a textual representation using a vectorization technique. Deep learning approaches, including convolutional neural networks (CNNs), recurrent neural networks (RNNs), and perceptron models, were employed to identify emotions from the textual data. The classification accuracy of the resulting model was found to be relatively low, with random forest achieving 77%, regression achieving 74%, and the naïve Bayesian classifier achieving 73.5%.

Some researchers work with Bengali speech. That study employs pitch and MFCC variables to identify emotions in
Bengali speech [7]. The suggested method produced an accuracy rate of 87.50% on a self-created dataset of Bengali emotional speech, with accuracies of 80.00% for joyful, 75.00% for sad, 85.00% for angry, and 75.00% for neutral emotions. For a thorough evaluation of the study, further information is required.

A. Majeed et al. [8], a system was created by the authors to detect emotions from Roman Urdu text. They constructed a comprehensive corpus comprising 18k sentences, sourced from various domains, and annotated it with six different emotion classes. The authors further employed baseline algorithms such as K-Nearest Neighbors (KNN), Decision Tree, Support Vector Machine (SVM), and Random Forest on their corpus. The achieved accuracy rate was 69.4%, with an F-measure of 0.69.

S. Cunningham et al. [9], the authors introduced an Artificial Neural Network (ANN) approach for predicting emotions in the domain of Music Emotion Recognition. A total of 167 voices were analyzed, and 76 features were extracted from the International Affective Digital Sounds Dataset (IADS). To facilitate model training and evaluation, the audio dataset was partitioned into three segments: training (70%), validation (15%), and testing (15%). During the prediction phase, the ANN model achieved accuracy rates of 64.4% for arousal and 65.4% for valence. These results indicated that the shallow neural network outperformed the regression model in terms of performance.

In our study, we were successful in classifying Bengali speech emotions with a high degree of accuracy. We achieved outstanding results by utilizing cutting-edge machine learning methods including Random Forest, XGBoost, CatBoost, and Gradient Boosting. Our top accuracy score was 82.85%. This outstanding performance demonstrates how well our method works at correctly identifying and categorizing emotions in Bengali speech. These findings help Bengali language emotion recognition technology progress and present prospects for real-world applications in numerous fields.

IV. SPEECH EMOTION RECOGNITION

The goal of speech emotion recognition (SER), a crucial field of study, is to automatically identify and categorize the emotions indicated in speech signals. To process and analyze the voice data properly, the system includes a number of crucial steps. In the beginning, a dataset of labeled speech recordings is gathered, capturing emotions displayed in regulated or naturalistic settings. To improve their quality and retrieve pertinent information, the speech signals go through preprocessing procedures such as segmentation and noise removal. The preprocessed signals are used to extract acoustic features such as Mel Frequency Cepstral Coefficients (MFCCs), energy-based features, and prosodic features. These characteristics act as clear illustrations of the emotional content. When deep learning or machine learning models like Support Vector Machines, Convolutional Neural Networks, or Long Short-Term Memory networks are used for classification, model selection is critical. The models are developed using the labeled data, tuned using hyperparameters, and their performance is assessed. In the end, the trained models can be used to predict emotions from speech data that hasn't been seen, which will help with applications like affective computing, human-computer interaction, and speech therapy. The processes of data collection, preprocessing, feature extraction, model selection, training, assessment, optimization, and deployment are all included in speech-emotion recognition systems. This study aims to investigate a machine learning method for Bengali speech emotion classification. The work seeks to accomplish accurate emotion detection using methods like MFCC-based feature extraction and models like Random Forest, XGBoost, CatBoost, and Gradient Boosting. Understanding and creating efficient speech emotion detection algorithms have the potential to significantly improve human-machine interactions, and emotional comprehension, and facilitate applications in many other fields.

V. THE MATERIALS AND METHOD

To identify the proper emotional state, our suggested system goes through several significant phases, including generating a dataset for Bengali speech, feature extraction, feature classification, and decision-making based on extracted features and classifications. Fig. 1 is the process of emotion classification.

![Fig. 1. Process of emotion classification.](image)

A. Preparing Datasets

1) The technique of collecting the data for Bengali speech's classification of emotions requires several processes and meticulous planning. A total of 40 sentences were originally composed, and 25 of them were chosen for recording. Following this, these lines were uttered and recorded by people ranging in age from 9 to 48, creating a total of 25 distinct recordings. The clips ranged in length from 2 to 4 seconds, with an average of about 3 seconds, and each recording was converted to the mp3 format.

A Sample of data -
Bangla- তোমার নাম কি?
English – What is your name?
Phonemic- Tomar name ki?

Fig. 2 shows the audio frequency of each emotion.

![Fig. 2 shows the audio frequency of each emotion.](image)
Our Bengali speech dataset’s main sources include unrestrained or natural emotions, performed or driven emotions, and elicited or created emotions [10]. Happy, Sad, Natural, and Angry were the four main emotions that were the focus of the data gathering. 14 speakers, including both male and female speakers, were enlisted to take part in the recording process to capture a wide spectrum of emotions. When compared to comparable datasets like the BanglaSER database, our dataset has a considerable volume [11]. This research produced a sizable dataset of 1400 audio recordings, 350 of which were assigned to each emotion group. Fig. 3 represents the total dataset and accuracy of each algorithm.

The data collection method required a lot of time and effort because the participants were not actors but rather members of the general public. In order to capture a realistic depiction of genuine emotional expression, it was essential to guarantee the speaker’s independence. The dataset is important because it is diverse in terms of speakers and emotions. The dataset offers a wide range of vocal qualities and expressions with four female voices and ten male sounds. An 80-20 split was used to ensure the dataset’s usefulness, with 80% of the data (1120 clips) going toward training the models and the other 20% (280 clips) going toward testing and assessment.

B. Extraction of Features

Feature extraction is the process of taking a little amount of information from a speech signal in order to address each speaker separately [12]. Mel-frequency cepstral coefficients (MFCC) are a frequently employed method for feature extraction, which is a vital stage in the analysis and classification of speech data. In order to extract pertinent acoustic features that capture the unique qualities of the audio signals, MFCC is used in the context of emotion categorization in Bengali speech. Parts of human speech production and perception are represented by MFCC. The human auditory system's logarithmic perception of loudness and pitch is depicted by MFCC [13].

MFCC features are based on human hearing perception [14]. The first step in the MFCC feature extraction procedure is to split the recorded speech data into brief frames, which typically last 20–40 milliseconds and have a minimal amount of overlap. The next step is to perform a series of operations on each frame to determine the MFCC coefficients. A full diagram of MFCC is given in Fig. 4.

The average frequency perception capability of humans is over the range of 1KHz [15]. To lessen spectral leakage, the speech signal is first divided into manageable chunks, and a windowing function, such as the Hamming window, is then applied. The signal is then transformed from the time domain to the frequency domain on each segment using the Fast Fourier Transform (FFT).

The resulting frequency spectrum is then altered using a Mel filter bank to simulate the non-linear perception of sound by the human auditory system. The purpose of this filter bank is to simulate how sensitive different frequencies are to the human ear. The magnitude of the spectral components is represented by the logarithm of the energy contained within each Mel filterbank.

The Discrete Cosine Transform (DCT) is used to decorrelate the Mel-frequency coefficients as the last stage in the MFCC feature extraction process. This treatment decreases
dimensionality, compresses the data, and keeps the most important information.

The signal produced by our speech often comprises a large number of criteria that indicate the signs of different emotions. Pitch, energy, format, as well as spectral features including Mel-frequency cepstrum coefficients (MFCC), are recovered in this study. The approach known as MFCC (Mel-frequency cepstral coefficients) is commonly used in speech recognition and voice emotion recognition. It is predicated on the knowledge that speech impulses are not linearly processed by the human auditory system. A non-linear Mel scale filter bank is used, which amplifies the lower frequencies while attenuating the higher ones, to capture the phoneme-specific information included in the lower frequency components of speech.

The short-term power spectrum of a speech frame is represented by the Mel frequency cepstrum in speech processing. It can be found by taking the logarithm of the power spectrum on a Mel frequency scale and performing a linear cosine transform. The formula $m = \frac{2595 \log_{10}(f/700+1)}{700}$ converts the normal frequency (f) to the Mel frequency (m). We are able to convert any frequency to its Mel equivalent using the presented equation. [16].

$$m = \frac{2595\log_{10}(f/700+1)}{700}$$

C. Classification Method

Four well-known algorithms were used to categorize emotions in Bengali speech using machine learning: Random Forest, XGBoost, CatBoost, and Gradient Boosting. These algorithms were selected because they handled classification jobs well and could identify intricate patterns in the data. Many of the researchers use many algorithms but small work with those algorithms.

1) Random forest: An ensemble learning system called Random Forest mixes various decision trees to produce predictions. Each tree in the forest is trained using a portion of the data, and the combined forecasts of all the individual trees are used to make the final prediction. Fig. 5 shows the Random Forest architecture. Double randomness is the random forest's primary attribute [17]. Random Forest is renowned for its resistance to overfitting and capacity for handling large-scale, multidimensional data. In Fig. 7, it shows the confusion matrix of Random Forest.

2) XGBoost: It is an ensemble machine-learning technique based on decision trees that makes use of an improved gradient-boosting framework [18]. Due to its outstanding results in numerous machine learning contests, the gradient boosting technique known as XGBoost (Extreme Gradient Boosting) has become increasingly popular. In Fig. 6, Gradient descent is used to incrementally improve an ensemble of poor prediction models, such as decision trees. The capacity of XGBoost to handle intricate relationships and identify non-linear patterns in the data is well known. The major benefit of this algorithm is its regularization technique [19]. Fig. 8 shows the confusion matrix of XGBoost.

3) CatBoost: Another gradient boosting method created specifically to handle category features effectively is CatBoost. It combines ordered boosting and gradient-based optimization techniques to obtain high accuracy in classification applications. When working with datasets that combine numerical and categorical variables, CatBoost is especially helpful. By applying the process of encoding, this method is able to handle the many types of data in the form as they emerge. Such a category can be handled without difficulty by Catboost [20]. Fig. 9 shows the confusion matrix of CatBoost.

4) Gradient boosting: A broad ensemble learning approach called gradient boosting combines several weak learners to produce a powerful predictive model. It is among the effective models created for making predictions. Three components make up the technique [21]. A decision tree to strengthen weak learners, a differentiable loss function, and an additive model to help choose the best decision tree model [22]. Each decision tree's nodes use a unique subset of characteristics to determine the appropriate split. In this method, each tree is distinct and capable of extracting a distinctive signal from the data points. Additionally, every new tree is built on top of the mistakes made by the prior tree, and all of these procedures are carried out sequentially [23]. In Fig. 10, it shows the confusion matrix of Gradient Boosting.

VI. RESULT AND DISCUSSION

An experimental study was carried out to gauge how well the machine learning approach performed in classifying emotions in Bengali speech. The dataset used for this assessment was made up of recorded Bengali speech samples from different people, covering a variety of emotions including happy, sad, natural, and angry.
For the emotion categorization challenge, four well-known machine learning algorithms—Random Forest, XGBoost, CatBoost, and Gradient Boosting—were used. Using features taken from the Bengali speech samples, such as Mel-frequency cepstral coefficients (MFCC), each algorithm was trained on the training subset. Following the training phase, the classification models were used to forecast the emotions present in the Bengali speech samples using the testing subset. The accuracy of each algorithm was determined by contrasting the anticipated labels of the test samples with their actual labels.

A. Accuracy

A model's overall accuracy in foretelling both positive and negative events is measured by accuracy. It is determined by dividing the total number of forecasts by the number of correct guesses. Although accuracy offers a broad evaluation of model performance, it may not be appropriate when classes are unbalanced.

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN}
\]

B. Precision

Precision measures a model's ability to categorize positive cases among all instances that it properly predicted as positive. It is determined by dividing the total number of true positives (positives that were successfully predicted) by the sum of true positives and false positives (positives that were mistakenly forecasted). The model's precision indicates its capacity to prevent false positives.

\[
\text{Precision} = \frac{TP}{TP + FP}
\]

C. Recall

The capacity of a model to properly identify every positive case is measured by the recall. It is determined by dividing the total number of true positives by the total number of false negatives, which are positives that were mistakenly labeled as negatives. Recall shows how well the model can prevent false negatives.

\[
\text{Recall} = \frac{TP}{TP + FN}
\]

D. F-1 score

The F1 score is a statistic that combines precision and recall. By using the harmonic mean of precision and recall, it offers a fair evaluation of the model's performance. The F1 score is calculated as 2 * ((precision * recall) / (precision + recall)). It has a scale of 0 to 1, with 1 representing the highest attainable score.

\[
F - 1 \text{ Score} = 2 \times \frac{\text{Recall} \times \text{Precision}}{\text{Recall} + \text{Precision}}
\]

These findings show how well Bengali speech can be classified according to emotions using machine learning. The most accurate results came from CatBoost, which demonstrated a great capacity to identify underlying patterns and relationships in the data. The ability of Gradient Boosting, XGBoost, and Random Forest to correctly predict emotions in Bengali speech was also demonstrated by their respectable performance.
The experimental evaluation sheds important light on the effectiveness of various algorithms and emphasizes the significance of choosing the right machine-learning methods for Bengali speech emotion categorization. To acquire a deeper knowledge of the models’ performance, additional research and assessment could be conducted to study different evaluation measures, such as precision, recall, and F1 score.

We shall start by outlining the judicial system of our suggested model. We have taken into account the Table I accuracy, precision, recall, and F1 score.

The experimental results showed how each algorithm performed in terms of accuracy. Gradient Boosting, CatBoost, Random Forest, and XGBoost all produced results with accuracy higher than 81.19%, 82.85%, 80.01%, and 80.03% respectively.

Overall, the experimental findings support the effectiveness of the machine learning method for correctly detecting emotions in Bengali speech, advancing emotion identification systems designed for the Bengali language.

VII. CONCLUSION AND FUTURE WORK

In conclusion, this research focused on developing a machine-learning approach for emotion classification in Bengali speech. The experimental evaluation demonstrated the effectiveness of the Random Forest, XGBoost, CatBoost, and Gradient Boosting algorithms in accurately predicting emotions in Bengali speech samples. The achieved accuracy rates ranged from 80% to 83%, with CatBoost exhibiting the highest accuracy. This research contributes to addressing the scarcity of studies on emotion classification in non-English languages, specifically Bengali, and provides valuable insights into the potential of machine learning algorithms for capturing emotions in Bengali speech.

Incorporating sequence modeling techniques, such as recurrent neural networks or transformers, as well as taking into account the temporal dynamics of emotions in a speech could capture the temporal dependencies and boost the precision of emotion classification.

We realize that our study has some limitations. There are a total of seven different emotional categories; initially, we concentrated on the classification of four distinct emotions. Second, while MFCC was the main methodology we used for feature extraction, there are other feature extraction methods like LPC and PLP that can provide different insights and advantages.

In future work, we plan to expand our approach by incorporating a broader range of algorithms for emotion classification. Additionally, we intend to explore additional feature extraction techniques, including LPC and PLP, to enhance the robustness and accuracy of our emotion classification system.
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Abstract—The prompt evolution of cloud computing technology has given rise to the emergence of countless cloud-based services. However, guaranteeing Quality of Service (QoS) awareness in service composition poses a substantial difficulty in cloud computing. A solitary service cannot effectively handle the complicated requests and varied demands of real-world situations. In some instances, one service alone may not be enough to fulfill users’ particular requirements, prompting the integration of several services to satisfy these needs. As an NP-hard problem, service composition has been addressed using many metaheuristic algorithms. In this context, the proposed methodology presents a new blended technique, referred to as Integrated Aquila Optimizer (IAO), which amalgamates conventional Aquila Optimizer (AO) and Particle Swarm Optimization (PSO) algorithm. The central objective of this hybridization is to tackle the shortcomings confronted by both AO and PSO algorithms. Specifically, these algorithms are known to get stuck in local search areas and show limited solution variety. To address these challenges, the proposed method introduces a novel transition mechanism that facilitates suitable adjustments between the search operators, ensuring continual improvements in the solutions. The transition mechanism allows the algorithm to switch between AO and PSO when any of them gets stuck or when the diversity of solutions decreases. This adaptability enhances the overall performance and effectiveness of the hybrid approach. The proposed IAO method is exhaustively tested through experiments conducted using the Cloudsim simulation platform. The numerical findings confirm the effectiveness of the suggested approach regarding dependability, accessibility, and expenses, which are essential factors of cloud computing.
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I. INTRODUCTION

Cloud computing is a prevalent method for providing on-demand resources and services. Its pay-as-you-go strategy has attracted considerable attention from businesses and research institutions, particularly in areas that require substantial and intricate computing tasks, such as aerospace, bioinformatics, and physics [1]. Elastic computing capabilities are provided to cloud users through cloud computing, encapsulating these capabilities as Virtual Machines (VMs) deployed on Physical Hosts (PHs) controlled by the management center. These resources are fabricated and made accessible to users based on their availability and the required quality parameters [2]. Cloud computing has become a popular choice for large institutions and IT companies for its reliability, cost-effectiveness, and security. The rise of dependable and credible cloud providers has greatly diminished concerns about embracing this method [3, 4].

However, two significant challenges must be addressed regarding service accessibility and efficient allocation prospects. Predicting all the necessary services, particularly in software services, is a challenging task [5]. To tackle this issue, providing simple and fundamental services that can be combined to form more complex services is essential [6]. Different service providers can contribute to these building block services, making it easier to address the diverse needs of users. The second hurdle is selecting the ideal combination of mandatory and individual services, each supplied by different suppliers with variable quality of service (QoS) features [7]. This involves optimizing the formation of complex services while considering a vast number of similar single services offered by different providers. As an NP-hard problem, this presents a formidable computational challenge. Service composition has emerged as one of the most effective approaches proposed and utilized by cloud providers and researchers alike. This approach simultaneously resolves both of the aforementioned challenges. This technique aims to ensure service user satisfaction by choosing appropriate services from a pool, adhering to service composition restrictions, analyzing important QoS metrics, and accounting for the unpredictable nature of changing service features and network conditions [8].

The integration of the Internet of Things (IoT), machine learning, deep learning, and neural networks represents a transformative paradigm in addressing the complex challenges of cloud service composition. IoT devices generate vast amounts of data, often in diverse formats and characteristics [9-11]. Machine learning techniques provide the ability to extract valuable insights from this data, facilitating intelligent decision-making in the cloud service composition process [12, 13]. Deep learning, a subset of machine learning, excels at handling complex, unstructured data, such as images, text, and speech, enabling the automatic recognition of patterns and correlations in the cloud service context [14, 15]. Neural networks, inspired by the human brain’s interconnected neurons, offer powerful tools for modeling and optimizing the intricate relationships between various cloud services,
enhancing the accuracy of service composition while adapting to dynamic and unpredictable conditions [16, 17].

Meta-heuristic algorithms are vital to solving complicated challenges associated with cloud service composition. These algorithms, known for their adaptability and problem-solving versatility, offer effective strategies to optimize the selection and arrangement of diverse cloud-based services, ensuring QoS requirements are met, and performance is maximized within complex cloud computing environments. By efficiently navigating the vast solution spaces, meta-heuristic algorithms contribute significantly to achieving optimal service combinations, which are essential for fulfilling the dynamic and multifaceted demands of cloud users [18]. This paper proposes a swarm intelligence-based method for service composition in cloud computing called Integrated Aquila Optimizer (IAO). IAO merges the traditional AO and Particle Swarm Optimization (PSO) algorithms to overcome their individual constraints. Specifically, IAO addresses the issues of having low solution diversity and being stuck in local search areas. The proposed method incorporates a new transition mechanism to maintain improvements and enhance performance. This mechanism enables appropriate transitions between search operators, allowing the algorithm to switch between AO and PSO when any algorithm becomes stuck or solution diversity decreases. This paper contributes the following:

- QoS criteria determine the optimal selection of services. This ensures that the user's objectives are met effectively.
- Reductions in response times and cost-of-service choices lead to faster service composition.
- Power consumption is decreased compared to other metaheuristic algorithms.

The rest of the paper is arranged in the following manner. Section ii reviews the related work. Section iii explains the problem statement. Section iv discusses the proposed method. Simulation results are reported in Section v. Finally, Section vi concludes the paper and suggests some hints for upcoming research.

II. RELATED WORK

Bao, et al. [19] proposed a new approach called the Evolutionary Multitasking Algorithm for Cloud Computing Service Composition Problem (EMA-CCSC). EMA-CCSC stands out due to its capacity to optimize two service composition tasks concurrently, unlike traditional solvers that handle composite service requests one at a time after pooling them in a waiting queue. This enhanced optimization capability allows EMA-CCSC to handle a greater number of tasks more quickly, leading to improved efficiency. To evaluate the performance of EMA-CCSC, the researchers conducted experiments using the QWS dataset. They resolved a series of randomly generated service composition tasks varying in size and structure. Experiments suggest that EMA-CCSC is superior to other algorithms with varying properties. Notably, EMA-CCSC achieves this performance while spending only half of its computational expenses. Qi, et al. [20] introduce models for evaluating Quality of Service (QoS) and propose a mathematical model for optimizing Web service composition regarding QoS. Additionally, a knowledge-driven differential evolution process is presented for optimizing Web service composition. By incorporating structural knowledge, this algorithm significantly enhances the convergence velocity. The research includes simulation experiments and an evaluation methodology, with results demonstrating that KDE (knowledge-based differential evolution) outperforms the PSO algorithm and original differential evolution for Web service composition.

Hosseinza deh, et al. [21] have presented a novel integrated approach termed the Artificial Neural Network-based Particle Swarm Optimization (ANN-PSO) Algorithm, which is tailored to augment the Quality of Service (QoS) attributes within cloud-edge computing. The crux of their contribution lies in introducing a formal verification technique that employs labeled transition systems to evaluate crucial linear temporal logic equations systematically. This verification process bolsters the efficacy of candidate composite services and optimizes various QoS parameters within the context of the hybrid algorithm. The outcomes of the experiment exhibit the exceptional effectiveness of the proposed model, highlighted by its minimal verification time, low memory consumption, and capability to ensure critical specifications based on Linear Temporal Logic (LTL) formulas. Furthermore, they noted that the recommended model exceeds other service composition algorithms, attaining the ideal timing, reliability, and cost. Souri, et al. [22] introduced a hybrid formal verification approach to evaluate service composition in multi-cloud environments. The objective was to enhance the ultimate service configuration by reducing the number of cloud vendors involved while maintaining a high QoS. Their method involved a behavioral model to analyze request flow, selection of services, and combination within a varied cloud situation. The suggested procedure utilized model checking using Multi-Labeled Transition Systems (MLTS) and process algebra using Pi-Calculus to perform the analysis of service composition. These techniques were employed to monitor performance characteristics to measure the quality of service. The authors conducted experiments to validate the feasibility of their proposed approach, utilizing performance evaluations and confirmation setups. The experimental results demonstrated the effectiveness and viability of the approach in achieving optimized multi-cloud service composition with reliable QoS standards.

Wang and Liu [23] introduced an inventive approach by fusing the firefly optimization algorithm (FOA) with fuzzy logic, presenting a methodology adept at effectively harmonizing multiple QoS parameters while adhering to connectivity limitations in service composition. The crux of their contribution lies in the introduction of a novel metric, termed the model maturity metric, designed to assess the lifecycle of simulation models across various cloud scenarios. This study dynamically computes the maturity score for the amalgamated model, factoring in the collaborative relationships between model services. The authors further devised a new algorithm that integrates FOA and fuzzy logic to optimize and synthesize cloud model services. Empirical
findings underscored the efficacy of the proposed technique. It showcased a superior performance compared to previous methodologies in key aspects like energy consumption, availability, and response time. This substantiates the efficiency of the suggested approach in significantly enhancing the Quality of Service (QoS) within the realm of cloud service composition. Mohapatra, et al. [24] introduced a Multi-Criteria Decision-Making methodology that employs the Simple Additive Weighting (SAW) technique. This methodology assists customers in determining the preferable cloud service from a range of available services based on their individual satisfaction criteria.

Additionally, they proposed an enhanced approach called Eagle Strategy with Whale Optimization algorithm (ESWOA). This enhanced technique helps balance local and global optima, ensuring efficient optimization of cloud services. The system proposes time-saving, dependable, and trustworthy cloud services from the available pool by combining these methodologies. This recommendation system aids customers in finding the appropriate cloud services to satisfy their specific demands.

III. PROBLEM STATEMENT

Service composition identifies the most suitable set of Cloud-based Services (CSs) from an array of available services to enhance user experience while adhering to QoS constraints. In Fig. 1, the formal definition of service composition is presented. It assumes that from a total of \( m \) candidate services available in the cloud, \( n \) services \( (X_1, X_2, \ldots, X_n) \) must be combined to achieve the desired QoS and meet the user's requirements. There are various ways to combine a set of services, but evaluating all possible combinations and selecting the optimal method is time-consuming. This paper addresses the service combining issue using IAO. The system model for cloud service composition consists of several key components, including Cloud Providers (CPs), service requirements, QoS constraints, and types of composite service profiles. Different CP partners must collaborate and work together in a supply chain format to meet all service requirements. This collaboration allows them to leverage their unique strengths and capabilities, creating an optimal package of services that fulfills the customer's needs and ensures the highest QoS. Effective communication and coordination among CP partners are essential for a successful collaboration. CPs may offer multiple services, each involving one or more CPs. To meet the complex needs of customers, services from different commercial independent cloud platforms can be combined through mutual communication. This flexibility in combining services from various sources enhances the ability to satisfy customers' diverse and evolving requirements effectively.

In QoS-aware service composition, the cloud user initially provides a list of abstract services that describe the application requirements for a specific task. The cloud provider then composes these abstract services into a concrete and executable workflow, which is deployed within the cloud environment. The cloud provider considers the user's specified QoS constraints throughout this composition process, such as performance, reliability, and cost. These constraints play a crucial role in ensuring that the composed services meet the user's needs while optimizing the resulting workflow's cost, performance, and reliability. To achieve this optimization, the cloud provider evaluates and weighs the different QoS requirements against each other. By doing so, they can make informed decisions to select the most suitable composition of services that best aligns with the user's goals and fulfills the specified QoS constraints. Consider a set of \( n \) customer service requirements represented as \( R = (R_1, R_2, \ldots, R_n) \) \( (1 \leq i \leq n) \). Each abstract service \( S_i \) \( (1 \leq i \leq n) \) can satisfy a specific requirement \( R_i \) in a particular order, adhering to the user's preferences and priorities for service composition. Cloud pools offer services catering to clients' diverse needs from numerous providers, aiming to boost their profitability. As client needs can be complex, they may require the compilation and orchestration of multiple services. Service composition aims to combine and organize these various services into a formalized workflow that efficiently processes client requests. Figure 2 illustrates the process of composing a cloud service, where \( n \) tasks represent the client's request. Each workflow task is matched with candidate services during service discovery. An optimization algorithm is employed to select the most suitable services to create a coherent path that fulfills the client's requirements.

![Service composition model](image)

A workflow in this context represents a client request comprising \( n \) tasks and a list of \( m \) candidate services. These workflows are represented using directed acyclic graphs (DAGs) with five tuples. \( V = (T_1, T_2, \ldots, T_n) \) represents the workflow of \( n \) tasks, and each task includes a list of candidate services denoted as \( (S_{1i}, S_{2i}, \ldots, S_{mi}) \), where \( S_{ij} \) \( (1 \leq i \leq n, 1 \leq j \leq m) \) represents the \( j \)th service for the \( i \)th task. An association between the services and QoS parameters is represented by \( E \). The QoS parameters for the \( j \)th service are denoted as \( P_{1r}, P_{2r}, \ldots, P_{mr} \), where \( P_{ir} \) \( (1 \leq r \leq Q) \) represents the \( r \)th QoS parameter for the \( j \)th service. Here, \( C \) represents the values of the QoS parameters, represented as \( C = (C_1, C_2, \ldots, C_Q) \). The workflow patterns can be loop, conditional, parallel, or sequential, and they are denoted as \( P \). \( Q \) denotes the number of QoS parameters in the system. Furthermore, \( W \) represents the clients' QoS desires, represented as \( W = (W_1, W_2, \ldots, W_Q) \), indicating the specific values and priorities the clients require for the QoS parameters.

In the given formulation, there are multiple potential solutions in the form of infinite paths, with a total of less than
Optimization algorithms reveal that only one solution stands out as the best among all others. Hence, the service composition problem can be seen as a multi-objective optimization problem, as the goal is to find a single optimal solution. In the context of mobile cloud computing environments, the battery life of mobile devices is a critical factor. Therefore, three QoS factors, namely cost, response time, and energy, play a significant role in determining the optimal service composition. These QoS parameters are further divided into positive and negative factors. Positive factors, such as availability and throughput, are most beneficial to users when their values increase. On the other hand, negative factors, such as energy consumption and response time, benefit the user when their values are decreased. Optimization algorithms are employed to calculate the solution’s fitness based on the following formula, which considers the various QoS parameters and their effect on user satisfaction.

**Fitness function**

\[
\text{Fitness function} = W_1 \times \text{ResponseTime} + W_2 \times \text{Energy} + W_3 \times \text{Cost}
\]

In Eq. (1), the values of \( W_1, W_2, \) and \( W_3 \) are constrained to range from 0 to 1, and their sum is equal to 1. The proposed algorithm aims to select a composite service that yields the lowest fitness value. Table I illustrates the existing QoS factors, calculated using sum and product operations and then normalized to fall from 0 to 1. This normalization process ensures that all the QoS factors are on a comparable scale, allowing the algorithm to make a fair assessment and selection of the composite service with the most favorable QoS attributes.

<table>
<thead>
<tr>
<th>QoS parameter</th>
<th>Loop</th>
<th>Fork</th>
<th>Branch</th>
<th>Sequential</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost</td>
<td>( \left( \prod_{i=1}^{n} C(a_i) \right)^k )</td>
<td>( \min_{i=1}^{p} C(s_i^f) )</td>
<td>( \sum_{i=1}^{m} P_i \cdot C(s_i^b) )</td>
<td>( \prod_{i=1}^{m} C(a_i) )</td>
</tr>
<tr>
<td>Energy consumption</td>
<td>( k \cdot \sum_{i=1}^{n} E(a_i) )</td>
<td>( \max_{i=1}^{p} E(s_i^f) )</td>
<td>( \sum_{i=1}^{m} P_i \cdot E(s_i^b) )</td>
<td>( \sum_{i=1}^{n} E(a_i) )</td>
</tr>
<tr>
<td>Response time</td>
<td>( k \cdot \sum_{i=1}^{n} T(a_i) )</td>
<td>( \max_{i=1}^{p} T(s_i^f) )</td>
<td>( \sum_{i=1}^{m} P_i \cdot T(s_i^b) )</td>
<td>( \sum_{i=1}^{n} T(a_i) )</td>
</tr>
</tbody>
</table>

### IV. INTEGRATED AQUILA OPTIMIZER FOR SERVICE COMPOSITION

#### A. Aquila Optimizer

The Aquila Optimization (AO) algorithm draws inspiration from the hunting behaviors of the Aquila (eagle) during its pursuit of prey. The hunting process involves four steps: expanded exploration, narrowed exploration, expanded exploitation, and narrowed exploitation. To transition from the exploration stage to the exploitation stage, the AO algorithm incorporates various behaviors. In the initial two-thirds of iterations, the algorithm replicates the exploration phase, followed by the emulation of the exploitation phase in the concluding one-third of iterations. Mathematically, the AO algorithm can be described as follows:

**Initializing:** A total of \( N \) solutions are strategically distributed within a D-dimensional exploration domain, delimited by a predetermined range denoted as \([L, U]\). This allocation is accomplished through the utilization of Eq. (2), where \( X_{ij} \) denotes the value in the \( j^{th} \) dimension of the \( i^{th} \) solution. Here, \( L_j \) and \( U_j \) signify the lower and upper boundary values pertaining to the \( j^{th} \) dimension within the exploration space, while \( r \) signifies a randomly generated value within the range of 0 to 1. The spatial coordinates of these solutions are meticulously recorded in a matrix denoted as \( X_{\text{ord}} \). Subsequently, the fitness value for each individual solution is computed through the function \( f(X_i) \).

\[
X_{ij} = L_j + r \times (U_j - L_j)
\]

Expanded exploration: An Aquila, or eagle, employs a distinct strategy for locating potential prey by identifying regions of interest and strategically selecting optimal hunting locations through a combination of high soaring and vertical stooping. This behavior enables the bird to survey the search area from elevated vantage points, aiding in the estimation of potential prey locations. The AO algorithm simulates this approach to expand exploration, as captured by Eq. (3). This simulation occurs when the ongoing iteration count is less than two-thirds of the total maximum iterations, and a randomly generated value falls below 0.5. Within Eq. (3), \( X_i(\text{iter} + 1) \) corresponds to the solution generated from the prime method, intended for utilization in the subsequent iteration. \( X_{\text{best}}(\text{iter}) \) designates the best solution discovered up to the current iteration, serving as an approximation of the prey’s position. The term \( 1 - \frac{\text{iter}}{\text{MaxIter}} \) is employed to regulate the extent of exploration based on the progression of iterations. Here, \( \text{iter} \) denotes the current iteration count, and \( \text{MaxIter} \) represents the total number of iterations. In the \( \text{iter}^{\text{th}} \) iteration, \( X_{\text{mean}}(\text{iter}) \) represents the mean of the presently available solutions, computed using Eq. (4). This mean value acts as a guide for the exploration process, providing a directional influence for the algorithm as it navigates the search space in pursuit of the optimal solution.

\[
X_i(\text{iter} + 1) = X_{\text{best}}(\text{iter}) \times \left(1 - \frac{\text{iter}}{\text{MaxIter}}\right) + (X_{\text{mean}}(\text{iter}) - X_{\text{best}}(\text{iter}) \times r)
\]

\[
X_{\text{mean}}(\text{iter}) = \frac{1}{N} \sum_{i=1}^{N} X_i(\text{iter}), \forall j = 1,2, ..., D
\]
In Eq. (4), the variable \( N \) denotes the total number of solutions within the population, while \( D \) signifies the dimensionality of the search space.

Narrowed exploration: The hunting behavior of the Aquila, referred to as "contour flight" or "short glide attack," involves the bird hovering over its intended prey, descending swiftly upon spotting the prey from an elevated position. This tactic allows the Aquila to explore a designated region with precision thoroughly. The AO algorithm emulates this focused exploration strategy through Eq. (5), enacted when the ongoing iteration count remains less than two-thirds of the maximum iterations and a randomly generated value exceeds 0.5. In Eq. (5), \( X_{b}(iter + 1) \) represents the solution generated by the narrowed exploration technique. \( X_{b}(iter) \) denotes a solution randomly selected from the entire set of solutions during the ith iteration.

Additionally, \( \text{Levy}(D) \) signifies the Levy flight distribution function, calculated via Eq. (6). The Levy flight distribution function, as defined in Eq. (6), exerts an influence on the movement of solutions during the narrowed exploration phase. By introducing controlled random deviations, this distribution facilitates dynamic and efficient exploration of the search space. This stochastic behavior enables the algorithm to focus on specific areas of interest during the narrowed exploration phase, potentially leading to the discovery of promising solutions.

\[
X_{b}(iter + 1) = X_{b}(iter) \times \text{Levy}(D) + X_{b}(iter) + (y - x) \times r
\]

\[
\text{Levy}(D) = s \times \frac{\Gamma(1 + \beta) \times \sin \left( \frac{\pi \beta}{2} \right)}{|\beta|^{\frac{\beta - 1}{2}} \times (\Gamma \left( \frac{1 + \beta}{2} \right) \times \beta \times 2^{\frac{\beta - 1}{2}})}
\]

Eq. (6) delineates the parameter values as follows: \( \beta = 1.5 \) and \( s = 0.01 \). In addition, the variables \( u \) and \( v \) are integer values randomly generated within the range of 0 to 1. Moving to Eq. (5), the spiral pattern is depicted by the variables \( y \) and \( x \), which are computed using Eq. (7). Eq. (7) relies on the calculations of the variables \( r \) and \( \theta \). The value of \( r \) is established using Eq. (8), while the value of \( \theta \) is computed through Eq. (9). In Eq. (8) and Eq. (9), the number of search cycles is determined by the random number \( r_{i} \), which assumes values between 1 and 20. \( D_{i} \) denotes an integer value ranging from 1 to \( D_{i} \), where \( D \) signifies the dimensionality of the search space. \( U \) is a constant set to 0.0056, and \( \omega \) is another constant established at 0.005. These parameters collectively contribute to the computation of the spiral form in Eq. (7), playing a pivotal role in shaping the movement and exploration patterns of solutions during the narrowed exploration phase within the framework of the AO algorithm.

\[
y = p \times \cos(\theta), x = p \times \sin(\theta)
\]

\[
p = r_{i} + U \times D_{i}
\]

\[
\theta = -\omega \times D_{i} + \theta_{1}, \theta_{1} = \frac{3 \times \pi}{2}
\]

Expanded exploitation: Aquila adopts the "low-flying descent attack" tactic to capture its target in the expanded exploitation phase. After carefully identifying the prey zone, the Aquila prepares to descend and attack. It descends vertically and executes the first strike to gauge how the prey would respond. The AO algorithm simulates this low-flying descent attack behavior using Eq. (10). It is performed when the current iteration is greater than two-thirds of the maximum iterations and a randomly generated value is less than 0.5. Eq. (10) introduces \( X_{b}(iter + 1) \) as the solutions generated through the expanded exploitation approach. The parameters governing exploitation adjustment, \( \alpha \) and \( \delta \), are both fixed at a value of 0.1. These parameters play a role in fine-tuning the exploration and exploitation balance during the expanded exploitation stage. The values of \( \alpha \) and \( \delta \) help control the level of exploitation, influencing how the algorithm explores the promising regions discovered earlier and refines the solutions to find the optimal solution more effectively.

\[
X_{b}(iter + 1) = (X_{b}(iter) - X_{M}(iter)) \times \alpha - r
\]

Narrowed exploitation: In the narrower exploitation phase, the Aquila adopts a "walking and grabbing the prey" strategy, characterized by a randomized approach towards the prey followed by an attack. This action is executed when the current iteration is greater than two-thirds of the maximum iterations and a randomly generated value is greater than 0.5. This behavior is simulated using Eq. (11). In Eq. (11), \( X_{b}(iter + 1) \) signifies the current solution generated using \( X_{iter} \) denotes the current solution during the \( iter^{th} \) iteration, and a quality function referred to as \( QF \) is computed using Eq. (12) to regulate and balance the search strategy. To determine the values of \( G_{1} \) and \( G_{2} \), which represent the Aquila's prey tracking movements, Eq. (13) and Eq. (14) are utilized.

\[
X_{b}(iter + 1) = QF(iter) \times X_{b}(iter) - (G_{1} \times X(iter) \times r) - G_{2} \times \text{Levy}(D) + r \times G_{4}
\]

\[
QF(iter) = \left( \frac{2 \times r - 1}{\text{Maxiter}} \right)^{2}
\]

\[
G_{4} = 2 \times r - 1
\]

\[
G_{2} = 2 \times \left( 1 - \frac{iter}{\text{Maxiter}} \right)
\]

B. Particle Swarm Optimization

PSO is an intelligent, biologically inspired algorithm that draws its origins from the study of avian predatory behavior. At its core, PSO operates on the principle of identifying optimal solutions through collaborative interaction and the exchange of information among individual members within a group. In PSO, each individual is represented as a bird, and their positions and speeds are treated as independent variables. The objective function value at each location is related to the food density, and the goal is to find the optimal location with the highest food density, which corresponds to the optimal solution to the problem. Each bird adjusts its search direction and speed based on the difference between its historical best position and the best position found by the entire population. By continuously updating their positions and speeds and sharing information with each other, the bird swarm gradually
converges toward the optimal population location. This collective effort leads to finding the optimal solution called problem convergence.

Within the realm of optimization, the PSO algorithm is often conceptualized as a stochastic search challenge occurring in a D-dimensional space. The central aim is to optimize a given objective function. In this D-dimensional environment, a population of \( n \) particles are denoted as \( p_i = (p_{i1}, p_{i2}, ..., p_{id})^T \), where each \( i \)th particle is composed of a \( d \)-dimensional position vector \( x_i = (x_{i1}, x_{i2}, ..., x_{id})^T \) and a velocity vector \( v_i = (v_{i1}, v_{i2}, ..., v_{id})^T \). The PSO algorithm commences with each particle initiating its search within the \( D \)-dimensional space, leveraging an initial set of randomized particles. Through a series of iterative updates, the particle embarks on a quest to identify an optimal solution. During this continuous exploration, the particle maintains its present optimal position, \( p_i = (p_{i1}, p_{i2}, ..., p_{id})^T \), representing its local optimum, and its velocity \( v_i = (v_{i1}, v_{i2}, ..., v_{id})^T \). The global optimal solution, \( p_g = (p_{g1}, p_{g2}, ..., p_{gd})^T \), signifies the finest solution collectively discovered by the entire particle swarm during optimization. In each iteration, the particle refines its position and velocity by considering two distinct "optimal solutions": its local best position and the global best position. By updating its position and velocity using the specified equations outlined in Eq. (15) and Eq. (16), the particle navigates towards its local best position while being influenced by the superior global best position identified by the swarm as a whole. The PSO algorithm recurrently applies these updates, fostering the gradual convergence of particles towards the global optimal solution. This iterative process orchestrates the collective efforts of particles, ultimately yielding optimization of the objective function and culminating in the discovery of the paramount solution for the given optimization quandary.

\[
\begin{align*}
  v_{id}(t + 1) &= \omega v_{id}(t) + c_1 r_1(p_{id}(t) - x_{id}(t)) + c_2 r_2(p_gd(t) - x_{id}(t)) \\
  x_{id}(t + 1) &= x(t) + v_{id}(t + 1), \quad i = 1, 2, ..., N; d = 1, 2, ..., D
\end{align*}
\]  

C. Proposed IAO Algorithm

The IAO incorporates two main search methods, namely the Aquila Optimizer and Particle Swarm Optimizer, to enhance its search capabilities. A novel transition mechanism (TM) is employed to balance the search process and preserve the diversity of solutions. This transition mechanism, as shown in Eq. (17), aims to prevent the algorithm from getting trapped in local optima and improve the quality of the candidate solutions. By combining the strengths of both the Aquila Optimizer and Particle Swarm Optimizer and using the transition mechanism, the proposed IAO method aims to achieve more robust and efficient optimization performance.

\[
TM = \frac{1}{2} \sin \left( \pi + 2\pi \times \frac{t}{T} \right) + \text{rand}
\]  

Fig. 2. The flowchart of the proposed method.

Fig. 2 illustrates the general procedure of the proposed IAO method. The method begins by initializing the solutions and defining the required parameters, including the transition parameter (TM). The TM is crucial in determining the
optimization process used in each iteration. During the optimization process, if the value of the TM is greater than the current iteration number (t), the algorithm utilizes the Aquila Optimizer’s operators for updating the solutions. On the other hand, if the TM is less than or equal to the current iteration number (t), the Particle Swarm Optimizer’s operators are employed for updating the solutions. By dynamically switching between the two search methods based on the TM, the proposed IAO method enhances the diversity of the solutions. It avoids getting trapped in specific search areas, especially local search areas. This approach allows the algorithm to balance exploration and exploitation effectively, leading to improved overall performance and better convergence toward the optimal solution.

V. SIMULATION

To assess the superiority of the IAO method in solving large-scale cloud service composition problems, its performance is compared with several other algorithms: Genetic Algorithm (GA), Max-Min Ant System (MMAS), Artificial Bee Colony (ABC), and PSO. The comparison is conducted using two large-scale problems denoted by the task scale $T(n, m)$, where $n$ represents the number of subtasks equal to 30, $m$ represents the number of candidate services for each subtask, with $m \in \{100, 300\}$. For instance, $T(30, 300)$ indicates 30 subtasks and 300 candidate services. In this comparison, the QoS evaluation index is normalized.

Fig. 3 and Fig. 4 present the box plots of the average QoS fitness values obtained from the experimental data for each cloud service composition problem scale. These box plots allow for a visual comparison of the performance of different algorithms, showcasing the distribution and variation in their average fitness values. Fig. 5 shows the average time consumption for each algorithm during the experiment. Based on the computational results, it is evident that the IAO method outperforms the other algorithms regarding the maximum fitness values obtained. In the $T(30, 100)$ problems, the maximum values in all five algorithms are relatively similar. However, as the scale of the problem increases, a noticeable gap starts to emerge between IAO and the other algorithms. IAO consistently performs at the top, GA and PSO at the bottom, and MMAS and ABC in the middle. The IAO method demonstrates faster optimization time compared to MMAS as the scale of the problem increases. This advantage becomes more pronounced for larger and more complex cloud service composition problems. IAO’s faster optimization lies in its incorporation of GA to optimize the solutions generated by the ant colony algorithm. By combining these two optimization techniques, IAO can dynamically adjust and fine-tune the solutions, fully leveraging the strengths of the genetic algorithm.

The stability of the optimal solution is indeed superior in both IAO and MMAS compared to other algorithms, such as GA and PSO. The key reason behind this enhanced stability is that IAO and MMAS are designed to effectively avoid local optima during optimization. Ant colony algorithms, including MMAS, utilize pheromone-based communication and exploration, which allows them to strike a balance between exploitation and exploration. This helps prevent premature convergence to local optima and encourages the algorithm to explore a more diverse and promising search space. On the other hand, GA and PSO are more prone to premature convergence, especially in complex optimization problems. This can lead to less stable solutions as they might get trapped in local optima, failing to explore other potential regions of the search space. It is evident from the results that IAO outperforms the other algorithms in terms of accuracy, especially as the scale of the problem increases. The higher accuracy achieved by IAO can be attributed to the strengths of the ant algorithm in searching large spaces. The AO is particularly well-suited for exploring complex and vast search spaces, as it leverages pheromone-based communication and dynamic adjustments to navigate the problem domain efficiently.

![Fig. 3. Box plot of the optimal solution for 100 candidate services.](image)
Additionally, the iterative adjustment threshold and increased ant population size introduced in the IAO algorithm contribute to its improved accuracy. These modifications help fine-tune the search process and facilitate more thorough exploration, which enables IAOs to find high-quality solutions more effectively. As the scale of the problem grows, the advantage of IAO becomes more pronounced, as it can consistently deliver more accurate solutions compared to other algorithms like MMAS and GA. This demonstrates the capability of IAO as a robust and accurate optimization method, making it a promising choice for tackling large-scale cloud service composition problems and other complex optimization challenges.

VI. CONCLUSION

Cloud computing has gained immense popularity due to its numerous benefits, such as cost-effectiveness and the ability to offer a wide range of hardware and software services. However, composing different services to fulfill complex requests poses challenging Np-hard problems. To overcome this, service composition becomes essential for creating more extensive services with enhanced functionalities. This paper introduced a novel hybrid method called IAO, which combines the strengths of both the conventional AO and PSO algorithms. By combining AO and PSO, this hybridization aims to address their weaknesses, such as low solution diversity and being trapped in local search. To tackle these challenges, the proposed IAO method incorporates a unique transition mechanism that enables seamless changes between search operators. This mechanism allows the algorithm to switch between AO and PSO when necessary, especially when either algorithm gets stuck, or the diversity of solutions declines. This adaptability enhances the overall performance and effectiveness of the hybrid approach. The performance of the
IAO method is extensively tested through experiments on the Cloudsim simulation platform. Comparative experiments are conducted, and the results demonstrate that IAO significantly improves the accuracy and stability of large-scale cloud service composition problems. Moreover, the time consumption of the algorithm is also optimized, showcasing its efficiency in solving complex optimization problems.

In future research, this work can be extended in several directions. First, a deeper exploration of the scalability and adaptability of the IAO in larger, more complex cloud environments could offer valuable insights. Additionally, investigating the integration of IAO with emerging technologies like edge computing or hybrid cloud setups could enhance its applicability across diverse computing landscapes. Further research could refine the transition mechanism of IAO to dynamically adapt to changing network conditions and varying service demands in real-time. Moreover, exploring the impact of IAO in multi-objective optimization scenarios to simultaneously optimize conflicting QoS metrics would be a compelling avenue for advancement. Lastly, a thorough investigation into the security implications and resilience of IAO against potential attacks or failures within cloud environments could be a pivotal direction for future improvement.
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Abstract—Cloud computing has become a viable option for many organizations due to its flexibility and scalability in providing virtualized resources via the Internet. It offers the possibility of hosting pervasive applications in the consumer, scientific, and business domains utilizing a pay-as-you-go model. This makes cloud computing a cost-effective solution for businesses as it eliminates the need for large investments in hardware and software infrastructure. Furthermore, cloud computing enables organizations to quickly and easily scale their services to meet the demands of their customers. Resource allocation is a major challenge in cloud computing. It is known as the NP-hard problem and can be solved using meth-heuristic algorithms. This study optimizes resource allocation using the Particle Swarm Optimization (PSO) algorithm and fuzzy logic system developed under the proposed time and cost models in the cloud computing environment. Receiving, processing, and waiting time are included in the time model. The cost model incorporates processing and receiving costs. Two experiments demonstrate the performance of the proposed algorithm. The simulation results demonstrate the potential of our mechanism, demonstrating improved performance over previous approaches in aspects such as providers' total income, users' total revenue, resource utilization, and energy consumption.
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I. INTRODUCTION

Cloud computing offers on-demand access to various computing resources, including software, platforms, and storage [1]. Coupled with IoT and big data applications, it has revolutionized information technology operations, becoming the enabling technology for next-generation communications [2]. Energy consumption is a significant challenge for cloud data centers, given the substantial and constantly evolving size of cloud computing infrastructures and the rapidly growing number of users [3]. From 2005 to 2010, there has been an average annual increase of 12% in energy consumption, which has intensified over the past few years [4]. Excessive energy consumption produces excessive heat emissions and increases costs, resulting in a degradation of system reliability and performance [5]. As energy costs rise and availability diminishes, data center resource management should be optimized for energy efficiency while ensuring high service levels [6]. Consequently, cloud service providers must guarantee that rising energy costs do not adversely affect their profit margins. Rising energy costs seriously threaten cloud infrastructures as they increase the Total Cost of Ownership (TCO) and reduce the Return on Investment (ROI) [7].

Energy efficiency in data centers is a complex problem since computing applications and data grow rapidly, and larger servers and disks are required to meet the processing times [8]. Green cloud computing aims to optimize the processing and management of computing infrastructure while reducing energy consumption [9]. The success of cloud computing depends on the sustainability of its future growth. The advent of cloud computing with increasingly pervasive frontend client devices interacting with backend data centers could cause energy consumption to skyrocket [10]. To promote green cloud computing, data centers should be operated efficiently. Cloud resources should be allocated according to user-specified Quality of Service (QoS) criteria via Service Level Agreements (SLAs) and minimize energy consumption. Multiple subscribers are served by combining the resources in the cloud [11]. Using a multi-tenancy model, the provider dynamically multiplexes the resources (physical and virtual) according to the requirements of each tenant [12]. Based on the lease and SLA agreement, the number of virtual resources will be assigned based on the needs of each client. As a result, as cloud service demand has grown, providers have had to scale up the number of resources and capabilities of cloud-based services to handle the increasing resource demands [13]. Fig. 1 shows a process for allocating resources in a cloud environment.

Integrating Internet of Things (IoT), machine learning, deep learning, and neural networks within cloud resource allocation marks a transformative shift in addressing the complexities of modern computing landscapes [14]. The IoT introduces a vast network of interconnected devices and sensors, generating copious data streams requiring efficient processing and resource allocation [15, 16]. Machine learning, especially when combined with deep learning and neural networks, enables cloud systems to learn, adapt, and make data-driven decisions, facilitating predictive analytics for demand forecasting and user behavior analysis [17, 18]. These technologies empower cloud resource allocation mechanisms by automating decision-making processes, optimizing resource distribution, and enhancing the scalability of computing systems [19]. Neural networks, a subset of deep learning, allow for pattern recognition, predictive modeling, and intelligent decision-
making, ensuring more accurate and adaptive resource allocation strategies [20, 21]. Leveraging IoT data and machine learning capabilities within cloud resource allocation not only enhances system efficiency but also allows for dynamic adjustments, adaptive resource scaling, and predictive provisioning, ultimately leading to improved QoS and streamlined cloud operations in a rapidly evolving technological landscape [22].

The significance of meta-heuristic algorithms in cloud resource allocation lies in their capacity to efficiently navigate cloud environments’ complex, dynamic, and constantly evolving landscape, offering optimized solutions amidst varying user demands and operational challenges. This paper introduces a hybrid optimization algorithm to address the issues in multi-cloud resource allocation. Particle Swarm Optimization (PSO) algorithm and fuzzy logic system are combined as a hybrid approach to reduce the problems in multi-cloud resource allocation. The selected optimization algorithms are known for their optimal global solutions and rapid convergence characteristics. While PSO exhibits robust optimization capabilities, the integration of fuzzy logic manages the uncertainties and imprecisions inherent in the dynamic nature of cloud environments. Fuzzy logic enhances the adaptability and robustness of decision-making, particularly in scenarios involving vague or uncertain data, thereby augmenting resource allocation's overall accuracy and effectiveness. This combined approach prioritizes QoS criteria and energy efficiency in cloud data center resource allocation. The principal contributions of this paper can be summarized as follows:

- Combining the PSO algorithm and fuzzy logic system for solving the resource allocation problem in cloud computing.
- Enhancing resource utilization and reducing the execution time of the resource allocation problem.
- Increasing user and provider utility and reducing the generational distance of the resource allocation problem.

This paper presents an efficient resource allocation model that takes advantage of the benefits of optimization algorithms. The remainder of the paper is organized in the following manner. Section II reviews the previous cloud resource allocation approaches. Section III describes the proposed cloud resource allocation mechanism. Experimental results are reported in Section IV. Section V concludes the paper.

![Cloud resource allocation process](Fig. 1)

**II. RELATED WORK**

Wang and Su [23] developed an algorithm for dynamically allocating resources among numerous cloud nodes operating in a big data context. Based on computing power and storage factors, this algorithm uses fuzzy pattern recognition to divide nodes and tasks into distinct levels. Therefore, a dynamic mapping between tasks and nodes is generated. Upon the arrival of a new task, only the nodes corresponding to the task level will join the bid. The algorithm uses a hierarchical approach to minimize communication traffic during resource allocation. Based on the results of experiments, the presented algorithm is more efficient regarding makespan and communication traffic than the Min-Min algorithm.

The cloud-based disassembly proposed by Jiang, et al. [24] abstracts the disassembly factory as a disassembly resource, allowing it to be allocated to disassembly tasks. Based on this model, a cloud-based disassembly solution is developed that offers users a disassembly service tailored to their needs. Disassembly services are execution plans for tasks derived from scheduling and allocating disassembly tasks. The paper uses a mathematical model to describe the disassembly service formally by taking into account the uncertainty associated with disassembly processes and the precedence relationships between tasks involved.

Mousavi, et al. [25] presented a hybrid approach to load balancing that integrates Grey Wolves Optimization (GWO) and Teaching-Learning-Based Optimization (TLBO) algorithms, aiming to maximize throughput by balancing virtual machine loads and avoiding a local optimum trap. The algorithm is evaluated on eleven benchmark functions, and comparisons are made with particle swarm optimization (PSO), biogeography-based optimization (BBO), and GWO.
Cloud computing is characterized by elasticity, distinguishing it from other paradigms, such as cluster and grid computing. Based on the bio-inspired coral-reef optimization paradigm, Ficco, et al. [26] developed a meta-heuristic approach to cloud resource allocation. The resource reallocation schema was optimized using classic Game Theory based on cloud provider optimization objectives and customer requirements expressed through fuzzy linguistic SLAs.

Chen, et al. [27] presented a self-adapting resource allocation methodology that consists of several feedback loops, each involving a PSO-based runtime decision algorithm and an iterative QoS prediction model. Each iteration of the algorithm improves QoS values. Future resource allocation operations are determined based on the predicted QoS value and the PSO-based runtime decision algorithm. As the PSO-based algorithm iterates, no further improvements are suggested compared to current resource allocations. The proposed method is evaluated on the RUBiS benchmark, highlighting a 20% improvement in QoS prediction accuracy compared to the current state of the art based on the same historical data.

Singhal and Singhal [28] developed a Feedback-based Combinatorial Fair Economical Double Auction Resource Allocation Model (FCFEDARA) to determine provider genuineness based on the prices offered and feedback from customers. The proposed framework enables customers to access resources from different providers at the best prices and prioritizes genuine providers with good feedback over non-genuine providers with bad reviews. Providers and customers submit bundle bids and resource lists in the combinatorial double auction model. By assessing provider truthfulness, penalizing market spoilers, and giving preference to providers with positive feedback from customers, the proposed model takes care of the truthfulness of providers.

Thakur and Goraya [29] introduced a novel metaheuristic-based resource allocation approach for load balancing in cloud environments. The goal is to effectively reduce the uneven distribution of workloads between physical machines in addition to their resource capabilities. Consequently, the over- or under-loading of active physical machines is prevented. To develop a suitable resource allocation strategy for load balancing, dragonfly and PSO algorithms are combined. The proposed algorithm is superior to PSO, dragonfly algorithm, and comprehensive learning PSO in determining optimal resource allocation.

III. PROPOSED METHOD

A new PSO algorithm is used in this paper to select the best member of the population. This algorithm outperforms existing multi-objective optimization techniques regarding calculation time, reasonable undefeated solutions distribution, and Pareto front convergence. Moreover, the Fuzzy set theory is used in this paper to select the best adaptive solution.

A. Mathematical Formulation of the Problem

Each user requests a combination of the requested resources with different attributes, the required number of the resources, and a proposed cost to buy all the resources in a bundle form. Each provider presents a combination of the resources with different attributes, the number of the presented resources, and a proposed cost to sell all the resources in a bundle form. The bundle is a request to buy with all bought products and a sell request with all products. Moreover, the meaning of a specific attribute of the requested items is the number showing the processor processing power, the accumulator capacity, bandwidth, and so on. The total number of requested resources should equal or less than the total number of all the presented resources. All the users requested resources' attributes should be equal to or less than all the presented attributes by the cloud presenter to assign the resources. After determining which provider can meet the user's requests, the cost that the user should pay to the provider is determined by a costing model. The costing model should be fair and beneficial for the provider and the user. The costing model used in this paper is the presented method in [30] and [31]. Table I lists the symbols and variables used in the equations.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>Population size</td>
</tr>
<tr>
<td>n</td>
<td>Number of iterations</td>
</tr>
<tr>
<td>D</td>
<td>Number of dimensions</td>
</tr>
<tr>
<td>Rq</td>
<td>Users' requests</td>
</tr>
<tr>
<td>Sq</td>
<td>Providers' services</td>
</tr>
<tr>
<td>Re</td>
<td>Average cost per user</td>
</tr>
<tr>
<td>Sc</td>
<td>The average cost for each provider</td>
</tr>
<tr>
<td>RSc</td>
<td>Average business cost</td>
</tr>
<tr>
<td>( c_p^u )</td>
<td>The paid cost by the user ( u ) to the provider ( p )</td>
</tr>
</tbody>
</table>

Eq. (1) and Eq. (2) show the total number of a user's requested and presented items by the provider. Eq. (3) allows for dividing the user's suggested cost by the total number of requested products to determine the average cost per user. The average cost for each provider is the division of the proposed cost by the provider on the total number of provider items shown in Eq. (4). The average business cost of provider \( p \) and user \( u \) is determined based on the users and the provider's average costs using Eq. (5). The paid cost by the user \( u \) to the provider \( p \) is estimated through the number of assigned resources using Eq. (6). The earnings of each provider are presented in Eq. (7), which is equal to the paid cost minus the proposed cost in Eq. (6). The higher cost received by the provider for its resources than the expected cost leads to higher earnings by the provider.

Moreover, in each user's income, Eq. (8) equals the proposed cost of the user minus its paid in Eq. (6). It is also clear that more paid cost by the user to rent the requested resources to the provider than its proposed cost makes more earning for the user. The resource utilization rate in Eq. (9) is equal to the ratio of the total number of requested items by a user to the total items presented by the provider. Objective functions in Eq. (10), Eq. (11), and Eq. (12) show the total earnings of the providers, the total income of the users, and total resource utilization, respectively. The objective area in the proposed algorithm is three-dimensional, as shown in Eq. (13).
Moreover, the requested resources should not be more than the provided resources controlled by Eq. (14).

\[
Rq_u = \sum_{l=1}^{k} q_k^u
\](1)

\[
Sq_p = \sum_{l=1}^{k} q_k^p
\](2)

\[
Rc_u = \frac{\text{cost}_u}{Rq_u}
\](3)

\[
Sc_p = \frac{\text{cost}_p}{Sq_p}
\](4)

\[
RS_{c_u}^p = \left( \frac{Rc_u + Sc_p}{2} \right)
\](5)

\[
c_{u}^p = RS_{c_u}^p \times Rq_u
\](6)

\[
\text{Submitcost}_p = c_{u}^p - \text{cost}_p
\](7)

\[
\text{Requestcost}_u = \text{cost}_u - c_{u}^p
\](8)

\[
\text{quantity}_p = \frac{Rq_u}{sq_p}
\](9)

\[
\sum_{f_1=1}^{m} (\text{Submitcost}_p)
\](10)

\[
\sum_{f_2=1}^{n} (\text{Requestcost}_u)
\](11)

\[
\sum_{f_3=1}^{n} \sum_{p=1}^{m} (\text{quantity})
\](12)

\[
\text{Finness} = \left[ f_1, f_2, f_3 \right]
\](13)

\[
\sum_{u=1}^{n} \sum_{l=1}^{k} (q_k^u \leq q_k^p \text{ and } a_k^u \leq a_k^p)
\](14)

B. The Proposed Method for Cloud Resource Assignment

The proposed multi-objective method is proposed based on the PSO algorithm. Here, the algorithm and the way of making it multi-objective are explained. Then, the steps of the proposed method are presented:

1) Particle swarm optimization algorithm: The PSO algorithm employs a population-based stochastic process. Particles move through the search space of an optimization problem. Particles’ positions represent potential solutions. The particles search the search space for better positions by modifying their velocities under rules derived from behavior models of flocking birds. The PSO algorithm is known for its adeptness at approaching near-optimal solutions, a characteristic pivotal in addressing resource allocation concerns within cloud computing environments. The time complexity of the PSO algorithm typically operates at \(O(n^*N)\), where \(n\) represents the number of iterations and \(N\) stands for the population size or number of particles in the swarm. In terms of space complexity, it generally stands at \(O(N^*D)\), with \(D\) representing the number of dimensions in the given problem space.

2) Multi-objective particle swarm optimization algorithm: In MOPSO, a concept called the hall of fame or repository is used so that from the investigated best answers, the best of them that are undefeated answers are stored in a repository. These repository members are an approximation of the Pareto front. Each particle in MOPSO selects one repository’s member as a leader when it wants to move. It is the experimented best position of that particle. However, the answers are distributed on a multi-dimensional plate. Vertical and horizontal lines should be used to tabulate the area initially. The cells in the space are then identified, including the repository members. Some cells may have repository members, but the priority is for the cells with less population because of maintaining diversity. One of the less congested cells is selected using the Roulette Wheel Selection method, and then one of the cell’s members is selected as leader randomly. Each particle moves using Eq. (15) and Eq. (16).

\[
V_{i (it+1)} = \sum_{v=1}^{v} \left( w_{v i} \left( \frac{1}{f_i} \right) + c_{1} v_{i} (\text{gbest}_i) - X_{i (it)} \right) + c_{2} \left( \text{gbest}_i - X_{i (it)} \right)
\](15)

\[
X_{i (it+1)} = X_{i (it)} + V_{i (it+1)}
\](16)

The following comparisons should be made between the new role and the top memory: 1) If the new position beats the best memory, the new position replaces the best memory. 2) Nothing is performed if the best memory beats the new position. 3) If none of them is defeated, one of the positions is considered the best memory randomly. Then, undefeated members of the current population are the elites. Now, the quality of the response is controlled. Selecting the repository’s member to remove is performed using the Roulette Wheel Selection method, but the cell with fewer roles in the diversity of the answers is selected. Here, the priority is for the cells with more population. The lack of memory has a limit on the repository size. The new members should be removed using the Roulette Wheel Selection method, depending on the crowded cells if the number of repository members exceeds the calculated capacity. A multi-objective problem that requires an agent in every square inch of space is being explored, and the PSO is an algorithm with a high convergence speed. As a
result, a mutation operator slows down convergence to ensure the entire space is thoroughly examined [31].

3) The proposed multi-objective particle swarm optimization algorithm through crowding distance

A new particle swarm optimization algorithm called MOPSO—CD is proposed in [32]. A mutation operator is used in this algorithm, like the MOPSO algorithm. Moreover, the crowding distance approach used in this algorithm is proposed in [33] and used in the NSGA-II algorithm. This method is also used in MOPSO—CD to find the optimal answers. The crowding distance for each answer approximates the answers' density around it. The studied problem has three objective functions. At first, the objective function values of each dimension are sorted decreasingly. Then, the previous and next points are selected rather than the problem's objective functions. The fractions of the dimension covered by the \(i\)th member of the population in the first, second, and third objective functions are obtained by Eq. (17), (18), and (19), and the crowding distance is obtained by Eq. (20).

\[
\begin{align*}
    d_1^i &= \frac{f_1^{i+1} - f_1^{i-1}}{f_1^{\text{max}} - f_1^{\text{min}}} \\
    d_2^i &= \frac{f_2^{i+1} - f_2^{i-1}}{f_2^{\text{max}} - f_2^{\text{min}}} \\
    d_3^i &= \frac{f_3^{i+1} - f_3^{i-1}}{f_3^{\text{max}} - f_3^{\text{min}}} \\
    d_i &= d_1^i + d_2^i + d_3^i
\end{align*}
\]

(17) (18) (19) (20)

It is beneficial if the population's \(i\)th member covers a bigger area. Hence, the higher priority is for the undefeated answers with higher crowding distance in the PSO algorithm. The undefeated answers in the external repository are sorted through the decreasing crowding distance decreasingly. Then, in each step, one of the top 10% of answers is selected randomly. If the repository is full, one of the last 10% of answers is selected randomly, and the new undefeated answer found in the last iteration replaces it. Algorithm 1 shows different steps of the PSO algorithm. Before the start of the main loop of the algorithm, the users' requests list and the providers' offerings, including the attributes, number, and proposed cost, should be received. Moreover, in the proposed algorithm, the particles' positions are defined as follows:

**Algorithm 1. PSO algorithm**

1. Initialize the population:
   1.1. Generate Xi
   1.2. Set particle velocity \(v_i\) to zero (\(v_i=0\))
   1.3. Evaluate the fitness value of particle Xi
   1.4. Set the best position of each particle as Pbesti = Xi
   1.5. Update the global best position best with the best particle Xi

2. Initialize the number of iterations \(it = 0\)
3. Save undefeated answers of Xi in rep
4. Begin iteration:
   4.1. Calculate the crowding distance for each undefeated answer in rep
   4.2. Sort undefeated answers in rep based on their crowding distance in decreasing order
   4.3. For each particle Xi from 1 to nPop:
      4.3.1. Randomly select an optimal guide from the top 10% of the sorted rep for particle Xi and update its position in gbest
      4.3.2. Compute the new speed of each particle using equations (3-15) with \(c_1=1\) and \(c_2=1\)
      4.3.3. Calculate the new position of each particle using equations (3-16)
      4.3.4. Adjust variable values of Xi to fit within the determined limits; if Xi exceeds the limits, reverse its particle speed by multiplying it by -1
      4.3.5. Implement a mutation operation on Xi
      4.3.6. Evaluate the objective function of Xi
   4.4. Update undefeated answers in rep:
      4.4.1. Calculate the crowding distance for each undefeated answer in rep
      4.4.2. Sort the undefeated answers in rep based on crowding distance in decreasing order
      4.4.3. Randomly replace one of the lower 10% of the sorted rep with the new answer Xi
   4.5. Update the best position of each particle if the new position defeats the stored position in memory
   4.6. Increment the iteration count it
5. Repeat steps 3 to 4 until the maximum number of iterations is reached

4) The fuzzy-based approach for the adaptive solution: Multi-objective optimization algorithms do not result in only one answer; a set of undefeated answers is obtained, the approximations of the first front. If a final answer is required, one of the answers should be selected as the resource allocation objective. To this aim, different methods are presented and used now, like the Fuzzy Set theory [34]. A membership function for each objective function is considered in [35], given by Eq. (23).

\[
\mu_o^i = \begin{cases} 
1 & F_o \leq F_o^{\text{min}} \\
\frac{F_o^{\text{max}} - f_o^i}{F_o^{\text{max}} - F_o^{\text{min}}} & F_o^{\text{min}} < f_o^i < F_o^{\text{max}} \\
0 & F_o \geq F_o^{\text{max}} 
\end{cases}
\]

(23)
A normalized membership function is obtained using Eq. (24) for each undefeated solution. The best adaptive solution is the answer with the most value for $\mu^r$.

$$\mu^r = \frac{\sum_{s=1}^{Nobj} \sum_{o=1}^{Nobj} \mu_o^r}{\sum_{s=1}^{Nobj} \sum_{o=1}^{Nobj} \mu_o^r}$$  \hspace{1cm} (24)

IV. SIMULATION

The proposed algorithm is simulated on a Microsoft Windows system using Matlab. Experiments are divided into three categories: Small-Scale (SS), Middle-Scale (MS), and Large-Scale (LS). The total number of users and providers related to the three experiments is (20, 5), (15, 50), and (30, 100), respectively. The population size is 75, the maximum number of repetitions is 100, and the personal and collective learning coefficients are 1. The Inertia Weight is $W=0.4$, and the mutation rate is $\mu=0.5$. The resource attributes are as follows:

- The power and speed of the computer processor are measured by Million Instruction per Second (MIPS) with the range of [220, 1000].
- The memory shows the amount of memory in MB with the range of [256, 512, 1024, 2048].
- The accumulator shows the amount of accumulator in MB with the range of [1500, 40000].
- Bandwidth shows the amount of bandwidth in bits per second with the range of [120, 1000].
- The proposed cost is expressed as the cost unit per million instructions with the range of [0.012-0.1046].

A. Performance Measures

The performance measures of this work are as follows:

- Total earnings of the provider: proportional to Eq. (10)
- Total incomes of the users: proportional to Eq. (11).
- Total resource utilization: proportional to Eq. (12).
- Generation distance: proportional to the presented model in [26].
- The distance: proportional to the model in [27].

B. The Experimental Results

Two distinct experiments are conducted in this study. Each experiment compares the performance of the suggested method with that of the other methods.

1) First experiment: In this experiment, the proposed method performance is compared with NSGA-II [36] and MOPSO [37] algorithms in terms of the answers’ quality, generation distance, distance, and execution time. Tables II to IV show the comparison of these three algorithms comparisons through the previously explained six measures for three types of experiments. Based on three types of experiments, the results for the provider's total earnings, the total users' income, the total resource utilization, and the generation distance for each algorithm are shown in Fig. 1 to Fig. 5. The performance of the proposed algorithm is superior to those of the other three algorithms. Fig. 6 to Fig. 7 illustrate the distance and execution time results for the mentioned algorithms. The proposed algorithm had an average improvement rate of 51% in total resource utilization, 50% in generation distance, and 16.5% in execution time when compared with MOPSO.

2) Second experiment: Here, the proposed method’s performance is compared with the Artificial Fish Swarm Optimization algorithm (AFSO) [38]. This experiment examines the proposed method's time, cost, and energy efficiency. Fig. 8 illustrates the performance of the proposed method. As the number of tasks increases, the execution time will also increase. Fig. 9 illustrates an analysis of the performance in terms of cost. System performance is affected by the maximum cost. Fig. 10 also illustrates performance in terms of energy consumption. An increase in energy means an increase in cost as well. The proposed algorithm improved the total execution time by 22%, cost by 9%, and energy consumption by 21% compared with AFSO.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>NSGA-II</th>
<th>MOPSO</th>
<th>PSO-fuzzy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total earnings of the provider</td>
<td>0.0852</td>
<td>0.01123</td>
<td>0.1952</td>
</tr>
<tr>
<td>Total incomes of the users</td>
<td>0.2962</td>
<td>0.3740</td>
<td>0.5124</td>
</tr>
<tr>
<td>Total resource utilization</td>
<td>5.1715</td>
<td>7.0364</td>
<td>12.212</td>
</tr>
<tr>
<td>Generation distance</td>
<td>0.0385</td>
<td>0.022</td>
<td>0.00931</td>
</tr>
<tr>
<td>The distance</td>
<td>0.0545</td>
<td>0.0928</td>
<td>0.03012</td>
</tr>
<tr>
<td>Execution time (sec)</td>
<td>64.51</td>
<td>18.74</td>
<td>11.12</td>
</tr>
</tbody>
</table>

TABLE II. STATISTICAL COMPARISON FOR SMALL-SCALE
TABLE III.  STATISTICAL COMPARISON FOR MIDDLE-SCALE

<table>
<thead>
<tr>
<th>Parameters</th>
<th>NSGA-II</th>
<th>MOPSO</th>
<th>PSO-fuzzy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total earnings of the provider</td>
<td>0.1786</td>
<td>0.2340</td>
<td>0.561</td>
</tr>
<tr>
<td>Total incomes of the users</td>
<td>0.5908</td>
<td>0.7710</td>
<td>2.1325</td>
</tr>
<tr>
<td>Total resource utilization</td>
<td>15.7246</td>
<td>19.2885</td>
<td>42.124</td>
</tr>
<tr>
<td>Generation distance</td>
<td>0.0067</td>
<td>0.0043</td>
<td>0.0012</td>
</tr>
<tr>
<td>The distance</td>
<td>0.0197</td>
<td>0.0394</td>
<td>0.00124</td>
</tr>
<tr>
<td>Execution time (sec)</td>
<td>68.187565</td>
<td>22.224956</td>
<td>15.324</td>
</tr>
</tbody>
</table>

TABLE IV. STATISTICAL COMPARISON FOR LARGE-SCALE

<table>
<thead>
<tr>
<th>Parameters</th>
<th>NSGA-II</th>
<th>MOPSO</th>
<th>PSO-fuzzy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total earnings of the provider</td>
<td>1.0241</td>
<td>1.3480</td>
<td>2.125</td>
</tr>
<tr>
<td>Total incomes of the users</td>
<td>1.3848</td>
<td>2.0113</td>
<td>3.163</td>
</tr>
<tr>
<td>Total resource utilization</td>
<td>31.2672</td>
<td>42.2504</td>
<td>65.260</td>
</tr>
<tr>
<td>Generation distance</td>
<td>0.0124</td>
<td>0.0062</td>
<td>0.00325</td>
</tr>
<tr>
<td>The distance</td>
<td>0.0421</td>
<td>0.0784</td>
<td>0.0231</td>
</tr>
<tr>
<td>Execution time (sec)</td>
<td>87.255300</td>
<td>28.799435</td>
<td>18.215</td>
</tr>
</tbody>
</table>
Fig. 4. Total resource utilization comparison.

Fig. 5. Generation distance comparison.

Fig. 6. The distance comparison.
Fig. 7. Execution time comparison.

Fig. 8. Execution time comparison.

Fig. 9. Cost comparison.
Performance measures expressed proportionally through specific mathematical models encompass key indicators such as total provider earnings, user incomes, resource utilization, generation distance, and execution time. In the first experiment, the PSO-fuzzy algorithm’s performance is benchmarked against NSGA-II and MOPSO algorithms, showcasing superior results across various metrics. Notably, the proposed algorithm exhibits an average improvement of 51% in resource utilization, a 50% enhancement in generation distance, and a substantial 16.5% reduction in execution time compared to MOPSO. The PSO-fuzzy methodology is pitted against the Artificial Fish Swarm Optimization (AFSO) algorithm in the second experiment. The results highlight a marked improvement in execution time by 22%, cost efficiency by 9%, and a notable 21% reduction in energy consumption when compared to AFSO. These findings underscore the robustness and efficiency of the PSO-fuzzy algorithm in optimizing resource allocation and cost management across varying scales and scenarios within cloud computing environments.

V. CONCLUSIONS

This paper proposed an optimal resource allocation method combining the PSO algorithm and fuzzy logic system based on the presented time and cost models in the cloud computing environment. The time model includes receiving, processing, and waiting times. Costs associated with processing and receiving are included in the cost model. The PSO algorithm was applied to the cloud environment for optimal resource allocation. The fuzzy logic system was used to evaluate the time and cost models. The proposed algorithm's efficacy was clearly demonstrated through a series of meticulously designed experiments. In the initial experiment, comparative analysis against established algorithms, namely NSGA-II and MOPSO, revealed the superiority of our method concerning providers’ total income, users’ total revenue, and resource utilization. Subsequently, the second experiment showcased the algorithm’s superior performance in execution time, cost-effectiveness, and energy consumption when juxtaposed with the AFSO algorithm. These results unequivocally establish the proposed algorithm’s prowess, emphasizing its effectiveness in both performance and efficiency metrics. The outcomes affirm the superiority of our algorithm for scheduling within cloud computing systems, surpassing existing methodologies. The success of this approach not only underscores its potential in addressing the resource allocation challenge but also signifies a significant stride toward optimizing cloud computing operations. However, while these results are promising, future work should delve into further validation across a more extensive range of scenarios and consider real-world implementations to solidify the algorithm's robustness and applicability in diverse cloud environments.
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Abstract—Cloud computing has risen as a prominent paradigm, offering users on-demand access to computing resources and services via the Internet. In cloud environments, workflow scheduling plays a vital role in optimizing resource utilization, reducing execution time, and minimizing overall costs. As workflows comprise interdependent tasks that need to be assigned to Virtual Machines (VMs), the complexity of the scheduling problem increases in proportion to workflow size and VM availability. Due to its NP-hard nature, finding an optimal scheduling solution for workflows remains a challenging task. To address this problem, researchers have turned to metaheuristic approaches, which have shown promise in finding near-optimal solutions for complex combinatorial optimization problems. This paper proposes a novel metaheuristic algorithm called Inverted Ant Colony Optimization (IACO) for workflow scheduling in cloud environments. IACO is a variation of the traditional ACO algorithm, where the updated pheromone has an inverted influence on the path chosen by the ants. By leveraging the complementary nature of these two algorithms, our proposed algorithm aims to achieve superior workflow scheduling performance regarding total execution time and cost, surpassing existing approaches.
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I. INTRODUCTION

Cloud computing is a technological advancement that harnesses the capabilities of the Internet and distant centralized servers to supply users with flexible services. These services are delivered using a diverse range of distributed resources, catering to various quality of service (QoS) requirements [1]. Prominent cloud computing platforms include Aneka, Microsoft Azure, Google App Engine, and Amazon EC2. Clouds are generally classified into several types: public, private, community, hybrid, and cloud federation [2]. Public clouds are accessible to the general public and are owned and managed by external entities known as independent cloud service providers. Computing resources, like applications, storage, and servers, are available to an array of businesses or individuals [3].

In contrast, private clouds are owned by an individual organization and are either hosted internally or handled exclusively by an external provider for that organization’s use [4]. Community clouds are shared among multiple organizations with similar interests or requirements. These clouds are designed to cater to the specific needs of a particular community, such as government agencies, educational institutions, or healthcare providers [5]. Hybrid clouds integrate elements from both public and private clouds. In this model, organizations can distribute applications and data across multiple cloud deployment models, interconnected to function as a cohesive infrastructure. Cloud federation involves the interconnection and collaboration of multiple cloud infrastructures to work as a single unified cloud environment. It enables seamless movement of workloads and data among different cloud providers, enhancing flexibility and scalability in cloud computing [6].

Cloud computing is categorized into three primary service models: Software-as-a-Service (SaaS), Platform-as-a-Service (PaaS), and Infrastructure-as-a-Service (IaaS) [7]. In SaaS, software applications are delivered to users online through subscriptions. Users can use these services remotely without installation or local device maintenance. The responsibility for hosting, maintenance, and updates lies with the SaaS provider. PaaS offers a platform for developers to build, deploy, and manage applications with no need for infrastructure management. PaaS provides developers with access to a set of development tools, programming languages, and runtime environments, facilitating the creation and execution of applications. In IaaS, users subscribe to virtual machines, servers, networking components, and other infrastructure resources from a cloud provider. IaaS gives customers enhanced control over infrastructure without requiring them to invest in physical hardware and its maintenance [8].

Virtualization is a critical technology in cloud computing that enables the coexistence of multiple Virtual Machines (VMs) on a single physical machine. A VM is a simulated computer system that executes tasks assigned by users. This capacity for VM instantiation empowers users to run their applications across resources that encompass diverse functionality and cost attributes. Orchestrating this arrangement within each physical machine or server is a software layer, colloquially referred to as the hypervisor or VM monitor. The hypervisor serves as a facilitator for VM creation and ensures their isolated execution, allowing multiple VMs to operate independently and securely on the same physical hardware. The hypervisor is responsible for efficiently managing the allocation of resources and providing a seamless and robust virtualization environment for cloud computing [9].

Workflow scheduling poses a substantial challenge within the context of cloud computing, entailing the intricate assignment of workflow tasks to VMs based on a multitude of operational and technical requisites [10]. Workflows are constructed from an array of interdependent tasks, interlinked by either data or functional dependencies, necessitating meticulous consideration during the scheduling endeavor. Nonetheless, the task of workflow scheduling in cloud
environments is classified as an NP-hard optimization problem, rendering the attainment of an optimal schedule a formidable undertaking [11]. The cloud environment typically encompasses a multitude of VMs, engendering intricacies in orchestrating an array of user tasks while accounting for diverse scheduling objectives and elements. For instance, a scheduling scheme may prioritize supporting Service Level Agreements (SLAs), predetermined timeframes, and cost limitations. Additionally, scheduling strategies may take into account parameters like the availability of cloud resources and services, load balancing, and resource utilization to make informed scheduling plans.

The integration of cutting-edge technologies such as the Internet of Things (IoT), machine learning, deep learning, and neural networks has revolutionized workflow scheduling, particularly in cloud environments. The IoT facilitates the interconnectedness of devices and sensors, offering real-time data collection and sharing [12, 13]. Machine learning techniques, including supervised and unsupervised algorithms, analyze this data to predict and optimize workflow patterns [14, 15]. Deep learning, a subset of machine learning, uses intricate neural network architectures to process complex data representations, making it adept at recognizing patterns and optimizing scheduling decisions [16]. Neural networks, inspired by the human brain's structure, excel in learning from data and making informed decisions based on this acquired knowledge [17]. Their application in workflow scheduling involves predictive analysis, resource allocation, and task optimization [18]. Collectively, these technologies enable intelligent decision-making, predictive scheduling, and adaptive allocation of tasks within cloud environments. By harnessing IoT data with machine learning, deep learning, and neural networks, workflow scheduling becomes more agile, responsive, and adept at handling the dynamic and complex demands of cloud-based applications, ultimately improving efficiency, resource utilization, and overall performance. Their integration not only streamlines operations but also paves the way for self-optimizing and self-adapting systems in cloud workflow management [19, 20].

Meta-heuristic algorithms are key to workflow scheduling within cloud computing due to the inherent complexity of task allocation. These algorithms, by their nature of adaptive and efficient search strategies, offer an effective way to navigate the vast solution space, addressing the NP-hard nature of scheduling problems [21]. They enable the optimization of resource allocation, contributing significantly to reduced execution times, minimized costs, and improved overall efficiency in cloud-based workflow management. Inverted Ant Colony Optimization (IACO) represents a deviation from the conventional ACO algorithm, which is a metaheuristic derived from the foraging behavior of real ants. In ACO, ants construct solutions by probabilistically choosing paths in a graph based on pheromone trails and heuristic information. The pheromone trails reflect the attractiveness of edges in the graph, and ants deposit pheromones on the paths they traverse. Over time, paths with higher pheromone concentrations become more attractive to other ants, leading to the emergence of high-quality solutions. The IACO algorithm introduces a novel concept to the ACO framework called "inversion." In the traditional ACO, the pheromone trail is reinforced for successful paths, and it is evaporated gradually to encourage exploration. However, in IACO, the pheromone trail on the best path (i.e., the path with the highest desirability) is reduced instead of increased during the pheromone update process. This reduction is referred to as "inversion." The core idea behind the inversion mechanism in IACO is to enhance exploration capabilities. By reducing the pheromone level on the best path, the algorithm encourages ants to explore alternative routes rather than always favoring the currently best-known path. This helps in diversifying the search space and prevents the algorithm from getting stuck in local optima. For workflow scheduling in cloud computing, IACO is applied to find an optimized allocation of tasks to VMs, aiming to lower the total execution time and overall costs. In this context, the graph represents the task dependency graph, and ants traverse paths by assigning tasks to available virtual machines. The main contributions of the study can be summarized as follows:

- Adaptation of traditional ACO algorithm with an inversion mechanism to enhance exploration capabilities and prevent local optima convergence.
- Improvement in the allocation of tasks to VMs, leading to reduced total execution time and minimized costs in cloud-based workflow scheduling.
- Establishment of a pioneering approach that sets a potential benchmark for optimization in cloud computing, influencing future research and practical implementations.

II. RELATED WORK

Choudhary, et al. [22] combined the Heterogeneous Earliest Finish Time (HEFT) heuristic and the Gravitational Search Algorithm (GSA) for workflow scheduling. The GSA is a powerful meta-heuristic that imitates the law of gravity to search for optimal solutions, while HEFT is a widely used heuristic that schedules tasks based on their earliest finish times on heterogeneous resources. One of the key contributions of their work is the introduction of a new factor called "cost time equivalence," which enhances the realism of the bi-objective optimization process. By considering the monetary cost ratio (MCR) and the schedule length ratio (SLR) as performance metrics, they compare the proposed algorithm's performance with existing algorithms. To validate their results, rigorous experiments are conducted over various scientific workflows. They demonstrate the effectiveness of their proposed algorithm by comparing it with standard GSA, Hybrid Genetic Algorithm (HGA), and HEFT. Statistical tests, such as Analysis of Variance (ANOVA), are utilized to validate the results. The simulation results consistently show that the proposed approach outperforms the existing algorithms in terms of both makespan and cost optimization. The algorithm's effectiveness is demonstrated across different workflow scenarios, providing robust evidence of its superiority over the compared algorithms.

Elsherbiny, et al. [23] introduced a novel algorithm that extends the Intelligent Water Drops (IWD) algorithm, a nature-inspired optimization method, to optimize the scheduling of workflows in cloud computing environments. The suggested
algorithm is applied and incorporated into the workflow simulation toolkit, allowing for comprehensive testing in various simulated cloud environments with different cost models. The results of the experiments demonstrate that the proposed IWD-based algorithm outperforms classical workflow scheduling algorithms in terms of both performance and cost. They conducted a thorough comparison with several well-known scheduling algorithms. In most situations, the proposed IWD-based algorithm exhibited noticeable enhancements in terms of both performance and cost, outperforming the alternative algorithms. This showcases the effectiveness and efficiency of the IWD-based approach in optimizing workflow scheduling for cloud computing environments.

Ismayilov and Topcuoglu [24] address the intricate challenge of dynamic workflow scheduling within the context of a Dynamic Multi-Objective Optimization Problem (DMOP). This dynamic aspect arises from two primary sources: resource failures (manifested as software or hardware faults) and the inherent variability in the number of objectives during the execution of workflows in real-world cloud computing scenarios. To surmount this intricate problem, the authors propose an innovative prediction-based dynamic multi-objective evolutionary algorithm named NN-DNSGA-II. This algorithm ingeniously combines the capabilities of an artificial neural network with the NSGA-II algorithm, allowing it to make informed predictions concerning the evolving objectives and subsequently adapt its strategies accordingly. The study also involves the adaptation of five prominent non-prediction-based dynamic algorithms from the existing literature, with the overarching goal of addressing the dynamic workflow scheduling dilemma. The NN-DNSGA-II algorithm is thoughtfully designed to encompass six distinct objectives within the scheduling process. It aims to minimize critical aspects such as makespan, cost, energy consumption, and degree of imbalance while simultaneously maximizing attributes like reliability and utilization. To assess its efficacy, the authors conducted comprehensive empirical studies employing real-world applications sourced from the Pegasus workflow management system. This rigorous evaluation entails a range of metrics tailored for DMOPs characterized by unknown true Pareto-optimal fronts. Metrics include considerations such as the number of non-dominated solutions, Schott's spacing, and the Hypervolume indicator. The findings derived from the empirical investigation reveal the remarkable performance of the NN-DNSGA-II algorithm. It consistently outperforms alternative algorithms across various scenarios, underlining its supremacy in effectively managing dynamic workflow scheduling imbued with multiple objectives and unknown true Pareto-optimal fronts.

Mangalampalli, et al. [25] introduced a novel workflow-scheduling mechanism that incorporates task priorities to schedule tasks onto appropriate virtual resources efficiently. The Whale Optimization Algorithm (WOA) was used as the methodology to model this algorithm. Extensive simulations were conducted using the workflow simulator to evaluate the proposed mechanism's performance. The mechanism was compared against existing algorithms, including PSO, CS, ACO, and GA. The simulation results revealed significant improvements in makespan, migration time, and energy consumption when using the proposed mechanism. These improvements indicate the effectiveness of the WOA-based workflow-scheduling approach in optimizing task scheduling in cloud computing environments. By considering task priorities, the proposed mechanism is able to make more informed and efficient scheduling decisions, leading to reduced makespan (total execution time), migration time (task relocation between resources), and energy consumption. These improvements are crucial for enhancing the overall performance and resource utilization in cloud-based workflow management.

Zeedan, et al. [26] introduced an innovative approach termed Enhanced Binary Artificial Bee Colony-based Pareto Front (EBABC-PF) for optimizing workflow scheduling in cloud computing environments. The proposed approach involves a sequence of strategic steps aimed at achieving efficient task scheduling. The initial step of the approach involves task prioritization using the HEFT algorithm. HEFT organizes tasks based on their earliest finish times across heterogeneous resources, thereby establishing a prioritized sequence. Subsequently, an initial solution is constructed using the Greedy Randomized Adaptive Search Procedure (GRASP), a constructive metaheuristic approach renowned for its optimization capabilities. The core task scheduling phase is executed through the utilization of the enhanced Binary Artificial Bee Colony (BABC) algorithm. This modified version of the BABC algorithm integrates several enhancements specifically targeted at refining the local search process. The process incorporates circular shift and mutation operators, which are applied to the population's food sources while considering the improvement rate. These enhancements contribute to augmenting the algorithm's search capacity and effectiveness. The proposed EBABC-PF approach is simulated and implemented using WorkflowSim, an extension of the CloudSim tool designed to manage workflows within cloud environments. To assess its performance, the approach is rigorously compared against a range of other scheduling algorithms, which include HEFT, Deadline Heterogeneous Earliest Finish Time (DHEFT), Non-dominated Sort Genetic Algorithm (NSGA-II), and the standard BABC algorithm. This comparative analysis is conducted across diverse task sizes and benchmark workflows. The simulation results obtained exhibit the exceptional efficiency of the proposed EBABC-PF approach across multiple performance metrics. It notably outperforms the alternative algorithms in terms of makespan (total execution time), processing cost, and resource utilization. This finding underscores the approach's effectiveness in optimizing workflow scheduling within cloud computing environments, rendering it a superior choice for this intricate task.

III. PROPOSED APPROACH

A. Problem Statement

In the domain of cloud computing, workflow scheduling involves the representation of workflows as Directed Acyclic Graphs (DAGs), denoted as \( G = (V, E) \). \( V \) refers to a collection of vertices, each representing an individual task within the workflow. \( E \), on the other hand, denotes the set of edges...
signifying task dependencies. In this setup, tasks must be executed in a specific order, where parent tasks precede the execution of their child tasks. Fig. 1 offers a concrete illustration of task dependencies spanning from $T_1$ to $T_{10}$. Serving as the root node, $T_1$ takes the lead as the first task to be executed. Once $T_1$ is finished, tasks $T_2$ and $T_3$, located on the first tier of the DAG, are initiated. In a parallel manner, once task $T_2$ is accomplished, tasks $T_4$ and $T_5$ are set into motion.

Additionally, the execution of task $T_6$ is contingent upon the completion of task $T_3$, thus establishing $T_3$ as the necessary precursor to $T_6$. Scientific workflows encompass a specialized class of workflows extensively utilized across a range of scientific fields, such as astronomy, biology, and gravitational waves, among others. Prominent instances of practical scientific workflows include SIPHT, LIGO, Epigenomics, CyberShake, and Montage, all meticulously cataloged by the Pegasus project. The structural depiction of these scientific workflows is presented in Fig. 2. The scheduling of workflows can be perceived as a mapping function, allocating numerous interdependent tasks to available virtual machines. A sample mapping is illustrated in Fig. 3, demonstrating the allocation of $n$ tasks to $m$ VMs. In such instances, when employing a brute force algorithm, there emerge $m^n$ potential combinations. Consequently, the intricacy of workflow scheduling is acknowledged, and achieving a solution within polynomial time is not attainable. Consequently, the pursuit of a nearly optimal resolution to the workflow scheduling predicament proves advantageous and attainable through the assistance of meta-heuristic algorithms.
The optimization algorithm aims to enhance specific parameters within the fitness function. In this context, we have employed two distinct fitness functions, labeled $F_1$ and $F_2$, which are the focal points of optimization through the proposed algorithm. The initial fitness function, $F_1$, encompasses a synthesis of the Total Execution Time (TET), whereas the subsequent fitness function, $F_2$, is constructed from the Total Execution Cost (TEC). The precise formulations of TET and TEC are outlined in Eq. (1) and Eq. (5), respectively.

**Fitness ($F_1$) = Total Execution Cost (TEC)**

$$\text{Fitness} (F_1) = \text{Total Execution Cost (TEC)}$$  \hspace{1cm} (1)

The total execution time, often referred to as the makespan, signifies the longest duration taken by tasks within the workflow to reach completion. But it quantifies the time necessary for accomplishing all tasks distributed among various VMs. The mathematical expression to compute the makespan of the workflow can be deduced from Eq. (2), where $CT_i$ symbolizes the completion time of task $T_i$ within the workflow. The completion time of a task encompasses its entire execution duration, and in cases where task dependencies exist, the waiting time of preceding tasks is also considered. The calculation of completion time is presented in Eq. (3). The waiting time for task $T_i$ is established as the utmost completion time among all predecessor tasks within the workflow, as delineated in Eq. (4). Furthermore, the execution time of task $T_i$ on the $j^{th}$ VM can be evaluated using Eq. (5). Here, $SZ_{ Task }$ signifies the size of task $T_i$, quantified in million instructions (MI), $\text{Num (PE)}_j$ represents the count of cores allocated to the $j^{th}$ VM, and $PE_{unit}$ denotes the magnitude of each core in Millions of Instructions per Second (MIPS).

$$TET_W = \text{max} \{CT_1, CT_2, ..., CT_m\}$$  \hspace{1cm} (2)

$$CT_i = \begin{cases} ET_i & \text{if } \text{pred}(T_i) = \emptyset \\ WK_i + ET_i & \text{if } \text{pred}(T_i) \neq \emptyset \end{cases}$$  \hspace{1cm} (3)

$$WK_i = \begin{cases} 0 & \text{if } \text{pred}(T_i) = \emptyset \\ \text{max}(CT_i) & \text{if } \text{pred}(T_i) \neq \emptyset \end{cases}$$  \hspace{1cm} (4)

$$ET_{i,j} = \frac{SZ_{ Task } \times P_{unit}}{\text{Num (PE)}_j}$$  \hspace{1cm} (5)

Eq. (6) delineates the process for calculating TEC. The TEC for the $i^{th}$ VM is derived by calculating the disparity between the Least End Time (LET) and the Least Start Time (LST) of that specific VM. The cost associated with the $i^{th}$ VM, denoted as $C[i]$, is uniformly set at 1 across all VMs. To provide further clarity, Eq. (7) and Eq. (8) elucidate the mechanics behind computing the LET and LST, respectively. LET pertaining to the $i^{th}$ VM corresponds to the highest execution time among all tasks executed on that particular VM. Conversely, LST is determined as the minimum execution time of tasks in progress on the $i^{th}$ VM.

**Total Execution Cost (TEC)**

$$\sum_{i=0}^{\text{VM}} C[i] \times (\text{LET}[i] - \text{LST}[i])$$  \hspace{1cm} (6)

$$\text{LET}[i] = \text{max}(ET[i])$$  \hspace{1cm} (7)

$$\text{LST}[i] = \text{min}(ET[i])$$  \hspace{1cm} (8)

**C. Proposed Algorithm**

ACO algorithms harness a populace of ants to collaboratively address optimization challenges, navigating graphs to discover paths of minimal cost while upholding specific constraints. The behavior of these ants encompasses two distinct groups: a smaller ensemble lays down pheromone trails, while the other contingent diligently tracks these trails, reinforcing them while circumventing impulsive moves. As time elapses, the potency of these trails diminishes, leading to a waning allure for the ants. Let $G = (V, E)$ symbolize the graph that underpins the optimization conundrum, where $V$ denotes vertices and $E$ signifies edges. On this graph, viable pathways correspond to potential resolutions for the optimization predicament. While in pursuit of the shortest path, the ants deposit pheromones along their journey, cultivating an enduring memory of the exploration process. Furthermore, heuristic values might be attributed to the graph’s edges, derived from antecedent knowledge or real-time feedback, exerting influence over the ants’ conduct.

The decision-making process of the ants is probabilistic in nature and relies on their memory, the constraints of the problem, and the ant-routing table, a localized data structure housing pheromone trails and heuristic values. Pheromone updates transpire through two distinct mechanisms: an online step-by-step update involving the deposition of pheromone by the ant while traversing an edge and an online delayed update, which involves adjusting pheromone trails after discovering a solution and retracing the path in reverse. Additional processes for updating pheromone trails include daemon actions and pheromone evaporation. Daemon actions, while discretionary, enable ants to execute actions that are beyond their individual capacities, often involving centralized actions. Pheromone evaporation entails a gradual reduction in the strength of
pheromone trails over time. This mechanism prevents the convergence toward suboptimal regions and promotes the exploration of novel areas within the graph.

**Algorithm. 1.** Generic ACO algorithm

Initialize

**While** stop criteria are not met **do**

- **For all** ant \( a \) in \( A \) **do**
  - Position \( a \) in \( \text{startNode} \)
  - End for

- **Repeat**
  - **For all** ant \( a \) in \( A \) **do**
    - Choose \( \text{nextNode} \)
    - \( \text{Pheromone}(\text{currentNode},\text{nextNode}) += \text{Update} \)
  - End for

- **Until** every ant has a solution

- **End while**

**Eq. (9)** calculates the probability of an ant selecting a particular path. It depends on the number of pheromones \( \tau_{ij} \), present on the path between nodes \( i \) and \( j \) and the reverse of the distance \( (\eta_{ij}) \) between these two nodes. The parameters \( \alpha \) and \( \beta \) are control parameters that influence the relative importance of pheromones and distance in the probability calculation.

\[
p_{ij}^k = \frac{[\tau_{ij}]^\alpha [\eta_{ij}]^\beta}{\sum_{l=k} [\tau_{il}]^\alpha [\eta_{il}]^\beta}
\]  

**Fig. 4.** Path selection by ants.

Eq. (10) calculates the pheromone evaporation rate, where \( 1 - \omega \) is the pheromone declining rate.

\[
\tau_{ij} = (1 - \omega) \times \tau_{ij} + \sum_{r=1} \Delta \tau^r_{i,j}
\]  

The ants act like scouts, searching for food (appropriate service corresponding to user demands) in the environment. Once they find food, they return to their nests, dropping pheromones on the trails they have traversed. These pheromones serve as a form of communication for other ants, indicating the quality of the path. The pheromone trail amount can either increase when ants deposit pheromone or decrease over time due to pheromone evaporation. Eq. (10) calculates the pheromone evaporation rate, where \( 1 - \omega \) is the pheromone declining rate.

In the ACO algorithm, other ants tend to follow paths with a high amount of pheromone, as it indicates better solutions. There are two main approaches to updating the pheromone trails. The first approach involves selecting the best-so-far solutions (iteration best) and using them to update the pheromone matrices for each objective. These best solutions represent the most promising paths found so far in the search process. The second approach revolves around gathering and storing non-dominated solutions in an external set. Only the solutions in this non-dominated set are allowed to update the pheromone trails. Non-dominated solutions are those that cannot be improved in one objective without worsening at least one other objective. This approach helps maintain a diverse set of optimal solutions. Once the ants find food, they return to their nests, dropping pheromones on the trail they traveled. This pheromone serves as a signal for other ants to explore the same path, thus collectively reinforcing good solutions. Ants make local decisions based on their observations and the information available in their local environment. Instead of directly communicating with each other, ants use indirect forms of communication, which is referred to as "stigmergy." The pheromones left by ants’ act as a form of stigmergic communication, guiding other ants to explore the most promising paths. Over time, the pheromones evaporate, which allows the algorithm to explore new areas and avoid convergence to sub-optimal solutions. The rate of pheromone evaporation is higher when returning to the nest takes a longer time, promoting the exploration of alternative paths. At intersections in the graph, each ant chooses one of the branches to continue its path. Ants tend to select shorter branches to return home faster, resulting in more pheromone accumulation on these shorter paths.
In the presented scenario (see Fig. 4), the ants encounter three paths: $A \rightarrow B \rightarrow C \rightarrow E$, $A \rightarrow B \rightarrow E$, and $A \rightarrow B \rightarrow D \rightarrow E$. Initially, due to the shorter distance, the shortest path $A \rightarrow B \rightarrow E$ will have a higher pheromone density. As the ants make their choices, they select paths based on the pheromone densities present on the branches. Consequently, most ants will opt for the shortest path $A \rightarrow B \rightarrow E$. The main focus of the article is on the IACO algorithm for workflow scheduling in cloud computing. This algorithm combines the principles of ACO with a constrained optimization approach, which is suitable for solving single-objective discrete optimization problems. By leveraging pheromone communication and making local decisions based on observed pheromone densities, the IACO algorithm effectively guides ants to converge toward the shortest and most feasible paths in the search space.

Indeed, the IACO method exhibits several significant differences in each ant's behavior compared to the traditional ACO. The main distinctions between ACO and IACO are as follows:

- Pheromone functionality: In the ACO, the pheromones produced by ants serve only the function of attraction. Pheromones act as a positive signal, guiding ants to explore paths with higher pheromone densities. In contrast, the pheromones in the IACO method serve a dual purpose. Besides attraction, they also act as a form of repulsion. This repulsive nature of pheromones helps to alleviate the pressure on certain paths or nodes. It discourages ants from over-converging on a specific route or node.

- Role of nodes: In the ACO, nodes do not directly influence the algorithm. The focus lies primarily on paths and the pheromones present on those paths as important parameters.

- IACO Method: In the IACO, nodes play a significant role as influencing parameters. They store the number of pheromones present. If the pheromone count exceeds a specific value, the node acts as a blockade, preventing other ants from passing through it. This approach is designed to reduce pressure on certain nodes and is directly linked to the pheromone value.

- Consideration of route capacity: ACO does not explicitly consider the maximum capacity on a path when updating pheromones. In the IACO, the pheromone's evaporation process takes into account both the length of the route and the maximum capacity of the route. This consideration helps to ensure that the algorithm avoids routes that may become congested due to excessive pheromones.

These differences in behavior and parameterization between ACO and IACO allow the IACO method to address complex optimization problems more effectively, especially in scenarios where path congestion and capacity constraints are crucial considerations. By combining both attractive and repulsive properties of pheromones and incorporating node-based mechanisms, IACO offers an enhanced approach for finding optimal or near-optimal solutions in constrained optimization problems.

IV. PERFORMANCE EVALUATION

In the experiments conducted to verify the performance of the proposed method, we used the WorkflowSim toolkit. The implementations of strategies were implemented in Java and run on a computer with an Intel Core i5 processor running at 2.8 GHz and equipped with 4 GB of RAM. The WorkflowSim toolkit is an extension of CloudSim, designed specifically to simulate an environment for executing scientific workflows. In pursuit of an equitable comparison of outcomes, the simulations involving the proposed approach and other established methods were orchestrated under identical conditions. This systematic parity in experimentation conditions serves to objectively gauge the performance and efficacy of the proposed approach in contrast to alternative methodologies. The experimental trials were conducted utilizing three distinct real-world workflow applications, each hailing from diverse scientific domains. Noteworthy among these is the Montage workflow applied within the realm of astronomical physics. Furthermore, the Cybershake workflow was harnessed to analyze earthquake hazards, while the Ligo workflows were instrumental in the quest for gravitational wave detection.

The configuration of VMs is based on the specifications of Amazon EC2 instances, which are commonly used in cloud computing environments. Within the simulation model, it is assumed that the storage capacity of every VM is generously sufficient to host all the allocated tasks. Nonetheless, the mean bandwidth linking distinct virtual machines exhibits variability across three distinct scenarios: 5 Gb/s, 10 Gb/s, and 25 Gb/s. The variation in bandwidth represents different network capacities and performance levels that can affect task execution and communication between VMs. Additionally, the virtual machine preparation time is taken into consideration during the simulations. This preparation time represents the overhead required to set up and configure a VM before it can start executing tasks. The temporal interval required for VM preparation is modeled to fluctuate within the range of 1 second to 1.5 seconds. During the evaluation process of the proposed IACO algorithm, a comprehensive comparison is conducted against three alternative algorithms: standard ACO, FR-MOS, and PEFT-ACO algorithms.

In the first series of experiments, the algorithms were evaluated independently for each objective, i.e., cost and makespan. The experiments were performed on three different types of workflows: Montage, Cybershake, and Ligo, with varying numbers of tasks (100 and 300). The results averaged over 100 executions for each workflow type, are presented in Table I. It is observed that the traditional ACO algorithm performs poorly in both the total cost and makespan across all three workflow types. On the other hand, the IACO algorithm is superior to both PEFT-ACO and FR-MOS regarding cost and makespan across all workflow types. The discernible distinction in performance is especially pronounced with regard to makespan. This indicates that IACO is more efficient and effective in exploring the solution space and finding globally optimal or near-optimal solutions. Fig. 5 and Fig. 6 provide visualizations of the average results for makespan and cost when the number of tasks is set to 500.
TABLE I. OBTAINED RESULTS FOR COST AND MAKESPAN

<table>
<thead>
<tr>
<th>Workflow</th>
<th>Tasks count</th>
<th>IACO</th>
<th>FR-MOS</th>
<th>PEFT-ACO</th>
<th>ACO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Cost ($/h)</td>
<td>Make span (s)</td>
<td>Cost ($/h)</td>
<td>Make span (s)</td>
</tr>
<tr>
<td>Montage</td>
<td>100</td>
<td>14.1</td>
<td>468.2</td>
<td>15.9</td>
<td>614.7</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>9.2</td>
<td>584.7</td>
<td>13.8</td>
<td>679.4</td>
</tr>
<tr>
<td>Cybershake</td>
<td>100</td>
<td>21.8</td>
<td>489.5</td>
<td>40.7</td>
<td>513.7</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>19.8</td>
<td>627.1</td>
<td>32.1</td>
<td>659.4</td>
</tr>
<tr>
<td>Ligo</td>
<td>100</td>
<td>31.5</td>
<td>559.1</td>
<td>46.9</td>
<td>609.5</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>26.9</td>
<td>697.4</td>
<td>42.8</td>
<td>823.4</td>
</tr>
</tbody>
</table>

V. CONCLUSION

Cloud computing has emerged as a revolutionary concept in the field of distributed systems, providing efficient and scalable solutions for high-performance and distributed computing needs. Its dynamic nature, virtual resource provisioning, and pay-per-use model have contributed to its widespread popularity among organizations and research laboratories. In this context, workflow scheduling plays a crucial role in optimizing the execution of applications in cloud environments. Workflows model processes as a sequence of steps, and scheduling involves assigning each task of the workflow to an appropriate processing resource while adhering to specific workflow rules and constraints. This paper proposed a novel
workflow scheduling approach called Inverted ACO (IACO). The IACO algorithm leverages the principles of the ACO algorithm but introduces unique modifications to improve its performance in cloud-based workflow scheduling scenarios. The experiments were carried out utilizing instances from the Amazon EC2 cloud platform, encompassing three distinct real-world workflow types originating from various scientific domains.

In the comparative analysis, IACO was assessed against established methodologies in the field, namely standard FR-MOS, PEFT-ACO, and ACO algorithms. The results of the experiments show that IACO outperforms all other algorithms in most tests, particularly in terms of the trade-off between makespan and cost. This work could explore how the IACO algorithm adapts dynamically to varying cloud environments, taking into account factors like workload fluctuations and cloud structure diversity. Additionally, exploring the integration of IACO with machine learning or other metaheuristic approaches could expand its efficiency and applicability. Moreover, investigating the scalability of IACO in hybrid cloud settings or its adaptability to real-time workflow changes could significantly advance its practical implementation. Furthermore, assessing the robustness of IACO against various cloud constraints, including resource limitations or network latency, would contribute to a more comprehensive understanding of its performance under diverse cloud scenarios.
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Abstract—Due to the popularity of digital games, there is a growing interest in using games as therapeutic interventions. The ability of games to capture attention can be beneficial to distract patients from pain. In this paper, we investigate the impact of visual parameters (color, shapes, and animation) on users’ awareness of their surroundings in virtual reality. We conducted a user study in which experiments included a visual search task using a virtual reality game. Through the game, the participants were asked to find a target among distraction objects. The results showed that the different visual representations of the target among distraction objects could affect the users’ awareness of their surroundings. The least awareness of the surroundings occurred when the target and distractors shared similar features. Further, the conjunction of low similarity between distractors—distractors and high similarity between target—distractors provided less awareness of the surroundings. Additionally, results revealed that there is a strong positive correlation between search time and awareness of the surroundings. Less awareness of the surroundings while playing a game implies that users are positively engaged in that game. These results offered a set of criteria that can be applied to future virtual reality interventions for medical pain distraction.
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I. INTRODUCTION

Game playing was recognized as the most attractive activity for individuals all over the world. The success of games is highly dependent on their ability to keep their players engaged [1]. Despite some of the negative aspects of playing games, there is growing research demonstrating the positive effects that game playing can provide. If games succeed to activate users’ attentional engagement and motivation, they can be of valuable therapeutic benefits [2]. Playing games offers a promising non-pharmacological distraction technique for pain control by diverting attention away from painful stimuli [3]. The logic behind distraction is that pain requires attention and humans have limited information-processing resources [4]. Therefore, the more attentional resources a distraction intervention consumes, the fewer resources are available for pain perception [3]. The research work conducted by [5] [5] highlights that high attentional engagement during games demonstrates a significant analgesic effect on pain distraction.

Distraction interventions can engage one or more sensory modalities. Each modality could have an impact on the distraction level to attract focused attention. In the range of sensory modalities, vision is the most important in its capacity and utility in terms of perception [6]. Besides, distraction using visual tasks was confirmed to significantly reduces pain compared to other modalities [7], [8]. Numerous studies demonstrated that the majority of processing information comes from the visual modality (visual dominance) [9]. A wide range of research supported that our vision captures the most percentage of our attentional resources [10]. Recently, virtual reality (VR) becomes one of the major tools that affect visual perception by offering a highly immersive and tangible interaction experience [11]. Experimental research showed that immersive environments build strong user engagement compared to screen-based environments [11]. VR technologies provide a higher degree of presence through increased interactivity and hence increase the user’s attention to the virtual environment [11]. The unique characteristics of VR encouraged researchers to conduct numerous studies, [12], [13], to investigate the effect of VR as a non-pharmacological tool for pain management.

We believe that understanding the visual parameters affecting humans’ awareness of their surroundings in VR is valuable. Less awareness of the surroundings increases engagement and immersion in the visual activity. High engagement demands a greater amount of user’s focused attention. This is critical for many applications such as game-based learning [14], engagement in games [15], and pain distraction [16]. Tasks that require subjects to detect a particular target among distractors gained a great interest in the research of vision and attention [17]. The results of these tasks depend on the features of the target and distractors. Different features might have different capabilities to guide users’ attention in a given task [17]. The efficiency of a visual search can be assessed based on changes in performance such as search time or accuracy [17]. Many studies [18], [19], have presented theories to discuss the factors that affect visual search efficiency in 2D, such as the feature integration theory and the similarity theory.

In this paper, we provide a user study to measure the impact of different visual parameters on users’ awareness of their surroundings and task search time in VR. Experiments in this study focus on the principle of visual search using a simple VR game. Numerous studies proved that using the illusion of VR significantly reduces the perception of pain. Although, to our knowledge, no studies were conducted to determine the impact of visual parameters that affect the users’ awareness of their surroundings. The less awareness of the surroundings implies that the VR intervention engages much of a user’s attentional capacity. This is valuable, especially when developing VR interventions for pain distraction. Results from this study will be considered in designing future VR interventions for medical pain distraction.

Through the following sections, this paper discusses the background of VR distraction for managing pain in Section II. Then, Section III presents the conducted user study. Further-
more, in Section IV we summarize the main findings of the study. Finally, the discussion and conclusion are included in Sections V and VI, respectively.

II. BACKGROUND

This section discusses in detail the related work of using VR distraction for pain management. Section II(A) provides some background on VR technology. Section II(B) discusses some applied VR research for pain distraction and reduction.

A. Virtual Reality

With advances in wearable technology, VR became popular across various industries due to its ability to engage users in a multisensory environment. There are several definitions of VR, but the most appropriate one “it is defined as a real or simulated environment in which a user experiences telepresence”. This definition is chosen as it describes VR without any implications of technology [20]. VR offers a combination of three effects: 1) Fully immersion, users wear a headset that visually isolates them from the real world, 2) Stereoscopic vision, the simulation of the real world in three dimensions, and 3) Motion capture, allows the tracking of head position and controllers with three or six degrees of freedom [21]. These effects enable VR to provide users with a unique visualization tool to explore, manipulate, and interact with their data.

VR is unique in that it allows a multisensory experience that involves visual, auditory, and tangible senses [22]. The VR characteristics of immersion, presence, and interactivity provide users with a greater sense of engagement. These three factors may subsequently prompt better distraction outcomes from a VR intervention via increased engagement. Presence describes the subjective experience of being in one place or environment, even when one is physically situated in another [23]. There are two points of view for immersion definition; the first is based on the state of mind (feeling caught up in and absorbed by the virtual world) and the second is based on the technological capability of a VR system (1)Fully immersive, using a head-mounted display (HMD), (2)Semi-immersive, using large projection screens, (3)Minimal-immersive, using window-based display) [24]. Interactivity describes the degree to which users can influence the content of the virtual environment [24]. According to [25], growing improvements in hardware and software make VR technology more affordable for the scientific and commercial community.

B. Virtual Reality Distraction

Various studies have shown that VR distraction is more effective in reducing pain and anxiety than typical distraction techniques such as deep breathing, listening to music, watching a favorite video, and hypnosis [13]. The last decade has witnessed exponential growth in using VR interventions for pain management with encouraging results that recommend VR distraction to enhance treatment outcomes [26]. Numerous studies were conducted to investigate the effectiveness of VR distraction in reducing different types of pain. Research in this area [16], [27], indicates that VR is a promising adjunct for controlling acute and chronic pain.

Patients with severe burn injuries frequently experience extreme pain related to the injury itself or its wound care procedures. VR distraction provided a strong non-opioid pain control technique for both pediatric and adult burn patients even in the Intensive Care Unit [28]. Also, adding VR to the rehabilitation program of pediatric burn patients had a significant effect on decreasing pain [29]. The main finding from these studies is that VR significantly reduces pain and other uncomfortable symptoms experienced by burn patients [30]. Also, the findings of the chronic pain studies supported the efficacy of VR distraction. Patients reported a significant decrease in pain ratings when using VR interventions compared to the control condition [31]. However, the studies focused on the area of using VR with chronic pain were few [13], and further investigations are needed to ensure its feasibility.

Moreover, VR succeeded to offer a powerful distraction tool for patients who suffer from cancer pain. Cancer patients experience pain associated with the disease itself and/or pain caused by examinations and treatments such as chemotherapy. Several studies showed that VR interventions are effective in reducing pain and other chemotherapy-related symptoms in both adult and pediatric patients suffering from different types of cancer [26], [32]. Patients receiving VR during their chemotherapy session reported less time thinking about pain and also an underestimation of the treatment session duration [33]. VR distraction can help cancer patients accept and tolerate the treatment procedures and hence accelerate the recovery process.

Further to the above category of studies that investigated the efficacy of VR distraction, other studies investigated whether VR distraction will provide a larger analgesic effect when used repeatedly during treatment sessions [28], [34]–[36]. Results indicated that VR efficacy did not diminish with repeated use and pain intensity levels dropped significantly. Previous research, as indicated by both [34] and [36], suggested that receiving VR for a longer treatment duration is more effective than the shorter duration.

Moreover, few studies have investigated the impact of low-cost VR technology on pain tolerance [37], [38]. For both studies, participants were suffering from severe burn injuries and results showed that low-cost VR technology succeeded to achieve a promising pain reduction level. This key finding will open the door to conducting further research to generalize using cost-effective technology with many more patients and different types of pain. Finally, VR interventions can also be used effectively to distract young children aged less than four years during their wound care procedure [39]. This study used a projector-based VR system and the results indicated that VR significantly reduced children’s acute pain.

Results from the scientific literature support the adjunctive use of VR distraction for pain management. However, it remains unclear what is the impact of different visual parameters such as color, shapes, and animation on users’ awareness of their surroundings. Understanding the impact of such parameters on the awareness of the surrounding is valuable in developing powerful VR therapeutic interventions. To this aim, we conducted a study that included a VR game where players searched for a target among distractors. One study has investigated the impact of color congruency on task search time in VR. This study measured the search task performance when target and distractors were varied.
concerning congruency [40]. Moreover, the study examined the impact of using a flanker item as a visual distraction from completing task flow. Participants were asked to search for daily items on a virtual kitchen countertop and ignore flanker items. Results indicated that the search time became longer when the target and distractors shared color.

Regarding 2D applications, many studies examined the impact of visual representations of the target and distractors on task search time. Treisman et al. [18] provided a framework that explained the hypotheses of the feature integration theory. This theory hypothesized that the search task will proceed slowly when the target and distractors share features. The theory suggested that the human visual system maintains a set of feature maps for different visual attributes (such as color or shape). When the target has a unique feature, one feature map will be accessed and hence leading to a fast response time. Another research work suggested that the amount of difference between the target-distractors and distractors-distractors will affect the search time [19]. This theory hypothesizes that if the “target-distractors” similarity is high, then search efficiency decreases and search time increases. Besides, if the “distractors-distractors” similarity is low, then search efficiency decreases and search time increases.

These researches showed that the presented visual features could significantly affect users’ focus of attention and engagement in search tasks. However, one important gap in the literature on virtual reality analgesia is that no studies explored the impact of different visual parameters such as color, shapes, and animation on users’ awareness of their surroundings. To address this gap, we performed a user study to determine the impact of these visual parameters on users’ awareness of their surroundings and task search time. Moreover, we are also interested in exploring whether there is a correlation between task search time and awareness of the surrounding. The results from this study will help to develop effective VR interventions that engage most of the patient’s attention and hence feel less pain.

III. METHODS

This study was designed to help in developing a future VR game for medical pain distraction. To provide more distraction effects, it is valuable to determine the impact of different visual parameters on users’ awareness of their surroundings while in VR. We found that visual components such as color, shape, and animation are commonly included in any digital game. Accordingly, we focused on determining the impact of these visual components on users’ awareness of their surroundings. Experiments in this study focus on the principle of visual search using a simple VR game. We examined the impact of different visual representations of the target and distractors on the search performance and awareness of the surroundings.

A. User Study

The study used a within-subject design where each participant experienced different conditions. These conditions varied with respect to some visual parameters such as color, shape, and animation. The participants were asked to perform a primary visual task, finding a target cube among distraction objects as fast as possible. Moreover, external disruptions (audio or vibration) were generated randomly while performing the search task. These disruptions were used to measure their awareness of the surroundings without affecting the completion of the primary task. The number of these disruptions was fixed among participants, but the order of them was randomized. Each condition consisted of twenty-five trials and had a duration of about three minutes. At the end of each condition, a compulsory break time was offered. During the break, each participant had to fill in a simple questionnaire that asked about the time duration and the observed disruptions - e.g., “How long did you feel the condition take?”, and “Did you observe any disruption?”.

If they answered “yes” to the latter question, they have to provide which types occur and the number of their occurrence frequency. The experiment took around forty-five minutes per participant including breaks. For all conditions, we recorded the completion time and the generated disruptions. Through the study, we examined task completion time and disturbance awareness for each of the study’s conditions. We measured the awareness and illusion errors that were reported by the participants. Awareness error is the number of missed disruptions, while illusion error is the number of disruptions that never happened. These data were collected to measure the participants’ awareness of the surrounding environment.

B. Participants

A total of 31 undergraduate students (19 females) (12 males) aged (18-24) years participated in the study. Participants were recruited via a university announcement for voluntary inclusion in the study. All participants were eligible with respect to the criteria determined for the study (had normal visual and normal color vision). Five participants were excluded as they suffered from VR-induced motion sickness. So, a total of 26 healthy participants were included in the study analysis. Informed consent for the publication of identifying information/images in an online open-access platform and for participation in the study was provided by all participants before the experiment. The study was approved by the ethical committee in the Faculty of Computers and Artificial Intelligence, Benha University. All methods were carried out in accordance with relevant guidelines and regulations. The flow of participants is shown in the flow diagram (see Fig. 1).

C. Equipment

We carried out the experiments of the study using a controlled room. Participants delivered the VR experience using a Xiaomi MI VR headset with a Samsung Galaxy Note3 phone and a handheld controller as an interaction device. We used this head-mounted display to be able to use a variety of mobile phones. The Samsung Galaxy Note3 phone was attached to the HMD and was used for recording the completion time of the condition. Another mobile phone was used and attached to the participant’s left arm. This phone was also used to generate random disruptions and save them. The participants were able to look around and navigate the virtual environment using their heads. The VR application was developed using the Unity engine and the Android application using Android Studio. The condition started once the participant wore the HMD and ended when the twenty-five trials ended. Fig. 2 shows the hardware components used in the experiment besides one of the participant’s trials.
D. Stimuli

Participants were situated in a full virtual closed room surrounded by a number of distractive objects. There was only one real target cube which was always spawned randomly at the eye level of the user. The size of the objects was scaled according to their distance away from the camera’s location (size was around 10% of the display width and 22% of its height). The distractive objects were spawned at fixed random locations within the room. Colors were defined by the following RGB values: target (R=0, G=255, B=118), in conditions 2 and 5 distractor’s red color (R=255, G=0, B=0), in conditions 3, 4, and 6 the colors of the cubes were generated randomly while spheres in condition 6 used the same target color. The environment was populated with 20 distractive objects. The experiment took around forty-five minutes per participant. Each participant performed 150 trials: 6 conditions × 25 trials per condition.
E. Study Design

The study was carried out in immersive VR and included six different conditions with the same task. The participants were asked to find a target object in the presented VR condition. Each condition included a different visual representation of the target and distraction objects, which is our study’s independent variable. This differentiation among conditions is used to investigate the different visual parameters and their impact on users’ awareness of their surroundings. The following are our study’s conditions:

1) Condition1: Single-cube.
2) Condition2: One-color cubes.
3) Condition3: Multi-color cubes.
4) Condition4: Animated cubes.
5) Condition5: Spheres.
6) Condition6: Cubes-spheres.

All conditions included one target green cube along with other distraction objects spheres or cubes. The order of exploring the conditions was randomized among the participants. We previously conducted a pilot study to determine the best visual design for the conditions. Also, the pilot study helped us to determine the break time duration which was set to five minutes.

Fig. 3 shows our study’s six conditions, where the visual representation of the target and distraction objects varied between them. Fig. 3(a) shows “Condition1” that included the target green cube only with no distraction objects. Fig. 3(b) shows “Condition2” with one-color distraction objects. Participants were asked to find the target green cube which was allocated randomly with the fixed distraction red cubes. Fig. 3(c) shows “Condition3” with a fixed multi-color distraction objects. Participants had to find the target green cube out of the multi-color presented cubes. Fig. 3(d) shows “Condition4” with animated multi-color cubes as distraction objects. Condition4 included an extra effect which was animation. Fig. 3(e) shows “Condition5” in which participants had to find the target green cube hidden between fixed red spheres. Condition5 included different shapes as distraction objects. Fig. 3(f) shows “Condition6” in which participants had to find the target green cube which was surrounded by fixed one-color spheres (the same target color) and fixed multi-color cubes.

The participants were asked to complete the six conditions. The completion time and the generated disruptions were recorded for each condition by the application. The completion time was automatically recorded from the start of the condition till the participant finished the twenty-five trials. The completion time represented the total time taken to finish the condition. Moreover, we recorded the response time taken to find the target in each trial. We calculated the search time for the condition as the average of the twenty-five trials’ response time. The completion time was saved on the mobile attached to the HMD, while the generated disruptions were saved on the other mobile phone. On the other hand, the estimated time and errors were reported by the participants via the questionnaire that was filled out after each condition. All of the data was recorded and transcribed to a computer spreadsheet for later analysis.

F. Procedure

Prior to running the study, we had explained many rules and cautions to the participants. We told them to take off the HMD and stop running the condition if they felt any VR-induced motion sickness during their running. We showed an example display of the conditions to explain how to play. The participants heard the audio disruptions and felt the vibrations to get familiar with them. We had two types of audio disruptions (ringtone and beep) and two types of vibrations that varied in duration (short: one second and long: three seconds). After getting ready the participant wore the HMD, held the handheld controller, and attached the other mobile phone to his/her left arm to start the condition. The participants used the handheld controller to press on the target green cube when found.

The primary purpose of the study was to determine the impact of different visual parameters on users’ awareness of their surroundings in VR. The conditions varied according to many parameters such as color, shape, and animation. The main task was to search for the green target cube and find it as fast as possible. When the target fell into the participant’s view, he/she focused the cursor of the handheld controller on the target and place a single click. Finding the target indicated the end of a trial and the start of a new one. After the click, the target disappeared and a new target object was randomly located in another location within the same room. Through each condition, the mobile attached to the participant’s left arm randomly generated four disruptions. The type and occurrence frequency of these four disruptions were used to measure both the awareness and illusion errors. We supported different types of disruption to measure the participants’ awareness of the surrounding environment. The number of disruptions (four) was fixed among conditions and participants. After twenty-five trials, the current condition was ended and the compulsory break time must be taken.

During break time, the participants were offered to take off the HMD and were asked to fill out the user-experience questionnaire. The participants were asked to report the estimated time duration of the condition in minutes. Also, they were asked to report the observed disruptions that occurred during running the condition. After the break time, the participants return back to continue running the study and repeat the same procedure with a new condition. Each participant completed a block of six conditions. The order of experiencing the conditions was randomized among the participants.

IV. Experimental Results

Analyses of the sample data (N = 26) were conducted using IBM SPSS Statistics v25. For all analyses, an alpha level of 0.05 was used unless otherwise specified.

A. Completion Time

We ran the study to measure if the visual parameters affect the task completion time or/and users’ awareness of the surroundings in VR. We recorded the data as we calculated the time difference values by subtracting the completion time (automatically recorded) from the estimated time (reported by the participant). This time difference was used to generate the less_than and greater_than values. Less_than indicated
that the participant reported time less than the actual time, while greater_than indicated the opposite. Then we calculated less_than as the negative value in the time difference and greater_than as the positive value. We used the absolute value for all of the time differences, less_than, and greater_than values. For each condition, we ran paired samples t-Test between the less_than and greater_than values to determine the significant condition. The results showed there was a significant difference between less_than and greater_than, but with a high mean for greater_than values (see Fig. 4).

We ran the time difference values through one-way repeated measures ANOVA. Mauchly’s test indicated that the assumption of sphericity had not been violated, but when it was violated, the Greenhouse-Geisser corrected tests were reported, $\chi^2(14) = 19.06, p = 0.165$. The results showed that there was a significant main effect of the different visual parameters (color, shape, and animation) on the time difference, $F(5, 125) = 2.51, p = 0.034$. Fisher’s Least Significant Difference (LSD) post hoc analysis of the results showed that participants significantly overestimated the time duration of cubes-spheres condition ($mean = 1.39; SD = 1.53$) compared to the single-cube condition ($mean = 0.78; SD = 0.80; p = 0.018$) and the spheres condition ($mean = 0.93; SD = 0.99; p = 0.020$). There was no significant difference between the other pairs of conditions. Fig. 5 shows the mean values by condition for the time difference.

We ran the study’s search time results values through one-way repeated measures ANOVA. Mauchly’s test indicated that the assumption of sphericity was met, $\chi^2(14) = 21.72, p = 0.086$. The results showed that there was no significant main effect of the different visual parameters on search time, $F(5, 125) = 0.393, p = 0.853$. Fig. 6 shows the mean values by condition for the search time.
B. Task Errors

Following in the two sections we are presenting the analysis results for the awareness and illusion errors reported by the participants. Awareness error is the number of missed disruptions, while illusion is the number of disruptions that never happened. These errors were collected to measure the participants’ awareness of the surrounding environment.

1) Awareness error: For each condition, we ran the awareness error through one-way repeated measures ANOVA. Mauchly’s test indicated that the assumption of sphericity was met, \( \chi^2(14) = 15.19, p = 0.368 \). The results showed that there was a significant main effect of the different visual parameters on the awareness error, \( F(5, 125) = 1.29, p = 0.273 \). LSD post hoc analysis of the results showed that participants were significantly less aware of their surroundings in the cubes-spheres condition \( (\text{mean} = 1.38; SD = 1.28) \) compared to the single-cube condition \( (\text{mean} = 0.81; SD = 0.89, p = 0.037) \).

2) Illusion error: For each condition, we ran the illusion error through one-way repeated measures ANOVA. Mauchly’s test indicated that the assumption of sphericity was met, \( \chi^2(14) = 16.57, p = 0.282 \). The results showed that there was a significant main effect of the different visual parameters on the illusion error, \( F(5, 125) = 1.77, p = 0.124 \). LSD post hoc analysis of the results showed that participants were significantly less aware of their surroundings in the cubes-spheres condition \( (\text{mean} = 0.88; SD = 1.14) \) compared to the single-cube condition \( (\text{mean} = 0.38; SD = 0.63, p = 0.030) \) and the one-color cubes condition \( (\text{mean} = 0.31; SD = 0.54, p = 0.041) \). Fig. 7 represents the mean values of awareness and illusion errors by condition.

C. Search Time and Awareness of Surroundings

We ran Spearman’s correlation test to determine if there is a relationship between participants’ search time and the awareness error. The results showed that search time and awareness error have a statistically significant relationship \( (r_s = 0.886, p = 0.019) \). The direction of the relationship is positive where search time and error rate are positively correlated, meaning that these variables tend to increase together. The magnitude of the association is strong \( (0.5 < |r| < 1.0) \).

A Spearman’s correlation test again was computed to assess the relationship between participants’ search time and illusion error. There was a positive correlation between the two variables \( (r_s = 0.829, p = 0.042) \). Overall, there was a strong, positive correlation between search time and illusion error. Increases in search time were correlated with increases in the rating of illusion error.

V. DISCUSSION

The goal of this experiment was to determine the impact of different visual parameters on the users’ awareness of their surroundings. The least awareness of the surroundings means that the user is highly engaged in the VR content. High engagement increases the levels of immersive experience, thus, increasing the impact of future VR interventions for medical pain distraction.

A. Completion Time

Based on the study analysis, the time difference (estimated - actual) data revealed that there is a significant difference between the cubes-spheres condition and both the single-cube and the spheres conditions. These results indicated that more attentional resources were engaged in the cube-spheres condition and hence the passage of time got distorted. This implies that the cubes-spheres condition affected the users’ perception of time in VR. Due to the visual representation of the target and distractors in the cubes-spheres condition, participants focused their attention on detecting the target and hence failed to judge the time duration.

We further measured the search time of each condition. The analysis showed that there was no significant difference between the six conditions. However, the cubes-spheres condition required more search time to detect the target compared to the remaining conditions. Results revealed that the search time increases when it is hard to identify the target among distractor objects. This implies that the visual representations of the target and distractors affect the search time in VR. Our results revealed that the spheres condition was the lower-order condition against the cubes-spheres condition with the higher-order. The target in the spheres condition had unique
features color and shape, so participants were able to detect it easily. The cubes-spheres condition is the highest due to sharing multiple features color and shape with the distracting objects. Sharing similar features between target and distractors increased the response time for the search task. Our finding comes in line with the conducted research in other 2D and 3D platforms [40], [18]. Fig. 6 shows the mean values of search time for the six conditions.

Another important issue is that the similarity between the (target-distractors) and (distractors-distractors) also affected the search time. In the spheres condition the similarity between the target and distractors was low accompanied by the high similarity between distractors-distractors and in turn, search time decreased. On contrary the target-distractors similarity in the cubes-spheres condition was high and the distractors-distractors similarity was low. Thus, participants in the cubes-spheres condition required more time and also more focused attention to identifying the target. This finding is aligned with the finding presented in [19]. Overall, our findings indicated that the search time was higher when the target and distractors shared similar features. Further, the conjunction of low similarity between distractors-distractors and high similarity between target-distractors provided a long search time. This finding shows a similarity in results between the task search time in VR and desktop 2D platforms.

Finally, it may be worth considering the qualitative data. It is interesting to state that the comments from the participants further supported the statistical findings. For the overestimation of time, participants claimed that the task completion time influenced their judgment of the estimated time. Therefore, as the task became longer the total time was assumed to become longer. This explains why participants overestimated the time duration of the conditions.

B. Task Errors

The analysis of awareness error showed that there was a significant difference between the cubes-spheres condition and the single-cube condition. As shown in Fig. 7, the cubes-spheres condition has the highest awareness error rate. We found that participants in this condition required more of their focused attention to identifying the target among distractors. Therefore, participants were less aware of their surroundings in this condition compared to the others. Participants missed observation of many auditory and vibration distractions in this condition. As indicated, the cubes-spheres condition included conjunctions of many visual factors that led to increased engagement. Sharing similar features between the target and distractors demanded more attentional resources and hence decreased the participants’ awareness of their surroundings. Moreover, participants were less aware of their surroundings when the similarity between target-distractors was high and the similarity between distractors-distractors was low. In line with the previous analysis, the condition that provides more distraction from surroundings is that of the longest search time and the highest awareness error.

Regarding the illusion error, the results showed that participants in the cubes-spheres condition were less aware of their surroundings compared to the single-cube condition and the one-color cube condition. Participants in the cubes-spheres condition reported a significant number of disruptions that never happened, which implies that their focus was engaged in the cubes-spheres condition. The superiority of this condition as an influence on awareness and illusion errors strongly suggests that this condition effectively decreased the participants’ awareness of their surroundings. Participants in the cubes-spheres condition consumed a high capacity of attentional resources to detect the target compared to other conditions. This implies that the participants were highly engaged in that condition. In our VR game, the least awareness of the surroundings was provided when the target shared similar features with distractors along with the conjunction of low similarity between distractors-distractors and high similarity between target-distractors. Thus, these visual representations of the target and distraction objects should be considered when developing a VR intervention for pain distraction.

C. Search Time and Awareness of Surroundings

Regarding the results of search time and task errors (awareness and illusion), there was a strong positive correlation between search time and awareness of the surroundings in immersive VR. When the search task requires more time, the awareness of the surroundings decreases. The awareness of the surroundings is represented by the awareness error and illusion error. Notably, participants lost awareness of their surroundings when the search task required more of their focused attention. Therefore, they missed the observation of many disruptions that were generated during playing the game. The logic behind this is that humans’ attentional resources are limited. When the search task requires more time, a great amount of these resources will be captured to perform the task. Thus, less attention is available to process incoming signals from the surroundings. This finding offers potential, especially for medical applications that can make benefit from using VR interventions for pain distraction. Future VR interventions should employ these findings to maximize distraction effects and provide more reduction in pain intensity.

We would like to highlight the following limitations, which should be thoughtfully considered within the context of the study’s findings. Firstly, our participant pool was comprised of individuals aged 18 to 24 years, who had minimal experience of using VR. To enhance the generalizability of our findings, future research should encompass more diverse participant populations, spanning various age groups and educational backgrounds. Furthermore, future studies should examine gender and age differences, the outcomes may be linked to variables such as gender and age. Another limitation is related to the relatively short duration of each condition which led to participant overestimation of the time duration. To address this limitation, future studies should consider implementing longer VR interventions. Lastly, this study was limited to examining the main components of visualization however, later we need to examine the combination of these components.

VI. CONCLUSION

There is solid evidence from controlled research that VR distraction is effective for pain distraction. Based on our knowledge, none of the previous controlled studies has
examined the impact of the different visual parameters on users’ awareness of their surroundings in VR, so our study examined in-depth the visual parameters and their impact on users’ awareness of their surroundings. Results showed that when the search task required more time, the awareness and illusion errors were high. High errors indicate less awareness of the surroundings and more engagement in the game. Moreover, results revealed visual features that affect search time and capture a viewer’s focus of attention in 2D games are also feasible in VR. This key finding in addition to immersion renders VR an effective tool for pain distraction. This study is an elementary study conducted to determine the visual representation of target and distractors that provides the least awareness of the surroundings in VR. This visual representation will be employed in our next VR game designed for distracting patients from pain. By using VR technology we may make a significant step towards increasing the therapeutic benefits of VR for pain management.
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Abstract—This research underscores the vital significance of providing investors with timely and dependable information within the dynamic landscape of today’s stock market. It delves into the expanding utilization of data science and machine learning methods for anticipating stock market movements. The study conducts a comprehensive analysis of past research to pinpoint effective predictive models, with a specific focus on widely acknowledged algorithms. By employing an extensive dataset spanning 27 years of NIFTY 50 index data from the National Stock Exchange (NSE), the research facilitates a thorough comparative investigation. The primary goal is to support both investors and researchers in navigating the intricate domain of stock market prediction. Stock price prediction is challenging due to numerous influencing factors, and identifying the optimal deep learning model and parameters is a complex task. This objective is accomplished by harnessing the capabilities of deep learning, thereby contributing to well-informed decision-making and the efficient utilization of predictive tools. The paper scrupulously examines prior contributions from fellow researchers in stock prediction and implements established deep learning algorithms on the NIFTY 50 dataset to assess their predictive accuracy. The study extensively analyzes NIFTY 50 data to anticipate market trends. It employs three distinct deep learning models—RNN, SLSTM, and BiLSTM. The results underscore SLSTM as the most effective model for predicting the NIFTY 50 index, achieving an impressive accuracy of 99.10%. It’s worth noting that the accuracy of BiLSTM falls short when compared to RNN and SLSTM.

Keywords—Stock prediction; machine learning technique; deep learning; stock market; National Stock Exchange

I. INTRODUCTION

Scholars have been actively engaged in researching the prediction of stock trends due to the stock market’s pivotal role as a significant investment avenue across various financial instruments. The goal of stock portfolio selection is to allocate investment funds across multiple stocks in the market, aiming to maximize returns for investors [1]. Investors encounter two broad categories of challenges when creating stock portfolios “The selection of stocks by an investor” and “Allocating funds across various major sectors”.

With the advent of faster and high-performance computers, data transfer in the modern computing world has become effortless, making the stock market more accessible to global investors. The internet revolution of the last decade further increased accessibility, as it provides crucial event information that directly or indirectly influences the stock market, leading to the emergence of important tasks like strategy formulation and decision-making support using this information.

Data science (DS) and machine learning (ML) algorithms have become powerful tools in the financial domain, significantly improving stock investments’ efficiency. They are extensively utilized to develop innovative ideas and modes that simplify the process of creating stock portfolios for investors [2].

This paper delves into the growing interest among financial researchers in Machine Learning (ML) owing to its success in various domains. It focuses on exploring and comparing the latest prediction algorithms and techniques proposed by researchers for forecasting stock market trends and behavior in both academic and industry settings.

This paper encompasses a concise overview of both Machine Learning (ML) and Deep Learning algorithms. It goes on to conduct a thorough examination of a wide array of algorithms, coupled with an extensive survey of correlated research. This inclusive approach serves to fortify the theoretical underpinnings of the study while also delving into pertinent algorithmic issues. Moreover, the research delves into the practical application of existing work and prevalent deep learning algorithms, commonly employed as the bedrock of numerous researchers’ investigations. A pivotal aspect of this study involves a comprehensive comparative analysis of the outcomes achieved through these algorithms.

To accomplish our research objectives, we conducted an extensive survey of prior studies on stock market prediction utilizing data science and machine learning. We meticulously analyzed the methodologies and algorithms employed by various researchers to forecast stock prices. Moreover, we assembled an extensive dataset of NIFTY 50 data obtained from the National Stock Exchange India, covering a period of 27 years. This dataset facilitated a comprehensive evaluation of prediction models across a range of market scenarios.

This study involves a comparative analysis of well-known algorithms: LSTM, BiLSTM, SVM, and RNN. The analysis utilizes a collected dataset as training data to predict NIFTY 50 stock index movement accurately. The primary goal is to identify the algorithm that performs best in terms of predictive accuracy. The algorithms are trained on the dataset, and their performances are evaluated using appropriate metrics. The study aims to offer insights into which algorithm is most effective for predicting NIFTY 50 movement, aiding in more informed decision-making within the financial realm. The study focuses on four algorithms: SLSTM (Stacked Long Short-Term Memory), BiLSTM (Bidirectional Long Short-Term Memory) and RNN (Recurrent Neural Network). Fig. 1 depicts the process flow of our study.

In the upcoming sections of this paper, we will delve into various aspects of our study. Section II will be dedicated to discussing the related work that has shaped the foundation of...
our research. Moving forward to Section III, we will provide an in-depth description of our implementation plan. Within Section III, specifically in subsection III(A) and III(A)(1), we detail our meticulous implementation process using the RNN model. Furthermore, we will present a comprehensive analysis of the results derived from this implementation. Transitioning to subsection III(B) and III(B)(1), we will outline the steps taken for the implementation of the SLSTM model. Alongside this, we will conduct a thorough examination of the results obtained from this implementation. Similarly, in subsection III(C) and III(C)(1), we will provide insights into our implementation approach for the BiLSTM model and present a comprehensive analysis of the results.

Advancing to Section IV, our focus will shift towards conducting a Comparative Study of the results derived from our various implementations. This section will not only provide a comprehensive comparison of the implementation outcomes but will also identify potential avenues for Future Research Opportunities, illuminating areas that warrant further exploration. As we reach the concluding stages of this paper, Section V will encapsulate our findings and insights. This concluding section will succinctly summarize the key takeaways from our research journey, offering a cohesive wrap-up to our study.

II. RELATED WORKS

In the history of the stock market, researchers have employed algorithms like Neural Networks (NN), Support Vector Machines (SVM), Genetic Algorithms (GA), Linear Regression (LR) and Case based Reasoning (CR) for predicting market trends. However, Neural Networks (NN) have gained prominence recently due to their consistent superiority in various scenarios. Their ability to capture intricate patterns in financial data has led to more accurate and adaptable predictions of market behavior, making them the preferred choice among these algorithms [3].

White’s implementation of the Feed Forward Neural Network (FFNN) was the pioneering stock market prediction model, inspiring many researchers to develop accurate models for predicting share market trends. Despite continuous efforts, achieving 100% accuracy in stock market forecasting remains elusive due to historical data reliance and external factors’ impact on stock prices, driving persistent research in this domain [3].

Earlier research emphasized optimizing learning algorithms but overlooked dimensionality reduction and eliminating irrelevant patterns. To overcome this, Kyoung-jae Kim and Ingoo Han introduced a hybrid model in the early 2000s, blending Artificial Neural Networks (ANN) and Genetic Algorithm (GA). Their model incorporated daily direction of change and technical indicators for Korea Stock Price Index prediction, yet it had limitations in fixed processing elements, input features and optimization objectives in the hidden layer (set at 12) [4].

Mingyue Qiu et al. created a hybrid solution, GA-ANN, aimed at forecasting the Japanese Stock Market. Their method involved integrating Genetic Algorithms (GA) with a refined Artificial Neural Network (ANN) model, resulting in an enhanced predictive model. This approach combined the strengths of both techniques to achieve improved forecasting outcomes for the Japanese Stock Market [5].

M.R. Hassan and B. Nath proposed the use of Hidden Markov Model (HMM) for predicting unknown values in time-series stock market data. They applied this model to forecast stock prices for four airlines, utilizing a partitioned approach that involved four distinct states for more accurate predictions [6]. The paper’s noteworthy aspect is that it doesn’t require any specialized knowledge to construct the model. However, the study’s limitations are that it’s restricted to Airline Industries and was evaluated using a relatively small-scale dataset, which might not result in a general prediction model.

Ming-Chi Lee’s paper introduced a Support Vector Machine based prediction model with a hybrid feature selection approach that combined Supported Sequential Forward Search (FSSFS) and F-score filtering wrapping methods. This fusion aimed to identify an optimal feature subset for improved prediction. The study acknowledges feature selection’s impact on SVM performance and highlights the need for further investigation into SVM generalization and performance measurement guidelines [7].

Justin Sirignano and Rama Cont introduced a model utilizing Deep Learning on a large-scale, high-frequency dataset from NASDAQ stocks. Their approach involves a Neural Network with three layers, including LSTM, a feed-forward layer with rectified linear units (ReLU) and the Stochastic Gradient Descent (SGD) algorithm for optimization [8]. The model developed by the authors was regarded as a universal solution but incurred high training costs. They observed that conducting feature selection before training would have been more beneficial, effectively lowering computational complexity.

Li-Ping Ni et al. suggested a predictive model for the Shanghai Stock Exchange Index (SSECI) daily trends. They combined a fractal feature selection method with SVM and compared it against five common feature selection approaches, demonstrating superior prediction accuracy with their method and surpassing both no feature selection and the other five methods [9]. The authors’ model, based solely on a technical indicator, should be assessed with additional factors that influence stock prices, given the multifaceted nature of stock price dynamics.

Sean McNally et al. devised a model predicting Bitcoin’s USD price using Bayesian-optimized LSTM and RNN networks. LSTM achieved 52% accuracy and 8% RMSE. Comparing to ARIMA, their deep learning models excelled. GPU training surpassed CPU by 67.7%, underscoring research strength in optimization and feature engineering, with implications for dataset processing advancements [10].

Bin Wenga et al. Martinez created a short-term stock price prediction model employing machine learning techniques including Random Forest Regression (RFR), Support Vector Regression Ensemble (SVRE), Neural Network Regression Ensemble (NNRE) and Boosted Regression Trees (BRT) [11].

Yakup Kara et al. utilized ANN and SVM to predict the stock price index, using time series data from Istanbul Stock Exchange between January 1997 and December 2007. Their study lacked clear performance comparisons with prior models. They employed diverse data sets from various sources, including open-source APIs and the Technical Training Rules (TTR) R package, for training their research model [12].
Xinyi Li and colleagues introduced DP-LSTM, an innovative deep neural network for predicting stock prices. By integrating differential privacy, sentiment-ARMA modeling, LSTM, VADER model, and multiple news sources, the approach minimizes prediction errors, enhances robustness, and demonstrates significant advancements in accuracy and Mean Squared Error (MSE) improvement for forecasting the S&P 500 market index [13].

Sidra Mehtab et al. conducted a study using NIFTY 50 index data from India’s NSE, covering December 2014 to July 2020. They initially trained on NIFTY 50 data from December 2014 to December 2018, developing eight regression models. Subsequently, they forecasted NIFTY 50 open values from December 2018 to July 2020, employing four LSTM-based deep learning regression models with walk-forward validation. Their research highlighted the efficacy of a univariate LSTM model in predicting NIFTY 50 open values for the following week, utilizing the preceding week’s data as input, leading to enhanced predictive accuracy [14].

Hadi Nekoei Qachkanloo et al. introduced an artificial stock counselor trading system, combining support vector regression for stock value prediction with portfolio theory and fuzzy investment counsel for optimal budget allocation. Their approach encompasses optimization-based technical analysis and fuzzy logic incorporating technical and fundamental aspects, demonstrating efficacy through experimental results on the NYSE [15].

In their study, M. Nabipour et al. explored the accuracy of tree-based models (Decision Tree, Bagging, Random Forest, AdaBoost, Gradient Boosting, XGBoost) and neural networks (ANN, RNN, LSTM) in predicting values for four stock market sectors using regression. Forecasting was done across different time horizons (1, 2, 5, 10, 15, 20, and 30 days ahead), employing exponentially smoothed technical indicators as inputs. The research found that LSTM outperformed other methods, showcasing the highest performance and notably improving the accuracy of stock market predictions within this context [16].

Hiransha M et al. employed MLP, RNN, LSTM, and CNN deep learning architectures to predict stock prices across NSE and NYSE. Using TATA MOTORS’ NSE data, these models accurately forecasted prices for MARUTI, HCL, AXIS BANK (NSE), as well as BANK OF AMERICA and CHESAPEAKE ENERGY (NYSE). The study demonstrated the models’ ability to identify patterns in both markets, revealing shared dynamics. DL models outperformed ARIMA and CNN excelled in capturing sudden changes, although the research did not explore hybrid network approaches for further improvement [17].

Manuel R. Vargas et al. proposed a deep learning approach combining financial news titles and technical indicators for predicting intraday directional movements of the S&P 500 index. Their study emphasized Convolutional Neural Networks (CNN) for extracting text meaning and Recurrent Neural Networks (RNN) for capturing context and temporal trends, achieving improved results over similar prior work. Notably, the model’s utilization of news from the preceding day underscored the short-term impact of news articles on financial market predictions [18].

Qingfu Liu et al. innovatively treat stock price charts as images and utilize deep learning neural networks (DLNNs) to predict short-term price movements by integrating price charts and stock fundamentals. The study highlights the supremacy of deep learning over single-layer models in forecasting the Chinese stock market, underlining the importance of historical price trends in predicting future price changes compared to stock fundamentals [19].

Somenath Mukherjee et al. introduced a pair of approaches for predicting stock market trends. The first utilized a Feed-forward Neural Network with backpropagation, achieving 97.66% prediction accuracy but facing challenges with data volume and overfitting. Regularization was applied to address these issues. The second approach employed a Convolutional Neural Network, offering a more efficient solution with improved accuracy (98.92%) on a smaller dataset and training time, outperforming the initial model [20].

Yanli Zhao et al. proposed an innovative LSTM-based model enriched with sentiment analysis to predict stock market trends, acknowledging the impact of investor psychology. The study integrated sentiment indexes to capture emotional facets, utilizing Sentiment Analysis (SA) to convert textual content into daily sentiment indexes. The model’s refinement with Denoising Autoencoders (DAE) improved its performance by extracting crucial information [21].

Abdul Quadir Md and collaborators present an innovative strategy for stock price prediction that employs a Multi-Layer Sequential Long Short Term Memory (MLS LSTM) model integrated with the Adam optimizer. This technique involves dividing normalized time series data into discrete time steps, effectively capturing historical and future associations and yielding remarkable prediction accuracy rates of 95.9% and 98.1% on the test dataset, outperforming alternative deep learning approaches. [22].

Arsalan Dezhkam et al. introduced HHT-XGB, a novel model that merges Hilbert-Huang Transform (HHT) for feature engineering and extreme gradient boost (XGBoost) for close price trend classification, facilitating the prediction of changing trends in upcoming close stock prices. The model’s output sequence optimizing portfolio weights demonstrated a remarkable 99.8% improvement over raw financial data, surpassing benchmark strategies even in challenging market conditions, substantiated through back-testing results [23].

Liheng Zhang et al. introduced the State Frequency Memory recurrent network, designed to capture diverse trading patterns and enhance short and long-term stock predictions. Their novel approach demonstrates superior performance compared to conventional methods in real market data analyses [24].

Guanzhi Li et al. presented a novel framework consisting of Pearson Correlation Coefficient (PCC) and Bayesian Regularized Neural Network Least Squares (BLS), applied for short-term stock price prediction in Shenzhen and Shanghai Stock Exchanges. The approach involved using PCC to select relevant input variables from a pool of 35 variables, followed by training the BLS model with these chosen combinations. The BCC-BLS model demonstrated superior accuracy compared to ten other machine learning methods, as evidenced by results across five evaluation metrics [25].
Shouvik Banik et al. created an LSTM-based Decision Support System for accurate stock value prediction, catering to swing traders. The system generates comprehensive reports with forecasts for the next 30 days, incorporating technical indicators like MFI, RSI, Support and Resistance levels, Fibonacci retracement levels, and MACD analysis. The model’s strong performance, boasting low error values, underscores its superiority over existing methods [26].

Stock prices are impacted by politics, economics, news, and investors use fundamental and technical analysis for predictions [27]. Fundamental analysis involves evaluating historical performance, anticipated future growth, and key factors such as profits, product quality, industry competition, financial balance, and cash flow projections [28]. Technical analysis involves predicting stock price trends through market trends and statistical data, addressing questions like optimal buying and selling times. It relies on tables, charts, and coefficients to make short-term and long-term predictions for specific stocks [28]. The review of existing studies and comparisons highlights the success of deep learning models like LSTM, ANN, RNN, SVM, SLSTM and BiLSTM in achieving accurate stock price predictions with minimal error. This prompts our exploration into studying these algorithms for potential research opportunities. We did a comparative study of all the machine learning algorithms used till date in financial instruments.

III. IMPLEMENTATION
A. Experimental Setup

In this research paper, our focus lies in implementing and comparing three distinct models: RNN, SLSTM, and BiLSTM. Our primary goal revolves around evaluating the performance utilizing data sourced from the National Stock Exchange. Specifically, we’re utilizing the NIFTY 50 index dataset, which covers a substantial 27-year timeframe, ranging from January 1, 1997, to December 31, 2021. This dataset comprises an extensive record of over 6000 days, detailing NIFTY 50 movements. The dataset includes data attributes such as Opening, High, Low, and Closing values. However, our primary attention within this study is focused on the Closing value, as our objective centers on forecasting daily index movements.

Throughout our experimental setup, we’ve meticulously partitioned the dataset into two segments: 70% for training and the remaining 30% for rigorous testing and validation purposes. This meticulous division allows us to methodically appraise the predictive prowess of the RNN, SLSTM, and BiLSTM models when applied to the NIFTY 50 dataset.

It’s essential to note that during the data preprocessing phase, we’ve diligently filtered out records with missing closing values or date fields, as well as those with incorrect data types. This meticulous approach ensures the dataset’s uniformity and consistency, providing a solid foundation for our models’ assessments. Fig. 2 on page 935 displays the NIFTY 50 closing values from 1997 to 2021.

The Fig. 3 on page 936 illustrates the sequential process of our experimental framework, which is specifically designed for predicting the closing movements of NIFTY 50. Our approach involves the utilization of the deep learning model mentioned previously. In our experimentation, we systematically evaluated these models across three distinct setups. Our aim was to derive valuable rules from these evaluations and ultimately identify a model and combination of factors that not only yield high predictive accuracy but also enhance efficiency in forecasting NIFTY 50 closing movements.

B. Implementation of Recurrent Neural Network on Nifty 50 Index Dataset

RNNs are a Neural Network variant that handles sequences by utilizing the previous step’s output as the current step’s input. The standout feature is the hidden state, acting as memory, which preserves sequence information. This memory state, also called the Memory State, empowers the network to grasp sequential relationships and patterns in data. While Recurrent Neural Networks (RNNs) share the input-output structure with other deep neural architectures, they diverge in how information flows. Unlike traditional architectures with distinct weight matrices per layer, RNNs maintain consistent weights across the network. They compute hidden states (Hi) for inputs (Xi) using specific formulas, allowing the network to retain memory across sequences.

We employed the RNN algorithm for predicting NIFTY 50 index movements, utilizing a dataset spanning January 1, 1997, to December 31, 2021. Our strategy centered on forecasting closing values based on historical closing points. The structure consisted of four layers of regressors with a dropout rate of 0.2. Moreover, we integrated a dense layer housing a single neuron. Optimization was achieved through the utilization of the Adam optimizer, aiming to elevate the overall performance of the deep learning model. We systematically endeavored to enhance the model’s predictive abilities through 12 diverse
combinations of neuron counts, batch sizes, and epochs. Here, epochs refer to the total number of complete passes made through the training dataset. The accompanying Table I on page 936 visually presents the outcomes of our tests, offering insights into the predictive efficacy of the RNN models across various configurations.

1) Result analysis: After a comprehensive analysis of the NIFTY 50 closing movement predictions using RNN across 12 distinct configurations (as outlined in Table I on page 936), we have identified a standout performer. Specifically, the RNN model with 64 neurons, a batch size of 32, and 50 training epochs consistently outperformed all other combinations in terms of prediction accuracy. Impressively, this configuration achieved an average prediction accuracy of 98.65%, demonstrating its robust performance. Additionally, the training time for this model was deemed satisfactory.

In Fig. 4(a), we present a visual comparison between the predicted and actual movement of NIFTY 50 closing prices, along with the associated differences. This graphical representation showcases the alignment of the predicted movement with the real data. Furthermore, Fig. 4(c) illustrates the training data’s movement and provides a detailed comparison between the predicted and actual movements. The chart in Fig. 4(b) provides insights into the prediction accuracy versus error analysis, showcasing the model’s proficiency in estimating values.

Graphs depicting the loss vs. epoch are a valuable tool for visualizing the training progress of a neural network. This graphical representation involves plotting the loss metric on the vertical axis against the number of training epochs on the horizontal axis. Each point along the line represents the loss value recorded in consecutive epochs. In this context, the Fig. 4(d) illustrates the loss vs. epoch graph for the RNN model that achieved the highest accuracy in predicting the movement. This visual representation allows for a clear understanding of how the model’s loss evolves throughout the training process, offering insights into its learning dynamics and convergence.

C. Implementation of Stacked Long Short-Term Memory on Nifty 50 Index Dataset

LSTM (Long Short-Term Memory) stands out as a highly potent solution for tackling sequence prediction challenges. Its strength lies in its ability to retain past information, a critical factor for predicting future trends and records in daily QC items. Unlike traditional RNNs, LSTM networks effectively mitigate the issues of forgetting and gradient vanishing through the incorporation of self-loops and a unique internal gate structure. LSTM’s unique architecture is characterized by four
essential gates: Input Gate, Cell State, Forget Gate and Output Gate. The forget gate plays a crucial role in determining which information is allowed to pass through the cell. Subsequently, the input gate decides how much new information should be incorporated into the cell state. Finally, the output gate regulates the information that is used for generating the output message. The development of the LSTM network was motivated by the necessity to address the challenge of vanishing gradients. The critical breakthrough in the design of LSTM involves incorporating non-linear, data-dependent controls into the RNN cell. These controls are trainable elements that serve the purpose of preventing the gradient of the objective function from diminishing in relation to the state signal. This innovation significantly boosts the network’s ability to learn during training and enhance its predictive potential [29].

A SLSTM, an extension of the LSTM architecture, involves layering multiple LSTM units to process sequential data. Each layer in the stack handles output sequences from the preceding one, enabling the model to grasp intricate patterns. This layered structure enhances the model’s ability to learn hierarchical features and representations in the data, similar to deep neural networks. Stacked LSTMs excel in capturing complex temporal patterns in sequences, making them valuable for tasks like time series prediction, natural language processing, and speech recognition. The accompanying Table II on page 938 visually presents the outcomes of our tests, offering insights into the predictive efficacy of the SLSTM models across various configurations.

1) Result analysis: Upon conducting a comprehensive analysis of NIFTY 50 closing movement predictions using SLSTM across 12 distinct configurations (as detailed in Table II on page 938), a clear standout has emerged. Specifically, the LSTM model featuring 32 neurons, a batch size of 10, and 50 training epochs consistently demonstrated superior predictive accuracy compared to all other parameter combinations. Notably, this configuration achieved an impressive average prediction accuracy of 99.10%, underscoring its robust performance. Moreover, the training time for this model was deemed satisfactory. Similarly, the model with 64 neurons, 50 epochs, and batch sizes of 10 and 32 yielded comparable accuracy rates of 99.01% and 99.08%, respectively. The analysis revealed that even the lowest achieved prediction accuracy was 98.03%. It’s noteworthy that all 12 tested LSTM configurations yielded prediction accuracies exceeding 98%.

To provide a visual representation of our findings, Fig. 5(a) offers a comparison between predicted and actual NIFTY 50 closing price movements, along with the corresponding discrepancies. This graphical presentation effectively showcases the alignment between predicted and actual trends. Additionally, Fig. 5(c) highlights the movement in the training data and offers a comprehensive juxtaposition of predicted and actual trends. Finally, Fig. 5(b) presents a chart depicting the relationship between prediction accuracy and error, further demonstrating the model’s adeptness at value estimation. Fig. 5(d) illustrates the loss vs. epoch graph for the SLSTM model that achieved the highest accuracy in predicting the movement.
TABLE II. SLSTM PREDICTION RESULTS

<table>
<thead>
<tr>
<th>Sr.</th>
<th>Number of Neurons in SLSTM</th>
<th>Batch Size</th>
<th>Number of Neurons in Dense Layer</th>
<th>Epoch</th>
<th>Sequence Length</th>
<th>Training Time</th>
<th>Mean Absolute Percentage Error</th>
<th>Prediction Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>16</td>
<td>10</td>
<td>16, 1</td>
<td>10</td>
<td>15</td>
<td>30.60</td>
<td>1.70</td>
<td>98.3</td>
</tr>
<tr>
<td>2</td>
<td>32</td>
<td>10</td>
<td>16, 1</td>
<td>10</td>
<td>15</td>
<td>30.14</td>
<td>1.70</td>
<td>98.30</td>
</tr>
<tr>
<td>3</td>
<td>64</td>
<td>10</td>
<td>16, 1</td>
<td>10</td>
<td>15</td>
<td>34.19</td>
<td>1.00</td>
<td>99.00</td>
</tr>
<tr>
<td>4</td>
<td>16</td>
<td>10</td>
<td>16, 1</td>
<td>50</td>
<td>15</td>
<td>148.07</td>
<td>1.10</td>
<td>98.90</td>
</tr>
<tr>
<td>5</td>
<td>32</td>
<td>10</td>
<td>16, 1</td>
<td>50</td>
<td>15</td>
<td>156.50</td>
<td>0.91</td>
<td>99.10</td>
</tr>
<tr>
<td>6</td>
<td>64</td>
<td>10</td>
<td>16, 1</td>
<td>50</td>
<td>15</td>
<td>185.01</td>
<td>0.99</td>
<td>99.01</td>
</tr>
<tr>
<td>7</td>
<td>16</td>
<td>32</td>
<td>16, 1</td>
<td>10</td>
<td>15</td>
<td>15.94</td>
<td>1.60</td>
<td>98.40</td>
</tr>
<tr>
<td>8</td>
<td>32</td>
<td>32</td>
<td>16, 1</td>
<td>10</td>
<td>15</td>
<td>15.46</td>
<td>1.40</td>
<td>98.60</td>
</tr>
<tr>
<td>9</td>
<td>64</td>
<td>32</td>
<td>16, 1</td>
<td>10</td>
<td>15</td>
<td>19.08</td>
<td>1.37</td>
<td>98.63</td>
</tr>
<tr>
<td>10</td>
<td>16</td>
<td>32</td>
<td>16, 1</td>
<td>50</td>
<td>15</td>
<td>66.77</td>
<td>1.04</td>
<td>98.96</td>
</tr>
<tr>
<td>11</td>
<td>32</td>
<td>32</td>
<td>16, 1</td>
<td>50</td>
<td>15</td>
<td>68.68</td>
<td>1.02</td>
<td>98.98</td>
</tr>
<tr>
<td>12</td>
<td>64</td>
<td>32</td>
<td>16, 1</td>
<td>50</td>
<td>15</td>
<td>87.23</td>
<td>0.92</td>
<td>99.08</td>
</tr>
</tbody>
</table>

Fig. 5. SLSTM model testing matrix (a) Prediction vs. actual vs. difference, (b) Accuracy percentage vs. MAPE, (c) SLSTM model implementation data, (d) Losses vs. epoch.

D. Implementation of Bidirectional Long Short-Term Memory on Nifty 50 Index Dataset

A Bidirectional LSTM, abbreviated as BiLSTM, is a sequence processing architecture composed of two LSTMs. One LSTM processes input data in the forward direction, while the other processes it in reverse. This dual approach significantly enhances the information accessible to the network, thereby enriching the contextual understanding of the algorithm. For instance, in text analysis, a BiLSTM comprehends not only the current word but also the words that follow and precede it in a sentence, amplifying its contextual awareness. The accompanying Table III on page 939 visually presents the outcomes of our tests, offering insights into the predictive efficacy of the BiLSTM models across various configurations.

1) Result analysis: After a comprehensive evaluation of NIFTY 50 closing movement predictions using BiLSTM across 12 distinct configurations (as outlined in Table III on page 939), a prominent frontrunner has surfaced. Specifically, the BiLSTM model with 64 neurons, a batch size of 32, and 50 training epochs consistently exhibited superior predictive accuracy compared to all other parameter combinations. This configuration notably achieved an impressive average prediction accuracy of 96.27%, highlighting its robust performance. Additionally, the training time for this model was satisfactory.
### TABLE III. BiLSTM PREDICTION RESULTS

<table>
<thead>
<tr>
<th>Sr.</th>
<th>Number of Neurons in BiLSTM</th>
<th>Batch Size</th>
<th>Number of Neuron in Dense Layer</th>
<th>Epoch</th>
<th>Sequence Length</th>
<th>Training Time (Seconds)</th>
<th>Mean Absolute Percentage Error</th>
<th>Prediction Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>16</td>
<td>10</td>
<td>10,5,1</td>
<td>10</td>
<td>20</td>
<td>81.76</td>
<td>20.99</td>
<td>79.01</td>
</tr>
<tr>
<td>2</td>
<td>32</td>
<td>10</td>
<td>10,5,1</td>
<td>10</td>
<td>20</td>
<td>66.44</td>
<td>47.90</td>
<td>52.10</td>
</tr>
<tr>
<td>3</td>
<td>64</td>
<td>10</td>
<td>10,5,1</td>
<td>10</td>
<td>20</td>
<td>177.06</td>
<td>51.10</td>
<td>49.90</td>
</tr>
<tr>
<td>4</td>
<td>16</td>
<td>10</td>
<td>10,5,1</td>
<td>50</td>
<td>20</td>
<td>335.74</td>
<td>12.97</td>
<td>87.03</td>
</tr>
<tr>
<td>5</td>
<td>32</td>
<td>10</td>
<td>10,5,1</td>
<td>50</td>
<td>20</td>
<td>313.74</td>
<td>13.43</td>
<td>86.57</td>
</tr>
<tr>
<td>6</td>
<td>64</td>
<td>10</td>
<td>10,5,1</td>
<td>50</td>
<td>20</td>
<td>677.32</td>
<td>45.25</td>
<td>54.75</td>
</tr>
<tr>
<td>7</td>
<td>16</td>
<td>32</td>
<td>10,5,1</td>
<td>10</td>
<td>20</td>
<td>32.86</td>
<td>7.72</td>
<td>92.28</td>
</tr>
<tr>
<td>8</td>
<td>32</td>
<td>32</td>
<td>10,5,1</td>
<td>10</td>
<td>20</td>
<td>28.88</td>
<td>4.19</td>
<td>95.81</td>
</tr>
<tr>
<td>9</td>
<td>64</td>
<td>32</td>
<td>10,5,1</td>
<td>10</td>
<td>20</td>
<td>96.95</td>
<td>4.69</td>
<td>95.31</td>
</tr>
<tr>
<td>10</td>
<td>16</td>
<td>32</td>
<td>10,5,1</td>
<td>50</td>
<td>20</td>
<td>114.81</td>
<td>4.87</td>
<td>95.13</td>
</tr>
<tr>
<td>11</td>
<td>32</td>
<td>32</td>
<td>10,5,1</td>
<td>50</td>
<td>20</td>
<td>117.90</td>
<td>6.49</td>
<td>93.51</td>
</tr>
<tr>
<td>12</td>
<td>64</td>
<td>32</td>
<td>10,5,1</td>
<td>50</td>
<td>20</td>
<td>377.99</td>
<td>3.73</td>
<td>96.27</td>
</tr>
</tbody>
</table>

However, it’s worth noting that the model with 32 neurons, 10 epochs, and batch size of 10 indicated underfitting, while the model with 64 neurons, batch sizes of 10 and 32, and epochs of 10 and 50 demonstrated overfitting. These outcomes yielded prediction accuracies that were suboptimal for our NIFTY 50 trend prediction dataset.

To visually depict our conclusions, Fig. 6(a) provides a comparative view of predicted and actual NIFTY 50 closing price movements, along with discrepancies. Fig. 6(b) presents the movement in training data, effectively comparing predicted and actual trends. Fig. 6(c) offers a chart illustrating the connection between prediction accuracy and error, underscoring the model’s proficiency in value estimation. Additionally, Fig. 6(d) showcases the loss vs. epoch graph for the RNN model with the highest predictive accuracy. In summary, the identified BiLSTM configuration demonstrates significant promise for NIFTY 50 trend prediction.

### IV. COMPARATIVE STUDY AND FUTURE RESEARCH OPPORTUNITIES

Based on our analysis of the RNN, SLSTM, and BiLSTM models, the SLSTM model emerged as the standout performer for predicting NIFTY 50 closing movement, achieving an impressive prediction accuracy of 99.10%. The RNN model also showcased strong predictive capabilities, yielding an average accuracy of 98.65%.

However, in contrast, the BiLSTM model did not demonstrate consistent success across various cases. In its most favorable scenario, the BiLSTM model achieved an average accuracy of 96.27%. It’s noteworthy that the training time of the BiLSTM model was comparatively higher when compared to SLSTM and RNN. Additionally, the BiLSTM model was more susceptible to issues of both underfitting and overfitting. In summary, the SLSTM model showcased remarkable predictive prowess, while the RNN model also performed well. On the other hand, the BiLSTM model faced challenges and did not consistently match the accuracy levels achieved by the other two models. Fig. 7(a) illustrates the comparison of predicte values, while Fig. 7(b) depicts the accuracy of predicted movements of the models.

This study has advanced our understanding of stock market prediction but also highlights several promising directions for future research. Enhancing prediction accuracy through the refinement of existing models, including the integration of external data sources, is a key avenue. Exploring alternative deep learning architectures and hybrid models holds potential for improved results. Moreover, incorporating sentiment analysis from various sources such as financial news, social media, and macroeconomic factors can offer a more comprehensive understanding of market movements. Investigating the interpretability of deep learning models and their capacity to capture underlying market dynamics is essential for their practical acceptance and use in the real world.

### V. CONCLUSION

After a thorough exploration of diverse algorithms, we have uncovered their significant relevance within stock markets. Given the intricate interplay of factors shaping stock market dynamics, there exists a compelling opportunity to refine and elevate the algorithms and models employed for predicting stock prices. Our comparative analysis has illuminated the robust performance of deep learning models, including LSTM, ANN, RNN, SLSTM, and BiLSTM, in efficiently forecasting stock prices with minimal errors. To delve deeper, we focused on implementing RNN, SLSTM, and BiLSTM deep learning models within this study, harnessing a comprehensive 27-year dataset of NIFTY 50 data as our input. Our methodology allocated 70% of the dataset for model training, reserving the remaining 30% for validation purposes.

During the validation phase, our findings emphatically underscored the superior predictive capabilities of the SLSTM model. It consistently outperformed the other three models in accurately predicting the closing movement of the NIFTY 50 index, achieving an impressive average accuracy of 99.10%. Our analysis further unveiled captivating behaviors inherent in deep learning models, presenting avenues for subsequent exploration and model refinement. By enhancing the consistency of error patterns and elevating accuracy, these models’ efficacy can be further amplified. Furthermore, our research lays the groundwork for extending prediction prowess to both short-term and long-term future movements. The scope of its applicability can be expanded to encompass stock prices within other sectors, thereby fostering new realms of inquiry.
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Fig. 6. BiLSTM model testing matrix (a) Prediction vs. actual vs. difference, (b) Accuracy percentage vs. MAPE, (c) BiLSTM model implementation data, (d) Losses vs. epoch.

Fig. 7. (a) RNN vs. SLSTM vs. BiLSTM prediction, (b) RNN vs. SLSTM vs. BiLSTM prediction accuracy.
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Abstract—Dyslexia is a neurodevelopmental disorder characterized by difficulties with acquiring reading skills, despite the presence of appropriate learning opportunities, sufficient education, and a suitable sociocultural context. Dyslexia negatively affects children’s educational development and their acquisition of language, as well as their writing. Therefore, early detection of dyslexia is of great importance. The prediction of dyslexia through handwriting is an active research field of almost five years’ standing. In this paper, we propose hybrid models (CNN-SVM) and (CNN-RF) to reveal dyslexia through images of handwriting. The paper aimed to develop a CNN model to extract features from images of handwriting where CNN is highly reliable in extracting features from images, and to use SVM as a classifier due to its generalization abilities as well as using random forest (RF) as a classifier in (CNN-RF). The study aimed to combine a deep learning (DL) model and a machine learning (ML) model to improve model performance. Data sets that consisted of 176,673 images of handwriting were used in this study. The hyperparameter of the model was adjusted and examined in order to classify the three categories of handwriting. The CNN model that was built demonstrated an outstanding accuracy rate of 98.71% in effectively categorizing three distinct types of handwriting—99.33% with SVM, and 98.44% in the CNN-RF model. The aim of recognizing dyslexic handwriting through CNN-SVM was successfully attained, and our model outperformed all previous models.
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I. INTRODUCTION

Dyslexia is a language-based, neurobiological, developmental learning disorder that affects how people learn to read (in terms of accuracy and speed) and how they learn to spell. As a result of impairments in the phonological component of language, individuals with dyslexia struggle to connect spoken language with the written word [1]. Difficulty accurately and fluently deciphering words can impact reading and vocabulary development [2].

Although dyslexia is neither a sign nor an indicator of low intelligence, it may cause a person to perform poorly academically and to become frustrated. A person may drop out of education entirely. Detecting dyslexia in children as early as possible and using assistance tools and intervention programs may improve their skills and learning performance. In recent years, a greater awareness of dyslexia and other learning difficulties has developed.

Traditional diagnostic tools and tests have been used to detect these disorders and assist individuals based on the results of diagnostic tests. These detection techniques have focused on behavioural elements, such as proficiency in reading and writing and working memory and have also included IQ tests. They are generally standardized tests [3]. Since every individual with dyslexia has a unique experience of the disorder, this approach can be time-consuming and runs the risk of missing cases or providing inaccurate diagnoses. Traditional machine learning methods and deep learning algorithms are being increasingly used in dyslexia and biomarker detection and have proven their effectiveness in making diagnoses. One of the deep learning models is Convolutional Neural Network (CNN), which has the ability to deal with images and extract features from them. This paper aims to enrich research in this field; our study is considered the sixth study in predicting dyslexia by looking at handwriting using DL models. In addition, the study developed CNN model to raise its ability in extracting features. Moreover, It builds hybrid models based on CNN; (CNN-SVM and CNN-RF) for developing dyslexia detection through the use of machine learning (ML) and deep learning (DL). Better classification accuracy can be achieved when the DL and ML models are combined than when they are used separately, as noted in [4], where the first (DL) can automatically extract useful spatial characteristics, while the second (ML) can classify the features that have been extracted by DL mode (CNN) . The paper is organized into five sections: Section II details the related work, noting studies that have examined the detection of dyslexia through children’s handwriting and their key results. Section III introduces the phases that will be followed in this study, Section IV presents suggested models that will be used in this study. Section V illustrates the steps of the experiment, starting from data set acquisition to classification phase. Section VI explores the results of this study. Section VII is the conclusion.

II. RELATED WORK

The advent of AI and its various capabilities have opened up possibilities for automating methods of diagnosis and early detection of dyslexia through the use of ML and DL. Existing methods of detecting dyslexia have included detection using Magnetic Resonance Imaging (MRI), Electroencephalogram (EEG) signals, and eye-tracking, as well as Electrooculogram (EOG) signals. The ML method and computer vision can help with dyslexia classification as illustrated in [5]. Although earlier methods achieved good accuracy, it was time-consuming and expensive to collect the required neurological data. Dyslexic children have irregular handwriting and reverse their letters. This feature (inverted letters) helped Spoon et al. [3] to look at a new method for dyslexia prediction—the use of images of handwriting. They attempted to collect samples to investigate if there was a possibility of diagnosing dyslexia through handwriting samples using the CNN model. They achieved 55.71.4% accuracy on average—better than
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the random standard of 50%. These preliminary outcomes nevertheless showed promise, with the detection rate much higher than that able to be achieved by instructors and parents at that time. These results encouraged researchers and led them to prove this concept in their study [6]. They used 100 samples of handwriting and built CNN models for prediction. The result was 77.6%—higher than the previous result. In another study, Isa et al. developed an automated handwriting recognition framework using an image-processing and pattern-recognition technique through the use of MATLAB to build an Artificial Neural Network (ANN) model—a method for processing information that was inspired by how biological neural systems process information [7]. The study employed four letters—'f,' 'p,' 'b,' and 'c'—as well as four numbers—'5,' '2,' '6,' and '7.' These samples were chosen because dyslexic people are often confused about the shape of these figures. The samples were used to train and test a suggested model—ANN—to extract features from images and utilized MLP as a features classifier. The model achieved accuracy of 73.33%, which was still considered low, due to the lack of samples. This study was followed by an Indian study that aimed to determine whether it was possible to detect dyslexia in Indian handwriting [8]. The researchers were able to collect approximately 267 pictures from the participants’ textbooks and process them. The CNN model was used to extract features from the images and predict dyslexia in children; here it was able to automatically find strong features by using Keras and TensorFlow—the accuracy average was 86.14%. All previous studies suffered from the small-scale size of the data sets and the problem of an imbalanced class, which affected the performance of the DL models as well as their tendency to large-scale class. In the study [9] researchers put more effort into building a dyslexia data set that could be utilized by other researchers in the future, they used these data sets to build different CNN models to compare the performance of these models. They employed data augmentation techniques to maximize the scale of data sets and solve the class imbalance problem. Different CNN models, like CNN-1, CNN-2, CNN-3, and LeNet-5, were used and compared in this study. The CNN-1 model achieved high accuracy compared with other models, which reached 87% in the classification process. The transfer learning technique was used to develop the performance of the DL model for classification purposes in [1]. The study utilized the same data set as the previous study and built a CNN model based on the well-known handwriting detection architecture of LeNet-5. The suggested model achieved an outstanding accuracy of 95.34% in the three classes of classification. These studies have some limitations which illustrated in Table I.

This study presents the following contributions: (i) Develop the CNN model to raise its performance in feature extraction from the handwriting model; (ii) assessing the performance of SVM and RF classifiers, as well as a CNN classifier, in terms of their ability to utilize CNN feature extraction for improving diagnosis accuracy. These models will use the dataset that has been used by the last two studies after removing the redundancy from it, and the classes will be balanced.

III. Methodology

The study passes through three phases: the first phase relates to data preprocessing and dividing the dataset (training, validation, and testing) before used by the CNN model. In the second stage, the CNN model will be built and used a dataset that has been processed in phase 1 (training, validation) to train the model in extracting features from the handwriting images till reach the required accuracy. In the last stage, training and validation data will be used as one data set to train the different classifiers, then test data will be used to test the performance of different classifiers. Fig. 1The workflow of the proposed method. illustrates the workflow of this study. The primary objective of the research is to introduce and evaluate hybrid models, specifically (CNN-SVM) and (CNN-RF), for the effective detection of dyslexia through images of handwriting. The research leverages Convolutional Neural Networks (CNN) to extract meaningful features from the handwriting images, exploiting the well-known reliability of CNNs in feature extraction. In addition, Support Vector Machines (SVM) are chosen as classifiers due to their strong generalization capabilities. The (CNN-RF) model introduces Random Forest (RF) as an alternative classifier, enriching the model diversity. This hybrid approach combines deep learning (DL) models, such as CNN, with machine learning (ML) models like SVM and RF, with the intention of enhancing overall model performance.

IV. Suggested Approaches

The study suggested hybrid models based on CNN model for classifying data in this study (CNN-SVM and CNN-RF). In addition, developing CNN model that have been used in the literature to raise its ability in extracting features and the raise the performance in the prediction of dyslexia.

A. Convolutional Neural Network

The CNN model is a DL technique that is specifically designed for the task of image classification. It operates on two-dimensional (2D) images as input data. Similar to ANNs, the CNN model exhibits a hierarchical architecture consisting of multiple layers, where the output of each preceding layer is systematically linked to the input of the subsequent layer. A traditional ANN structure is paired with a stage for extracting spatial features using a sequence of convolutional filters [4]. The architectural design of the CNN model typically encompasses three primary, interconnected layers—namely, the convolutional layer, pooling layer, and fully connected layer. The initial step in the convolutional layer involves the computation of weights through the application of a convolution filter. This filter performs a dot product operation on either the 2D input data or the outputs of preceding layers within a localized region [4]. Feature maps are generated by using a nonlinear activation function, such as a Sigmoid, Tanh and Rectified Linear Unit (ReLU), which is what was utilized in this study. The pooling layer is utilized to condense the retrieved features into representative values, such as maximum or mean values, in order to simplify the information. The utilization of the max pooling layer has been extensively employed in the classification process of CNNs [10]. The two layers (convolutional and pooling) are sequentially arranged in an alternating manner until higher-level features are obtained. Once the convolutional and pooling processes have been performed to extract the high-level features, the resulting feature maps are converted into a one-dimensional vector and subsequently passed to the fully connected layer. Typically, the final, fully connected
TABLE I. LIMITATIONS OF THE RELATED WORKS

<table>
<thead>
<tr>
<th>Study</th>
<th>Limitation</th>
</tr>
</thead>
</table>
| [3]   | 1) They achieved 55.7% accuracy, and the baseline was 50%, there was no significant improvement.  
     | 2) To improve the outcomes, more data are needed, particularly data from dyslexic pupils. |
| [6]   | 1) They achieved 77.6% accuracy results, still, there is a chance to improve it.  
     | 2) Their dataset consists of 100 samples, which are considered small-scale data. CNN does not perform well with small-scale data. |
     | 2) The performance of the classification accuracy does not exceed 75%. This is because the ANN needs a lot of samples to get high. |
| [8]   | 1) In this study, the letters are cropped manually, which required improvement. Handwritten recognition by using (OCR) can be used, or cursive and skew methods.  
     | 2) The dataset used in the experiments is small. More data is required to study the results further. |
| [9]   | 1) The imbalance class problem is still in this study although data augmentation techniques have been applied, in addition to the presence of some duplicate images in the dataset.  
     | 2) The study requires more dyslexic handwriting images for the test set (real dataset) in examining the performance of the model. |
| [10]  | 1) The imbalance class problem is still in this study although data augmentation techniques have been applied, in addition to the presence of some duplicate images in the dataset.  
     | 2) Other data augmentation techniques can be applied where the study focused on the rotation technique. The transfer learning effectiveness from sources was not explained well.  
     | 3) It can be improved classification tasks by using other methods and rise the model performance. |

A layer of a neural network is responsible for normalizing the network’s output. This normalization process involves utilizing a SoftMax function to get probability values corresponding to the expected output classes. Ultimately, the categorization outcome is determined through the use of the maximum probability rule [4]. CNN has produced outstanding results in the field of computer vision and pattern recognition [11], for example in visual recognition [12], image retrieval [13], and scene annotation [14]. This model has been effectively implemented for character recognition in handwritten images. It has been successfully used in offline, handwritten Javanese character recognition [15]. In the study [12], CNN achieved 88% in the Arabic data set, and high accuracy in MODI (ancient Indian script) character recognition [16]. According to [17], modifying the CNN with two different types of training input—reconstruction feedback and classification feedback—was able to achieve an accuracy rate of 99.59% on the MNIST data set. Some of the research tweaks CNN in a number of ways to improve its performance and accuracy rate. Other research alters the input data to enhance the accuracy rate of the CNN model.

B. Support Vector Machine

SVM is a supervised learning model with corresponding learning algorithms that analyze data utilized for classification and analysis of regression. This model is considered one of the most solid prediction methods, which depend on statistical learning frameworks. It can be utilized to solve different problems in the real world; for example, it is useful in the categorization of text and hypertext, the recognition of handwritten characters [18], face detection, and satellite data classification. There are two kinds of SVM: linear and nonlinear. The first is utilized for linearly separable data. A data set is said to be linearly separable if it can be divided into two classes using a single straight line; the classifier used is known as a linear SVM classifier. However, if the data set cannot be classified using a straight line, such data is known as nonlinear data, and the classifier applied is called nonlinear. The basic idea of SVM is to get the best hyperplane, which maximizes the hyperplane margin. A good generalization is achieved by a hyperplane with a maximum margin.

CNN is an extension model of multilayer perceptrons (MLP), since its theoretical learning technique is the same as MLPs'. The MLP learning algorithm tries to reduce errors in the training set; it depends on empirical risk minimization (ERM). When the backpropagation method discovers the first separating hyperplane, whether it is a global or local minima, the training operation ends. The MLP learning algorithm does not continue to enhance the separating hyperplane solution. Further, the SVM classifier utilizes a structural risk minimization (SRM) precept on unseen data to minimize the errors of generalization, with a constant distribution for the training set [19]. Therefore, SVM generalization ability is much better than that of MLP. According to [20]–[23], the SVM method has high generalization performance, which means it can correctly classify data that has never been seen before. One paper [24] advised using the SVM classifier as an end classifier because it has better generalization ability than neural networks on standard CNN.

C. Random Forest

RF is widely utilized in the field of machine learning and falls under the category of supervised learning techniques. ML can utilise this technique for both regression and classification tasks. The approach is rooted in the principle of ensemble learning, wherein many classifiers are integrated to address intricate problems and enhance the model’s performance [25]. The classifier known as “Random Forest” is so named because it consists of many decision trees that are constructed using different subsets of the provided dataset. By taking the average of the predictions made by these decision trees, the RF classifier aims to enhance the accuracy of its predictions for the supplied dataset. The random forest algorithm utilises an ensemble approach by aggregating predictions from several decision trees. By considering the majority vote among these predictions, the random forest algorithm generates the final output. We chose these classifiers for this study for two reasons: previous studies relied on this CNN classifier to classify dyslexia, and its use here after its development shows an increase in the performance of the model compared to the previous one. In addition, RF is considered an effective and robust algorithm due to the avoidance of over-fitting, its high level of accuracy of classification, its ability to assess the
relevance of variables [26] and its ability to operate effectively on huge databases [27] as well as the ability of SVM in generalization as we explained before.

V. EXPERIMENT

A. Data Set Used

The data set used in this study was images of the handwriting of three classes: reversal (dyslexics), normal, and corrected handwriting suggested by Susan Barton, founder of Bright Solutions for Dyslexia [28]. This data is publicly available in [29] which is obtained from three distinct sources. The uppercase letters were sourced from the NIST Special Database 19 [30] while the lowercase letters were obtained from the Kaggle data set [31]. Additionally, certain data sets for testing purposes were collected from dyslexic students attending Seberang Jaya primary school by researchers in [9]. This data set consisted of 176,673 images. In the context of the reversal class, the normal handwriting data set underwent a mirroring process, resulting in the creation of reversal data sets through horizontal flipping as mentioned in study [9] as well as apply rotation and noise injection techniques after horizontal flipping. This data set has been used by the last two studies in this field [9], [1]. Samples of this data set are shown in Fig. 2Samples of datasets used., where A is a sample of the reversal class, B is a sample of the normal class, and C is sample of

![Diagram](image-url)
corrected writing.

**B. Pre-processing**

The data sets needed to be processed before feeding the classifier by them. A foreground-background swap was adopted to reduce computational overhead, as training an image with more white points (value 1) than black points (value 0) consumes more power and memory [32]. This procedure alters the background color to black while leaving the handwriting white. The subsequent action is the process of cropping the image to isolate the section containing the written content. This procedure involves the removal of undesired sections of an image, specifically from the bottom and top, and the right and left sides. The resulting image will be centered on the alphabet, thereby emphasizing it. In our study, the photos underwent a resizing process to dimensions of 32×32 pixels, ensuring uniformity across all data sets. This was done to facilitate their use as input for the CNN model. Ultimately, the entire data set was converted into a .csv file based on the one-hot encoding technique. The data sets were divided into 70% handwriting data sets for training objectives, 15% for validation, and 15% for testing objectives.

**C. Feature Extraction**

Feature extraction from the handwriting data sets was done through the CNN layers, which consisted of four convolutional layers, two max-pooling layers, and a flattened layer. Fig. 2 shows these layers. Convolutional layers act as a feature extractor; they receive the feature representations of the input pictures, and the trainable convolutional kernel adjusts its kernel weights automatically during the backpropagation training process [33], [34]. The pooling layer works to alter the input feature into a statistical picture of the surrounding feature, hence making the next feature smaller than the one before it [34]. As shown in Fig. 3, a batch normalization layer subsequent to each convolutional layer is suggested. This is used in neural networks to normalize the activation values of hidden units. Normalization ensures that the activations maintain consistent behavior during training, leading to improved accuracy and faster training [35]. Moreover, to prevent overfitting of the model, we utilized a dropout layer, which implements a regulatory mechanism wherein a subset of neurons is randomly disregarded during the training process. After being built, the model required fine tuning to raise performance and therefore accuracy in the training data sets. According to our objectives in the three classifications to predict dyslexia, we preferred to utilize the RLU as an activation function, as it addresses the issue of gradient vanishing that arises due to the utilization of sigmoid and tanh activation functions in deep neural networks [36]. Moreover, it enhances the intricacy of the neural network by incorporating non-linearity, hence enabling the network to acquire more intricate representations of the data, thereby increasing the performance of the model. The features extraction vector has generated from the convolution operation, the pooling operation as well ReLU function, as shown below equation,

\[ O_{x,x} = \sum_{x} \sum_{y} f[l, k] \ast [x - l][y - k] \]

\[ F_{x,y} = \max (0, F_{O_{x,y}}) \]  

(1)

The handwriting images are fed via CNN layers starting from convolutional layer for extracting significant features. The given input consists of a two-dimensional matrix with a rank of 2. The matrix has M rows and N columns, where the indices for the rows and columns are denoted as (x, y). It is important to note that the values of x and y should satisfy the condition 0 ≤ x ≤ M and 0 ≤ y ≤ N. The convolutional operation layer produces the final feature map values, denoted as Fx,y which are deemed to be significant for the task at hand. The utilization of an activation function is implemented at every layer in order to enable the model to effectively address nonlinear problems, as demonstrated in Eq. 1. Additionally, the incorporation of dropout and max pooling techniques serves to reduce the computing burden associated with the model.

The Adam optimizer was also used; the Adam optimization technique has gained wider acceptance in recent years for its application in deep learning tasks related to computer vision and natural language processing. It combines the advantages of AdaGrad and the RMSProp optimizer. One of the setup parameters utilized in the Adam optimization algorithm is the learning rate, which is assigned a value of 0.001. The last feature map undergoes a transformation so as to be represented as a vector with a single column. The recognition experiment involves feeding a single-column feature vector, which consists of identifiable features, to the classifier (a soft max layer of CNN, SVM, and RF) as shown in Fig. 3.

**D. Classification**

Following the completion of the pre-processing and feature extraction procedures, we classified the handwritten digit images using the different classifiers. Different classifiers were trained by utilizing feature vectors stored in a matrix format. The evaluation of the numerical value was conducted using the outcomes obtained from the training process. The hyperparameter of SVM employed an RBF function as its kernel, the cost parameter C = 1 and degree = 3. The RF was used to evaluate the model classification with hyperparameter (n_estimators), which was equal to 50 in this study, and to evaluate classifications with a fully connected layer in the CNN with a batch size = 64 and number of epochs = 40.

VI. RESULTS DISCUSSION AND OBSERVATIONS

In this section we evaluate the performance of the three models: the CNN model, the CNN-RF model, and the CNN-SVM model.

Loss and accuracy: The performance of a CNN model’s performance in extracting features is determined by measuring the loss and accuracy on both the training and validation data sets. The testing dataset will be used in classification stage after the training all classifier as we explained in methodology section. The analysis and interpretation of this loss value provide insights into the model’s effectiveness on these two sets. The error aggregation is computed as the cumulative aggregate of errors made for each individual example within the training or validation sets. The loss value refers to the degree of performance exhibited by a model following each iteration of optimization. As seen in Fig. 4Loss of a CNN model., the training loss in the CNN model was 0.0407, while the validation loss was 0.0584.
The evaluation of a model’s accuracy often occurs subsequent to the estimation of its parameters and is quantified as a percentage. The accuracy of a model’s predictions is determined by its ability to closely align with the actual data. Fig. 5 Accuracy of CNN model clarifies the accuracy of the CNN model, which reached above 98.59% in feature extraction with batch size = 64 and number of epochs = 40.

Confusion matrix: A confusion matrix is a tabular representation that provides a concise summary of the predictive performance of an ML model when evaluated against a specific set of test data. Measurement of classification model performance...
Fig. 3. CNN layers.

is frequently employed to assess the accuracy of predicting categorical labels for input instances. This provides a means of comparing the observed values with the values that were forecasted or estimated. The confusion matrix of the CNN model is shown in Fig. 6 CNN confusion matrix, and 7 CNN report of confusion matrix., where 0 denotes normal, 1 point denotes corrected, and 2 points denote reversal. This matrix is particularly useful for measuring important metrics: recall, precision, specificity, and accuracy. The elements within the matrix are classified as true positives (TP), true negatives (TN), false positives (FP), and false negatives (FN). A TP occurs when an observation is classified as positive and is correctly expected to be positive. An FN occurs when an observation is determined to be positive but is incorrectly anticipated to be negative. A TN occurs when the observed outcome is negative and is accurately anticipated to be negative. An FP occurs when an observation is determined to be negative but is incorrectly anticipated to be positive.

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \\
\text{Precision} = \frac{TP}{TP + FP} \\
\text{Recall} = \frac{TP}{TP + FN} \\
\text{F1-Score} = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{Recall}}
\]
In the CNN-RF model, the accuracy as we see in Fig. 8CNN-RF report of confusion matrix. and Fig. 9CNN-RF confusion matrix. achieved 98.44%

The CNN-SVM model achieved high accuracy—99.33%—as illustrated in Fig. 10CNN-SVM report of confusion matrix. and 11CNN-SVM confusion matrix.. This proves what noted in [21]–[24] that SVM classifiers have a strong generalization ability.

Comparison: Comparison of the Proposed models with the models in previous studies on the same dataset demonstrated in Table IIComparison of the Proposed Models with Previous Studies Models which demonstrate the superiority of our study models.
TABLE II. COMPARISON OF THE PROPOSED MODELS WITH PREVIOUS STUDIES MODELS

<table>
<thead>
<tr>
<th>Models</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>LeNet-5</td>
<td>0.93875</td>
</tr>
<tr>
<td>LeNet-5</td>
<td>0.93134</td>
</tr>
<tr>
<td>CNN</td>
<td>0.9859</td>
</tr>
<tr>
<td>CNN-RF</td>
<td>0.9844</td>
</tr>
<tr>
<td>CNN-SVM</td>
<td>0.9935</td>
</tr>
</tbody>
</table>

VII. CONCLUSION

In the field of image identification, the DL architecture known as CNN is becoming remarkably more significant. It has been utilized in all previous studies to recognize dyslexia through handwriting. Its performance has varied, starting at 55% and going up to 95% accuracy. This has been due to factors such as the small-scale size of the data set as well as problems with imbalanced classes. Our paper targeted developing the CNN model to maximize the performance in feature extraction and therefore classification and leveraging the combination of the DL and ML models to improve the prediction of dyslexia through handwriting image models, in terms of loss and accuracy, in the training model test. CNN-SVM outperformed CNN and CNN-RF, which reached 98.59% and 98.44%, respectively, while CNN-SVM achieved 99.33% in multiclass classification. Expanding research and the development of applications based on the identification of dyslexia through online handwriting is possible with the development of DL. We encourage researchers to seek to build a handwriting data set for children with dyslexia, as there is no collection currently available, except for those to whom the research has been applied.
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Abstract—Recent years, edge computing has been getting increased attention due to its ultra-low delay service deliveries. Plenty of works have focused on the performance improvement of edge computing by e.g., edge server deployment, edge caching, and task offloading. While, there is a lack of work on improving the investment cost for building or upgrading the edge site deployment by making a decision on which places edge sites are deployed. In this paper, we focus on the edge site deployment problem (ESDP) to maximize user coverage with fewest edge sites. We first formulate ESDP into a binary nonlinear programming with two optimization objectives of user coverage maximization and edge site minimization, and prove that ESDP is NP-complete. Then, we propose a hybrid meta-heuristic algorithm to solve ESDP with polynomial time complexity, which combining the crossover and mutation operators of genetic algorithm with self-and social-cognition of particle swarm optimization. At last, we conduct extensive simulated experiment based on a real data set to evaluate the performance of our proposed algorithm. The results show that our algorithm achieves 100\% user coverage with much fewer edge sites than other seven meta-heuristic algorithms, and has a good scalability.
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I. INTRODUCTION

Over the past two decades, cloud computing has been applied in all fields, due to its numerous benefits, e.g., on-demand, flexibility, reliability [1]. But in recent years, cloud computing alone cannot satisfy real time requirements of many user requests [2], especially in mobile networks. This is mainly because cloud resources are shared by users around the world and cloud computing platforms provide services over Wide Area Networks (WAN) that generally have high latencies. In addition, more and more users request services by mobile devices nowadays [3] with the rapid development of communication and network technologies, which results in a highly dynamic locations where requests are initiated and thus a much fluctuating communication performance between users and cloud computing platforms.

Therefore, in recent years, edge computing is becoming more and more popular in both industry and academia, because it can efficiently compensate for the shortcomings of cloud computing [4], [5]. In edge computing, some computing and storage resources are deployed close to user devices, and thus ultra-low latency services can be provided for users. While, due to the distribution and heterogeneity of limited edge resources, it is a very challenging work to provide high quality services for all users. Many works have focused on addressing the challenge in various aspects including edge server placement [6], [7], edge caching [8], [9], task offloading [10], [11] and so on. While, all of works assume that edge sites have been deployed, where edge resources are placed and used for processing requests. For each request, it can be accepted by closely located edge sites, because edge sites provide Local Area Network (LAN) connections for users usually by wireless networks in a short distance. Thus, the locations of edge sites have an effect on the service quality, by deciding which edge resources can be used for processing every request. Therefore, in this paper, we focus on the edge site deployment problem (ESDP) that is deciding which of multiple candidate places to be edge sites.

For a user, if it is not covered by the network signal of any edge site, then it cannot communicate with any edge site. In such case, the user’s requests cannot be processed by edge resources, which can cause major performance degradation of these requests. Therefore, in this paper, we identify maximizing user coverage as a major objective, which is maximizing the number of users that are covered by the network signal of at least one edge site. As the profit maximization is the first aim of service providers, in this paper, we consider the deployment cost as the second optimization objective by minimizing the number of deployed edge site.

Due to geographical characteristics and urban planning, candidate places generally are dispersive. This leads to that ESDP is a discrete optimization problem and hard to be solved precisely. Therefore, in this paper, we exploit meta-heuristic algorithms for solving ESDP, due to their powerful search ability [12]. To be specific, we consider to exploit Genetic Algorithm (GA) and Particle Swarm Optimization (PSO), which are most representative evolutionary algorithm and swarm intelligence, respectively. GA, inspired by Darwin’s theory of evolution, has powerful global search ability by evolutionary operators but usually convergences slowly [13]. PSO is designed based on the movements of birds for foraging, which has high convergence speed but is easily trapping into local best positions [14]. Thus, GA and PSO are complement each other, and we design a hybrid meta-heuristic algorithm by combining their advantages for providing a ESDP solution with maximized user coverage and minimized monetary cost. In brief, the contributions of this paper are as followings.
• First, ESDP is formulated as a binary non-linear programming, and its hardness is proven. The objectives include the user coverage maximization and the monetary cost minimization.

• Then, a hybrid meta-heuristic algorithm is proposed for solving ESDP in polynomial time complexity by combining GA and PSO. The hybrid algorithm uses the swarm evolving framework of PSO to exploit the self- and social-cognitions, and employs the mutation and crossover operators of GA to ensure the population diversity for a powerful global search ability.

• At last, the performance of proposed algorithm is evaluated by extensive simulated experiments that are designed based on a real data set. Experiment results show that the proposed algorithm achieves 100% user coverage and requires much less edge sites than several other meta-heuristic and hybrid algorithms.

The rest of this paper is organized as followings. Section II presents the formulation of ESDP. Section III illustrates the proposed meta-heuristic algorithm, and section IV shows the performance evaluation results. Section V discusses the related works. At last, Section VI concludes this work.

II. PROBLEM STATEMENT

In this paper, we consider to select part of multiple candidate places to deploy edge sites for providing edge computing services. Assuming that there are \(P\) candidate places represented as \(p_i, 1 \leq i \leq P\). For candidate place \(p_i\), its location is \((l^i_P, l^i_P)^T\), which can be either latitude and longitude in geographic coordinate or horizontal and vertical values in Cartesian coordinate. When an edge site is decided to be deployed on \(p_i\), there will be \(m_i\) monetary cost. For each edge site, the maximal distance of network signal is \(S\). This is meaning that a user is covered by an edge site or a candidate place if and only if their distance is smaller than \(S\). The edge site deployment decisions can be indicated by binary variables \(x_i, 1 \leq i \leq P\), where \(x_i = 1\) means \(p_i\) is selected for deploying an edge site, and \(x_i = 0\) means not. In this case, the total monetary cost \(C\) can be calculated by Eq. (1).

\[ C = \sum_{i=1}^{P} (m_i x_i) \]  

In the considered edge computing, there are \(U\) users \((u_j, 1 \leq i \leq U)\). The location of \(u_j\) is \((l^j_U, l^j_U)^T\). Then, the distance \((d)\) between users and candidate places can be calculated by Eq. (2) and (3), respectively, when using geographic and Cartesian coordinate systems. Where \(R\) is the earth radius, which is usually set as 6371.393 kilometres.

\[ d_{i,j} = R \arccos(\cos l^i_U \cos l^j_P + \sin l^i_U \sin l^j_P \cos(l^P_P - l^j_P)/2) \]  

\[ + \sin l^i_U \sin l^j_P/2 \]  

\[ d_{i,j} = \sqrt{(l^P_P - l^j_P)^2 + (l^j_U - l^i_U)^2} \]  

Then, the cover between users and candidate places can be achieved by Eq. (4), where \(c_{i,j} = 1\) represents \(u_j\) is covered by \(p_i\), and \(u_j\) can be served by the edge site deployed on \(p_i\) during the operation of edge computing. And, we can get the set of covered users for each candidate places, \(C_i = \{u_j | c_{i,j} = 1\}\), and the set of all covered tasks by selected candidate places, \(C = \bigcup_{i=1}^{P} C_i\). Now, we can calculate the overall user coverage by Eq. (5).

\[ c_{i,j} = \begin{cases} 1, & \text{if } d_{i,j} \leq S \\ 0, & \text{if } d_{i,j} > S \end{cases} \]  

\[ Q = \frac{|C|}{U} \times 100\% \]  

Based on above formulations, we can now model ESDP as the following optimization problem. The two objectives are maximizing the user coverage (Eq. (6)) and minimizing the cost of deployed edge sites (Eq. (7)), respectively. Decision variables include \(x_i, 1 \leq i \leq P\), which are all binary. As the nonlinear of Eq. (5), the ESDP is a binary nonlinear programming.

\[ \text{maximizing } Q, \]  

\[ \text{minimizing } C. \]  

In this paper, we consider coverage maximization as the major objective. Then, the two objectives Eq. (6) and Eq. (7) can be convert into one, as shown in Eq. (8). \(UQ = |C|\) is the number of covered users. \(\sum_{i=1}^{P} m_i\) is the total cost when all candidate places are selected for deploying edge sites, which is greater than or equal to \(C\), and thus \(\sum_{i=1}^{P} m_i \leq 1\).

\[ \text{maximizing } O = UQ - \frac{C}{\sum_{i=1}^{P} m_i} \]  

Next, we prove that ESDP is NP-Complete, which means no polynomial algorithm can exactly solve it unless \(P=NP\), and in the next section, we will present a hybrid meta-heuristic algorithm to solving it in a polynomial algorithm with global search abilities of GA and PSO. Considering an instance of ESDP, all user can be covered and costs of edge site deployments on all candidate places are identical. Then, the ESDP instance is to minimize the number of deployed edge sites with 100% user coverage, which can be formulated following optimization problem. Objective (9) is minimizing the number of selected candidate places for deploying edge sites. Constraints (11) require that every user must be covered by at least one selected candidate place or deployed edge site. Constraints (11) represent that decision variables are binary. Therefore, the ESDP instance is binary linear programming which has been proven as NP-complete [15]. Thus, ESDP is NP-complete.

\[ \text{minimizing } \sum_{i=1}^{P} x_i, \]  

subject to,

\[ \sum_{i=1}^{P} c_{i,j} x_i \geq 1, 1 \leq j \leq U, \]  

\[ x_i \in \{0, 1\}, 1 \leq i \leq P. \]
III. HYBRID GA AND PSO FOR EDGE SITE DEPLOYMENT

In this section, we propose a hybrid meta-heuristic algorithm aiming to search a global best solution for ESDP. In this paper, we choose to employ GA and PSO, and will exploit other meta-heuristics for more powerful global search ability and efficiency. The reasons of choosing GA and PSO are two-fold. One is that both GA and PSO are most representative meta-heuristic algorithms and have widely used in various fields due to their good performance and easily implementations [14], [16]. Another is that one’s advantage can make up another’s disadvantage for GA and PSO, as GA has powerful global search ability but slow convergence speed, and on the contrary, PSO has fast convergence speed but is easily trapping into local optima. Fig. 1 gives the flow chart of our proposed hybrid meta-heuristic algorithm for ESDP, which is represented by PGSAO.

![Algorithm flow chart](image)

Fig. 1. The algorithm flow chart of the hybrid GA and PSO for edge site deployment.

As shown in Fig. 1, at first, PGSAO employs a binary coding method to establish the solution space for meta-heuristic algorithms’ searching. A solution of ESDP is represented as a $P$-dimensional vector, $(x_1, x_2, ..., x_P)$, where values in all dimensions are binary, indicating whether edge sites are deployed on the corresponding places. During the search, there is a fitness function used for evaluating the goodness for each individual/solution. In this paper, we identify user coverage maximization as the major objective and deployed edge site number as the minor objective. Thus, the fitness function of PGSAO is defined as Eq. (12).

$$f = |C| + \frac{\sum_{i=1}^{P} x_i}{P} \quad (12)$$

Given the solution space and the fitness function, PGSAO first initializes a population consisting of multiple individuals (chromosomes, particles), where every individual is a solution, by randomly setting a value on each dimension of every individual. Then, for each individual, PGSAO evaluates its fitness, and records itself as its personal best. After the fitness evaluation, PGSAO finds the individual with the highest fitness, and records it as the global best. Now, PGSAO proceeds to the evolutionary stage to upgrade individuals for retrieving better or even global best solutions.

In the evolutionary stage, PGSAO repeats upgrading the population by performing crossover and mutation operators on every individual as following steps until the terminal condition is met. (1) The individual is crossed with another one that is selected randomly with the crossover probability, which is same to GA. (2) The individual is crossed with its personal best with the crossover probability, which is exploiting the self-cognition of PSO. (3) The individual is crossed with the global best with the crossover probability for employing the social-cognition of PSO. (4) The individual is mutated with the mutation probability, as done by GA for increasing the population diversity. (5) For each individual, by three crossover operators (steps 1, 2, and 3) and one mutation operator (step 4), total seven offspring are produced (two for a crossover and one for a mutation). At the end of each individual’s evolution, its personal best and global best are updated as the best offspring when an offspring has better fitness.

In this paper, to ensure the population diversity, PGSAO employs the uniform crossover and the uniform mutation operators. The uniform crossover operator is to swap the values on every dimension of two individuals with a probability, which represents exchanging the selection states of a candidate place between two solutions. By the uniform mutation operator for an individual, each dimension is changed from one value (0/1) to another one (1/0) with a probability, which represents changing the selections of candidate places on the solution.

PGSAO is terminated when the repeat time reaches the predefined threshold or there is no change on the global best a few times continuously. And PGSAO returns the solution corresponding to the global best.

IV. PERFORMANCE EVALUATION

To evaluate the performance of PGSAO, we conduct extensive simulated experiments based on a real data set, EUA [17], [18], which includes locations of 9318 LTE base station sites and 131312 users in the Melbourne CBD area. We consider LTE base station sites as candidate places in ESDP. In our experiment, we convert the geographic coordinate into a Cartesian coordinate system by setting one degree as 1000 metres in both longitude and latitude for just simplifying the calculation of distances, and set the coverage of each edge site as 100 metres referring to existing related works.

The performance metrics used for evaluating PGSAO include the user coverage and the number of selected candidate
places for edge site deployment. For the first metric, it is better for a greater value, and 100% is the best value. For the second one, a smaller number is better, which indicates a lower cost for edge site deployment.

To prove the superiority of our method, we compare PGSAO with five classical and widely used meta-heuristic algorithms, GA [16], Differential Evolution (DE) [19], Artificial Bee Colony (ABC) [20], PSO [14] and Multi-Verse Optimizer (MVO) [21], and two hybrid meta-heuristic algorithms (GAPSO [22] and PSOGA) in solving ESDP. GAPSO is to perform GA in the first half of the evolutionary stage, and PSO in the second half. PSOGA reverses the order of GA and PSO for GAPSO.

A. Overall Performance

For each experiment, we repeat eight times and show results by the box-plot. In our experiment, all algorithms achieve 100% user coverage, which verifies the powerful search ability of meta-heuristics. In Fig. 2, we present the number of deployed edge sites when applying various algorithms. From the figure, we can see that PGSAO requires the fewest edge sites for full user coverage, and thus the minimal deployment cost. On average, PGSAO requires to deploy 16.0%–31.7% fewer edge sites than other methods. This verifies that the performance superiority of PGSAO in the global optimization, compared with other [hybrid] meta-heuristic algorithms. This is mainly because of the efficient fusion of GA and PSO in the following two aspects. First, hybrid meta-heuristic algorithms, GAPSO, PSOGA, and PGSAO, achieve better performance than single meta-heuristic algorithms, GA, DE, ABC, PSO, and MVO, in minimizing the number of deployed edge sites, which verifies the validity of combining different meta-heuristic algorithms for a better performance. Second, PGSAO needs fewer deployed edge sites than GAPSO and PSOGA. This proves that the high efficiency of the combination strategy exploited by PGSAO, as GAPSO, PSOGA, and PGSAO are all combining GA and PSO.

![Fig. 2. The number of deployed edge sites for user coverage maximization when applying various algorithms.](image)

We also perform t-test to verify the statistical difference of our method to others in optimizing deployed edge site number, and present the test results in Table I. As shown in the table, the p-values of all t-test are much smaller than 0.01. Thus, PGSAO has significantly different performance to other algorithms, which confirms the superiority of PGSAO further.

![Table I. p-values of t-test on the statistical equality of PGSAO to other algorithms](image)

In the next, we compare the time consumed by various algorithms, where the results are shown in Fig. 3. The time is tested on a personal computer with Window 11, Intel(R) Core(TM) i7-4770 CPU @ 3.40GHz, and 24 GiB RAM. As shown in the figure, PGSAO consumes about five times less time than others, where the increased time is mainly consumed for exploiting self- and social cognitions by crossover operators of PGSAO. Even so, it is absolutely a worthwhile trade-off for a much lower deployment cost, noticing the following observation. The edge deployment strategy is stable. There are mainly two cases in which service providers need edge deployment solutions, building or upgrading edge computing on some new or original areas when providers decide to develop new business or user traffics are increased greatly. For both cases, it generally takes a long time, e.g., months or years, for changing the edge deployment solution. Thus, service providers prefer to consume more hours for an edge deployment solution with much lower cost.

![Fig. 3. The time consumed by different algorithms.](image)

B. Performance Varied with User Number

Now, we exam the performance variations with the user number for different algorithms. Fig. 4 and 5 give such variations when the user number is changed from 10,000 to 100,000. The user coverage is always 100% for every algorithm in any case. As shown in Fig. 4, we can see that the number of required edge site for the full user coverage is stable with varied user number for every algorithm. This is mainly because the area size instead of the user number determine the number of required edge site for a full coverage, given the fixed coverage range of each edge site. From Fig. 4. PGSAO always requires minimal number of edge sites than others, and thus has the best performance in minimizing the deployment cost.
As shown in Fig. 5, we can see that every algorithm consumes time increased linearly with the increase of the user number in overall. This is mainly because all users are traversed once for calculating the fitness for each individual. This verifies that all algorithms including ours have good scalability in solving various scale ESDP, and thus have good usability.

C. Performance Varied with Candidate Site Number

We also evaluate the performance variations with the candidate place number for each algorithm on solving ESDP, and present results in Fig. 6 and 7, where the number of candidate places is in the range from 1000 to 9000. Same to previous results, all algorithms can achieve 100% user coverage, confirming the effectiveness of their search strategies. From Fig. 6, we can see that as the number of candidate places increases, more edge sites are required for deployment for every algorithm, i.e., the performance is degraded. This is mainly because as the number of candidate places increases, the search space is exponentially increased, and thus it is more and more difficult to retrieve the global best solution.

As shown in Fig. 7, the consumed time is stable as the number of candidate places is varied for every algorithm, as the main time overhead is consumed for the population evolution and thus mainly decided by population size and iteration number. This phenomenon further confirms the good scalability of our algorithm.

V. RELATED WORKS

Edge-cloud computing has attract more and more attention from both industry and academia due to its huge advantage by combing edge and cloud computing. Several works have aimed at designing edge server placement approaches, edge service/data caching strategies, and task offloading algorithms to improve the efficiency and effectiveness of edge-clouds, which are discussed as follows, respectively.

Given the edge site deployment solution, edge server placement is to decide which sites edge servers (resources) are placed to maximize the overall performance with restricted edge resources. Zhang et al. [23] proposed a niche PSO to minimize the overall respond time considering the placement as a multimodal optimization problem, which divides similar individuals into a niche during the population upgrade. Li et al. [24] and Zhang et al. [25] employed K-means++ to cluster edge sites into $k$ classes, and deploy $k$ edge servers on the sites closest to these classes’ centres. These works assumed that all edge sites have been deployed, and thus our work is complementary to them. These works only considered to improve request processing performance with fixed number of edge servers, without concerning the investment cost improvement for building edge computing platforms.

During operation of edge computing, as resources configured in each edge site are restricted, there is no enough room for storing all services or data requested by users in the edge. Therefore, an edge caching strategy decides which...
service data that are deployed (cached) on every edge site for processing corresponding requests, and affect the performance by determining whether or not a request can be processed in edge servers. There mainly two kinds of edge caching, static and dynamic strategies. Static strategies provide a solution that the placement of services or data on edge sites is not changed, e.g., [26], [27], [28], while dynamic strategies adjust the placement over time, e.g., [29], [30], [31].

Another key work to tune the performance of operating edge computing is task offloading/scheduling that decides the resource that every request task is processed on. Laboni et al. [32] proposed a two-layer hyper heuristic algorithm to determine the server and router path for each request’s processing for optimizing processing delay and load balance. They exploited ant colony optimization as the high-level algorithm for selecting the low-level algorithm employed for each population evolution, and Whale optimization, sine-cosine algorithm as well as Henry gas solubility optimization as low-level algorithms. Zhang and Yu [33] proposed a hybrid task offloading algorithm by combining ABC and PSO, to improving processing delay and energy consumption. Concerned about service caching, Zhang et al. [34] formulated the task offloading problem into a mixed-integer non-linear programming, and exploited non-cooperative game to iteratively solving the problem by the interaction between wireless characteristics and mobile users. Both edge caching and task offloading are used for improving performance during the operation of edge computing, and thus requires that the edge sites and resources have been deployed. Therefore, our work focusing on ESDP is complement with these existing related works.

VI. CONCLUSION

In this paper, we focus on the edge site deployment problem (ESDP) to improve the build/upgrade cost to provide ESDP solution for service providers to expand their businesses. To achieve this goal, we first formulate ESDP into a binary non-linear programming problem with two objectives, user coverage maximization and edge site number minimization. And we prove the NP-complete of ESDP by establishing an ESDP instance that is binary linear programming. Then, we propose a hybrid GA and PSO algorithm aiming to retrieve the global best solution of ESDP. The proposed algorithm combines the global search ability of GA and cognitions exploited by PSO, to achieve a more efficient search strategy. In the end, we evaluate the performance of our proposed algorithm based on a real data set, and confirm the superiority of our algorithm in various aspects.
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Abstract—The escalating demand for blood and its derivatives in the medical field underpins its indispensable nature for disease diagnosis and therapy. Such essential life-giving components are irreplaceable, necessitating a continuous reliance on voluntary blood donors. Existing methodologies primarily address the challenges of blood storage and its logistical distribution among healthcare centers. These conventional strategies lean towards centralized systems, often compromising data transparency and accessibility. Notably, there remains a significant gap in incentivizing and raising awareness among potential and existing donors regarding the life-saving act of blood donation. Recognizing these challenges, we introduce a robust and innovative framework that harnesses the potential of Blockchain technology, coupled with the power of smart contracts. Furthermore, to foster a sustainable blood donation ecosystem, we advocate the shift from traditional paper-based recognition to digitized donor acknowledgment using Non-Fungible Tokens (NFTs). Our novel approach encapsulates four key areas: (a) Introduction of a supply chain oversight mechanism for blood and its derivatives through Blockchain and smart contracts; (b) Development of a digital certification system for blood donors utilizing NFTs; (c) Execution of our suggested framework via smart contracts, offering a tangible proof-of-concept; and (d) Assessment and implementation of the proof-of-concept across four prominent platforms: ERC721 (ETH’s NFT), and the Ethereum Virtual Machine (EVM) employing the Solidity language – this encompasses the BNB Smart Chain, Fantom, Polygon, and Celo, aiming to discern the optimal platform compatible with our innovative framework.
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I. INTRODUCTION

Supply chain management, an interdisciplinary field that interlinks various sectors, has witnessed transformational shifts in the digital age, with implications spread across delivery [1], [2], [3], payment systems [4], [5], [6], project dynamics [7], product movement [2], [8], and even ecological waste disposal [9]. One of its paramount manifestations is within the medical landscape, particularly in ensuring the efficient and safe management of blood and its associated products.

Historically, the majority of supply chain models, while sophisticated, have been grounded in traditional logistics and storage paradigms. When we delve into the intricacies of managing biological resources like blood, these models often fall short. Blood, unlike other commodities, has unique storage requisites, from maintaining a specific temperature range to ensuring an optimal humidity environment, and most critically, adhering to its limited shelf life [10]. These nuances underscore the inadequacies of conventional supply chain mechanisms and highlight an urgent need for innovation.

Enter blockchain technology and smart contracts. Beyond the mainstream applications in finance and business, these technologies harbor immense potential for healthcare. In ensuring a transparent, immutable, and decentralized storage and access system, they promise an enriched donor-recipient relationship. Every single unit of blood can be tracked, from its origin to its end-use, ensuring complete transparency and trustworthiness in the system [11]. But technology alone, as history often reminds us, is insufficient to drive societal change.

Across the globe, the act of blood donation remains both a noble endeavor and a logistical challenge. How does one not only encourage a first-time donation but ensure that the donor returns, given the physiological restrictions that mandate waiting periods between donations? Current incentive structures, while well-intentioned, often falter in ensuring sustained donor engagement. And with medical innovations surging, the demand for blood and its derivatives amplifies, rendering the challenge even more pronounced [12].

It is within this complex mosaic of challenges and opportunities that our research emerges, aiming to not merely innovate but to transform. Our work, grounded in the principles of blockchain, smart contracts, and the dynamism of Non-Fungible Tokens (NFTs), envisions a holistic reimagining of the blood donation landscape.

Our pivotal contributions are:
• Redefining Blood Supply Chain Mechanisms: By integrating blockchain and smart contract technologies, we introduce a more transparent, efficient, and secure system for managing the blood supply chain.
• NFT-driven Electronic Certification: Venturing beyond conventional incentive models, we harness the capabilities of NFTs to create a robust electronic certification system for blood donors. These digital tokens, being unique and easily transferable, provide an innovative solution to the tangible certificate’s pitfalls, offering
donors a secure and lasting acknowledgment of their invaluable contribution.

- Proof-of-Concept Realization: Our theoretical formulations are translated into tangible, executable smart contracts, reinforcing the practical viability and applicability of our proposed systems.

- Platform Exploration and Optimization: Conscious of the economic implications, our solutions undergo rigorous deployment trials across platforms supporting the Ethereum Virtual Machine (EVM) infrastructure. Our endeavor seeks not just feasibility but also cost-effectiveness, ensuring that our solutions remain both cutting-edge and accessible.\(^1\)

The undercurrent binding our contributions is the conviction that technology, when thoughtfully applied, can drive societal transformations. By augmenting the blood donation landscape, our research does more than introduce technological innovations; it touches lives, accelerates medical interventions, and champions a cause of profound societal significance.

II. RELATED WORK

A. Prior Art in Blood Supply Chain Management via Blockchain

In recent years, Blockchain technology’s transformative potential has been tapped to address challenges in blood supply chain management. Notably, Nga et al. [13] pioneered this integration, showcasing a working model implemented on the Hyperledger Fabric platform. Their primary innovation was the facilitation of healthcare professionals to log and secure data directly on the blockchain. Shifting from a centralized storage protocol to a decentralized one, this framework places significant emphasis on ensuring robust security mechanisms. Particularly, as documented by [14], they engineered an authorization process that offers exclusive access to sensitive donor and recipient data only to authenticated users, preserving the privacy sanctity system-wide.

Supplementing this innovative stride, Kim et al. [15] extended the application of Hyperledger Fabric in designing a holistic blood supply chain management system. Their model prioritizes privacy, constructing a well-contained system that oversees the entire blood supply trajectory—from collection to final distribution to medical institutions. Another salient feature they introduced is a donor identification technique to streamline communication for future blood donation drives. However, a noticeable void in their proposal is the absence of granular management processes tailored to distinct blood components, each demanding specific preservation methods and having unique shelf lives.

Lakshminarayanan et al. [16] further explored the Hyperledger Fabric’s capabilities, proposing a model accentuating transparency in blood transportation from donors to recipients. Another intriguing convergence of technologies was demonstrated by Toyoda et al. [17], where they synergized blockchain with Radio Frequency Identification (RFID). In this model, upon blood donation, each unit gets a unique RFID tag, simplifying access to comprehensive blood-related data, like donation time and location, for both healthcare professionals and recipients.

While many have gravitated towards the Hyperledger Fabric, Ethereum’s potential hasn’t been overlooked. A compelling use case, delineated by [10], presents an Ethereum-centric decentralized architecture. This structure exclusively empowers certified blood donation centers (CBDC) to manage blood and its components through deployable smart contracts. This system ensures procedural fidelity and plugs potential logistical gaps. An added advantage is the donor’s ability to interface with the system using unique identifiers, such as social security numbers, paired with secure passwords.

Zooming into specific blood components, Peltoniemi et al. [18] analyzed the efficacy of decentralized blockchains in plasma management. Their approach ensures meticulous documentation of donor data prior to plasma extraction. Post extraction, an analytical assessment discerns the plasma quality.

In light of the foregoing exploration of blockchain-powered blood supply chain solutions, it’s evident that while tremendous progress has been made in rectifying traditional system pitfalls, one persistent challenge remains unaddressed: incentivizing recurring blood donations. Our contribution to this discourse is a multifaceted model amalgamating Blockchain (specifically Ethereum), Smart Contracts, and Non-Fungible Tokens (NFTs). This model doesn’t just oversee the blood supply chain but also introduces digital recognition mechanisms, like electronic donor certificates. An in-depth exposition of our model is detailed in the subsequent section.

B. Blockchain-based Medical Systems

Healthcare has always been a fundamental aspect of human life. With the advancement of technology and a growing concern for patients’ data privacy and the immediate need for accessing data during emergencies, blockchain technology has emerged as a promising solution for many of the challenges faced by modern healthcare systems.

a) Emergency access in healthcare systems: Son et al. [19] stressed the importance of personal health records (PHR) due to their sensitivity and significance in healthcare. The authors identified the challenges faced during emergencies when it becomes cumbersome for patients to grant medical personnel access to their critical health records. They proposed an emergency access control management system built on the permissioned Hyperledger Fabric blockchain. The system leverages smart contracts to define rules and timeframes to handle emergencies, ensuring patients can restrict data access time.

Similarly, Le [20] introduced the Patient-Chain platform, a blockchain-based patient-centered healthcare system also built on Hyperledger Fabric. The system aims to protect patients’ data during emergencies and provides a systematic approach to allow authorized personnel to access patient data during time-sensitive situations.

b) Medical waste management: The demand for medical equipment spiked significantly during the COVID-19 pandemic. However, the subsequent waste treatment processes

---

\(^1\)We consciously eschew ETH owing to its exorbitant smart contract execution expenses.
often went overlooked. Le et al. [9] highlighted the independent waste treatment processes in hospitals that lack coordination and data sharing. The authors proposed the Medical-Waste Chain, a decentralized system built using Hyperledger Fabric technology. This system manages the waste treatment processes for used medical equipment and supplies, promoting transparent and efficient interactions between all involved stakeholders.

c) Blood supply chain management: With a rising demand for blood supply due to demographic shifts, traditional blood management information systems face challenges, such as the lack of detailed blood data, making the quality, supply, and demand management for blood quite challenging. In response, Le [14] introduced BloodChain, a blockchain-based system that improves blood information management. The system, constructed on Hyperledger Fabric, provides detailed data, including blood consumption and disposal metrics.

Quynh et al. [13] echoed similar sentiments about the changing population structure and its impact on blood supply. They introduced a novel system on Hyperledger Fabric to manage blood information effectively, addressing supply and demand challenges faced by national institutions.

d) Patient-centered healthcare systems: Duong [21] identified challenges in current healthcare systems regarding the privacy and sharing of medical data. The authors highlighted the necessity for a secure transaction mechanism to allow patients to monitor and control their health records. Proposing a solution, they introduced a patient-centered healthcare system using smart contracts via blockchain technology, releasing the complete code solution on GitHub to promote reproducibility and further improvement.

In another contribution, Duong [22] proposed a patient-centric system based on smart contracts. Emphasizing patients’ control over their health records, the authors used Smart Contract on both Hyperledger Fabric and Ethereum Blockchain to improve care coordination. Through six algorithms, they interacted with different components of the healthcare system, showcasing the system’s efficiency through simulation results.

In summary, while blockchain technology offers a plethora of solutions to address various challenges in the healthcare sector, from managing blood supply chains to medical waste, its paramount feature remains in ensuring the privacy and security of patient data. Future research might look into integrating these blockchain-based systems with other emerging technologies to further improve healthcare operations and patient experiences.

III. METHODOLOGY

This section elucidates the conventional models of blood donation and its associated documentation methods. We further introduce a novel methodology incorporating Blockchain technology, smart contracts, and Non-Fungible Tokens (NFTs) to modernize the system of transporting, storing, and authenticating blood products.

A. Conventional Blood Donation and Management Process

As depicted in Fig. 1, the conventional blood donation system operates through four primary channels. Donors, depending on their geographical proximity, have the option to donate at: (a) healthcare centers; (b) medical facilities; (c) hospitals; or (d) portable blood collection stations [23]. The fourth option, (d), is a transient solution such as pop-up stations during weekends or holidays. This approach is not only geared towards encouraging potential donors but also addresses challenges in regions where there are obstacles to blood collection using the first three methods. Once the blood is collected, it is transported to specialized facilities or institutions equipped with blood storage systems. This collected blood undergoes separation into components like red and white blood cells, platelets, and plasma. Simultaneously, donor data is recorded and stored securely for communication purposes.

In terms of documentation, Fig. 2 elucidates the process of obtaining a donor certificate from an institution, such as a hematology center. Such certificates serve as a moral boost for donors. Moreover, they ensure that donors receive equivalent blood volume in situations where they might require it due to certain health conditions. Detailed critiques and evaluations regarding the shortcomings of this method have been discussed in the Introduction. The subsequent subsection outlines our innovative proposal that leverages blockchain, smart contracts, and NFT technology.

B. Revolutionizing Blood Donation and Management via Blockchain, Smart Contracts, and NFT

The core objective of our research is to formulate an advanced system that enhances blood utilization across med-
Fig. 3. A novel blood donation and management paradigm utilizing blockchain, smart contract, and NFT technologies.

Fig. 4 delineates the procedure for NFT issuance which serves as a digital blood donation certificate. Before the NFT’s generation, donor’s consent and institutional validation (e.g., from a hematology center) are imperative. We extend distinct services to each stakeholder, culminating in the creation of a digitalized version of the donor certificate. This data, alongside pertinent documentation, is recorded on the distributed ledger, leading to the production of an NFT via predefined functions in the smart contract.

IV. IMPLEMENTATION

This practical model serves dual purposes: (i) management of blood and its by-products data on the blockchain platform encompassing creation, querying, and updates, (ii) instantiation of NFTs for donor contributions, serving as a motivation for continued blood donation. Moreover, we present the sample of the managing blood resources leveraging on Binance Smart Chain as a deployment sample.

A. Data and NFT Initialization

As depicted in Fig. 5, the process begins by generating comprehensive data on blood and its derivatives. This encompasses details about the donors, their contact specifics (e.g., address, unique identification code), specifics about blood and its components, and their respective shelf lives. Given the...
varying storage needs and lifespans of different blood products, categorization is vital. Moreover, the system archives details about the recipients, blood type requirements, and the medical professionals overseeing the procedures. Concurrent storage support is enabled on the distributed ledger, allowing multiple users to engage simultaneously, thereby reducing latency.

The data structure for a blood component, such as red blood cells, is represented as:

```javascript
redBloodCellsData = {
  "donorID": donorID,
  "medicalStaffID": medicalStaffID,
  "bloodType": blood type,
  "institutionID": institutionID,
  "volume": volume,
  "validityPeriod": validityPeriod,
  "packageID": packageID,
  "timestamp": timestamp,
  "location": current location,
  "status": null,
};
```

Besides the primary data attributes, the system monitors the real-time status of blood components in storage. This status attribute indicates if the blood product is in storage or has been dispatched for medical use. This dynamic tracking, combined with time and location data, aids in real-time logistics management.

For initializing NFTs, the structure encapsulates the blood donation details as:

```javascript
NFTBloodDonation = {
  "donorID": donorID,
  "bloodType": blood type,
  "donationCount": donation occurrences,
  "totalVolume": accumulated volume donated,
  "lastDonationDate": most recent donation date,
  "blockchainAddress": blockchain address
};
```

This ensures a comprehensive, immutable record of each donation, aiding in efficient management and donor recognition.

### B. Data Retrieval

Fig. 6 outlines the steps involved in the data retrieval mechanism. Leveraging a distributed model, it permits multiple users to concurrently access the system. Donors and recipients might seek insights into storage processes, donation frequency, or upcoming donation schedules. Medical professionals, on the other hand, might access donor details for outreach or future donation drives.

### C. Data Update Mechanism

As demonstrated in Fig. 7, the data updating procedure only commences post data verification. If the sought data isn’t present on the blockchain, a non-availability message is relayed to the user. In case of updates, the process fetches existing data and modifies relevant attributes such as blood volume or donation frequency. For NFTs, any major update triggers the generation of a new NFT, ensuring historical records remain untouched.

### D. Managing Blood Resources using Binance Smart Chain

The Binance Smart Chain (BSC) has been identified as an ideal candidate for managing blood resources, given its compatibility with the Ethereum Virtual Machine (EVM) and its optimized transaction performance. As such, the proposed model is primarily evaluated and implemented on BSC, but compatibility with other platforms is also maintained. Here, we discuss the specifics of the implementation on BSC, showcasing transaction details, NFT creation, and the process of NFT transfers.

Fig. 8 details our deployment of the system on BSC. It showcases attributes essential for evaluating and comparing transaction performance across different blockchain platforms. This snapshot is a representative case, with similar settings applied when deploying on other platforms. Transaction details like the transaction fee, gas limit, and gas price provide a
The NFT creation process, visualized in Fig. 9, follows a structured format. Each NFT is intricately designed to represent blood donations, capturing essential details like the donor’s information, blood type, and donation history. Such a tokenized representation not only ensures data integrity and authenticity but also promotes transparency in the system.

The transfer of NFTs, especially in a sensitive domain like blood resource management, demands high levels of security and traceability. Fig. 10 provides a comprehensive overview of the NFT transfer operations. Leveraging the ERC721 standard ensures that each NFT transfer is not just secure but also accompanied by clear traceability, promoting trust among participants.

While Binance Smart Chain plays a pivotal role in our implementation, it’s essential to recognize the versatility of our model. We have deployed and evaluated the system on several EVM-compatible platforms, including Binance Smart Chain, Fantom, Polygon, and Celo. Implementations and results across these platforms, especially focusing on cost metrics like transaction fees and gas utilization, are detailed in the ensuing Evaluation section.

Table I showcases the transaction fees of distinct operations, namely Contract Creation, NFT Creation, and NFT Transfer, across four pivotal blockchain platforms: BNB Smart Chain, Fantom, Polygon, and Celo. These platforms, known for their support of the Ethereum Virtual Machine (EVM), differ significantly in their fee structures.

The surge in NFT (Non-Fungible Token) popularity necessitates a comprehension of minting costs. On the Binance Smart Chain, a fee of $0.0019162 BNB or $0.33 is levied for this operation. Fantom’s fee structure is notably lower for the same, standing at $0.0045167 FTM ($0.00079). Polygon, with its emphasis on affordable transactions, charges a mere $0.00289405 MATIC, a negligible amount in fiat terms. Celo’s rate for NFT creation is comparably minimal at $0.002840812 CELO or roughly $0.000.

Transferring ownership of NFTs, a procedure that consumes computational resources for validation and recording, also incurs diverse costs across these platforms. BNB Smart Chain’s fee is $0.00057003 BNB or $0.18. Fantom’s cost stands at $0.002380105 FTM, approximately $0.00046. Polygon continues its trend of affordable operations, charging $0.0017000750612027 MATIC, which is negligible in fiat currency. Similarly, Celo’s fee for this process is $0.0001554878 CELO, equating to about $0.000.

In sum, this detailed exploration of Table I underscores the variable costs of primary blockchain operations across different platforms. It’s paramount for stakeholders to not just consider these transaction fees, but also weigh other platform-specific factors, such as security, scalability, and community backing, when determining the most suitable blockchain for their endeavors.

B. Gas Limit Analysis

Table II distinctly portrays the gas limits for crucial blockchain operations across four salient platforms: BNB Smart Chain, Fantom, Polygon, and Celo. The gas limit is a quintessential parameter, representing the maximum amount of gas units that a sender is willing to expend on a transaction. It’s a protective mechanism to ensure that transactions don’t unintentionally consume all the sender’s funds due to errors in contract logic or malicious intentions.

Starting with the Contract Creation, a cardinal operation that establishes the foundation for decentralized applications:

\[^3\]https://github.com/bnb-chain/whitepaper/blob/master/WHITEPAPER.md
\[^4\]https://polygon.technology/lightpaper-polygon.pdf
\[^5\]https://whitepaper.io/document/438/fantom-whitepaper
\[^6\]https://celo.org/papers/whitepaper
Table I. Transaction Fee

<table>
<thead>
<tr>
<th>Platform</th>
<th>Contract Creation</th>
<th>Create NFT</th>
<th>Transfer NFT</th>
</tr>
</thead>
<tbody>
<tr>
<td>BNB Smart Chain</td>
<td>0.0271136 BNB ($8.37)</td>
<td>0.00109162 BNB ($0.33)</td>
<td>0.00057003 BNB ($0.18)</td>
</tr>
<tr>
<td>Fantom</td>
<td>0.00357625 FTM ($0.001860)</td>
<td>0.000405167 FTM ($0.000079)</td>
<td>0.0002380105 FTM ($0.000046)</td>
</tr>
<tr>
<td>Polygon</td>
<td>0.006840598024626124 MATIC ($0.01)</td>
<td>0.000289400500115762 MATIC ($0.00)</td>
<td>0.000170007500612027 MATIC ($0.00)</td>
</tr>
<tr>
<td>Celo</td>
<td>0.0070973136 CELO ($0.004)</td>
<td>0.0002840812 CELO ($0.00)</td>
<td>0.0001554878 CELO ($0.00)</td>
</tr>
</tbody>
</table>

Table II. Gas Limit

<table>
<thead>
<tr>
<th>Platform</th>
<th>Contract Creation</th>
<th>Create NFT</th>
<th>Transfer NFT</th>
</tr>
</thead>
<tbody>
<tr>
<td>BNB Smart Chain</td>
<td>2,731,136</td>
<td>109,162</td>
<td>72,003</td>
</tr>
<tr>
<td>Fantom</td>
<td>2,776,236</td>
<td>115,762</td>
<td>72,803</td>
</tr>
<tr>
<td>Polygon</td>
<td>2,776,236</td>
<td>115,762</td>
<td>72,803</td>
</tr>
<tr>
<td>Celo</td>
<td>3,548,656</td>
<td>142,040</td>
<td>85,673</td>
</tr>
</tbody>
</table>

Table III. Gas Used by Transaction

<table>
<thead>
<tr>
<th>Platform</th>
<th>Contract Creation</th>
<th>Create NFT</th>
<th>Transfer NFT</th>
</tr>
</thead>
<tbody>
<tr>
<td>BNB Smart Chain</td>
<td>2,731,136 (100%)</td>
<td>109,162 (100%)</td>
<td>57,003 (93.17%)</td>
</tr>
<tr>
<td>Fantom</td>
<td>2,736,258 (100%)</td>
<td>115,762 (100%)</td>
<td>68,003 (93.41%)</td>
</tr>
<tr>
<td>Polygon</td>
<td>2,736,258 (100%)</td>
<td>115,762 (100%)</td>
<td>68,003 (93.41%)</td>
</tr>
<tr>
<td>Celo</td>
<td>2,730,756 (100%)</td>
<td>109,262 (100%)</td>
<td>59,003 (93.3%)</td>
</tr>
</tbody>
</table>

- BNB Smart Chain has set its gas limit at 2,731,136. This platform’s optimization for rapid and cost-efficient transactions is manifested in its relatively streamlined gas limit, ensuring the smooth deployment of smart contracts without unnecessary overheads.

- Fantom and Polygon, both with a gas limit of 2,736,236 for this operation, have nearly identical values. The similarity might stem from their shared objective of optimizing EVM compatibility and transaction efficiency, ensuring developers migrating from Ethereum find a familiar environment.

- Celo, with a more generous gas limit of 3,548,656, emphasizes flexibility. This platform, renowned for its mobile-centric approach, might accommodate more comprehensive contracts with intricate features, necessitating a higher gas allowance.

Moving to the realm of NFTs, a booming sector within the blockchain industry:

- For NFT Creation, BNB Smart Chain allocates a gas limit of 109,162. Given the proliferation of NFTs on this chain, a harmonized gas limit helps stabilize the costs associated with minting.

- Both Fantom and Polygon, with their synchronized limits of 115,762, demonstrate an equilibrium in accommodating the minting processes, potentially reflecting common optimization strategies.

- Celo, in line with its previously observed trend, sets its limit at 142,040, granting developers more leeway for intricate NFT-related operations.

Lastly, for NFT Transfer:

- BNB Smart Chain, maintaining its ethos of streamlined operations, sets a limit of 72,003, balancing efficiency with the necessary computational power.

- Fantom and Polygon, true to their aforementioned synchronization, both allocate 72,803 units. This congruence underscores their shared emphasis on facilitating swift and seamless NFT transfers without incurring undue costs.

- Celo’s value stands at 85,673, slightly higher than the others. This platform’s propensit for granting a broader gas berth might be to ensure all encompassing NFT functionalities, including meta-transactions and layered transfers, are seamlessly accommodated.

Table II elucidates the diverse gas limits across blockchain platforms. These figures are not just mere numbers; they embody each platform’s philosophy, optimization strategies, and focus areas, guiding developers and stakeholders in their blockchain endeavors.

C. Gas Used by Transaction Analysis

Table III provides an intricate breakdown of the gas consumption for pivotal operations across BNB Smart Chain, Fantom, Polygon, and Celo platforms. The values illustrate the proportion of the gas limit consumed by each operation, revealing the actual computational overheads associated with the actions. Notably, an operation’s efficiency can be deduced by its gas consumption percentage. Lower percentages indicate optimized contract functions, while higher values may hint at the operation’s complexity or inefficiencies.

Starting with the pivotal operation of Contract Creation:

- BNB Smart Chain, Fantom, and Polygon all exhibit a consumption of 100%. This denotes that these platforms optimally utilize the gas limit for the operation, ensuring that the smart contracts are deployed efficiently without wastage or excess.

- Celo stands at 76.92%, suggesting that the platform’s contract creation process might be optimized further or that the operations contain redundant computations, consuming lesser than the allocated gas limit.

Delving into the NFT realm:

- For NFT Creation, both BNB Smart Chain and Celo consume 76.92% of the gas. It could indicate shared optimization techniques or similar contract structures.

- Fantom and Polygon, with a consumption rate of 100%, indicate an exhaustive use of the allocated gas, mirroring their performance in contract creation. Their contracts for NFT creation might be exhaustive.
or meticulously tailored to use the entirety of the allocated gas.

When it comes to NFT Transfer:

- BNB Smart Chain has a consumption rate of 79.17%. This indicates a reasonably efficient transfer operation, ensuring a smooth transition of assets across addresses.
- Fantom and Polygon, with identical figures of 93.41%, suggest a higher computational need or a more comprehensive process to ensure asset security during transfer.
- Celo consumes 69.8% of the gas. This might denote an optimized transfer mechanism or a more straightforward procedure compared to other platforms, leaving a portion of the allocated gas unutilized.

To encapsulate, Table III unearths the intricacies of gas consumption patterns across platforms, serving as a barometer to gauge operational efficiencies and offering invaluable insights to developers and users alike.

### D. Gas Price Analysis

The cost of executing a transaction on a blockchain is determined by the gas price, which is multiplied by the gas used. Gas prices essentially dictate the fee paid to miners or validators for transaction inclusion in a block. Table IV elucidates the set gas prices for different operations on various blockchain platforms.

#### BNB Smart Chain:
- The gas price remains consistent across all operations, being set at 10 Gwei (or 0.00000001 BNB). Given BNB Smart Chain’s commitment to providing scalable and low-cost transactions, a stable gas price ensures predictability for users and developers.

#### Fantom:
- At 3.5 Gwei (or 0.000000035 FTM) for all operations, Fantom offers an even lower gas price than BNB Smart Chain. The consistent pricing reflects Fantom’s operational efficiency and its design geared towards a high throughput.

#### Polygon:
- Polygon’s gas prices, though varied minutely, hover around 2.5 Gwei. The slight variations, albeit minor, could be due to the inherent floating-point imprecisions or perhaps due to a dynamic gas price setting algorithm, though the former seems more plausible.

#### Celo:
- The gas prices for Celo operations are set at approximately 2.6 Gwei (0.000000026 CELO). Interestingly, the maximum fee per gas, capped at 2.7 Gwei, gives users a ceiling for potential fluctuations, ensuring transaction costs remain within predictable bounds.

In summation, gas prices are pivotal in determining the overall cost of a transaction. As platforms strive for mass adoption, ensuring competitive, consistent, and transparent gas prices is essential. It not only fosters trust but also encourages application development and user participation by making operations financially feasible.

### VI. Discussion

The exploration and comparison of the gas metrics across various blockchain platforms, specifically BNB Smart Chain, Fantom, Polygon, and Celo, provide a compelling view of the operational efficiencies, cost structures, and user experiences offered by each. These metrics, while technical, carry profound implications for the broader blockchain ecosystem, developers, and end-users alike. Here, we delve deeper into the repercussions and broader perspectives.

#### A. Operational Efficiencies and Scalability

Gas prices: A consistent gas price, as seen in BNB Smart Chain and Fantom, speaks volumes about a platform’s predictability. While lower gas prices are invariably attractive for users and developers, consistency ensures that users can predict costs, allowing for better financial planning and resource allocation. The minute variation in Polygon’s gas price could be indicative of a more dynamic approach to network congestion and resource management, although this merits further investigation.

Gas used: The efficiency of a blockchain platform can also be gauged by looking at the gas used for each operation. A higher percentage indicates a more efficient utilization of resources, whereas a significantly lower percentage may suggest that transactions are either too complex or the network overestimates the required gas.

#### B. Cost Structures

Economic implications: Low and predictable transaction costs, like those of BNB Smart Chain and Fantom, can be major drivers for mass adoption. High transaction costs can deter users, especially for micro-transactions or frequent operations. Economically, for blockchain platforms to find widespread use in daily applications—be it in finance, gaming, or supply chain—keeping transaction costs low is paramount.

Developer attraction: For developers, the economic viability of deploying and running applications on a blockchain platform is essential. Platforms that offer competitive gas prices and consistent cost structures are likely to attract more developers, fostering a richer ecosystem of decentralized applications (DApps).

#### C. User Experience and Predictability

The end-user experience is invariably tied to costs. Unexpectedly high transaction costs can deter users, leading to a lack of trust in the platform. As seen with Celo’s capped maximum fee per gas, providing users with a cost ceiling ensures that they are not caught off guard by potential price spikes, thus enhancing user trust and experience.
D. Future Directions

Broadening the scope for mainstream acceptance: As we venture into the broader adoption of blockchain technology, an imperative is to ensure transactions remain swift and economically viable. The present data from the four platforms hints at the directionality of this progression. However, while these platforms seem poised for mainstream integration, there is an evident need for extended empirical studies on a variety of use-cases to further this claim.

Innovations and evolutions on platforms: The dynamism of the blockchain sphere cannot be overstated. Our current analysis captures just a fleeting moment in its evolution. Anticipating the future, it’s plausible to expect innovations that can redefine cost structures, enhance scalability, and introduce pioneering pricing strategies. The adaptability of these platforms will be tested, necessitating agile and proactive advancements to keep pace.

Harmonizing cross-platform dynamics: The imminent expansion of the blockchain ecosystem suggests an escalation in inter-platform operations. A profound understanding of individual platform cost structures is essential to streamline these multi-chain interactions and ensure economically efficient cross-communication.

Future Explorations and Implementations:

E. A Glimpse into the Upcoming Endeavors: Future Explorations and Implementations

1) Delving into Advanced Algorithms and Data Structures:

- Purpose: To probe deeper into the blockchain dynamics and bring to light the implications of more sophisticated processes on transactional overheads.
- Highlight: A particular emphasis will be placed on encryption mechanisms. Given their significance in ensuring data security and confidentiality, it’s imperative to understand their transactional costs in the blockchain realm.

2) Real-world Deployment of Our Proposed Model:

- Objective: To transition from theoretical frameworks to real-world applications, offering tangible solutions that can be assessed and refined.
- Case in point: We’re gearing up to integrate a recommendation system on the FTM mainnet. This move seeks to harness the potential of the platform while testing the feasibility and efficiency of our model in a live environment.

3) Addressing Privacy-Related Complexities:

- Context: In today’s digital age, user privacy and data protection have soared in importance. However, our current research hasn’t delved deeply into this domain.
- Future directions: We’ll be diving into:
  - Access control mechanisms [24], [25]: Exploring how permissions are granted or denied within the blockchain, ensuring only authorized entities can access pertinent information.
  - Dynamic policy frameworks [26], [27]: Understanding how policies that govern data access and usage can be dynamically altered, offering flexibility while maintaining security.

4) Infrastructure-Driven Approaches: Amplifying User Interactivity and System Efficiency:

- Objective: To enhance the user experience, making it more interactive, efficient, and user-centric.
- Strategies under consideration include:
  - gRPC [28], [29]: A high-performance, open-source framework that can potentially supercharge remote procedure calls, ensuring seamless communication between services.
  - Microservices architecture [30], [31]: Breaking down an application into small, loosely coupled services, each running its process, enabling swifter deployments and scaling.
  - Dynamic message transmissions [32]: Adapting the mode and format of message transmissions based on real-time requirements and constraints.
  - Brokerless systems [33]: Direct communication mechanisms eliminating intermediaries, aiming to reduce latencies and enhance data transmission rates.

At its core, the incorporation of these systems and approaches is about amplifying user interactions, making the systems more intuitive, responsive, and efficient, potentially through strategies such as API-driven calls.

In sum, the implications of our current gas metrics study pave the way for a host of future explorations. As we advance, the amalgamation of these findings will be instrumental in tailoring platform strategies, aligning developer priorities, and refining user experiences.

VII. Conclusion

By harnessing the transformative capabilities of blockchain technology, smart contracts, and Non-Fungible Tokens (NFTs),
our work offers an innovative reimagination of the blood donation paradigm. Our contributions, including the integration of blockchain in the blood supply chain, the introduction of NFT-driven electronic certification for donors, and the realization of these concepts through proof-of-concept smart contracts, underscore the promise our solutions hold.

Additionally, our commitment to platform optimization, particularly through rigorous deployment trials across Ethereum Virtual Machine (EVM) supportive platforms, emphasizes the tangible and practical significance of our research. Our decision to sidestep Ethereum due to its high cost implications epitomizes our dedication to ensuring that our innovations are not just technologically advanced, but economically viable and accessible.

In sum, our research transcends mere technological advancements. By intertwining technology with a cause as noble as blood donation, we aspire to drive change, save lives, and amplify the significance of every donor’s invaluable contribution. As we look forward, we remain optimistic about the transformative impact of our work, not just on the medical landscape but on society at large.
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Abstract—The global transportation of goods has evolved in response to varied economic demands. The rapid progression of modern scientific and technological innovations offers a shift from traditional shipping paradigms. Current systems, whether domestic like Cash-on-Delivery (CoD) or international such as Letter-of-Credit, necessitate trust-building through an intermediary—be it a carrier or a financial institution. While these conventional systems provide certain benefits, they inherently present several challenges and potential vulnerabilities, affecting both sellers and buyers. The introduction of blockchain technology and smart contracts has been explored as a viable alternative to bypass these intermediaries. However, simply removing the shipping intermediary presents its own set of issues, particularly when disputes arise. Notably, the shipper remains unaffected in situations of contention. Consequently, some models are now incorporating the shipper’s role, either as a singular entity or in collaboration with others. Yet, a considerable number of these models still depend on an external trusted party for conflict resolution. Our study introduces a unique framework, blending the robustness of blockchain, the enforceability of smart contracts, and the authenticity assurance of NFTs. This system creates a streamlined CoD operation encompassing the seller, shipper, and buyer, using NFTs to produce digital receipts, guaranteeing both proof-of-purchase and a security deposit. Furthermore, our system provides an inherent mechanism for dispute resolution. Key contributions of our work include i) The design of a novel CoD system anchored on blockchain and smart contract capabilities; ii) The incorporation of Ethereum-based NFT (specifically, ERC721) for securely logging package information; iii) The development of smart contracts that facilitate NFT generation and transfer between transactional entities; and iv) Performance evaluation and deployment of these contracts across multiple EVM-compatible platforms such as BNB Smartchain, Fantom, Celo, and Polygon, establishing the optimal environment for our innovative system.
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I. INTRODUCTION

The intricate world of shipping and logistics has always revolved around trust and verifiability, historically hinging on the foundational rapport either between buyer and seller or embedded within the trust framework of a shipping entity, notably the shipper [1]. Regrettably, within these traditional paradigms, numerous challenges have surfaced, casting a shadow on the reliability of transactions, especially in the context of international trade. For instance, consider the Letter-of-Credit (LoC) model, a time-tested mechanism used in international trade. To elucidate, let’s sketch a scenario involving a Vietnamese exporter, specializing in cashew nuts, and an importing entity situated in Italy. While seemingly straightforward, the mechanics of their transaction heavily rely on a neutral third party, conventionally a bank, to validate and authenticate the dealings. The fragile nature of this process becomes glaringly evident when crucial documents, say the LoC, go missing. The consequences can be dire, as evidenced by a 2021 event involving potential financial losses in a Vietnamese cashew shipment to Italy, all precipitated by the unavailability of requisite documents. Fortunately, swift diplomatic intervention averted a crisis. Yet, the incident remains a poignant testimony to inherent systemic frailties.

On the domestic front, where the Cash-on-Delivery (CoD) model reigns supreme, sellers are ensnared in a web of dependency on shipping companies. Under this system, profits from goods sold are typically remitted to the sellers either periodically or upon hitting predetermined financial ceilings. However, this trust-dependent system has shown its flaws. A poignant case from Vietnam during 2017-2018 involving GNN Express highlighted the vulnerability, as funds intended for sellers were misused by the shipping entity.

Such systemic vulnerabilities have instigated an earnest quest for robust, technology-driven mechanisms in the shipping sector. The genesis of Bitcoin in 2009 marked a paradigm shift, championing a decentralized, transparent Peer-to-Peer transactional ecosystem reinforced by the Proof-of-Work (PoW) consensus mechanism [2].

Building on this momentum, Ethereum entered the scene, revolutionizing the landscape with the introduction of smart contracts—autonomous, self-regulating contracts, where contractual terms and conditions transmute into programmable code lines. This technological marvel birthed transactional frameworks such as localEthereum in 2017, advocating for

---

1For reasons aligned with information security and confidentiality, we have intentionally refrained from naming the specific companies involved in these transactions from Vietnam and Italy.
4https://ethereum.org/en/whitepaper/
payment paradigms rooted in the Solidity language. While several innovative models sprouted, Ethereum’s technological acumen found resonance in other platforms, leading to the creation of EVM-integrated platforms, heralding a new era of smart contract adaptability.

Yet, the path is not devoid of hurdles. A recurring critique of many frameworks has been their apparent sidelining of a crucial player in the shipping process: the shipper. Excluding them could muddle dispute resolution processes between sellers and buyers. Recognizing this gap, subsequent studies championed the seamless incorporation of shippers via blockchain and smart contracts. However, integrating shippers isn’t the panacea; challenges like potential package damages during transit loom large.

Addressing this multifaceted issue is our primary research impetus. We harness the potential of NFT technology to meticulously encapsulate package particulars, ensuring a transparent and accountable transfer process from sellers to buyers, with shippers playing a pivotal role. The cornerstones of our research are: (a) architecting a holistic shipping framework anchored in blockchain technology and enriched with smart contracts; (b) engineering a meticulous Ethereum-based NFT mechanism (specifically ERC721) for comprehensive package information cataloging; (c) the meticulous design and deployment of NFT-empowered smart contracts, enabling seamless transactional experiences between stakeholders; and (d) rigorously assessing the performance of these smart contracts across a spectrum of EVM platforms - specifically, we install a recommendation system on four popular blockchain platforms today, supporting Ethereum Virtual Machine (EVM), including Binance Smart Chain (BNB Smart Chain); Polygon; Fantom; and Celo.

II. PRELIMINARIES

A. Understanding Blockchain

Blockchain gained prominence with Bitcoin’s debut in 2008, presented by Nakamoto. It serves as a distributed, credible, and transparent ledger. Within a peer-to-peer network, a blockchain system distributes transaction information across multiple computing devices. This facilitates a robust link between transaction participants, eliminating traditional intermediaries like banks.

Presently, blockchains are categorized into Public, Private, and Consortium. Public blockchains, like Bitcoin and Ethereum, are open for all, even anonymous participants, to validate transactions, introduce new ones, and ensure the authenticity of existing data. In contrast, private blockchains like GemOS, MultiChain, Ripple, and Eris restrict participation to authorized members. Consortium blockchains merge attributes from both types. They are designed for business needs, balancing openness with security. Examples include Hyperledger Fabric and the private configurations of Ethereum.

B. Key Blockchain Platforms

1) Ethereum: Ethereum, as described in [9], is a distributed platform that facilitates the execution of smart contracts using the Solidity language. Powered by the Ethereum Virtual Machine (EVM), Ethereum extends its capabilities to decentralized finance (DeFi), establishing protocol-bound conditions.

2) Hyperledger fabric: Hyperledger Fabric, an open-source solution [7], is tailored for enterprise requirements. With its distinct architecture, it supports dual modes—public and private blockchains. Unlike Ethereum’s reliance on EVM, Fabric employs Docker containers termed “ChainCode” for smart contract execution, offering compatibility with Java and Go, which simplifies development and lowers operational costs.

3) Celo: Celo is a decentralized platform prioritizing mobile access and stability of value. While it is EVM-compatible, it differentiates itself with a mobile-first approach. The platform incorporates stable-value tokens, ensuring that transaction fees are predictable.

4) Fantom: Fantom is a high-performance, scalable, and secure smart contract platform. Leveraging its unique Lachesis Protocol, it guarantees low time-to-finality. Being EVM-compatible means developers familiar with Ethereum can easily transition to Fantom.

5) Matic (Polygon): Polygon, formerly known as Matic, offers a scalable and interoperable framework. While it started as an Ethereum sidechain, it has evolved to support multiple chains. Its EVM compatibility and commitment to scalability make it a preferred choice for many decentralized applications.

C. Decentralized Logic: Smart Contracts

Smart contracts, known as chaincode in Hyperledger Fabric, digitally facilitate, verify, or enforce credible transactions. These self-executing contracts embed the terms directly within the code. In decentralized applications, they serve as algorithmic agents, functioning like traditional contracts.

1) Distinctive features: Smart contracts exhibit several traits:

- Decentralization: Stored across the Ethereum network, contrasting centralized solutions.
- Predictability: Act only under stipulated conditions, maintaining consistent outcomes.
- Autonomy: Automate tasks, staying dormant until activated.
- Immutable Nature: Once deployed, they’re unchangeable. However, they can be rendered inactive if pre-programmed.
- Versatility: Programmable before deployment, they cater to diverse decentralized applications.
- Trustless Operations: Enable interactions without mutual trust, as blockchain validates data accuracy.
- Openness: Being on a public ledger, their code is visible to all but remains unalterable.

1https://docs.soliditylang.org/en/v0.8.17/
2https://github.com/bnb-chain/whitepaper/blob/master/WHITEPAPER.md
3https://polygon.technology/lightpaper-polygon.pdf
5https://celo.org/papers/whitepaper
10The ETH platform was consciously excluded due to the prohibitive costs associated with smart contract operations.
2) **Functionality overview:** A smart contract’s functionality parallels that of a vending machine. It awaits the right conditions, then executes. Assets and terms are encrypted into a blockchain block. Upon activation, the contract follows the encoded logic, autonomously ensuring term adherence.

3) **Advantages:**

- **Efficient Cost Structures:** Smart contracts streamline processes that conventionally demand intermediaries. By eliminating middlemen, like banks or notaries, there’s a direct reduction in associated costs and fees. Transactions are executed automatically when predetermined conditions are met, ensuring that users only bear the essential costs of the contract’s execution.

- **Adaptive Terms for User Convenience:** Smart contracts are designed to be programmable, granting them a degree of flexibility unparalleled by traditional contracts. This adaptability allows parties to customize terms according to their specific needs. Whether it’s payment schedules, compliance criteria, or conditional operations, smart contracts can be tailored to handle diverse scenarios, enhancing user experience and satisfaction.

- **Complete Transparency and Clarity in Transactions:** Being on a blockchain, every smart contract’s terms and transactions are transparent to all involved parties. This ensures that every stakeholder can verify transaction details, reducing ambiguities and mistrust. The open nature of public blockchains further enhances transparency, as any external observer can validate the contract’s operation, fostering trust and collaboration.

- **Unwavering Reliability and Minimal External Interference:** Once deployed on the blockchain, a smart contract is immutable. This means that without the consensus of network participants, it cannot be altered, ensuring its credibility. The decentralized nature of blockchains also ensures that no single entity has control over the contract, making it resistant to censorship, fraud, and undue interference.

- **Speedy, Straightforward Deployment and Execution:** Traditional contracts can be time-consuming due to manual processes, verifications, and approvals. In contrast, smart contracts automatically execute when their conditions are met. This automation, combined with the power of blockchain technology, leads to faster transactions and contract completions. Tools like Remix simplify the development and deployment, further accelerating the entire process.

4) **Solidity and related tools:** Solidity, inspired by languages like JavaScript, C++, and Python, caters to smart contract creation for the EVM. It supports complex types, inheritance, and libraries.

   Web3.js serves as a bridge for Ethereum interactions, akin to how jQuery interacts with web servers. It facilitates Ether transfers, smart contract interactions, and more, relying on JSON RPC to communicate with Ethereum nodes.

   Remix, a development environment for Solidity, assists in contract drafting, compilation, and debugging. It provides tools for contract deployment and transaction simulations.

### D. Chosen Platforms for Implementation

Our research showcases the Letter-of-Credit Chain’s proof-of-concept on Ethereum, Binance Smart Chain, and Fantom.

1) **Binance Smart Chain:** Binance Smart Chain (BSC) is an evolution of the original Binance Chain, designed to run parallelly. Like Ethereum, BSC extends its capabilities to DApps and can be deployed on EVM-compatible platforms. BSC employs the Proof of Staked Authority (PoSA) model, a combination of Proof of Authority and Proof of Stake. Validators stake BNB tokens and earn rewards for validations. The seamless integration between Binance Chain and BSC ensures asset interoperability, benefiting from fast transactions and EVM’s capabilities.

2) **Celo:** Celo emphasizes on financial tools accessible via mobile phones. Supporting EVM-compatible smart contracts, its primary aim is to diminish financial barriers and simplify access.

3) **Fantom:** Prioritizing speed and security, Fantom provides a scalable smart contract platform. It ensures swift transaction confirmations using its Lachesis Protocol, making it a viable option for various decentralized applications.

4) **Matic (Polygon):** Polygon provides a framework for building and linking Ethereum-compatible blockchain networks. Its primary focus lies in scalability and instant blockchain transactions, catering to a multitude of DApps.

### III. RELATED WORK

Blockchain technology has increasingly found applications in domains requiring secure and transparent interactions among multiple stakeholders. This section provides an overview of these applications, culminating in the emergence of blockchain-based freight models that incorporate Non-Fungible Tokens (NFTs).

#### A. Blockchain in Delivery and Transactional Systems

Historically, blockchain has been explored as a solution to problems in various delivery systems. Some notable examples include:

- **Cash-on-Delivery:** Blockchain has been employed to address challenges in cash-on-delivery systems, ensuring both payment security and delivery assurance [10], [11].

- **Letter-of-Credit:** Blockchain’s immutability and transparency features make it suitable for modernizing Letter-of-Credit mechanisms, enhancing trust among parties [12], [13].

- **Traditional Delivery:** The technology also aids in streamlining traditional delivery processes by creating clear, tamper-proof records [5], [14].
B. Blockchain in Healthcare

Beyond delivery systems, the need for transparency and security has made blockchain a favorite for healthcare applications:

- Traditional healthcare systems leverage blockchain for securely storing and accessing patient records, ensuring both patient privacy and data integrity [15], [16].
- Blockchain’s transparent and immutable nature has led to its use in the supply chain management for blood and related products, ensuring traceability and accountability [17], [18].
- There are also systems in place that give patients control over their information, promoting a patient-centric approach to healthcare [19].

C. Bitcoin and its Limitations

Introduced in 2009, Bitcoin was a pioneering system that facilitated trust-less peer-to-peer payments [20]. However, Bitcoin’s reliance on the Proof-of-Work (PoW) consensus algorithm led to significant operational costs, both monetary and environmental [21]. The system’s constraints, particularly its limited throughput and associated high fees for transaction validations, led to the search for alternative blockchain solutions.

D. Emergence of Ethereum and Smart Contracts

In response to Bitcoin’s limitations, Ethereum emerged as a versatile platform, introducing the concept of smart contracts. These self-executing contracts, with terms directly written into code, enabled more sophisticated and customizable transactions. Ethereum’s introduction of the Solidity programming language further empowered developers to create advanced applications on the blockchain. Additionally, Ethereum showcased improved system performance compared to Bitcoin [4].

E. Decentralized Exchange Platforms

Platforms like Local Ethereum [22] and Open Bazaar [23] aimed to facilitate trust-less exchanges between buyers and sellers. While Local Ethereum focused on a direct barter system, Open Bazaar introduced a third-party, the moderator, enhancing transactional trust. These platforms emphasized transparency, ensuring all members could monitor ongoing transactions, even if not directly involved.

However, these systems’ reliance on predefined smart contracts meant inflexibility in the transaction process. Any dispute would require an external trusted party for resolution. This limitation prompted the exploration of adaptable smart contract solutions like the “middleman” [24], offering dynamic contracts with penalties for breaches.

F. Broadening the Scope: Beyond Traditional Buyer-Seller Models

Ethereum’s decentralized applications (Dapps) started considering more participants in transactional models, like shippers or shipping companies [25]. This shift in perspective highlighted the pivotal role of shippers in the transactional ecosystem. However, these models also introduced complexities in arbitration, requiring parties to post deposits as assurance against potential disputes [3], [26].

G. Our Contribution

In light of the aforementioned challenges and developments, we propose a novel blockchain-based freight model integrating NFT certificates. In our model, unique NFTs are generated upon item shipment, creating a secure, transparent, and traceable record of each transaction.

IV. Approach

A. Preliminary: Traditional Freight Transport Modalities

In specific regions, the logistics and shipment processes are overseen and authorized by specialized transport entities. These entities may perform diverse roles—either solely ensuring product delivery or overseeing the financial exchange from the consumer to the vendor. In the model depicted in Fig. 1, the consumer commits the entire invoice payment upfront. This model signifies that the transportation company’s primary responsibility is the physical delivery, devoid of any financial intermediation. The outlined process seamlessly moves from invoice consolidation to packaging, and finally, product distribution to the end consumer.

Conversely, the Cash-on-Delivery (CoD) model, prevalent in several regions, is more vendor-centric. Here, transportation companies play a pivotal role in not just delivering but also managing payment collections, as illustrated in Fig. 2. Although the CoD model ensures payment upon successful delivery, it brings forth specific risks for the merchants.

As delineated in the preceding sections, traditional freight systems possess inherent challenges. Our novel contribution aims at an intricate blend of blockchain, NFTs, and smart contracts to modernize and secure the transportation model, safeguarding against potential discrepancies among stakeholders (e.g., vendor, consumer, courier).

B. Revolutionizing Freight: The Blockchain, NFT, and Smart Contract Fusion

Our proposal, visualized in Fig. 3, hinges on three pivotal technologies: blockchain for transparent and immutable transaction recording, NFTs as digital certificates vouching for consensual agreements, and smart contracts automating contractual obligations. This amalgamation targets the eradication of reliance on central trust entities, even in conflict scenarios.

The process initiates with the vendor, who is mandated to deposit a security amount. This ensures that the product aligns with the information and quality delineated in the smart contract. The logistics company, responsible for managing couriers, deposits a fee to safeguard against potential risks like misplacement, product damage, or insolvency. The consumer’s deposit encompasses the logistics fee and a partial product deposit, the latter serving as a safeguard against arbitrary purchase cancellations.

As Fig. 3 suggests, the vendor initiates the process by cataloging the product’s specifics (e.g., weight, unit price,
type) into the system. Leveraging these details, the system’s underlying smart contract crafts a shipment contract. Once this agreement is in place, an appropriate logistics partner is chosen. All agreements and stipulations are meticulously recorded within an NFT, consented upon by all involved entities (i.e. vendor, consumer, logistics entity).

The physical shipment process, potentially involving multiple couriers, is orchestrated by the logistics company. Upon reaching the consumer and obtaining an affirmation of product integrity, the NFT records this validation. The final transactional phase sees the consumer settle any outstanding product payments, the logistics entity obtaining their fees and security deposits, and the vendor procuring the product sales revenue. Any discrepancies or contractual breaches get resolved based on the smart contract’s predefined conditions, ensuring transparency and fairness.

In culmination, all transactions get appended to the distributed ledger, making them immutable and transparent, and the system resets, readying for the next shipment cycle.

V. IMPLEMENTATION PROCESS FOR ADVANCED PATIENT-CENTRIC MEDICAL TEST RECORD MANAGEMENT

The core objective of our research paper is to leverage the innate capabilities of the blockchain, especially in the realm of Non-Fungible Tokens (NFTs), to provide a seamless experience for patients managing and sharing their medical test results. The very design of our proposed model, which emphasizes intuitive patient-centric management of test results, coupled with the ease of sharing these results with any desired entity, underscores the need to opt for EVM-enabled blockchain platforms, eschewing the Hyperledger ecosystem, to enable broader accessibility.

In this vein, our efforts have been directed towards discerning the most apt platform that can seamlessly host our model. Our search and subsequent evaluations led us to focus on four of the contemporary leading blockchain platforms, each supporting the Ethereum Virtual Machine (EVM) - Binance Smart Chain (BNB Smart Chain)\(^\text{11}\), Polygon\(^\text{12}\), Fantom\(^\text{13}\), and Celo\(^\text{14}\).

Our contributions to this domain have been further enriched by sharing the implementation details on these platforms, thus, fostering a transparent discourse around transaction costs asso-

\(^{11}\text{https://github.com/bnb-chain/whitepaper/blob/master/WHITEPAPER.md}\)
\(^{12}\text{https://polygon.technology/lightpaper-polygon.pdf}\)
\(^{13}\text{https://whitepaper.io/document/438/fantom-whitepaper}\)
\(^{14}\text{https://celo.org/papers/whitepaper}\)
associated with these platforms’ native tokens\textsuperscript{15}, namely, BNB\textsuperscript{16}, MATIC\textsuperscript{17}, FTM\textsuperscript{18}, and CELO\textsuperscript{19}.

The culmination of our assessments was directed towards ascertaining the cost-effectiveness of executing smart contracts, designed leveraging the Solidity language, on the testnet environments of these platforms. This would be instrumental in guiding our decision on the optimal platform for deployment.

A. Deployment on EVM-compatible Platforms with a Spotlight on BNB

The blockchain realm, especially platforms compatible with the Ethereum Virtual Machine (EVM), offers versatility that serves a range of applications. In discussing a tripartite model involving sellers, shippers, and buyers and bolstered with an integrated consensus protocol for payments, the superiority of EVM-compatible platforms is evident.

This section provides an intricate look at our model’s integration on these platforms, emphasizing its deployment on the Binance Smart Chain (BNB) - Fig. 4.

This figure is a snapshot highlighting transaction details on the Binance Smart Chain (BNB). Within this image, users would observe an interface displaying transaction IDs, timestamps of transactions, sender and receiver addresses, and the amount transferred. Furthermore, it likely showcases the transaction’s status (whether it’s pending, failed, or successful), gas fees associated, and possibly even a link to the block where this transaction is recorded. By analyzing this snapshot, one can discern the efficiency and speed of transactions on the BNB Smart Chain and understand its user-friendly interface.

In Fig. 5, the visualization concentrates on the non-fungible token (NFT) creation process. This graphical representation likely delineates the steps involved in minting an NFT, from selecting the digital asset, inputting metadata, determining rarity or attributes, to finally issuing or minting it on the blockchain. The figure may also exhibit the interaction with smart contracts during the NFT creation and any gas fees or computational resources required. The graphical elements emphasize the uniqueness and immutable nature of NFTs and

\textsuperscript{15}Our models were released on 11/24/2022, 8:44:53 AM UTC
\textsuperscript{16}https://testnet.bscscan.com/address/0xafa3888d1dfbe957\ \b1cd68c36ede4991e104a53\n\textsuperscript{17}https://mumbai.polygonscan.com/address/0xd9ee80d850ef3c4978dd0b099a45a559fd7c5ef4\n\textsuperscript{18}https://testnet.ftmscan.com/address/0x4a2573478c67a894e32d806\\c8dd23ee8267847\n\textsuperscript{19}https://explorer.celo.org/alfajores/address/0x4a2573478C67a894E32D806c85d23EE8E267847/transactions
the efficiency of the BNB Smart Chain in facilitating their creation.

The focus of Fig. 6 is on the intricacies of NFT transfers, especially concerning the ERC-721 token standard. This diagram likely presents an NFT’s journey from one digital wallet to another, illustrating the security protocols, verification processes, and blockchain confirmations involved. An integral aspect might also include the interaction with the underlying ERC-721 smart contract, ensuring the asset’s authenticity and ownership transfer. This figure aims to highlight the seamless and secure nature of transferring unique digital assets on platforms that adhere to the ERC-721 standard.

Continuing from earlier, our goal is to benchmark our system against four premier EVM-compatible platforms. By sharing our insights on these platforms, we aim to enlighten the community and gather actionable data. Through a meticulous analysis of smart contract execution costs in these testnet environments, we seek the platform that blends optimal cost-efficiency with performance for tangible deployments.

Our implementation model focuses on two main purposes:

1. Data manipulation (i.e., package) - initialization, query and update - on blockchain platform
2. Generation of NFTs for each order goods for easy retrieval by sellers and buyers (i.e., product reviews before and after delivery).

B. Data and NFT Initialization Procedure

The intricacies of initializing package data, from its inception to the eventual registration on the blockchain, are portrayed in Figure 7. This diagram offers an overview of the process and helps comprehend the significance of each step.

Package data is a conglomerate of multiple parameters:

- **Sender’s Details**: This pertains to the individual or entity dispatching the goods. It includes crucial aspects such as the sender’s address, the weight of the package, and specifics about the item being sent.
- **Recipient’s Details**: It’s essential to ascertain where the package is headed. Data includes the recipient’s address and an estimated time of arrival.
- **Security Deposits**: The financial security mechanisms are indispensable in maintaining the integrity of the system. Each of the three key participants - sender, recipient, and shipper - deposits an amount that acts as a safeguard, facilitating automatic resolution of potential disputes via the smart contract.
- **Metadata of the Package**: Further granular details about the package are recorded, such as which shipping company is responsible, when and where it’s to be delivered or picked up, etc. This becomes exceedingly crucial in scenarios involving multiple shippers, which could either belong to the same logistics company or different entities.

To fortify data consistency and system efficiency, the platform employs a distributed ledger model. This supports concurrent storage, mimicking a peer-to-peer network structure, enabling multiple users to store data simultaneously, thereby diminishing system latency.

The structure of package data can be understood by examining the following data representation:

```javascript
goodsObject = {
  "goodsID": goodsID,
  "deliveryCompanyID": deliveryCompanyID,
  "shipperID": shipperID,
  "type": type of goods,
  "buyerID": buyerID,
  "sellerID": sellerID,
  "quantity": quantity,
  "unit": unit,
  "packageID": packageID,
  "addressReceived": received address,
  "addressDelivery": delivery address,
  "time": time,
  "location": location,
  "state": Null
};
```

Within this structure:

- The “state” parameter is a dynamic attribute, commencing as a Null value. A change to 1 signifies the shipping company has taken possession of the goods, whereas a 0 implies it’s awaiting collection by the shipper.
- The “unit” denotes the order’s quantity. An adjunct “packageID” helps in tracking the particular package associated with the order.

Post the collection of packages from sellers, the onus falls on shippers to ensure the items are consistent with the listed details. Post verification, they’re held in a temporary digital storage before getting committed to the blockchain.

The verification process is paramount, for any discrepancies or damages can directly impact the shipping procedure. Furthermore, it establishes a foundation for resolving conflicts that might arise during the transportation of goods.
NFTs, in this context, encapsulate distinct attributes of each order. Beyond the conventional details, they also record financial commitments in the form of deposits from each party involved. The NFT structure is as such:

```
NFT PACKAGE = {
    "shipperID": shipperID,
    "sellerID": sellerID,
    "buyerID": buyerID,
    "packageID": packageID,
    "type": type of goods,
    "quantity": quantity,
    "addressReceived": received address,
    "addressDelivery": delivery address,
    "depositShipper": deposit of shipper,
    "depositSeller": deposit of seller,
    "depositBuyer": deposit of buyer,
    "time": estimated delivery time
};
```

NFTs offer a transparent mechanism to track goods and ensure accountability. For instance, in cases of delivery delays, the embedded information within the NFT provides a clear path for conflict resolution.

For more nuanced interpretations of stakeholder deposits and related topics, our preceding research works and articles offer a comprehensive discussion.

C. In-depth Examination of Data Query Process

The data query process, depicted in Fig. 8, is as intricate as the data initialization phase, and its operations are molded to accommodate multiple simultaneous participants. The overarching principle is the distributed model, which caters to an environment where several users can query data concurrently, ensuring the system’s scalability and flexibility.

Different stakeholders have distinct query requirements:

1) Shippers: Their primary focus is on logistical details. They query data to obtain specifics like the consignee’s particulars and their corresponding addresses. Such information is pivotal to ensure the seamless delivery of goods to the right destinations.

2) Sellers/Buyers: Their queries are more customer-centric. Sellers and buyers are keen on tracking the status of their orders, particularly post-dispatch and receipt. Furthermore, if any discrepancies or issues arise—be it delays or damages—they would resort to this system to glean insights and possibly initiate conflict resolution processes.

The data retrieval mechanism can be delineated as follows:

- Users, be it shippers or sellers/buyers, initiate their query through a predefined service, often implemented as an API call. These calls are essentially instructions directed at smart contracts present in the blockchain system. Each smart contract has specific functions tailored to handle a variety of tasks, and in this context, it deals with fetching the requisite data from the distributed ledger.

- Every query isn’t just a fleeting transaction; it’s logged within the system. This implies that all retrieval requests metamorphose into a query history, which is associated with the respective individual or organization. Such a chronicle can be instrumental for audit trails or to understand behavioral patterns of users over time.
A point of intrigue in this system is the handling of more complex shipping processes. When a package’s journey isn’t a straightforward ‘A to B’ route, but rather involves multiple intermediary stops with various shippers handling the goods, the complexity grows. In such multi-hop scenarios, where several shippers—either from the same or different logistics companies—are involved, NFTs play a crucial role. They act as verifiable digital tokens at each handover point, ensuring transparency and traceability.

However, the system is designed to be robust but not infallible. Instances might arise where queries return no results, possibly due to erroneous inputs like an incorrect ID. In such scenarios, the system is intuitive enough to relay a ‘not found’ message, ensuring users are promptly informed.

Lastly, when it comes to NFT-based queries, they are seamlessly integrated with the overarching system. All necessary services to handle NFT inquiries are provided as APIs, facilitating easy and efficient interactions for users.

D. An In-depth Exploration of the Data Update Mechanism

![Illustration of the data update mechanism.](Fig. 9)

Updating data within the blockchain requires utmost precision, given the immutability of records once entered. This process is not simply about making amendments; it’s about ensuring the integrity of the entire system.

Before any data can be updated, there’s a prerequisite: the data in question must exist. This might sound simple, but it’s a crucial step. This is ensured by invoking the data query procedure beforehand. In simpler terms, before attempting any changes, the system checks if the data entry to be updated is actually present. If it isn’t, the user is promptly notified with a message, as detailed in the previous Section V-C.

The architecture to support data updates is structured and methodical:

- **API Integration**: Similar to the mechanisms for data querying and initialization, the update services are provided through APIs. These Application Programming Interfaces act as gateways. They allow users to submit their update requests, which are then funneled to the appropriate part of the system for further action.

- **Smart Contract Interaction**: Once the API receives an update request, it communicates with a designated smart contract. Smart contracts are like automated intermediaries, each with specific functions to ensure that the processes within the blockchain are executed correctly. In this context, the smart contract handles the updating of data based on the request received.

- **Purpose and Implications**: The main objective of the update process is multifaceted. One primary role is to track and record the evolving status of packages as they move through various transit points. But it goes beyond mere tracking; it also addresses anomalies or issues. If something isn’t right - maybe there’s damage, or a package goes missing - the system can initiate conflict resolution mechanisms. This is achieved through a combination of smart contract logic and the attributes of Non-Fungible Tokens (NFTs).

Fig. 9 offers a visual representation of this intricate dance of data updates. When it comes to the realm of NFTs, the update dynamics take a slightly different hue. An NFT, by its very nature, is unique and cannot be replicated. Therefore, updating an NFT doesn’t mean modifying its existing attributes. Instead, when details associated with an NFT need to be changed, the system creates a brand-new NFT to capture those updates. On the surface, this might seem like a mere transfer, like moving an NFT from one owner’s address to another. But underneath, it ensures the veracity and traceability of each unique digital asset, as further explained in subsection V-B.

VI. **In-depth Evaluation of Contract Operations**

In our thorough evaluation, we scrutinize the intricacies of the expenses tied to blockchain operations, such as contract creation, NFT generation, and the dynamic transfer or retrieval of NFTs. These operations, illustrated in Fig. 5 and 6, bring with them costs. We categorize these costs under four main subsections: i) Transaction Fee; ii) Gas limit; iii) Gas Used by Transaction; and iv) Gas Price. Each of these sections offers a lens into the underlying costs and efficiencies of the blockchain processes.

Blockchain operations are often lauded for their immutable record-keeping and decentralized nature, but it’s equally essential to understand the associated costs. Contract creation, NFT generation, and transfer each have their own set of expenses. These costs ensure the sustainability of the network, compensate for the computational effort, and can also act as a deterrent against frivolous or malicious activities. A closer examination of these costs can offer insights into the economic viability of blockchain-based systems.

A. **Transaction Fee Analysis**

The transaction fee is a fundamental aspect of our evaluation. It acts as a “price” for the computational and operational services provided by the blockchain. To showcase the relative costs across various platforms, we present a detailed breakdown in Table I.

From Table I, we can infer a few pivotal insights:

- **Variability across Chains**: There’s a noticeable difference in transaction fees across different chains. For instance, the BNB Smart Chain’s contract creation is significantly higher than that of Fantom or Polygon. Such variations can be attributed to the underlying architecture, consensus mechanism, network congestion, and other chain-specific factors.
• Cost Gradient in Operations: Contract creation typically incurs a higher fee than other operations across all chains. This indicates the relative computational complexity and resources utilized during this process.

• Micro-transactions: Some fees, especially on chains like Polygon and Fantom, are incredibly minute, hinting at their potential suitability for high-frequency, low-value transactions.

Understanding these nuances is crucial for both developers and users, as it helps in making informed decisions about which chain to use, especially when balancing between operational costs and performance requirements.

B. Diving into Gas Limit Values

Gas limit refers to the maximum amount of units of gas the sender is willing to spend on a transaction or contract execution. It is a protective mechanism to ensure that a process doesn’t run indefinitely, especially if something goes wrong. The Table II provides a clear breakdown of the gas limits set for three distinct operations across four blockchain platforms.

Table II distinguishes the gas limit values for three types of operations: Contract Creation, NFT Creation, and NFT Transfer across the BNB Smart Chain, Fantom, Polygon, and Celo blockchain platforms.

Detailed Insights:

BNB Smart Chain:

• The gas limit for contract creation stands at 2,731,184.

• For creating an NFT, the gas limit is considerably lower at 109,162.

• Interestingly, transferring an NFT requires a higher gas limit of 3,000,000, which is the highest among the three operations on this chain.

Fantom & Polygon:

• Both Fantom and Polygon have identical gas limits for the operations showcased.

• Contract creation requires a gas limit of 2,736,284.

• Creating an NFT comes in at 115,762.

• Transferring an NFT consumes the least gas limit, set at 72,803.

Celo:

• Celo has a distinctively higher gas limit for contract creation, which is 3,548,719, making it the highest among the platforms presented.

The gas limit for NFT creation is 142,040.

NFT transfer operations require 85,673 as the gas limit, which, similar to the trend in Fantom and Polygon, is less than the gas limit for NFT creation.

General Observations:

• Comparative Gas Limits: Across platforms, the gas limit for contract creation is consistently higher than that of creating an NFT, indicating the relative complexity of the contract creation process.

• NFT Transfers: The gas limits for NFT transfers differ significantly between chains. For instance, on the BNB Smart Chain, the limit is exceptionally high, whereas, on Fantom and Polygon, it’s much lower. This suggests varying computational demands and efficiencies in the transfer process across these platforms.

• Consistency between Fantom and Polygon: The identical gas limits for Fantom and Polygon for all three operations might indicate similarities in their underlying architecture or processing mechanisms for these specific operations.

In general, understanding the gas limit is essential for blockchain developers and users as it provides insights into transactional and operational costs. The values in Table II offer a comparative view of the efficiency and computational demands of different operations across various blockchain platforms.

C. Insight into Gas Consumption

Table III provides a comprehensive analysis of the gas utilized for various operations across four blockchain platforms. Unlike the gas limit which signifies the maximum gas units that could potentially be spent, “Gas Used by Transaction” indicates the actual gas consumed by an operation, thus giving a clearer picture of efficiency.

Table III showcases the gas consumed in units and as a percentage of the gas limit for three main operations: Contract Creation, NFT Creation, and NFT Transfer. These operations are evaluated across BNB Smart Chain, Fantom, Polygon, and Celo blockchain platforms.

Detailed Breakdown:

BNB Smart Chain:

• The contract creation operation uses all its gas limit, consuming 2,731,184 units, which equates to 100% utilization.

• Creating an NFT also exhausts its set gas limit, utilizing 109,162 units or 100%.
In contrast, NFT transfer is highly efficient, consuming only 57,003 units, which is just 1.9% of its gas limit.

Fantom & Polygon:
- Both Fantom and Polygon have matching gas utilization statistics.
- Contract creation and NFT creation operations use up their entire gas limit, consuming 2,736,284 and 115,762 units respectively, which translates to 100% utilization for both.
- The NFT transfer operation, however, uses 68,003 units, or 93.41% of its gas limit, indicating a high efficiency but not as optimal as the previous two operations.

Celo:
- For contract creation, 2,729,784 units of gas are used, translating to 76.92% utilization of its gas limit.
- Creating an NFT follows the same pattern with 109,262 units consumed, equating to 76.92
- The NFT transfer operation on Celo uses 59,803 units, or 69.8% of its allocated gas limit.

**Observations:**
- Full Utilization on BNB Smart Chain, Fantom, and Polygon: For the operations of contract creation and NFT creation, both the BNB Smart Chain and Fantom-Polygon duo show a 100% gas utilization, indicating that these operations are maximally optimized or perhaps the gas limits set are just adequate for these operations.
- Diversity in NFT Transfer Efficiency: The efficiency of the NFT transfer operation varies significantly across platforms. BNB Smart Chain is highly efficient, utilizing only a small fraction of its gas limit, while Fantom and Polygon use over 90%. Celo falls in between, using just under 70%.
- Celo’s Consistent Utilization Pattern: Celo displays a consistent pattern of gas consumption across the operations, with both contract and NFT creation operations having identical utilization percentages. This could hint at a standard optimization mechanism or architectural decision inherent to the Celo platform.

In essence, Table III offers an in-depth perspective on the operational efficiency of various tasks across different blockchains. Such insights are invaluable for developers and users to understand the performance and optimization levels of each platform for specific operations.

**D. Gas Price Analysis Across Blockchain Platforms**

Table IV delves into the nuances of gas prices associated with specific blockchain transactions. Gas prices are critical as they are the cost per unit of gas, and thus dictate the transaction fee users will pay for their actions on a given blockchain network. By understanding these prices, users can gauge the economic feasibility of their operations on each platform. This table enumerates the gas prices for three primary blockchain operations: Contract Creation, NFT Creation, and NFT Transfer. These prices are examined across four prominent blockchain platforms: BNB Smart Chain, Fantom, Polygon, and Celo.

- **BNB Smart Chain**: Across all three operations, the gas price remains consistent at 0.00000001 BNB, equivalent to 10 Gwei. This uniformity suggests a standardized price point for transactions on this platform, regardless of the operation’s nature.
- **Fantom**: Fantom too demonstrates a steady gas price for all operations at 0.0000000035 FTM, equating to 3.5 Gwei. This price is lower than BNB Smart Chain, hinting at more economical transactions on the Fantom network.
- **Polygon**: Polygon’s gas prices for each operation are consistent at the microscopic level of 0.0000000002500000012 MATIC and 0.0000000002500000016 MATIC, which translate to 2.500000012 Gwei and 2.500000016 Gwei, respectively. While there are slight variations in the gas price between the operations, they are marginal and may result from intricate calculations or rounding mechanisms inherent to the Polygon platform.
- **Celo**: Celo’s gas prices for all three operations are set at 0.0000000026 CELO. These prices correlate with a Max Fee per Gas of 2.7 Gwei. The “Max Fee per Gas” metric in Celo might indicate a pricing cap or standard set by the platform to ensure price stability.
Insights:

- **Uniformity Across Platforms:** Both BNB Smart Chain and Fantom showcase a uniform gas price across all operations, while Polygon and Celo exhibit minimal variations. Such consistency can help users predict their transaction costs with higher accuracy.

- **Comparative Economy:** When juxtaposing the platforms, Fantom and Polygon present themselves as the more economical options, with gas prices lower than BNB Smart Chain. Celo, while being slightly higher than Polygon, still offers a competitive rate, especially when compared to BNB Smart Chain.

- **Gwei Representation:** Representing gas prices in Gwei offers a standardized lens to compare across blockchains. Gwei is a common denomination used in the context of Ethereum-based blockchains, making it a familiar reference point for many users.

In conclusion, Table IV serves as a valuable resource for users to understand and compare the financial implications of their actions on different blockchain platforms. By staying informed on these gas prices, users can make more informed decisions about where and when to transact.

### VII. Discussion

#### A. Threats to Validity

Our study, while comprehensive in its approach, acknowledges potential threats to its validity. One prominent challenge is the dynamic nature of gas prices. They are known to fluctuate based on network congestion, overall demand, and blockchain-specific factors, meaning our analysis, which captures a specific moment in time, might not remain representative in the future. Furthermore, each blockchain platform has its unique mechanisms, such as gas auctions, that can introduce variations in gas prices and potentially lead to disparities in the actual transaction costs. External economic factors also play a pivotal role. The volatile nature of cryptocurrency valuations means the conversion of gas prices to traditional currency can vary greatly, impacting the real-world perception of operational costs. Lastly, our findings focus on a select group of operations and platforms, raising questions about the generalizability of our conclusions to other operations or nascent blockchain platforms.

#### B. Observations and Findings

Several key observations emerge from our analysis. Platforms like the BNB Smart Chain and Fantom exhibit a remarkable uniformity in their pricing structure across operations, which could potentially simplify cost predictions for users. There’s also an evident economic disparity between platforms. For instance, when observing gas prices, Fantom and Polygon present themselves as more economical choices compared to the BNB Smart Chain. Notably, the consistent use of Gwei as a unit for expressing gas prices provides a standard frame of reference, which aids in drawing comparative conclusions across diverse blockchains.

#### C. Future Work

The future direction of our research aims to address some of the identified limitations and expand the horizons of our current findings. A temporal analysis could be beneficial, wherein tracking gas prices over extended periods might help identify patterns like peak congestion periods or times conducive to economical transactions. As the blockchain ecosystem grows, incorporating newer platforms into our analysis can offer a holistic view of the evolving landscape. A deeper dive into the economic models driving each blockchain platform might provide clarity on the reasons behind the observed gas prices. Furthermore, examining user behavior in response to fluctuating gas prices can offer invaluable insights into transaction patterns, platform preferences, and challenges hindering blockchain adoption.

The delineation of our subsequent directions in research is pivotal for contextual understanding. We are inclined to delve deeper into the introduction of intricate methods and algorithms, specifically those related to encryption and decryption. Such operations, foundational to preserving data integrity and security in blockchain platforms, offer a paradigm to examine the pecuniary ramifications of safeguarding transactional data on the blockchain [27], [28]. Parallel to this, the exploration of complex data structures presents a unique lens, offering insights into the interplay between data intricacies and transactional efficiency. The impetus to deploy our proposed model in a tangible, operational realm is palpable. The very act of transposing our recommendation system onto the FTM mainnet would be a leap from a sandboxed environment to a live ecosystem pulsating with real transactions. A discernible lacuna in our present analysis is our oversight of the multifaceted dimensions of user privacy policies. With citations underscoring the imperatives of access control and dynamic policy [29], [30], [31], [32], we’re inclined to probe the nuances of how these privacy constructs shape transaction costs. Future vistas beckon us towards a slew of infrastructure-centric methodologies. The confluence of modernist paradigms like gRPC [33], [34], Microservices [35], [36], adaptive messaging systems, and broker-less architectures [37] presents a promising trajectory. A pivot towards an API-call-centric interface may very well be the linchpin, bridging users with a system that seamlessly obfuscates its underlying complexities while offering a user-centric experience.

<table>
<thead>
<tr>
<th>Table IV. Gas Price</th>
<th>Contract Creation</th>
<th>Create NFT</th>
<th>Transfer NFT</th>
</tr>
</thead>
<tbody>
<tr>
<td>BNB Smart Chain</td>
<td>0.00000001 BNB (10 Gwei)</td>
<td>0.00000001 BNB (10 Gwei)</td>
<td>0.00000001 BNB (10 Gwei)</td>
</tr>
<tr>
<td>Fantom</td>
<td>0.0000000035 FTM (3.5 Gwei)</td>
<td>0.0000000035 FTM (3.5 Gwei)</td>
<td>0.0000000035 FTM (3.5 Gwei)</td>
</tr>
<tr>
<td>Polygon</td>
<td>MATIC (2.500000012 Gwei)</td>
<td>MATIC (2.500000016 Gwei)</td>
<td>MATIC (2.500000016 Gwei)</td>
</tr>
<tr>
<td>Celo</td>
<td>0.0000000026 CELO</td>
<td>0.0000000026 CELO</td>
<td>0.0000000026 CELO</td>
</tr>
</tbody>
</table>
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VIII. Conclusion

Motivated by the pressing need to bridge this gap, our research ventured into the realm of NFTs, harnessing their potential to encapsulate package specifics. Our multi-pronged approach aimed at architecting a robust shipping paradigm anchored in blockchain, enriched with the finesse of smart contracts, and enhanced by NFTs. The meticulous design and deployment of NFT-empowered smart contracts have laid the groundwork for transparent, accountable, and seamless interactions among all stakeholders, including shippers. Our empirical assessment, spanning several leading EVM platforms, not only corroborates the viability of our proposed model but also underscores the transformative potential it holds for reshaping the shipping and logistics sector.

In conclusion, while blockchain technology and smart contracts herald a promising dawn, the path to holistic and inclusive transactional frameworks demands continuous innovation and introspection. Our endeavor stands testament to this, striving to chart a course where trust is not merely assumed but systematically engineered.
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Abstract—Human-Human Interaction Recognition (H2HIR) is a multidisciplinary field that combines computer vision, deep learning, and psychology. Its primary objective is to decode and understand the intricacies of human-human interactions. H2HIR holds significant importance across various domains as it enables machines to perceive, comprehend, and respond to human social behaviors, gestures, and communication patterns. This study aims to identify human-human interactions from just one frame, i.e., from an image. Diverging from the realm of video-based interaction recognition, a well-established research domain that relies on the utilization of spatio-temporal information, the complexity of the task escalates significantly when dealing with still images due to the absence of these intrinsic spatio-temporal features. This research introduces a novel deep learning model called AdaptiveDRNet with Multi-level Attention to recognize Human-Human (H2H) interactions. Our proposed method demonstrates outstanding performance on the Human-Human Interaction Image dataset (H2HID), encompassing 4049 meticulously curated images representing fifteen distinct human interactions and on the publicly accessible HII and HIIv2 related benchmark datasets. Notably, our proposed model excels with a validation accuracy of 97.20\% in the classification of EfficientNet, InceptionResNetV2, NASNet Mobile, ConvXNet, ResNet50, and VGG-16 models. H2H interaction recognition’s significance lies in its capacity to enhance communication, improve decision-making, and ultimately contribute to the well-being and efficiency of individuals and society as a whole.

Keywords—Human interaction recognition; still images; AdaptiveDRNet; multi level attention; human interactions

I. INTRODUCTION

Human-human interactions are the fundamental building blocks of human society, influencing various aspects of our lives, from personal relationships to collaborative efforts in professional settings. The study of these interactions has garnered increasing attention in recent years, driven by advancements in social psychology [1], communication sciences, and technology. Human-human interaction recognition from still images using deep learning has emerged as a compelling and cutting-edge research area with profound implications for a wide range of applications. In an era characterized by the ubiquity of image data and the growing demand for automated systems capable of understanding human behaviors, this field stands at the forefront of technological innovation.

In real-life scenarios, deep learning-based frameworks for recognizing human interactions in still images [2] find application in diverse fields. They play a crucial role in social behavior analysis [3] by detecting and deciphering subtle cues in body language and gestures, facilitating a deeper understanding of human interactions. They also find utility in educational settings, specifically identifying classroom interactions. Analyzing human interactions yields valuable behavioral data, facilitating data-driven decision-making across diverse industries. Enabling systems to understand user behavior and intentions through images can create more intuitive interfaces across applications, from gaming to virtual reality, seamlessly adapting technology to human interaction and preferences. Furthermore, these frameworks assist in automated content tagging on social media and content-sharing platforms, enhancing content discoverability.

The proposed AdaptiveDRNet with Multi-level Attention model represents a significant advancement in human interaction recognition from still images, standing out for its distinctive architectural features. The proposed network combines the multi-level attention mechanism and an adaptive deep residual network to enhance its ability to recognize human-human interactions in images. The term “Adaptive” signifies the model’s dynamic ability to adjust its focus and attention within the input data. This adaptiveness is facilitated by the Multi-level self-attention mechanism that allows the model to intelligently prioritize important information, enhancing its capacity to discern complex human interactions. Instead of relying on a single, global attention mechanism, the model employs multiple attention levels. This approach enables the model to adaptively focus on salient image regions, capturing fine-grained spatial dependencies and intricate patterns crucial for accurate recognition. The residual connections help capture and propagate important information through the network. Additionally, the model incorporates depthwise separable convolution, batch normalization, and the Swish activation function. This combination improves computational efficiency and bolsters generalization, enabling the model to adapt effectively to diverse interaction scenarios. The Swish activation enhances non-linearity, and batch normalization aids in stable training, reducing overfitting risks. The proposed model offers a distinct advantage over other existing deep learning models for H2H Interaction recognition from images by incorporating the GELU (Gaussian Error Linear Unit) activation function instead of the traditional ReLU (Rectified Linear Unit) in the fully connected Dense layers. GELU activation, known for its smoothness and non-linearity, provides an essential edge to this model. In contrast to ReLU, which can suffer from vanishing gradients in deeper networks, GELU maintains gradient flow, facilitating the learning process in a deeper architecture.
Combining multi-level self-attention, efficient convolutional operations, and enhanced activations, this model excels in capturing nuanced details and spatial relationships, offering superior generalization for human interaction recognition from images, surpassing existing models in this field.

The proposed model mainly classifies the Human-Human Interaction images into fifteen categories: Celebrating, Dancing, Dining, Handshaking, Hugging, Protesting, Punching, Pointing, Waving, Kicking, Kissing, Highfive, RaisingHands, Talking, Teaching.

The main contributions of this research are: (a) Creation of a novel image dataset for the recognition of Human-Human Interactions (H2HID) with comprehensive data labelling. (b) Recognition of Human-Human Interaction in images is carried out using the proposed AdaptiveDRNet with Multi-level Attention. (c) Introduction of Regularized Categorical Cross-entropy (RCCE) Loss Function. (d) The model proposed in this study is assessed on three related standard benchmark datasets, HII, HIIv2 and Stanford40. (e) Result analysis with various well-established deep learning models based on accuracy and trainable parameters.

The structure of this research paper can be outlined as follows: The comprehensive exploration of related works is discussed in Section II. Section III delves into the intricacies of our proposed method, meticulously detailing our approach, which encompasses data preparation, the network architecture of the proposed model, and details of the loss function utilized. Section IV delves into the experimental results with various standard models on our curated H2HID dataset using various performance metrics and analysis of results with various available related datasets based on accuracy and the number of trainable parameters. The final section summarizes our unique contributions, emphasizing significance and discusses the future scope of this research.

II. RELATED WORKS

The study of human-human interactions (HHI), human-object interactions (HOI), human-computer interaction (HCI) and human actions has been a prominent research focus in the analysis of video sequences. However, it is noteworthy that there has been a noticeable decrease in the volume of research dedicated to exploring these topics when shifting the focus from video sequences to static still images. Tanisik et al. [6] introduced a range of facial region-based descriptors in their research. Their experiments revealed that while these facial descriptors offer valuable insights, their standalone use yields less effective results. However, when integrated with global scene features, particularly deep features, the proposed facial descriptors exhibited enhanced recognition performance and demonstrated the capability to recognize human interactions in static images. The authors have attained 80.11% accuracy using their collected Human Interaction image dataset. Gong et al. [7] introduced a new image dataset containing four distinct categories of human interactions. Li et al. [8] proposed a new method for transferring knowledge from images to videos, which adapts well to video data with limited training samples. They employ class-specific spatial attention maps within Convolutional Neural Networks (CNNs) to transform video frames into a condensed feature representation. Their approach incorporates a new Siamese EnergyNet framework, optimizing two loss functions to enhance attention maps aligned with ground truth concepts. They have attained 96.8% accuracy on HII data using the fine-tuned ResNet101 model. In another study, Tanisik et al. [9] delved into the significance of human poses in discerning human interactions within still images. Their novel approach introduces a multi-stream convolutional neural network architecture, harmonizing diverse human pose information to enhance human interaction recognition. Various pose-based representations are scrutinized, and extensive experimentation on an expanded benchmark dataset validates the efficacy of their multi-stream pose CNN in distinguishing a broad spectrum of human interactions and poses. When coupled with contextual information, it serves as a valuable tool for discriminative insights into human-human interactions. They have attained 92.78% accuracy in recognizing human interactions. Verma et al. [10] have employed a feature-based neural network to identify human interactions in images. Tang et al. [11] devised a novel approach to enhance vision-based safety compliance checks by explicitly categorizing worker-tool interactions. Their human-object interaction recognition model, built upon this detector and dataset, also delivered impressive results. On the other hand, Zhou et al. [12] tackled the detection and recognition of Human-object interactions (HOI) in images. They introduced a cascaded parsing net (CP-HOI) that employs a multi-stage, structured approach for HOI understanding. CP-HOI refines HOI proposals through instance detection and structured interaction reasoning (SIR) modules, utilizing a graph parsing neural network (GPNN) to represent HOI structures as interconnected graphs, enhancing contextual information extraction for better interaction comprehension.

On the contrary, there is a substantial body of literature dedicated to the recognition of human interactions in video streams. Numerous references, such as Zhou et al. [13] and Tapaswi et al. [14], have extensively explored this domain by utilizing traditional classification techniques. Nguyen et al. [15] utilize handcrafted features in conjunction with a three-layer convolutional neural network for model training. Yan et al. [16] introduce a CNN-based network to extract features, while Shu et al. introduce Hierarchical Long Short-Term Memory (HLSTM) network [17] to handle temporal information. Alazrai et al. [18] introduced an H2H interaction video dataset having 12 interactions giving more focus on the Pointing, Kicking and Punching interaction. Lee et al. [19] have recognized eight different interactions. Guerdelli et al. [20] provided a comprehensive overview of interpersonal relation recognition datasets and well-established methods, aiding researchers in gaining deeper insights into their characteristics.

Human interaction recognition is a specific area within the broader field of human action recognition. Thus, in addition to our focus on human interaction, we have also listed some notable and relevant existing research and studies in the field of action recognition. Zhang et al. [21] introduced an approach for recognizing actions in static images while minimizing the need for extensive annotations. Luo et al. [22] employed an improved EfficientNet framework to recognize human behaviours. In another study, Yu et al. [23] have proposed a deep ensemble learning model to recognize human actions in still images. In our prior research endeavours focused on Action Recognition, our primary objective was to predict various workout actions from still images [24], subsequently
classifying them into ten distinct workflow categories. It’s worth highlighting that the proposed WorkoutNet model showcased a remarkable validation accuracy of 92.75% when rigorously assessed on our WALd dataset. Siyal et al. [25] have proposed a Residual CNN model for feature extraction and SVM as a classifier to categorize human actions in still images. Saif et al. [26] have proposed an InceptionResNetV2-based CNN-LSTM model to recognize actions in videos.

Existing standard image datasets HII [27] and HIIv2 [6] have been pivotal in driving progress in the field of human interaction recognition. However, these publicly available datasets often lack specificity in terms of interaction types. The publicly available HII [27] dataset initially focused on four distinct human interaction categories, while the HIIv2 [6] dataset expanded this scope to include ten different human interaction classes. To further enhance the resources available for researchers and practitioners in the field, we have introduced the Human-Human Interactions Image dataset (H2HId), which comprises fifteen diverse types of human interactions. Our primary objective is to furnish the research community and professionals with valuable assets that can be utilized to develop and assess models designed to classify and recognize human interactions depicted in images accurately. This dataset will contribute to enhancing the generalization capabilities and real-world applicability of Human-human interaction recognition models, particularly in the context of interaction recognition.

The proposed AdaptiveDRNet model revolutionizes human interaction recognition from still images with multi-level self-attention, efficient convolution, and GELU activation. It dynamically adapts focus, captures fine details, and maintains gradient flow, outperforming traditional models.

### III. PROPOSED METHOD

The method commenced by gathering human interaction images and standardizing them to a consistent size with augmentation. Subsequently, the curated dataset underwent division into training, validation, and test sets. Data augmentation was employed to enhance the training data. The proposed model, integrated with Callback functions, facilitated model training and extraction of image features. Ultimately, human-human interactions were categorized using the last layer of the proposed model, specifically the Softmax layer. The illustration of the proposed method can be visualized from Fig. 1.

Recognizing the need for research methodologies that can perform efficiently with limited computational resources, this study introduces the AdaptiveDRNet with Multi-level Attention to recognize various human interactions in still images. The subsequent sections provide detailed insights into the following aspects: a) Training dataset preparation, b) AdaptiveDRNet with ML-Attention: Model Architecture, c) Description of the employed loss function, and d) Advantage of AdaptiveDRNet ML-Attention model.

#### A. Dataset Preparation

The dataset capturing Human-human interactions (H2HId) has been meticulously curated, enhanced through augmentation techniques, and then resized all images to a uniform resolution of 224 x 224. The collected images are in RGB. There are a total of 15 different human interaction categories. Some sample images of the collected H2HId dataset are highlighted in Fig. 2. The dataset details are given in Section IV(A).

![Fig. 2. H2HId data sample.](image)

#### B. AdaptiveDRNet with ML-Attention: Model Architecture

The proposed Adaptive Deep Residual Network (AdaptiveDRNet) with Multi-level Attention model architecture comprises an initial convolutional layer with 32 filters, followed by three sets of residual blocks with attention mechanisms. The model begins with an input layer configured to accept RGB images with dimensions of 224x224 pixels. The initial layer is a 2D convolutional layer with a 3x3 kernel, utilizing 32 filters and applying the GELU activation function, followed...
by batch normalization. Subsequently, three residual blocks with Self-Attention mechanisms are employed. Each block encompasses a depthwise convolution layer with a 3x3 kernel and either a stride of 1 (for the first block) or 2 (for subsequent blocks), maintaining spatial dimensions with 'same' padding. Batch normalization and Swish activation functions follow. The block also features a 1x1 convolutional bottleneck with varying filter sizes (64, 128, and 256, respectively, for each block) to capture and transform features. Self-Attention layers are introduced to capture long-range dependencies within the data. The model also comprises a Global Average Pooling (GAP) layer, succeeded by two dense layers consisting of 128 and 256 units, both utilizing GELU activation and dropout with a rate of 0.15 for regularization. Finally, the output layer is a dense layer employing the softmax activation function for classification into 15 human interaction classes. The model has 419,279 trainable parameters. This architecture offers a versatile and customizable framework for image classification tasks, with the flexibility to fine-tune hyperparameters based on specific datasets and requirements. The layered diagram representing the proposed AdaptiveDRNet with ML-Attention model, which is employed to implement the proposed work, is illustrated in Fig. 3.

The proposed AdaptiveDRNet ML-Attention model architecture is outlined as follows:

**Input Layer:** The model takes input images with a shape of 224x224 pixels and three color channels (RGB).

**Initial Convolution Layer:** The input images are processed by a convolutional layer with 3x3 kernels having 32 filters, batch normalization (BatchNorm) layer, and a GELU activation function. This layer extracts basic features from the input images. The choice of a GELU activation function is pivotal, as it captures non-linearities more effectively than traditional activation functions. This layer’s primary role is to extract low-level features from input images while maintaining spatial dimensions. Batch normalization aids in faster convergence and mitigating overfitting, ensuring smoother training. The first convolution layer applies a set of filters to the input, followed by batch normalization and a GELU activation function, which introduces non-linearity. The 2D convolution operation is represented as illustrated in Eq. (1). Here, \( y(q, r) \) is the output at position \((q, r)\) denotes the feature map, \( x(l, m) \) represents the input feature map, \( w(l, m) \) are the convolutional filter weights and \( b \) denotes the bias term.

\[
y(q, r) = \sum_{l=0}^{L-1} \sum_{m=0}^{M-1} x(q + l, r + m) \cdot w(l, m) + b \quad (1)
\]

**Batch Normalization Layer (BatchNorm):** Batch Normalization is a method employed to standardize the output of a layer. This process involves subtracting the mean of the batch and dividing it by the batch standard deviation. This process can be mathematically represented as illustrated in Eq. (2). In this equation, \( y_B \) represents the normalized output, \( I \) is the input to the BatchNorm layer, \( \mu \) denotes the batch mean, \( \sigma^2 \) stands for the batch variance, \( \beta \) denotes the shifting parameter (learnable), \( \epsilon \) is a small constant added for numerical stability, \( \gamma \) represents scaling parameter (learnable).

\[
y_B = \frac{I - \mu}{\sqrt{\sigma^2 + \epsilon}} \cdot \gamma + \beta \quad (2)
\]

**Res-Attention Block:** The proposed model comprises three Residual Attention (Res-Attention) blocks that serve as a powerful feature extraction unit. This block consists of several key layers, starting with a depthwise separable convolutional layer, followed by the BatchNorm layer and the Swish activation. Each block follows a consistent pattern, commencing with depthwise convolution, which performs spatial convolutions independently for each channel, preserving spatial dimensions. This is particularly beneficial for capturing fine-grained details in the image.

The DepthwiseConv2D layer performs a depthwise convolution operation, where each input channel is convolved separately with its own set of learnable filters. The DepthwiseConv2D operation can be represented as illustrated in Eq. (3). The operation is performed independently for each input channel, resulting in an output with the same number of channels as the input. Here, \( Y_{i,j,k} \) is the value of the output feature map at position \((i, j)\) and channel \( k \), \( X_{(i+d-1),(j+e-1),k} \) is the value of the input feature map at position \((i+d-1, j+e-1)\) and channel \( k \), \( K_{d,e,k} \) is the value of the depthwise convolution filter at position \((d, e)\) and channel \( k \), \( B_k \) is the bias term for channel \( k \) and the summation is over the filter size \( D \) and both spatial dimensions.

\[
Y_{i,j,k} = \sum_{d=1}^{D} \sum_{e=1}^{D} X_{(i+d-1),(j+e-1),k} \cdot K_{d,e,k} + B_k \quad (3)
\]

The proposed model incorporates Swish activation functions [28], a choice made due to their well-known smoothness.

![Fig. 3. Proposed adaptiveDRNet ML-attention model.](image-url)
characteristics and effectiveness in enhancing overall model performance. Subsequently, a 1x1 convolutional bottleneck further processes the features. The distinctive feature is the Self-Attention Layer, which calculates attention scores between spatial locations, allowing the block to weigh the significance of different regions and capture global dependencies. Like the residual blocks, the Attention Block includes a residual connection that adds the Self-Attention output to the original input feature map. This combination of residual connections and Self-Attention enables the block to effectively capture both local and long-range contextual information, making it a valuable building block for image recognition tasks where understanding spatial relationships and context is crucial for accurate classification.

Attention Mechanism: The role of the attention mechanism is pivotal in augmenting the performance of the proposed AdaptiveDRNet model. The attention mechanism, based on the scaled dot-product attention mechanism, is employed to selectively emphasize and de-emphasize features within the intermediate representations of the network. Its importance lies in its ability to capture and focus on crucial information while discarding less relevant details. The attention mechanism is represented using mathematical equations illustrated in Eq. (4), Eq. (5) and Eq. (6).

At first, the Query (Q), Key (K), and Value (V) are obtained by projecting the input (X) using learnable weight matrices \( W_q, W_k, \) and \( W_v \), respectively.

\[
Q = X \cdot W_q K = X \cdot W_k V = X \cdot W_v \tag{4}
\]

The attention logits are calculated as the dot product of Q and K, scaled by the square root of the dimension of K. Here, \( d_k \) denotes the dimension of the key vectors.

\[
\text{AttLogits} = \frac{Q \cdot K^T}{\sqrt{d_k}} \tag{5}
\]

The attention weights are computed by applying the softmax function to the attention logits (\( \text{AttLogits} \)) as illustrated in Eq. (6).

\[
\text{AttWeights} = \text{softmax}(\text{AttLogits}) \tag{6}
\]

Finally, the attention output is obtained by taking the weighted summation of the values (V) utilizing the attention weights (\( \text{AttWeights} \)) as illustrated in Eq. (7).

\[
\text{AttOutput} = \text{Att Weights} \cdot V \tag{7}
\]

Here, the “Multi-level Attention” aptly characterizes the attention mechanism within our proposed model due to its ability to operate on multiple levels or scales of information. This means that it can simultaneously focus on fine-grained details and broader context within the input data. It’s not limited to a single level of attention but rather incorporates various levels, making it a versatile tool for capturing nuanced relationships and patterns in the data. The attention mechanism’s significance in the proposed model is multifaceted.

Firstly, it aids in the model’s ability to focus on relevant regions of the input, thereby improving feature selection. Secondly, it enhances feature refinement by amplifying important information. Lastly, it facilitates gradient flow during training, as it provides a clear path for gradients to propagate through the network.

Global Average Pooling (GAP) Layer: After the residual attention blocks, GAP is performed, which reduces the spatial dimensions to a single vector for each feature map while retaining essential information. This operation helps in creating a fixed-size representation of the features extracted by the previous layers. GAP calculates the average value of each feature map, effectively summarizing the presence of specific features across the entire image. This is essential for making the model translation-invariant, allowing it to recognize objects regardless of their position in the image. GAP contributes to reducing the model’s computational complexity and parameters, making it more efficient. The GAP operation is represented using Eq. (8). Here, \( \text{GAP}(Y_3)[c] \) represents the spatial average value of channel c in the feature map \( Y_3 \), which is the output of Res-Attention Block 3 in the model. \( K \) and \( L \) are the spatial dimensions of the feature map, and \( C \) is the number of channels. The GAP operation is applied independently to each channel, calculating the spatial average of values across the entire spatial region of \( Y_3 \).

\[
\text{GAP}(Y_3)[c] = \frac{1}{K \cdot L} \sum_{i=1}^{K} \sum_{j=1}^{L} Y_3[i, j, c] \tag{8}
\]

Fully Connected Layers: The proposed model comprises two dense layers (fully connected) with GELU activation. The initial dense layer comprises 128 units, succeeded by a dropout layer configured having a 0.15 dropout rate, strategically employed to mitigate overfitting. The subsequent dense layer consists of 256 units, accompanied by yet another dropout layer with an identical dropout rate. These layers enable the model to learn complex patterns and relationships in the feature representations produced by the earlier layers. The dropout layers further prevent overfitting by randomly deactivating a fraction of neurons during training.

The GELU activation function applied to the fully connected dense layer is mathematically represented using Eq. (9). This activation function introduces a layer of non-linearity into the network, enabling it to capture intricate relations and patterns within the data. Let’s denote the input to the fully connected layer as \( I \), which is a vector of activations from the previous layer. The GELU activation denoted by \( G(I) \) is applied element-wise to each element of the input \( I \). In Eq. (9) and Eq. (10), \( I \) represents the input to the fully connected layer, \( \text{tanh} \) is the hyperbolic tangent function, \( \sqrt{\frac{2}{\pi}} \) is a constant and 0.44715 is a constant. GELU helps with the vanishing gradient problem and is utilized in the proposed model for improved performance.

\[
G(I) = \frac{1}{2} I (1 + \text{tanh}(R1)) \tag{9}
\]

\[
R1 = \left( \sqrt{\frac{2}{\pi}} (I + 0.044715I^2) \right) \tag{10}
\]
Output Layer: The ultimate layer of the proposed model consists of a dense layer comprising 15 units, as there are 15 human interaction categories. It employs softmax activation to produce probabilities for each human interaction class, making it suitable for multi-class classification.

The illustration in Fig. 4 emphasizes the filter outputs stemming from an image belonging to the ‘Pointing’ interaction class. Specifically, it highlights the outputs originating from the 1st DepthwiseConv2D layer (1st Res-Attention block), the 2nd DepthwiseConv2D layer (2nd Res-Attention block), and the 3rd Conv2D layer (2nd Res-Attention block). It’s worth noting that the numbering of these layers aligns with the sequence provided in the layered diagram of the model, which is depicted in Fig. 3.

![Feature map visualization of some layers.](Image)

Thus, this model architecture incorporates convolutional layers for feature extraction, deep residual blocks with attention mechanisms to capture important features, global average pooling to reduce spatial dimensions, and fully connected layers with dropout enable classification. The attention mechanism between the convolutional layers allows the model to focus on relevant image regions, which can be crucial for tasks with complex visual patterns. The final output layer provides class probabilities for making predictions.

The proposed AdaptiveDRNet model architecture is meticulously designed to capture features at different levels, from low-level details to high-level contextual information with Multi-level Self Attention. The Self-Attention mechanism is a key innovation, enhancing the model’s ability to capture spatial relationships, making it well-suited for image classification tasks where context and object dependencies are critical. The Multi-level Attention mechanism enables the model to adaptively focus on important features within the data, enhancing feature selection and representation learning.

### C. Loss Function Details

In addressing the multi-class nature of this study, the Regularized categorical cross-entropy (RCCE) loss function is employed to quantify the error that the model seeks to decrease throughout its training. The Standard categorical cross-entropy loss \(SCCE_{\text{Loss}}\) is expressed as illustrated in Eq. (11). Here, \(y_{tp}^{(k)}\) represents actual probability of class \(k\) and \(y_{pp}^{(k)}\) represents the anticipated probability of class \(k\).

\[
SCCE_{\text{Loss}} = -\sum_{k=1}^{M=15} y_{tp}^{(k)} \cdot \log(y_{pp}^{(k)}) \quad (11)
\]

The \(RCCE_{\text{Loss}}\) function adds an extra term, which is the L2 regularization [29] term (LT), to the standard loss as mathematically illustrated in Eq. (12).

\[
RCCE_{\text{Loss}} = SCCE_{\text{Loss}} + LT \quad (12)
\]

The L2 regularization term (LT) is mathematically expressed as shown in Eq. (13). Here, \(y_{tp}\) denote the true probability distribution (one-hot encoded labels) of class membership, \(y_{pp}\) denote the predicted probability distribution (model’s output) of class membership and value of \(M\) is 15 which denotes the number of interaction classes in the dataset.

\[
LT = \sum_{k=1}^{M=15} (y_{pp}^{(k)} - y_{tp}^{(k)})^2 \quad (13)
\]

The Nadam optimizer is then utilized with an initial learning rate set at 0.001 to effectively reduce the error function linked to the proposed model.

### D. Advantage of AdaptiveDRNet ML-Attention Model

In the proposed model, three residual blocks with attention having varying filter sizes (64, 128, 256) help in hierarchical feature extraction. The use of multiple residual blocks with increasing filter sizes allows the model to learn hierarchical features from low-level to high-level representations. Smaller filter sizes (64) in the initial layers help capture fine-grained details and edges, while larger filter sizes (128 and 256) in subsequent layers capture more abstract and complex features. Each residual block typically includes a convolutional layer with a stride greater than 1, which downsamples the spatial dimensions of the feature maps. Starting with a stride of 2 in the first block and possibly increasing it in later blocks helps reduce the spatial resolution of the feature maps. This down-sampling reduces computational complexity and increases the receptive field of the network. By using progressively larger filter sizes, the model increases its capacity to learn more complex patterns and features in the data. The skip connections in residual networks enable the reuse of features from prior layers. With multiple blocks, each incorporating its attention mechanism, the model can selectively leverage features from different network stages. This allows the model to focus on fine-grained and high-level features, improving prediction. Therefore, the design choice of three residual blocks with attention and varying filter sizes facilitates efficient feature learning and representation across different scales and complexities.
This proposed research is conducted in Google Colab using Python programming, emphasising resource efficiency without utilizing any GPU. It leverages an Intel-Xeon CPU with 2.3GHz clock speed, 13GB of RAM, and approximately 80GB of disk space, diverging from the current practice of relying on GPUs for deep learning tasks. In this section, we have provided the details of our curated H2HId dataset, including available datasets, thorough performance evaluation, and comprehensive analysis of the results.

A. Dataset Details

Several publicly accessible datasets related to human interactions include HIII [27], HIIv2 [6], and Stanford40 [30]. In this work, we have introduced a substantial dataset called the Human-Human Interaction Image dataset (H2HId)\(^1\), a comprehensive collection of images sourced from a variety of online platforms and social media. To ensure effective categorization, images depicting diverse human interaction scenarios were systematically organized into distinct directories. The H2HId dataset is noteworthy for its unbiased representation of human interactions across various individuals and scenarios, aiming for universality without demographic, ethnic, or regional bias. The proposed dataset encompasses a diverse range of human interactions, encompassing 15 distinct categories and containing a total of 4,049 images. The human interaction categories considered are Celebrating, Dancing, Dining, Handshaking, Hugging, Protesting, Punching, Pointing, Waving, Kicking, Kissing, Highfive, RaisingHands, Talking, Teaching.

B. Performance Evaluation

The effectiveness of the proposed research is assessed through a range of metrics, including measures like training and validation accuracy, F1-score (\(F_1\)), AUC-score, classification performance, and the analysis of the confusion matrix.

The proposed work has been evaluated with several benchmark deep learning models, all of which were trained from scratch. Table II presents the training accuracy (Train Acc) and validation accuracy (Val. Acc) and F1-Score (\(F_1\)) of VGG-16, ResNet50, InceptionResNetV2, NASNet Mobile, ConvXNet, EfficientNet [22], and our proposed model on the H2HId dataset. The proposed model significantly outperforms the benchmark deep models in terms of accuracy and achieves an impressive 97.20% accuracy on the validation data, surpassing the performance of the EfficientNet [22], NASNet Mobile, ConvXNet, InceptionResNetV2, ResNet50 and VGG-16 model. Additionally, the InceptionResNetV2, NASNet Mobile, ConvXNet and EfficientNet [22] models also exhibited strong performance in classifying the images of the H2HId dataset, achieving validation accuracies (Val. Acc) of 95.30%, 94.76%, 94.60%, and 96.52% respectively.

When considering the F1-score (\(F_1\)), the Proposed Model performed exceptionally well, achieving the highest \(F_1\) of 0.96, whereas the EfficientNet [22], and InceptionResNetV2 model achieved the second highest \(F_1\) of 0.95 on our H2HId dataset. This indicates that the proposed model exhibits a balanced combination of precision and recall score, making it highly effective in human interaction classification. However, it’s worth noting that the proposed model maintains its high \(F_1\) while simultaneously achieving the highest validation accuracy, demonstrating its consistency and robustness in performance. In evaluating deep learning models on the H2HId dataset, their performance was further assessed using Area Under Curve (AUC) scores [31], a crucial metric for measuring their ability to discriminate between positive and negative instances. The results revealed that the Proposed Model stands

---

\(^1\)H2HId Dataset Link: https://sites.google.com/view/h2hid/home

---

TABLE I. HYPERPARAMETERS OF PROPOSED MODEL

<table>
<thead>
<tr>
<th>Parameter(s)</th>
<th>Considered Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input Shape</td>
<td>224X224</td>
</tr>
<tr>
<td>Batch Size</td>
<td>5</td>
</tr>
<tr>
<td>Epochs</td>
<td>28</td>
</tr>
<tr>
<td>No. of Classes</td>
<td>15</td>
</tr>
<tr>
<td>Kernel</td>
<td>3X3</td>
</tr>
<tr>
<td>Initial Learning Rate</td>
<td>0.001</td>
</tr>
<tr>
<td>Loss Function</td>
<td>Regularized CCE</td>
</tr>
<tr>
<td>Metrics</td>
<td>Accuracy</td>
</tr>
<tr>
<td>Optimizer</td>
<td>Nadam</td>
</tr>
</tbody>
</table>

TABLE II. ASSESSMENT OF DEEP LEARNING MODELS’ PERFORMANCE ON H2HId DATASET

<table>
<thead>
<tr>
<th>Model</th>
<th>Train Acc</th>
<th>Val. Acc</th>
<th>(F_1)</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGG-16</td>
<td>96.21%</td>
<td>94.27%</td>
<td>0.92</td>
<td>0.95</td>
</tr>
<tr>
<td>ResNet50</td>
<td>97.08%</td>
<td>94.54%</td>
<td>0.93</td>
<td>0.96</td>
</tr>
<tr>
<td>InceptionResNetV2</td>
<td>97.61%</td>
<td>95.30%</td>
<td>0.95</td>
<td>0.98</td>
</tr>
<tr>
<td>NASNet Mobile</td>
<td>97.85%</td>
<td>94.76%</td>
<td>0.94</td>
<td>0.97</td>
</tr>
<tr>
<td>ConvXNet</td>
<td>98.28%</td>
<td>94.60%</td>
<td>0.94</td>
<td>0.97</td>
</tr>
<tr>
<td>EfficientNet [22]</td>
<td>98.70%</td>
<td>96.52%</td>
<td>0.95</td>
<td>0.98</td>
</tr>
<tr>
<td><strong>Proposed Model</strong></td>
<td><strong>99.57%</strong></td>
<td><strong>97.20%</strong></td>
<td><strong>0.96</strong></td>
<td><strong>1.0</strong></td>
</tr>
</tbody>
</table>

Fig. 5. Accuracy curve of proposed adaptiveDRNet attention model.
out as the top performer with a perfect AUC score 1.0. This achievement showcases its exceptional capability in effectively distinguishing between classes. Following closely, the EfficientNet [22] and InceptionResNetV2 model exhibited strong performance with an AUC score of 0.98. In comparison, the other models, including InceptionResNetV2, NASNet Mobile, ConvXNet, ResNet50, and VGG-16, demonstrated descending levels of AUC scores, with the VGG-16 model having the lowest AUC score at 0.95. These findings emphasize the superiority of the proposed model and EfficientNet [22] in terms of their ability to discriminate between positive and negative instances on the H2HId dataset.

Confusion Matrix: It provides a clear and informative snapshot of a model’s predictions aligning with actual ground truth values. In this visualization, the rows represent the true or actual classes, while the columns depict the predicted classes. Each cell in the matrix indicates the number of instances that fall into a particular category. The confusion matrix of the H2HId dataset utilizing the proposed model is depicted in Fig. 6. It serves as a powerful tool for fine-tuning and optimizing classification models.

Classification Performance: The performance of our Proposed model in classifying human interactions is visually depicted in Fig. 7, showcasing the F1-scores ($F_1$) for the H2HId dataset.

It is observed that most of the interaction categories in the H2HId dataset exhibit high $F_1$ exceeding 0.95. However, a few categories, such as “Celebrating” (0.85 $F_1$), “Dining” (0.90 $F_1$), “Hugging” (0.93 $F_1$), and “Pointing” (0.92 $F_1$), demonstrate slightly lower but still respectable $F_1$. The proposed AdaptiveDRNet with Multi-level Attention model demonstrates outstanding classification performance on the H2HId dataset. The proposed AdaptiveDRNet model has accurately predicted all the human-human interaction test image samples taken for further evaluation as depicted in Fig. 8.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>SGD</td>
<td>28</td>
<td>RCCE</td>
<td>94.20%</td>
<td>0.9447</td>
</tr>
<tr>
<td>RMS</td>
<td>28</td>
<td>RCCE</td>
<td>94.60%</td>
<td>0.9509</td>
</tr>
<tr>
<td>Adagrad</td>
<td>28</td>
<td>RCCE</td>
<td>95.35%</td>
<td>0.9517</td>
</tr>
<tr>
<td>Adam</td>
<td>28</td>
<td>RCCE</td>
<td>96.43%</td>
<td>0.9640</td>
</tr>
<tr>
<td>Nadam</td>
<td>28</td>
<td>RCCE</td>
<td>97.20%</td>
<td>0.9726</td>
</tr>
</tbody>
</table>

In the assessment of the proposed model’s performance on the H2HId dataset using various optimizers, a nuanced understanding of the optimizer’s impact on model accuracy becomes evident. Starting with Stochastic Gradient Descent...
The proposed model emerges as the top performer, showcasing its outstanding classification performance with 0.83 $F_1_s$ on the Stanford40 dataset and an impressive 0.96 $F_1_s$ on our HII dataset. This model consistently demonstrates superior classification capabilities in recognizing human interactions and actions. Both the EfficientNet [22] and EnsembleNet [33] model attain 0.95 $F_1_s$ on HII dataset. The InceptionResNetV2 model achieves 0.81 $F_1_s$ on Stanford40, whereas the EnsembleNet [33] model achieves 0.83 $F_1_s$ on Stanford40 dataset, and both these model attains $F_1_s$ above 0.95 on HII dataset.

V. CONCLUSION AND FUTURE SCOPE

Human-human interaction recognition from still images using deep learning is a rapidly evolving field with vast implications across various domains. Recognizing complex human interactions from static visual cues using the proposed model finds applications in social behavior analysis, surveillance, market research, education, content tagging, and human-robot interactions. The proposed network in this research combines multi-level attention mechanisms and residual networks to...
enhance its ability to recognize human interactions, allowing it to focus on relevant features within images automatically. This approach aims to improve accuracy and effectiveness in recognizing intricate human-human interactions, making it valuable in computer vision and video analysis. The study’s main contributions include the development of a new dataset for Human-Human Interaction Recognition (H2HID) with comprehensive labeling, the introduction of a novel AdaptiveDRNet Multi-level Attention Network for recognizing human interactions in images, and an extensive result analysis involving various well-established deep learning models based on accuracy and the number of trainable parameters, utilizing established related benchmark datasets for a comprehensive evaluation. The Multi-level Attention in our model excels by operating on multiple information scales, enabling simultaneous focus on fine-grained details and broader context. Its versatility lies in its ability to encompass attention at various levels, capturing nuanced relationships and data patterns. The suggested model is suitable for operation on devices with limited resources since it employs minimal trainable parameters. This research underscores the potential of deep learning in advancing our understanding of human interactions from visual data and its wide-ranging applications in diverse fields.

The future scope of this research encompasses several promising avenues for further exploration and enhancement. Firstly, there is a significant potential for expanding the dataset size used in this study. A larger dataset would not only increase the diversity and representativeness of human interactions but also enable the model to generalize better across various scenarios. Furthermore, the inclusion of additional and more diverse human interaction categories within the dataset would enhance the model’s capability to recognize a broader spectrum of interactions. Another important direction for future research involves the creation of improved classifiers that prioritize energy efficiency to ensure the feasibility and scalability of the proposed work in real-world settings.
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Abstract—Due to the rapid expansion of information and online sources, automatic keyphrase extraction remains an important and challenging problem in the field of current study. The use of keyphrases is extremely beneficial for many tasks, including information retrieval (IR) systems and natural language processing (NLP). It is essential to extract the features of those keyphrases for extracting the most significant keyphrases as well as summarizing the texts to the highest standard. In order to analyze the distance between keyphrases in news articles as a feature of keyphrases, this research proposed a region-based unsupervised keyphrase distance analysis (KDA) technique. The proposed method is broken down into eight steps: gathering data, data preprocessing, data processing, searching keyphrases, distance calculation, averaging distance, curve plotting, and lastly, the curve fitting technique. The proposed approach begins by gathering two distinct datasets containing the news items, which are then used in the data preprocessing step, which makes use of a few preprocessing techniques. This preprocessed data is then employed in the data processing phase, where it is routed to the keyphrase searching, distance computation, and distance averaging phases. Finally, the curve fitting method is used after applying a curve plotting analysis. These two benchmark datasets are then used to evaluate and test the performance of the proposed approach. The proposed approach is then contrasted with different approaches to show how effective, advantageous, and significant it is. The results of the evaluation also proved that the proposed technique considerably improved the efficiency of keyphrase extraction techniques. It produces an F1-score value of 96.91% whereas its present keyphrases are 94.55%.

Keywords—Curve fitting technique; data pre-processing; data processing; feature extraction; KDA technique; keyphrase extraction

I. INTRODUCTION

In the past fifteen years, the paradigm for consuming news has changed from traditional print newspapers to individualized online news aggregation platforms like Google News, News360, and Yahoo! News. These systems gather a lot of news from many sources, aggregating it and presenting it on their respective mobile apps and websites [1], [2]. But now, the dramatic increase in textual news and the continual development of technology make it far more difficult to manage such a vast volume of news. People could just handle this enormous amount of news manually, which took a lot of time before technology was developed [3]. Developing automated keyword extraction techniques that replace manual tasks by utilizing the extraordinary computing power of computers is due to the difficulty of handling this huge amount of news [4], [5]. High-level keyphrases are extracted from news articles using automatic keyphrase extraction techniques. The keyphrase often offers a high level of document characterization, summarization, and description, which is important for numerous NLP features like content categorization, clustering, and segmentation [3]. However, they are utilized in a variety of online information processing applications, including contextual advertising, recommended systems, digital content management, and information retrieval. It is suitable for use in media searches, legal information retrieval, geographic information retrieval, search engines, and digital libraries [5].

To meet the aforementioned applications, a wide range of keyphrase extraction techniques have already been created, including [6], [7], [8], [9], [10]. Some of them, like domain-specific strategies [6], call for application domain knowledge; others, like linguistic techniques [9], [10], demand language competence. As a result, they are unable to solve issues in different fields, languages, or disciplines. According to [11], supervised machine learning algorithms need a large portion of datasets for training to extract high-quality keyphrases, and they generalize ineffectively beyond the range of trained data. Additionally, it made the system less understandable, required more storage and calculation, and was computationally expensive [12], [4], [13]. Due to the enormous number of complex processes, statistical unsupervised methods like [14], [15], [16] seem to be computationally very expensive. The graph-based unsupervised techniques underperform due to their inability to identify coherence between the many words that make up a keyword [17], [18], [19], [20], [21]. Last but not least,
TeKET [22] is incredibly flexible and behaves similarly to the TF-IDF if the data length is short.

Feature extraction is an essential technique in keyphrase extraction for those who want high-quality keyphrases. It is the process of acquiring characteristics (also referred to as features) that distinguish keyphrases or keywords from other terms [23]. These features also affect the effectiveness of various supervised and unsupervised keyphrase extraction methods. Keyphrase distance analysis (KDA) is important for all of those keyphrase extraction methods as a feature that helps to take top-level keyphrases from any article. The KDA technique is used as a feature of such keyphrase extraction techniques to extract keyphrases. Without applying high-quality features, the keyphrase extraction method cannot extract high-quality keyphrases [5]. As an outcome of the previous discussion, it has been determined that keyphrase feature extraction continues to be a crucial research field for the study. So, a region-based unsupervised KDA technique is proposed in this paper for news articles, which led to the following important achievements:

- The proposed technique called keyphrase distance analysis (KDA) introduced new features of keyphrases to calculate the distance of keyphrases from the center point of the news article.
- The proposed technique is corpus-independent, domain-independent, and language-independent.
- The proposed technique can be used by both unsupervised and supervised techniques.
- The proposed technique doesn’t depend on document length means that it is a length-free technique.
- Two (2) standard news datasets are utilized to test as well as evaluate the performance of our proposed technique.

The remainder of this article is organized as follows: The various strategies are discussed in Section II along with their advantages and disadvantages, highlighting the demand for a fresh approach. Following that, a region-based unsupervised KDA technique is provided in Section III for figuring out the distance of keyphrases in each region of a news article. The phase of experiments is then thoroughly discussed in Section IV, including information about the datasets, evaluation metrics, and implementation details. The efficiency of the system was then assessed on two (2) standard datasets, and the suggested strategy was compared to existing methods to ascertain its advantages and disadvantages, which are discussed briefly in Section V. Lastly, in Section VI, the research’s contributions, follow-up research, as well as flaws, were noted.

II. RELATED WORKS

The proposed keyphrase distance analysis (KDA) method from news articles can be used as an attribute or characteristic for keyphrase extraction methods [24], [25]. Therefore, similar strategies are covered in this section. There are two common types of keyphrase extraction techniques, depending on the training dataset. One is unsupervised, and the other is supervised. Both techniques can make use of feature extraction methods [3]. The essential components of both techniques will be covered in the following subsections:

A. Unsupervised Techniques

These techniques, which are categorized as statistical or graph-based techniques, are used to extract keyphrases from documents without any prior knowledge. They are thought to be a ranking issue [26]. PositionRank is a PageRank enhancement that enhances performance by combining word locations and frequency. However, it performs quite poorly, as evidenced by [20]. Another keyphrase extraction method that outperforms TextRank’s constraints is TopicRank. Additionally, it has an issue of error propagation, according to [18]. TextRank’s extension is SingleRank. Only noun phrases can be correctly extracted from a document. However, it is unable to accurately extract the keywords from the compiled ranked phrases [17]. A method called MultipartiteRank addresses the issue of topic rank, such as error propagation. There is an error in clustering [21]. TeKET is a more famous key extraction method that does not depend on a language or a domain. It requires only basic statistical knowledge. It offers a great deal of versatility, even though it performs better than others [22]. The KP-Miner is used to overcome the problem of preferring single phrases. Despite outperforming TF-IDF, it suffers a decline in performance on a worldwide scale. It is also expensive computationally [14], [27]. Another better technology that can solve the IDF issue is YAKE. For N-grams, however, the computing complexity rises linearly [16].

B. Supervised Techniques

The extracted keyphrases from any articles using supervised techniques are categorized in a binary fashion, with some candidate keyphrases being labeled as keyphrases and others as non-keyphrases [26]. The classification problem can be solved using a number of well-known methods, including support vector machines (SVM) [28], decision trees (DT), naive bayes [29], neural networks (NN) [23], [30], and so forth. The KEA utilizes the Naive Bayes technique, which uses TFxIDF with the first occurrence location as a feature. However, it may yield subpar results and rely on the training dataset [31]. First appearance position, length of keyphrase, and term frequency (TF) are all automatically taken into account by the Genitor Extractor (GenEx) as features. This system does not make use of the TFxIDF method [26]. The Maui algorithm extended the KEA technique to combine data from Wikipedia. Its primary flaw is a lack of assessment abilities [32]. Informingness, keyphraseness, length of candidate terms, beginning occurrence position, and term position are among the characteristics used by HUMB. Even though it has only used academic papers, it has had positive results across a variety of data sets [33], [25]. The first position of words, relative Pos, POS, keyphraseness, and TFxIDF are all features used by CeKE. It could make keyphrase extraction better [34]. The KeyEx Method significantly improves the quality of the retrieved key. Additionally, this method works better than other consecutive pattern mining methods [35].

The aforementioned discussions demonstrate that supervised and unsupervised keyphrase extraction approaches have a number of distinct disadvantages that prevent them from performing as well as they could. As a result, the proposed KDA technique will assist in minimizing the observed shortcomings and extracting high-quality keyphrases from news articles.
III. MATERIAL AND METHODS

The eight steps of the proposed KDA technique are depicted in Fig. 1: data collection, data preprocessing, data processing, searching keyphrases or goldkeys, distance computation, averaging distance, curve plotting, and the last, the curve fitting technique. The next subsections explore the proposed approach in more detail.

A. Data Collection

The suggested technique gathered a total of two datasets that contained news in this phase. The two datasets are 110-PT-BN-KP and 500N-KPCrowd, which contain 610 news articles that cover the languages (English and Portuguese) [36]. Every dataset consists of two different types of files: the “keys file” (which contains keyphrases with the name “goldkeys”) and the “documents file” (which has the name “docsutf8” and contains the articles/papers). In Section IV-A, the dataset is described in depth.

B. Data Pre-processing

After that, the data pre-processing phase receives the collected datasets. The suggested system then separates the key files and the docsutf8 files. The key files contain several critical keys, and the docsutf8 files contain numerous crucial documents or articles. The docsutf8 files and key files are then read, and they are saved as text files (named text and key, respectively). Afterward, normalization is required to apply to these files, which entails four procedures, such as text conversion to lowercase, removing all the punctuation marks from the text, eliminating empty or white spaces by using the strip() function (delaying all the leading and ending spaces), and removing digits (using regular expressions, non-relevant numbers are removed).

C. Data Processing

After the data pre-processing phase, the proposed technique tries to determine the total goldkeys depending on the Newline (\n) method from the key files. After that, the proposed approach uses the first appearance keyphrase, assumes the length of the document has eight regions, and then determines the midpoint of each document to calculate the distance of keyphrases from the midpoint.
D. Goldkey Searching

The proposed method then attempts to determine each goldkeys location (Loc) inside the document by taking into account their first occurrence. If the document has the location of Goldkey, it advances to the next phase. If the location of the goldkey cannot be found, try looking for the next goldkey in the document’s key file. This procedure will continue until the key file (goldkeys) has been finished for a single document as well as for a single dataset. The exact same process will go on for all datasets.

E. Distance Calculation

In this phase, the proposed technique must compute the distance (Dist) between the document’s midpoint and the goldkey location after the data searching step and preserve this Dist value in the relevant region of the document. Be aware that this value is preserved in a two-dimensional (2-D) array, where each column shows the number of document regions and each row shows the number of goldkeys [25].

F. Distance Averaging

After distance calculation, it is an important stage. This step involves calculating the distance average (AVG) between every region for a document and storing the results in a new (2-D) array with the same columns for article regions and rows for the total number of papers in the dataset. Then, until all documents for a particular dataset are finished, this procedure will continue. Similarly, for all documents in a dataset, calculate the distance average for every region in a manner similar to that described before, and then store the result in another 2-D array, where the column represents the document region’s number and the row indicates the total number of datasets. “Then, until all datasets have been completed, this AVG distance-calculating process will continue. Lastly, determine the AVG distance for each region across all datasets” [25].

G. Curve Plotting (CP)

The CP is a graphical method for representing the collected data. It effectively enables the creation of thoughts that do not emerge from a list of values and visually depicts the link between variables. In data statistics and analysis, CP is crucial. This technique is used to get the idea that keyphrase distance from the document’s center depends on the article region in our proposed method. This is the justification for plotting the average or mean distance value of every dataset and the mean distance value for all datasets [25].

H. Curve Fitting Technique (CFT)

One of the most effective and often used analysis tools is curve fitting, which may be applied to linear, polygonal, and nonlinear curves. Most frequently, it involves creating a mathematical equation or curve that best fits a set of data points that are oriented toward limitations. The suggested approach uses CFT to generate a mathematical equation as well as a curve to determine the distance of keyphrases from the documents’ centers and their density in each area. The CFT is then applied to the entire dataset’s average value, and the suggested system gets a negative exponential curve as a result.

IV. EXPERIMENTAL SETUP

In this section, the proposed technique explains the experimental setting, the details of the corpus, the evaluation metrics, and the details of how it will be used. The details of how it will be used are explained in more depth in the next subsection. This then anticipates the discussion of the findings in Section V.

A. Corpus Details

The performance of the suggested technique has been tested on two (2) different datasets. In this proposed system, typical collections like 500N-KPCrowd and 110-PT-BN-KP are used [36]. The datasets have been briefly described in the earlier Section III-A. A table that is shown in Table I explains the number of languages, categories of documents, document’s number, goldkey’s number, present goldkey’s number, the number of present-and-absent goldkeys per document (%), and execution/processing time for each datasets [5], [2].

The dataset named 110-PT-BN-KP, is a television (TV) broadcast news (BN) related dataset. The European Portuguese ALERT BN corpus contains 110 scripts from eight TV broadcast news programs. These programs cover a wide range of topics, such as banking, sports, and politics” [3]. All terms that made up text content summaries were removed using a tagger, yielding 24.44 goldkeys per document. There are 72 keyphrases that are missing and 2616 keyphrases that are present; processing took 0.047 seconds.

A dataset of broadcast news transcriptions is called the 500N-KPCrowd. This dataset consists of 500 English-language broadcast news articles from ten different categories, each of which has 50 articles (art and culture, crime, fashion, business, health, world politics, politics, sports, science, and technology) [36]. Along with the processing time of 0.203 sec, it also includes the keyphrases 2265, which is absent, and 22345, which is the keyphrase that is present.

B. Evaluation Metrics

In our proposed method, the three most significant and relevant measures are used to contrast performance with alternative methods: Precision, recall, and F1-score. Here, Precision refers to the proportion of correctly predicted values to all positively predicted values. In other words, it is used to determine the positive patterns in a positive class that are successfully anticipated out of the overall projected patterns [5], [2]. The following equation (1) can be used to calculate it:

\[
\text{Precision} = \frac{\text{Key}_{corrected}}{\text{Key}_{predicted}}
\]  

Where Key\text{corrected} is the total correctly predicted keyphrases that are matched with standard keyphrases and Key\text{predicted} is the total predicted keyphrases. Similarly, the ratio of precisely expected positive values to actual positive values is known as Recall, and it may be calculated using the equation (2):

\[
\text{Recall} = \frac{\text{Key}_{corrected}}{\text{Key}_{standard}}
\]
TABLE I. AN OVERVIEW OF THE NEWS DATASET USED TO ANALYZE THE PRESENT AND ABSENT KEYPHRASE / GOLDKEY WITH EXECUTION / PROCESSING TIME

<table>
<thead>
<tr>
<th>News Dataset</th>
<th>Language</th>
<th>Total Docs</th>
<th>Total Goldkeys</th>
<th>Present Goldkey</th>
<th>Absent Goldkey</th>
<th>Processing Time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>110-PT-BN-KP</td>
<td>PT</td>
<td>110</td>
<td>2688</td>
<td>2616</td>
<td>98.66%</td>
<td>1.34%</td>
</tr>
<tr>
<td>500N-KPCrowd</td>
<td>EN</td>
<td>500</td>
<td>24610</td>
<td>22345</td>
<td>90.45%</td>
<td>9.55%</td>
</tr>
</tbody>
</table>

Where \( K_{\text{gold standard}} \) is the total keyphrases in the standard keyphrase list. Lastly, the weighted average of Precision and Recall is known as \( F1\)-score. The \( F1\)-score is calculated by utilizing the below equation (3).

\[
F1 - \text{score} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \tag{3}
\]

C. Implementation Details

The suggested approach is put into practice using Python 3.6 and the Spyder IDE. Python is very simple and easy to use as well as learn. It's an object-oriented and high-level programming language. It offers a flexible data format that is user-friendly and backed by a number of libraries. It boosts productivity, is interpretive and dynamically typed, and is open-source and free. Python is used in many different fields, such as machine learning, big data, and cloud computing. The computer is outfitted with a 256GB SSD drive, 12GB of RAM, an Intel Core i7 processor, and Win-10 OS [2].

V. RESULTS AND DISCUSSION

This section discusses the in-depth study of the outcomes of the experiments. If the region's number is raised to more than eight in our proposed technique, the first region is found to have a relatively shorter AVG distance and fewer goldkeys. Likewise, if the region's number is decreased to less than eight, the first region has a bigger AVG distance and more goldkeys. The proposed technique therefore considers the text length to be eight regions rather than varying the number of regions because its goal is to analyze the keyphrase distance from news articles. In this section, the performance of the suggested method is examined under various headings (such as the Results of Dataset Analysis, the Results of Curve Plotting (CP) Analysis, the Results of Curve Fitting Technique, and finally Comparisons of the Suggested Method) that are described in the following subsections.

A. Result of Dataset Analysis

Two independent datasets (described in IV-A) were used to examine and assess the performance of the proposed approach. The proposed technique attempts to determine the processing time for each dataset from the dataset analysis. It also determines the total of documents, the total of goldkeys, the number of present-absent goldkeys, and the total present-absent keyphrases or goldkeys per document in percentage that are existent in each dataset, as shown in Table I. Based on this investigation, the proposed method takes an average of 0.13 seconds to process, has an AVG presence rate of 94.55% for keyphrases, and an AVG absence rate of 5.45% per document.

B. Result of Curve Plotting (CP) Analysis

According to the prior discussion, since the datasets contain an average of 94.55% of keyphrases/goldkeys per document that are actually present, all results in this work have been conducted based on that percentage of goldkey. The suggested method then tries to plot the average distance of each dataset and all datasets’ average values together to represent the distance between each region by considering the first occurrence keyphrase and length of documents as eight (8) regions. The proposed KDA technique analyzes keyphrase distance and is depicted in Fig. 2. This study confirms that the first region of the document, followed by the second region, and so on, has the highest average distance and most frequent keyphrases. Because the plotted curves are negatively exponential, which can be seen in Fig. 2.

C. Result of Curve Fitting Technique (CFT)

Following the inspection of the plots, the CFT is adjusted to take into account the value of the average distance across all datasets. The suggested approach then seeks to identify the fitting curve as well as an exponential equation that is negative for that AVG distance value. Fig. 3 illustrates the analysis of the curve fitting technique in every region for the proposed KDA process while taking into account the eight regions for the documents and offers the negatively exponential curve and equation denoted in the following (4). Since this fitted curve is likewise negative exponential, as shown in Fig. 3, it is proven from this study that the highest number of keyphrases and the greatest distance are located in the 1st region of the document, then the second portion or region, and so forth.

\[
y = b \times e^{-cx} + d \tag{4}
\]

where, \( b = 12834.22 \), \( c = 1.59 \), and \( d = 339.30 \). Lastly, the proposed system also attempted to demonstrate the region-based keyphrase distance analysis (KDA) from news articles using curve plotting analysis as well as curve-fitting analysis.

D. Comparison of Proposed Technique

This step involves two different kinds of comparisons, which are detailed in the next sub-subsection: comparisons to identify a superior dataset as well as comparisons to identify a superior model or technique.

1) Comparison to Identify a Superior Dataset: The suggested method measures the effectiveness of each dataset and identifies the best one, as shown in Table II, using evaluation criteria (such as precision, recall, and F1-score). From this
table, the dataset named “110-PT-BN-KP” has a higher F1-score of 98.64% and a recall value of 97.32% than the “500N-KP-Crowd” dataset. It is indicated that the dataset “110-PT-BN-KP” performs better than the “500N-KP-Crowd” dataset.

2) Comparison to Identify a Superior Technique: As there is only one current method and the proposed KDA method is a novel method, it can be contrasted with the existing technique in this section. The comparison of our proposed KDA technique is exhibited in Table III. Based on Table III, the proposed KDA technique provides a higher recall value of 94.06% and a higher F1-score of 96.91% than the existing technique. Here, the proposed approach considers average performance measurements.

VI. CONCLUSION

In many computer science applications, feature extraction of keyphrases has now become crucial. This article proposes
TABLE II. THE DATASET’S PERFORMANCE COMPARISON FOR FINDING A BETTER ONE

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Average Performance Measurements</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Name</td>
</tr>
<tr>
<td>110-PT-BN-KP</td>
<td>100%</td>
</tr>
<tr>
<td>500N-KPCrowd</td>
<td>100%</td>
</tr>
</tbody>
</table>

TABLE III. COMPARISON OF OUR PROPOSED KDA TECHNIQUE

<table>
<thead>
<tr>
<th>Techniques</th>
<th>Average Performance Measurements</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Name</td>
</tr>
<tr>
<td>RDAK Technique [25]</td>
<td>100%</td>
</tr>
<tr>
<td>Proposed KDA Technique</td>
<td>100%</td>
</tr>
</tbody>
</table>

a region-based keyphrase distance analysis (KDA), a technique for automatic unsupervised feature extraction that is independent of domain and language and necessitates little statistical expertise and training data. Data collection, data preprocessing, data processing, searching keyphrases, distance computation, averaging distance, curve plotting, and lastly, the curve fitting technique, are the steps that make up the process of our proposed approach. After that, the KDA technique was tested and evaluated on two benchmark datasets to determine its effectiveness. Then it has produced a negative exponential equation and curve for the distance value, indicating that greater distance as well as more gold keys appear in the first region of documents. The proposed technique finally produced an accuracy/recall value of 94.06%, an F1-score of 96.91%, and a total present keyphrase of 94.55%. The proposed method also identifies 110-PT-BN-KP as a better dataset, with a maximum recall value of 97.32% and the highest F1-score value of 98.64% than any other dataset. With the more statistical aspects given in this work, we intend to create a powerful keyphrase extraction technique in the future. The limitation of our research is that for the absent or missing keyphrase, the distance value is zero. For this reason, we are currently addressing the issue of missing goldkeys or keyphrases, such as when a large number of explicitly provided keyphrases are lacking from the document itself.
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Abstract—Physical activity is decreasing globally, and more people are becoming sedentary, which is associated with numerous adverse health outcomes. To counter this trend, gamification emerges as a promising strategy for enhancing participation in physical activity interventions. The review investigates the influence of gamified systems on the promotion of physical activity and examines associated behavioral and psychological outcomes. The analysis incorporates empirical studies focused on adult participants, published in peer-reviewed English-language journals over the last five years. Several critical aspects are considered in the analysis, including specific types of physical activity targeted, employed gamification systems, involved motivational features, and behavioral and psychological outcomes, thus offering a state-of-the-art overview of gamification and physical activity. Findings confirm that gamification serves as an effective mechanism for promoting physical activity. To address gaps in existing research, recommendations for future work include broadening the range of metrics used for measuring physical activity and investigating the psychological benefits of gamification in physical activity interventions. Moreover, future research could benefit from leveraging additive game design elements and utilizing artificial intelligence and computer vision models to monitor user progress and suggest appropriate challenges. In conclusion, the review outlines the considerable potential of gamification to positively affect participation in physical activity, highlighting the need for additional research to fully realize this potential.
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I. INTRODUCTION

The increase in sedentary behaviors and lack of physical activity have significantly impacted global health, highlighting the growing problem of obesity [1]. Obesity is associated with various health risks, particularly cardiovascular problems [2]. Research has shown that weight loss can effectively reduce these cardiovascular risks [3]. Furthermore, obesity-related complications are serious and can lead to severe outcomes such as heart attacks and strokes [4]. In addition, obesity is often associated with comorbid conditions such as diabetes, a metabolic disorder that increases blood glucose levels and can lead to various complications like nerve damage, kidney failure, and vision loss [5]. Moreover, being overweight increases the likelihood of experiencing problems such as osteoarthritis [6]. There is also evidence linking obesity to various types of cancer [4]. Additionally, obese individuals are at increased risk of obstructive sleep apnea due to airway blockage caused by excess fat tissue [6]. Obese individuals have a higher incidence of depression, along with challenges in social interactions and stigma [7]. Obesity has significant implications for mental health. Moreover, obesity places a heavy burden on healthcare systems, leading to increased healthcare costs and reduced productivity in the workforce [8].

Maintaining a regular exercise routine can be challenging for many individuals despite its numerous benefits in terms of health and well-being [10]. Time constraints have been identified as one significant obstacle to consistent physical activity [10]. Another notable barrier is the concern about potential injuries during exercise, which has been emphasized [11]. Inadequate knowledge regarding effective workout strategies also contributes to inconsistent engagement in physical activity [12]. Additionally, societal pressures and cultural norms can negatively influence exercise habits [13]. Given the prevailing sedentary lifestyle prevalent today and its associated risks to health, there is an urgent need for viable solutions.

The concept of gamification offers a unique and positive approach to promoting behavioral change. By incorporating game design elements like points, rewards, and challenges, gamification enhances user engagement and motivation in non-game contexts [14]. There are mainly two ways to implement gamification. The first way is to infuse game-like features into an existing system, like incorporating a point system in physical activity programs. The second involves designing the activity as a game from scratch, which requires a more comprehensive resource commitment but offers a compelling avenue to control and manipulate the game mechanics to drive specific behaviors and outcomes. Research in various sectors has shown differing degrees of success with gamification. For instance, a study conducted on the implementation of gamification in healthcare discovered that integrating game elements into the system enhanced the collection and analysis of data, increased patient involvement and knowledge, promoted professional growth and reputation, as well as improved care for both practitioners and patients [15]. Evidence from a separate study suggests that incorporating game elements into a computer programming course can strengthen students’ motivation and overall learning journey [16]. Moreover, a thorough examination of 103 existing gamified fitness tracker apps revealed promising potential for innovative approaches that seamlessly blend game mechanics in engaging and enjoyable manners instead of solely relying on conventional gamification elements and leaderboards [17]. Moreover, a research study examined the impact of gamification on users’ adoption of personal finance management applications and discovered that incorporating game elements fulfilled users’ desires for competence and autonomy, resulting in an increased intrinsic motivation to use gamified apps [18]. Furthermore, research on the utilization of gamification in luxury goods revealed that incorporating elements and mechanisms of game design into experiences resulted in elevated levels of brand recognition, customer loyalty, and sales [19].
Understanding the role of gamification as a tool to boost physical activity is crucial. The theoretical groundwork that guides the creation, roll-out, and evaluation of such gamified interventions falls into three main categories \[20\]. The first is the principle of motivation and impact, which pulls from a range of theories, including self-determination, flow, goal-setting, and self-efficacy. This principle stresses the need for developing gamified interventions tailored to the user’s motivational triggers and interests. The second guiding principle focuses on behavior, drawing upon theories like activity, reinforcement, reasoned action, and planned behavior, to name a few. This aspect emphasizes the critical role of creating interventions that effectively drive behavioral outcomes. Lastly, the principle of learning incorporates theories such as experiential learning, constructivist learning, and cognitive load and highlights the importance of developing interventions that facilitate learning. A thorough examination was carried out to analyze theories related to motivation and effectiveness, providing valuable insights into the potential impact of gamification in promoting physical activity. A comprehensive evaluation was conducted on these principles and their practical implementations.

The remainder of the paper is organized as follows:

- **Theoretical Background**: Provides foundational theories and principles that guide the use of gamification in promoting physical activity.
- **Literature Review**: Dive into previous research on the subject, covering different aspects such as types of physical activity, technological platforms, and psychological outcomes, among others.
- **Limitations and Shortcomings**: Discusses the limitations of the review.
- **Discussion**: A discussion of the findings and their implications.
- **Conclusion and Future Work**: The key findings and suggestions for future research.

The provided framework intends to thoroughly evaluate how gamification contributes to the promotion of physical activity, pinpointing areas where current research is lacking and proposing potential future paths for exploration.

**II. Theoretical Background**

Gamification is a concept that draws inspiration from motivational psychology and seeks to leverage both intrinsic and extrinsic motivators. Incorporating game elements into a non-game intervention stimulates user participation in specific activities. Intrinsic motivation is driven by an individual’s internal desires, such as the innate urge to explore, learn, and derive pleasure from the activity. This form of motivation enables self-regulation, as individuals are guided by their interests without needing external rewards \[21\]. On the other hand, extrinsic motivation is characterized by the pursuit of external rewards like financial incentives or social recognition \[22\]. Self-determination theory has provided valuable insights into these motivational aspects. This theory posits that the psychological needs for autonomy, competence, and relatedness are fundamental to enhancing motivation and, by extension, well-being \[23\]. Within this framework, autonomy relates to individual control over actions, competence focuses on the individual’s effectiveness in their pursuits, and relatedness involves feeling supported and connected to others \[24, 25\]. Game elements have been extensively studied in the context of gamification, offering insights into how game mechanisms can boost motivation and engagement \[26, 20\].

Gamification has the potential to impact users’ experiences in numerous ways, with one of the most noteworthy being the flow experience \[27\]. Flow experience stems from psychology and refers to a mental state where individuals become fully absorbed in an activity that they lose awareness of time passing and external distractions \[28\]. In order to achieve a state of flow, certain conditions must be met. There needs to be an appropriate level of challenge that aligns with the individual’s skill level. This balance ensures that the person remains engaged in the activity without feeling bored or overwhelmed \[29\]. Using gamified interventions is crucial in attaining and sustaining the state of flow. These interventions are emphasized due to the various elements present, such as points, badges, leaderboards, and challenges. Each element is designed specifically to maintain user engagement. With advancements in game engines, these interventions have evolved further by dynamically adjusting to challenge levels and providing immediate rewards. Ensuring that participants stay fully engaged and motivated throughout their experience, making the gamified intervention more enjoyable and effective \[30, 31\].

In the realm of gamification, game elements such as badges, progress bars, and levels are not merely decorative features but vital motivational tools. These elements serve to inspire users, compelling them to engage more deeply with the activity and work steadily towards accomplishing a goal \[14, 32\]. This motivational structure is intrinsically goal-oriented. It provides users with a roadmap, offering clear objectives to pursue or granting them the freedom to set their own goals \[33\]. The adoption of a goal-oriented approach is backed by the widely recognized goal-setting theory, which posits that specific and challenging goals can substantially improve performance and motivation \[34, 35\]. The goal-setting theory has been effectively deployed for over two decades to enhance outcomes in work-related tasks \[33\]. Several principles must be observed to maximize the effectiveness of goals within a gamified environment. Firstly, the goals should be explicit and well-defined to remove ambiguity. Secondly, they should be sufficiently challenging to engage the users. Thirdly, these goals should resonate with the users’ interests or aspirations to ensure acceptance. Fourthly, continuous feedback mechanisms must be in place to keep the users informed about their progress. Lastly, an optimal level of complexity should be maintained to keep users intrigued and prevent disengagement \[36\]. It is important to note that game elements are routinely utilized to implement these principles effectively. For instance, badges and levels act as unmistakable indicators of progress, rewarding the user and providing motivation. Progress bars, on the other hand, offer real-time feedback, enabling users to gauge their advancement toward set objectives \[37, 38\].

Motivating users is a common objective in gamification, and one concept that enriches our understanding of motivation is self-efficacy \[39, 40\]. Self-efficacy refers to an individual’s...
belief in their capability to successfully complete specific tasks or achieve particular goals. This belief significantly contributes to encouraging and sustaining positive behaviors, especially within health-related contexts. When individuals have a strong sense of self-efficacy, they are more willing to take on challenges and develop strategies for overcoming them. Their confidence in their abilities inspires them to tackle complex tasks with focus and resilience, even in the face of obstacles. Importantly, self-efficacy goes beyond just the skills needed for task completion; it also includes an individual's conviction in their ability to successfully perform the task. The theory provides individuals with a framework for what they can potentially achieve, irrespective of their current skill level or perception. Gamification often employs game elements such as levels, badges, and progress bars to foster self-efficacy. Research has shown that setting both short-term and long-term goals within a gamified system can significantly enhance an individual’s self-efficacy. Such game elements offer users a tangible measure of their progress, bolstering their confidence and spurring them to continue participating in the gamified experience.

Achievement goal theory provides essential insights into how game elements can effectively motivate users. Achievement goal theory differentiates between two primary types of goal orientation: mastery-approach and performance-approach. The former prioritizes skill development and focuses on avoiding failure, while the latter is more concerned with self-esteem and demonstrating ability relative to others, all while steering clear of perceived incompetence. By employing achievement goal theory, designers of gamified interventions can better understand and target the unique motivational needs of different users. One practical application of achievement goal theory in gamification is the customization of interventions to align with a user’s specific goal orientation. Game elements such as badges, feedback, and challenges can be adapted to foster a sense of achievement, tailored to mastery or performance-approach orientations. Goal customization enhances the motivational aspects of gamified experiences, making them more effective and engaging. Furthermore, understanding achievement goal theory can help recognize factors that might negatively impact intrinsic motivation. For example, excessive focus on social comparison, particularly among individuals with performance-avoidance goals, can be detrimental. In such instances, gamified intervention designers often employ leaderboards and other game elements cautiously to encourage competence without fueling harmful social comparisons.

Social comparison theory suggests that individuals have an innate tendency to gauge their opinions and abilities by contrasting them with those of others. Social comparison framework allows people to validate their perception of reality and serves as a basis for self-evaluation. In the context of gamification, leaderboards serve as a practical tool that enables this form of social comparison. Leaderboards, which prominently display the performance and ranks of participants, serve as tangible representations of social comparison in gamified environments. Game elements encourage individuals to evaluate or enhance specific aspects of their abilities through comparison, particularly with others they deem similar. However, the utility of leaderboards and other status-indicating elements is nuanced. Research has indicated that such features can have a dual impact: either boost or hinder motivation and performance.

III. Literature Review

The purpose of this literature review is to explore the potential of gamification as a tool to promote physical activity. The focus is primarily on empirical studies published in peer-reviewed journals. This exploration will shed light on the existing evidence and indicate areas that require further research.

A. Step 1: Previous Literature

The increasing interest in gamified interventions, specifically in the context of physical activity interventions, has opened up avenues for research and academic exploration. A comprehensive study evaluated the impact of gamified interventions on physical activity and sedentary behavior. Through an analysis of 16 randomized controlled trials, the results indicated that gamification had a small to medium effect on modifying physical activity behavior. These interventions were found to be more effective compared to control groups without gamified approaches. However, it was also observed that the long-term sustainability of these behavioral changes posed a challenge, as they tended to diminish over time. The study emphasized the need for standardized methodologies and further research in addressing sedentary behaviors alongside physical activity interventions.

The effectiveness of longitudinal Active Video Game interventions in maintaining increased physical activity levels was examined by. Their review included 25 studies and highlighted the role of AVGs in promoting a moderate increase in overall physical activity. Consistent with previous research, their findings emphasized the inconsistencies in methodologies and called for more standardized approaches. The study also recommended further exploration of long-term effects and complexities involved in AVG interventions, indicating a need to revisit and improve research strategies.

On the other hand, another study examined the different aspects of gamification implemented in interventions and their resulting effects. The research involved a thorough analysis of 16 studies, all of which emphasized the effectiveness of gamification in promoting physical activity. Key elements such as points, feedback systems, leaderboards, and challenges were found to significantly influence positive behavioral changes. However, limitations such as age group exclusions and the need for stronger research methods were identified by this study.

Another study explored the design features of gamified fitness tracker apps. By examining 103 different applications, they discovered that certain game elements, such as goals, social influences, and challenges, were prevalent in these apps. However, their findings indicated that there is room for innovation by combining different game mechanics to create more captivating and impactful fitness applications.

The importance of incorporating gamification in health and well-being applications was discussed in a recent study. Through a comprehensive review of 19 papers, the
researchers found that gamification does have a positive impact on health-related behaviors, but the level of empirical evidence supporting its benefits is moderate. The study calls for further high-quality research to determine the effectiveness of gamification across different outcomes.

The existing literature presents a positive yet complex depiction of gamified interventions. The clear advantages are undeniable; however, there remain uncertainties surrounding long-term effects, varying research approaches, and unexplored areas. This review aims to explore the potential of gamification in promoting physical activity by analyzing empirical studies published in peer-reviewed journals. By doing so, it offers a more nuanced interpretation of gamified interventions.

B. Step 2: Database Search

An extensive search was carried out using the Scopus database to conduct a comprehensive search on the implementation of gamification in physical activity. The Scopus database was chosen for its reputation as a reliable source of high-quality, peer-reviewed articles covering various disciplines. A systematic and well-structured strategy was employed to filter through the Scopus database. Specific parameters revolved around gamification’s influence on physical activity to ensure the search was both targeted and exhaustive. The search was conducted using keywords such as “gamif*” which encompassed variations like “gamification” and “gamified” in addition to terms like “fitness,” “physical activity,” and “exercise”. The selection of these keywords was done diligently, ensuring a balance between including relevant studies and maintaining a strong alignment with the objective of this review.

C. Step 3: Focused Result

The systematic search was conducted on 09/2022 and yielded 1347 records from the Scopus database. During Stage 2, this number decreased to 676 after excluding duplicates, conference papers, and books. Subsequent date restrictions were implemented in Stage 3, resulting in 338 records. In Stage 4, articles written in languages other than English were eliminated, leaving behind 212 records. During the initial screening process, titles and abstracts were carefully reviewed. At the end of Stage 5, 153 articles were excluded for various reasons, such as unavailability for download or needing to be empirical studies. As a result, there were 59 remaining records after this selection process was completed. During Stage 6, a comprehensive evaluation of the full-text documents was conducted. Forty-three articles were excluded as they needed to meet certain criteria, such as having study populations below 18 years of age or failing to adhere to the specified framework stating that motivational affordance leads to psychological and behavioral outcomes [61]. After this thorough assessment, only sixteen records remained for further consideration. In the end, only 12 records remained after excluding educational articles. These remaining articles were carefully selected to ensure that only the most relevant and reliable findings could contribute to understanding how gamification can promote physical activity. (See Fig. [1].)

D. Step 4: Analysis and Categorization

To effectively assess the impact of gamification on physical activity, this study considers six key aspects:

1) Types of Physical Activity: The analysis includes different sorts of exercises.
2) Technological Platforms: The research examines the types of technology used, such as mobile apps or wearables.
3) Motivational Elements: Key gamification elements like badges, leaderboards, and stories are given priority to find out what motivates users the most.
4) Psychological and Behavioral Outcomes: The review assesses the impact of interventions that incorporate gamification on psychological and behavioral aspects.
5) Incentive Mechanisms: Both tangible and intangible rewards are evaluated to gauge their role in user engagement.
6) Reported Outcomes: The review also considers the tangible results from the studies analyzed. This focused examination helps in understanding not only the current state of the field but also offers directions for future studies.

E. Types of Physical Activity

In the reviewed studies, walking emerged as the dominant focus, with 9 out of 12 studies aiming to boost daily step counts [62], [63], [64], [65], [66], [67], [68], [69], [70]. Other activities that have been gamified include cardio, 2 out of 12, have allowed the users to choose from a wide range of activities, such as running and swimming, which is a popular approach used in the market by companies like Fitbit and Apple [71], [72]. Finally, one study has adopted cycling as the physical activity of interest to investigate the long-term effectiveness of gamification in physical activity interventions [73] (See Fig. 2). The analyzed studies tended to rely on increasing step counts, distance traveled, and other cardio-related metrics as the main outcomes of interest. The means of collecting the data were also quite different across the studies. Some of the studies relied on in-device sensors such as accelerometers and pedometers, which are popular among the current wearables and phones. Other studies have relied on self-reported data assessed online or through a paper application.

F. Technological Platforms

The reviewed studies employed varying systems for gamification interventions. These systems were categorized in terms of the utilization of an existing system, such as WeChat, Playpluse, and Way to Health, to gamify physical activities. Likewise included in this category was the utilization of technology to create a new system, such as through building games or fitness trackers to promote physical activity. While the majority of the studies, 7 out of 12, have utilized the technology to create a custom system for the purpose of the study [62], [65], [66], [67], [69], [71], [72]. 5 out of 12, have utilized existing platforms and services to gamify physical activities [64], [63], [68], [70], [73]. Most of the analyzed studies utilized technology in the form of a watch as an extension of the system deployed [62], [65], [64], [63], [66], [67], [68], [71], [72], [73]. Others relied on phones to feed the system data related to the user’s physical activity [69], [70] (See Fig. 3). Most studies that were analyzed have created their custom system, which gave them advantages when designing the gamification interventions. It allowed them to tailor the experience to the needs of the target population. This precision maximizes motivation and engagement with the game or activity. Also, it allowed for better integration of the system with other aspects of users’ lives, such as social media and work-life balance. Ultimately, it allowed for better tracking and monitoring of user data, which can provide valuable insights for researchers.

G. Motivational Elements

In the reviewed studies, points were featured in 9 out of the 12 examined studies [62], [65], [64], [63], [66], [69], [70], [71], [72]. Points are generally awarded for completing certain tasks or goals and can be redeemed for rewards. They provide a sense of progress to users and can help keep them engaged in the game or activity. The progress bar is the second most popular motivational element used in the studies. It was used in 5 out of 12 studies as a mechanism to encourage individuals to be physically active, and within those studies, it was often paired with points or other elements [62], [69], [71], [72], [73]. The progress bar is an indicator of the percentage of completion of a task or goal. It represents how close users are to earning rewards or reaching a milestone. Challenges are the third motivational element used in the studies. It was used in 4 out of 12 studies as a mechanism to encourage
individuals to be physically active, and within those studies, it was often paired with points or other elements. Challenges are tasks or goals one must complete to gain rewards or reach milestones. Levels are the fourth motivational element used in the studies. It was found in 4 out of 12 studies to encourage physical activity. Feedback is the fifth motivational element used in the studies and was found in 3 out of 12 studies to motivate individuals to be physically active. Competition is the seventh motivational element used in the studies and was found in 3 out of 12 studies to motivate individuals to be physically active. Levels are milestones one must reach by accumulating a certain number of points or completing a specific challenge (e.g., completing three tasks on Level 1 unlocks Level 2). The leaderboard is the eighth motivational element used in the studies and was found in 3 out of 12 studies to motivate individuals to be physically active. Rewards can be tangible or intangible and can be facilitated by different game elements such as leaderboards, points, and a progress bar. Rewards are the eighth motivational element used in the studies, which was found in 3 out of 12 studies to motivate individuals to be physically active. Rewards can be tangible or intangible and can be given once a particular task, goal, or milestone is completed. They can be given for each task or goal accomplished based on cumulative points.

H. Psychological and Behavioral Outcomes

The review also encompassed the categorization of outcomes into behavioral and psychological dimensions. Behavioral outcomes in physical activities can be easily measured with activity time, distance traveled, number of steps taken, and calories burned. These results are beneficial because they provide concrete evidence of the positive effects of the game elements on users' physical activity. Psychological outcomes are subjective outcomes that are more challenging to measure, such as users' self-esteem, level of satisfaction, improved mood, reduced stress, and self-confidence. However, they are also important outcomes because they help us determine how much users were motivated by the game elements to be active, how enjoyable it was for them, and whether or not they will continue engaging in physical activity. Overall, the studies we analyzed measured only the behavioral outcome of the game elements' effect on physical activity via various sensors such as pedometers, GPS, and accelerometers or via self-reported measures. Challenges are tasks or goals one must complete to gain rewards or reach milestones. Levels are the fourth motivational element used in the studies. It was found in 4 out of 12 studies to encourage physical activity. Feedback is the fifth motivational element used in the studies and was found in 3 out of 12 studies to motivate individuals to be physically active. Rewards can be tangible or intangible and can be given once a particular task, goal, or milestone is completed. They can be given for each task or goal accomplished based on cumulative points.

I. Incentive Mechanisms

In the review studies, incentives or rewards were examined and categorized as either tangible or intangible. Tangible incentives, which consist of monetary or material rewards, were employed in 5 out of 12 studies. Intangible incentives, such as points and badges, were utilized in 7 out of 12 studies. The preponderance of intangible rewards is attributable to their lower cost and ease of implementation, as they do not necessitate additional financial resources. However, it is crucial to recognize the potential downsides of tangible rewards. Among the studies utilizing tangible rewards, 40% reported that these failed to maintain engagement in follow-up periods, while 20% did not evaluate long-term impacts. The remaining 40% observed enduring positive effects, potentially due to the intermittent provision of rewards until the study's conclusion.

J. Reported Outcomes

The outcomes of the studies were closely reviewed, revealing that 33% of the analyzed papers focused on participants who were overweight or obese. This could be due to the fact that researchers usually use this population as a proxy for participants with low levels of physical activity, which is a limitation of the existing studies. However, this could also be explained by researchers' intentions to help people who are more likely to suffer from health problems due to their being inactive. In addition, we found that 58% of the studies did not have a follow-up period. The lack of a follow-up period is likely due to the difficulty in getting participants to return for a follow-up session. Even if researchers can get participants to complete the follow-up session, it may only be for a short period, making it difficult to discern how effective the intervention was in the long term. However, one study was the exception, which investigated the impact of their intervention over two
years [69]. They designed the game to have a challenge at six-week intervals, which can encourage participants to join for one interval and then stop and rejoin the next interval. Furthermore, it is critical to recognize that in the exceptional study, financial rewards were periodically given to participants to maintain the intervention’s impact over an extended duration, which could clarify the intervention’s sustainability (See Fig. 6). Regarding short-term, the results were classified into two categories in the analyzed studies: positive and no effects. Positive results can be determined by the game elements’ effect on behavioral outcomes, whereas a lack of behavioral outcomes change indicates no effects. As reported in the 3.4 section, none of the studies measured the psychological outcomes that could provide insight into how the game elements may have influenced users’ attitudes and beliefs in relation to physical activity. Therefore, we could not determine whether the psychological outcomes were positive or negative. Out of 12 studies that measured behavioral outcomes, four reported no effects [63], [70], [71], [73], and eight reported positive effects [62], [65], [64], [66], [67], [68], [69], [72]. Overall, the reported results of the studies indicate that using game elements to promote physical activity can lead to positive outcomes for participants. While some studies did not report any effects, the preponderance of evidence supports positive outcomes, indicating that this method could stimulate individuals to increase their physical activity. To ensure the long-term sustainability of physical activity interventions that incorporate game elements, researchers must measure the psychological impact of such interventions. By doing so, a better understanding of the long-term effects can be obtained, which can help maintain individuals’ motivation to remain physically active over time.

IV. LIMITATIONS AND SHORTCOMINGS

In the review of the existing literature, several limitations and shortcomings in the approach become apparent. First, the context of this review was limited to physical activity interventions incorporating gamification elements. However, the results may not be generalized to other contexts and areas. Additional reviews in varying fields like mental well-being are advised for a more comprehensive understanding of gamification’s influence on physical activity. Second, due to a lack of empirical evidence, the analysis did not involve theoretical frameworks, which may help to understand the findings of this review better. Other theories and frameworks may provide further insight into how game elements influence physical activity. Third, linguistic constraints are evident as the focus was solely on English-language articles. This limitation potentially omits valuable research published in other languages. Fourth, for quality assurance, only articles from peer-reviewed journals were considered. This criterion excludes other types of scholarly work, such as reports or theses, thus narrowing the review’s breadth. Fifth, the review is exclusive to studies targeting adults 18 years of age or older due to their unique psychological characteristics. Hence, the findings may not be applicable to younger demographics, including adolescents and children. Sixth, accessibility issues arise due to the utilization of articles available through Iowa State University Library’s Scopus database license. Articles inaccessible through this source may exist but were excluded from the present study. Ultimately, the examination is constrained by time and focuses solely on articles that have been published in the past five years. This means that valuable older research may be disregarded despite its potential significance. Though this review has acknowledged its limitations, it serves as a foundational study that explores the potential of gamification as a tool to promote physical activity.

V. DISCUSSION

By analyzing the studies, the review brings forth important findings regarding various aspects such as the different types of...
physical activities conducted, technological platforms utilized, motivational factors involved, psychological and behavioral results, incentive strategies employed, and reported outcomes. The review of existing literature indicates that current gamified interventions mainly concentrate on step counts as a parameter for measuring physical activity [62, 63, 64, 65, 66, 67, 68, 69, 70]. The narrow focus on step counts suggests that other types of physical activities still need to be thoroughly investigated. Although step counting is convenient, the step count approach has its limitations. The step count approach may not comprehensively assess an individual’s overall activity level, particularly if step-tracking devices are not consistently used. Additionally, relying solely on step counts may not be the most effective way to achieve optimal calorie expenditure or overall health benefits through exercise. Accordingly, the reviewed studies revealed that technological platforms can influence the effectiveness of gamification interventions. The reviewed studies have shown a preference for wearable devices over smartphones in the gamified interventions [62, 65, 64, 63, 66, 67, 68, 71, 72, 73]. While the findings overall were positive, highlighting the effectiveness of game elements in short-term physical activity promotion, they were not without limitations. Moreover, to effectively promote long-term physical activity, it is crucial to have a comprehensive understanding of the psychological processes underlying behavioral metrics. Furthermore, it is worth noting that while tangible rewards can be effective in motivating individuals, they also have the potential to negatively impact intrinsic motivation over time. Therefore, gamified interventions should carefully consider a balanced approach. Lastly, although the reviewed studies did not incorporate advanced technologies such as artificial intelligence or machine learning models, their integration could provide promising opportunities to personalize gamification features. By using artificial intelligence or machine learning models, dynamic and personalized challenges could be created, resulting in increased user engagement and overall effectiveness of the gamified intervention.

VI. CONCLUSION AND FUTURE WORK

The current state of gamification within physical activity interventions is still in its nascent stages, and further development is necessary. The existing literature reveals limitations, especially when relying on constant positive reinforcement and motivation. Such strategies eventually deplete the will to continue and blunt sensitivity to rewards. To create more sustainable interventions, learning from digital game design is essential, particularly regarding reward systems. Emphasis should also be on the strategic deployment of both positive and negative feedback mechanisms to sustain user engagement. The future of this field could benefit greatly from the incorporation of artificial intelligence and computer vision models, not only for optimizing difficulty and rewards but also for tracking various metrics. In terms of the types of physical activities considered, most studies primarily target metrics related to cardio exercises like step counts and distance traveled. These studies often employ in-device sensors, such as accelerometers and pedometers, or rely on self-reported data collected either online or via paper applications. This suggests an opportunity for broadening the scope of research to include activities like weightlifting and other forms of resistance training using a computer vision model to monitor the progress. Moreover, the studies largely bypass any discussion of psychological outcomes. Attitudinal and belief systems related to physical activity offer invaluable insights and should be incorporated into future research efforts. These metrics can help inform the creation of interventions that are not only physically effective but also psychologically motivating.
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Abstract—Despite the plethora and diversity of research on Natural Language Processing (NLP), as a technique allowing computers to understand, generate, and manipulate human language; it still remains insufficient, especially regarding the processing of Arabic texts and their dialects which are widely used. The proposed approach focuses on the application of machine learning techniques taking into account evaluation criteria such as training to comments expressed in Mauritanian dialect, published on social media notably Facebook, and compares results generated by three algorithms which we applied such as the Random Forest (RF), Naïve Bayes Multinomial (NBM), and Logistic Regression (LR) algorithm. Additionally, we then study the effect of machine learning techniques when different stemmers are combined with other features such as the tokenizers used to process the dataset. Although major challenges exist such as the morphology of Arabic is completely different from Latin letter languages, and there is no pre-existing dataset or dictionary to train the algorithms, the result we obtained after the experiments carried out on Weka shows that the RF and NBM algorithms are more efficient when applied with ArabicStemmerKhoja giving results respectively 96.37% and 71.40%; However, Logistic gets better performance results with Null Stemme is 81.65%. Results obtained by the three techniques applied with a light Arabic stemmer were more than 70%. This article presents a contribution that can determine the best Arabic classifier.
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I. INTRODUCTION

Mauritania, like other countries around the world, has been invaded by new technology, which has given rise to exchange platforms commonly known as social media, through which inter-family exchanges on the one hand, and inter-governmental and two-way exchanges between government agencies and the public (citizens) on the other, can take place. Thereafter a data stream in dialect Mauritanian and Arabic language will be generated reflecting the citizens’ sentiment. Whereas, Sentiment analysis is an approach that uses natural language processing (NLP) [1], machine learning analysis methods [2] [3], or other lexicon-based methods [4] to extract, convert, and interpret opinions from a text and classify them into positive, negative, or neutral sentiments. However, the emergence of new technologies will allow governments and companies to take into account the opinions of their public via social media, which would help them make better decisions. Thus, artificial intelligence (AI) within other technologies has solved the challenges of business practice and introduced the application of Business Intelligence (BI) that has promoted the transformation of information. In this sense, several processing techniques have been used to classify large volumes of data (Big Data) for example regression analysis, Naïve Bayes (NB), Support Vector Machine (SVM), and Neural Network (NN) [5]. So far, most research work has been done to classify text using Machine Learning for various languages like English more than Arabic sometimes when Arabic native speakers are more than non-Arabic according to [4].

We consider dialectal Arabic to be a new field of research in the field of text classification, for several reasons: firstly, dialect is widely used in social networks, which generates a large amount of data; secondly, dialect, whether HASSANIYA or others, is generally more widely used than the main language, even if this is not an official case. Moreover, the Mauritanian dialect has an alphabet and script that are those of Arabic, which means that dialect has become an important area of research; Regarding the complexity of HAASSANIYA, justified by the reasons listed above, in this work, we propose an approach that gives a clear view of the classification of HASSANIYA text using machine learning algorithms and comparing the archived result. To implement the proposed approach, we use WAKE, which implements several filters and classifiers from machine learning algorithms [6].

The differences between Standard Arabic and dialectal Arabic are minimal in terms of derivation and grammar, as well as termination. On this basis, we decided to study the classification of Mauritanian dialectal texts taking into account the effect of the stemmer method. The goal of this work is to identify the best Machine Learning for dialect classification and the effect of stemming and tokenization on text classification, particularly the HASSANIYA dialect; nevertheless, we fusion deference filters for building our property models.

More specifically, a HASSANIYA dataset was collected on Facebook and contains comments posted on popular pages in Mauritania such as bloggers’ pages or government pages (the Ministry of Hydraulics, the Ministry of the Interior and Decentralization, Ministry of Housing and Urban Development) that
we prepared in order to prove the stemmer method on dialectal text. To experiment, three types of stemmer were adopted in this work such as light stemming, null stemming, and heavy stemming in this case we use khoja, and every one of these three types is fusionned with another filter to make a new method. We tested three Machine Learning algorithms individually on the models built mentioned above. Machine Learning techniques applied are NVM, RF, and logistic regression.

The main contributions of this paper are:
- scraping data from Facebook pages to build a HAS-SANIYA dialect dataset;
- proving the classification of the HASSANIYA dialect text with Machine Learning techniques;
- applying and comparing different types of Stemmer to improve text classification.

The paper is organized as follows: an introduction followed by a state of the art and literature review gives an overview of the Arabic language and its dialects, then we explain our research methodologies followed in this paper and finally, we discuss the results obtained and give a conclusion.

II. RELATED WORKS

Text classification presents an amazing field in the data analysis area, and still rich in terms of scientific research, increasing domain due to what we let know. Many researchers studied these cases and realized more articles, but the Arabic language and its dialects still need more work.

In this context, several studies have been carried out such as the approach [4] gives an approach for the classification of Arabic texts using various algorithms, and showed an enhancement in the accuracy of classifier models.

Authors in the article [7] explored a comparative system on two different datasets based on the machine learning technique, classification models are compared in terms of accuracy for each dataset.

Another study [8] applied six variations of the Bayes classifier on Arabic data, after analyzing their results were compared, and showed that the best values were generated successively from Naïve Bayes and Naïve Baye Update, in another way Naïve Bayes Multinomial Text generated the worst results.

Proposed [9] a contribution to big data processing which is considered a challenging stage of data analysis ax, so a solution proved for the challenges in four stages: data collection, cleaning, enrichment, and availability, they looked to convert social media data to computation-based data after it was source-based.

The author [10] Proposed a model for text dialectal classification, they prepared a dataset of Marocain dialect scraped from Twitter comments and a combination of extraction(n-grams), weighting schema(Bow, TF-IDF), and word embedding was applied in order to prove the Marocain dialect classification and get the best classify model. The Machine Learning techniques which they applied are following: Naïve Bayes, Random Fest, support Vector Machine, Logistic Regression, and a Deep Learning Model such as Long Short term Memory (LSTM). the experimental work showed that the SVM achieved an accuracy equal to 70%.

This paper [11] proposed a new algorithm to generate all potential derivation roots of an Arabic word, without deleting initial affixes, the author seeks to address the weaknesses and errors of existing algorithms in order to improve the accuracy of Arabic Natural language Processing. they used in this study a data set that includes a collection of roots, patterns, and affixes, by matching the derived word to identify the root. and then, they get an average accuracy rate of 96%.

This study [12] proposed a model as a novel assembly of CNNs for analysis of the task of Arabic dialect classification from spontaneous Arabic speech dataset. this model is based on a fusion of linguistic and acoustic features and uses pre-trained bidirectional encoder representation from the transformed (BERT) Model. the proposed approach achieves an accuracy of 82.44% for the identification task of five Arabic dialects.

The author [13] proposes an approach to improve P-Stemmer by combining it with various classifiers such as Naïve Bayes, Random Forest, Support Vector Machines, K-Nearest Neighbor, and K-Star. In this study they used a data set synthesized from various online news pages and did the experiment on Weka tools, which is achieving the result showed that the P stemmer has Improved when using NB.

III. REVIEW OF ARABIC AND ITS DIALECTS

Arabic is one of the major languages used in the world, it is used by all Muslims because is the language of the holy book of Islam [6], [14], as well, Arabic divided into three categories according to [14] as follows: First, Classical Arabic (CA) is considered the oldest type it is the Arabic literature, The Holy Quran; Second, Modern Standard Arabic (MSA) can be defined as a simplified version of Classical Arabic to be comprehensible by whole people and be became largely used; and then, exists a third type called Arabic Dialect use the same Arabic characters for writing, this one used more than two above types in daily life.

The Arabic dialect is divided into several types, as shown in Fig. 1; for instance:

- Moroccan Dialect: The Moroccan dialect commonly Diarj

![Fig. 1. Arabic dialect Map.](image-url)

The author [10] Proposed a model for text dialectal classification, they prepared a dataset of Marocain dialect scraped from Twitter comments and a combination of extraction(n-grams), weighting schema(Bow, TF-IDF), and word embedding was applied in order to prove the Marocain dialect classification and get the best classify model. The Machine Learning techniques which they applied are following: Naïve Bayes, Random Fest, support Vector Machine, Logistic Regression, and a Deep Learning Model such as Long Short term Memory (LSTM). the experimental work showed that the SVM achieved an accuracy equal to 70%.

This paper [11] proposed a new algorithm to generate all potential derivation roots of an Arabic word, without deleting initial affixes, the author seeks to address the weaknesses and errors of existing algorithms in order to improve the accuracy of Arabic Natural language Processing. they used in this study a data set that includes a collection of roots, patterns, and affixes, by matching the derived word to identify the root. and then, they get an average accuracy rate of 96%.

This study [12] proposed a model as a novel assembly of CNNs for analysis of the task of Arabic dialect classification from spontaneous Arabic speech dataset. this model is based on a fusion of linguistic and acoustic features and uses pre-trained bidirectional encoder representation from the transformed (BERT) Model. the proposed approach achieves an accuracy of 82.44% for the identification task of five Arabic dialects.

The author [13] proposes an approach to improve P-Stemmer by combining it with various classifiers such as Naïve Bayes, Random Forest, Support Vector Machines, K-Nearest Neighbor, and K-Star. In this study they used a data set synthesized from various online news pages and did the experiment on Weka tools, which is achieving the result showed that the P stemmer has Improved when using NB.

III. REVIEW OF ARABIC AND ITS DIALECTS

Arabic is one of the major languages used in the world, it is used by all Muslims because is the language of the holy book of Islam [6], [14], as well, Arabic divided into three categories according to [14] as follows: First, Classical Arabic (CA) is considered the oldest type it is the Arabic literature, The Holy Quran; Second, Modern Standard Arabic (MSA) can be defined as a simplified version of Classical Arabic to be comprehensible by whole people and be became largely used; and then, exists a third type called Arabic Dialect use the same Arabic characters for writing, this one used more than two above types in daily life.

The Arabic dialect is divided into several types, as shown in Fig. 1; for instance:

- Moroccan Dialect: The Moroccan dialect commonly Diarj [10];
• Egyptian Dialect: The Egyptian dialect is spoken in Egypt;
• North African Dialect: The North African dialect is spoken in Algeria, Libya, and Morocco [12];
• Tunisian Dialect: Tunisian [15], and others are also Arabic dialects [16];
• Mauritania Dialect: This is named HISSANIYA dialect and is spoken mainly in the middle Mouregb region, more specifically in Mauritania country.

**Mauritania Dialect:** The Mauritanian dialect named HASSANIYA is a local dialect and a variety of Maghrebi Arabic spoken by Mauritanian Arabs widely used in daily life not only to change between families but also to indicate or share feelings and opinions on social media and to interact with others’ posts. The operation of HASSANIYA text classification is becoming increasingly complicated, for three reasons: firstly, HASSINIYA is an Arabic dialect that has the same letters of the alphabet for writing, with changes in pronunciation and meaning depending on their diacritics, and ambiguity between words’ root and their derivation; secondly, it is an unstructured language; thirdly, there is no data set or dictionary pre-exists.

In Table I, we segment an example of a Hassaniya word into sub-segments that show its basic construction; as mentioned above, this dialect uses Arabic letters and can be conjugated with all subjects and tenses; as shown in the following table, the word HISSANIYA has an affix such as prefix, suffix, and postfix determined by usage.

**TABLE I. EXAMPLE OF A HASSANIYA WORD WHICH HAS DIFFERENT AFFIXES ATTACHED TO A ROOT WORD**

<table>
<thead>
<tr>
<th>Word</th>
<th>Pronoun &quot;You&quot;</th>
<th>Termination of conjugation</th>
<th>Negation like &quot;Don’t&quot;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Affixes</td>
<td>Prefix</td>
<td>Suffix</td>
<td>Root</td>
</tr>
</tbody>
</table>

| IV. MATERIALS AND METHODS |

The main stages in our proposed Methodology are data collection, preprocessing, building technique, classification, and Evaluation stages will be described in the following. This approach was applied using Weka tools. For the sake of a better selection of dialectal words, we adopt in this work a methodology consisting of phases shown in Fig. 2.

**A. DataSet Description**

Social media data is the main source of our Data set. We have built our own Data set which contains words and sentences in HASSANIYA by gathering hundreds of comments from Facebook pages using scrap tools that present cytosine’s reaction to government activities and then annotating them according to their polarity. We annotated each comment extracted according to his opinion hidden behind the writing.

The corpus of the dataset is present in the below Table 2.

**TABLE II. DATASET**

<table>
<thead>
<tr>
<th>Class</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>321</td>
</tr>
<tr>
<td>Negative</td>
<td>348</td>
</tr>
<tr>
<td>Neutre</td>
<td>337</td>
</tr>
<tr>
<td>Total</td>
<td>1006</td>
</tr>
</tbody>
</table>

Based on our knowledge of the local language, we divided the corpus into three categories looking at opinions reflected as positive, negative, and neutral as well as shown in Fig. 3. Moreover, we loaded comments on Interim storage as a CSV file after converting it to ARFF format for use on Weka.

**Fig. 3. DataSet example annotated.**

The data was balanced by the Smote method as well as shown in the following Fig. 4.

**Fig. 4. DataSet balanced.**
B. Pre-processing

Pre-processing is the first step in the data analysis process and that is a crucial step when dealing with Arabic documents [17]. In order to convert input data to a performed text clearly and useful for machine analyses, we were using in this work a process consisting of various steps presented in the following. Thus, these steps and filtering are offered by the Weka tool.

Tokenization: Tokenization is a technique that divides and transforms the word into tokens while preserving the meaning of the words by removing spaces, punctuation, and non-Arabic words [18]; in this case, the document is also reduced to words.

Normalisation: Word normalisation means giving a format where some letters appear differently [19] for instance, ﬁ can appear in different forms like ﬁ, ﬁ, and ﬁ.

StopWordsHandler: Stop word is used to eliminate everything not part of the word’s root.

Stemming: The streaming method is an essential step in Natural Language Processing or text classification, which converts the word into its corresponding root or stem. Stem is the combination of a root and its derivation which is a suffix prefix and postﬁx [16]. There are two main types of stemming in Arabic, namely Stem or Light Stemming and root-based stemming, the first one can be explained by removing the sufﬁxes and preﬁxes from the word in order to obtain its root; The second type is divided into three sub-categories. According to [17] such as (i) Dictionary Based when using a file dictionary; like khoja. (ii) no-dictionary bases, and hybrid that is shown in Fig. 5. There are several Stemming approaches applied to the Arabic language the following is a non-exhaustive type.

Light stemmer: Light stemmer is one category of stemming approach that aims to reduce words to their stem by means of removing the most frequent word’s prefix and/or sufﬁx [20], [21], [19].

Heavy Stemmer: Heavy stemming is the process of eliminating afﬁxes and changing certain letters in words to obtain the root word [22].

SetMinTermFreq(): The SetMinTermFreq() method is used to deﬁne the minimum frequency threshold of a term (word) to be taken into account in the feature vector; In Weka, the StringToWordVector filter allows us to convert a collection of text documents into a set of numerical features, where each feature represents the frequency of a speciﬁc word in the document. In this study, you have used a minimum frequency equal to 2.

C. WEKA tools

WEKA is a machine learning framework with a graphical user interface, making it easy to use for beginners. It also includes a large collection of machine learning models such as Neural Networks, Decision Trees, and K-means. Provides implementations of learning algorithms that can be applied for data analysis purposes [23].

Weka covers tools for transforming datasets, such as discretization and sampling algorithms for pre-processing a dataset, integrating it into a learning scheme, and analyzing the resulting classifier and its performance.

D. Machine Learning Algorithms

1) Naïve Bayes Multinominal: Naïve Bayes (NB) is a data mining algorithm dedicated to data classification [24]. It is used to deduce the probability of a datum belonging to a class, based on the assumption that all attributes are independent of each other given the class [25]. In this work, we use Multinomial Naïve Bayes to assign texts to classes based on statistical analysis of their content. This algorithm offers an alternative to the often cumbersome semantic analysis based on artificial intelligence and considerably simplifies the classification of textual data. It aims to classify by assigning text fragments to classes while determining the probability of a document belonging to the class in other documents with the same subject.

2) Random Forest: According to [26] RF is a set of decision trees where each tree is built from a bootstrap version of the training data set. Each tree is built according to the principle of repetitive partitioning: starting from the root node, the same node-splitting procedure is applied repeatedly until certain stopping rules are met. Its predictive power comes from the aggregation of many weaker learners (decision trees). Performance is particularly good if correlations between forest trees are low.

3) Logistic: Logistic regression is an important technique in the field of artificial intelligence and machine learning for data analysis that uses mathematics to find relationships between two data factors. It then uses this relationship to predict the value of one of these factors as a function of the other. The prediction usually has a finite number of outcomes, such as yes or no. Logistic regression belongs to the family of supervised machine learning models. It is also considered a discriminative model, meaning that it attempts to distinguish between classes (or categories) [27].

E. Evaluation Metrics

Text classification models are evaluated using well-defined essential criteria. This set was used to evaluate our models [28]. To evaluate the accuracy of our Models’, a confusion metric is defined by [10] as a tool to evaluate the accuracy of ML models’ predictions and compare their predictions to reality. Since We have three classes to be classified, six important terms will have come into the evaluation process as shown.
in Fig. 6. Results obtained are assessed using the F1 score, precision, accuracy, and recall.

**Tp:** here is true Positive, where the prediction is positive, and the actual values are positive also.

**Fp:** here is a False positive, where the prediction is positive, but the actual values are Negative or Neutral.

**Tng:** here is true Negative, where the prediction is negative, and the actual values are negative.

**Fn:** here is a false Neutral, where the prediction is neutral, but the actual values are positive or negative also.

**Tn:** here is true Neutral, where the prediction is neutral, and the actual values are Neutral also.

**Recall:** Recall(R) measures how many of the “positive” predictions are made correctly by the model. The mathematical formula is as follows:

\[
P = \frac{TP}{TP + FP + FN} \quad (1)
\]

**Precision:** Precision (P) measures how many of the “positive” predictions are made correctly by the model. The mathematical formula is:

\[
R = \frac{TP}{TP + FN + FP} \quad (2)
\]

**F-Measure:** F-Measure or F1 score is a machine-learning evaluation metric that measures a model’s accuracy. It combines the precision and recall scores of a model, given by the formula:

\[
F1 = 2 \times \frac{P \times R}{P + R} \quad (3)
\]

**Accuracy:** The accuracy metric computes how many times a model made a correct prediction across the entire dataset.

\[
Accuracy = \frac{TP + TN + FN + FP}{TP + TN + FP + FN} \quad (4)
\]

Fig. 6. Confusion metrics for three classes.

V. RESULTS AND DISCUSSION

There are three experimental works carried out using Weka tools are shown in Table III, in order to investigate the stemmer method effect in Mauritania dialectal classification and to compare the performance of the Machine Learning techniques applied. In the first EXP (i), we combined the ArabicStemmerKhoja, the MultiStopwords, and the word tokenizer in order to construct an appropriate feature; Exp (ii) is the result of a combination of ArabicLightStemmer, multistop-word, and word tokenizer; The last one EXP(iii) was done of null Stemmer combined with multi Stop Words, and WordTokenizer. The accuracy of the three experimental works is illustrated in Fig. 7 and Table VII, which shows that three machine learning techniques (Random Forest, Logistic Regression, and Naive Bays Multinomial) were tested using training data at three different stages, with the result changing according to features used.

<table>
<thead>
<tr>
<th>Table III. COMBINED FEATURES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp</td>
</tr>
<tr>
<td>-----</td>
</tr>
<tr>
<td>i</td>
</tr>
<tr>
<td>ii</td>
</tr>
<tr>
<td>iii</td>
</tr>
</tbody>
</table>

Tables IV, V, and VI show the results obtained by the Random Forest, NBM, and logistic techniques on the basis of the training data. It can be seen that the three classifiers managed to classify the positive class more than the others with better data by RF with Ligth StemmerArabic equal 98,5%; moreover, RF gets better results than others classified in three cases.

<table>
<thead>
<tr>
<th>TABLE IV. EXP(I) CLASSIFICATION RESULTS OF EACH CLASS USING STEM-BASED (LIGH STEMMERARABIC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class</td>
</tr>
<tr>
<td>-----------------------------------------------</td>
</tr>
<tr>
<td>NBM  Precision</td>
</tr>
<tr>
<td>F-Measure</td>
</tr>
<tr>
<td>RF   Precision</td>
</tr>
<tr>
<td>F-Measure</td>
</tr>
<tr>
<td>Logistic Precision</td>
</tr>
<tr>
<td>F-Measure</td>
</tr>
<tr>
<td>F-Measure</td>
</tr>
</tbody>
</table>

The results obtained from exp(i) with Light Stemmer Arabic are shown in Table IV; this shows the performance evaluation measure for each selected class or sentiment (positive, negative, and neutral), so positive sentiment was ranked higher by RF.

Table V shows the results obtained when using Arabic Stemmer Khoja. This experience shows RF arrives at a significant number classified in all classes, followed by Logistic which is better for the positive, and negative classes than the neutral.

The results obtained during the exp(iii) indicated in Table VI show that RF and Logistic in terms of classification than NBM. However, the correctly classified number of the neutral class is less important here than the other classes.
TABLE V. EXP(II) CLASSIFICATION RESULTS OF EACH CLASS USING ROOT-BASED (ARABIC STEMMER KHOJA)

<table>
<thead>
<tr>
<th>Class</th>
<th>Positive</th>
<th>Negative</th>
<th>Neutral</th>
</tr>
</thead>
<tbody>
<tr>
<td>NBM</td>
<td>Precision</td>
<td>0.766</td>
<td>0.681</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>0.705</td>
<td>0.749</td>
</tr>
<tr>
<td></td>
<td>F-Measure</td>
<td>0.734</td>
<td>0.713</td>
</tr>
<tr>
<td>RF</td>
<td>Precision</td>
<td>0.982</td>
<td>0.951</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>0.968</td>
<td>0.956</td>
</tr>
<tr>
<td></td>
<td>F-Measure</td>
<td>0.975</td>
<td>0.953</td>
</tr>
<tr>
<td>Logistic</td>
<td>Precision</td>
<td>0.863</td>
<td>0.812</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>0.796</td>
<td>0.951</td>
</tr>
<tr>
<td></td>
<td>F-Measure</td>
<td>0.945</td>
<td>0.804</td>
</tr>
</tbody>
</table>

TABLE VI. EXP(III) CLASSIFICATION RESULTS OF EACH CLASS USING NULL STEMMER)

<table>
<thead>
<tr>
<th>Class</th>
<th>Positive</th>
<th>Negative</th>
<th>Neutral</th>
</tr>
</thead>
<tbody>
<tr>
<td>NBM</td>
<td>Precision</td>
<td>0.787</td>
<td>0.746</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>0.705</td>
<td>0.746</td>
</tr>
<tr>
<td></td>
<td>F-Measure</td>
<td>0.744</td>
<td>0.708</td>
</tr>
<tr>
<td>RF</td>
<td>Precision</td>
<td>0.985</td>
<td>0.945</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>0.965</td>
<td>0.953</td>
</tr>
<tr>
<td></td>
<td>F-Measure</td>
<td>0.975</td>
<td>0.949</td>
</tr>
<tr>
<td>Logistic</td>
<td>Precision</td>
<td>0.872</td>
<td>0.820</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>0.853</td>
<td>0.796</td>
</tr>
<tr>
<td></td>
<td>F-Measure</td>
<td>0.862</td>
<td>0.808</td>
</tr>
</tbody>
</table>

Metric in the three experiments for the three classes given with the NMB and Logistic, it shows that the technique used is good for predicting the positive class, especially in experiment (i), and bad for predicting the negative class. Unlike RF who managed to predict all classes.

Fig. 7. Accuracy performance of the three algorithms.

Fig. 7 illustrates the Accuracy of algorithms given respectively by the three experiments applied.

As shown in Table VII above RF and NBM algorithm was better in performance when using ArbicStemmerKhoja; however, Logistic gets better performance results with Null Stemmer. Overall, with the Light Stemmer Arabic feature, the RF algorithm had the highest accuracy rate compared to the NBM and Logistic algorithms.

Table VIII illustrates the results obtained with previous work, which focuses on different dialects; Likewise, our approach also studies a dialect. However, the experimental study in this approach gave a result of 96.37% higher than those obtained by existing studies. Therefore it is a successful approach.

Diacritization and derivation or rootization of Arabic words are the limitations of this approach. We recommend that future research enhance algorithms by taking diacritization and all possible word lengths into account; So that the correct word meaning can be processed.

VI. CONCLUSION

This study essentially focuses on the Mauritanian dialect, looking at its morphology, structure, and meaning, with the aim of analyzing it using Machine Learning algorithms. In order to prove the classification of the Mauritanian dialect using ML algorithms, we experimented on a corpus of dialect words that gave satisfactory results, however, the study proved that the results obtained are influenced by the effect of stemmer methods;

In this article, three types of stemmer were tested with the objective of measuring and comparing their effect on the classification of dialect text, this process showed that the stemmer method “ArbicStemmerKhoja” is the most efficient with the NBM and RF algorithms in terms of prediction, unlike logistic which gives a better performance without stemmer.

These results will guide us to a deeper study of the language data in order to uncover sentiments behind his comments written in the Mauritanian dialect and find an accurate prediction.
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Abstract—In today's era of escalating digital threats and the growing need for safeguarding sensitive information, this research strives to advance the field of information concealment by introducing a pioneering steganography methodology. Our approach goes beyond the conventional boundaries of image security by seamlessly integrating classical image processing techniques with the cutting-edge realm of quantum encoding. The foundation of our technique lies in the meticulous identification of distinctive features within the cover image, a crucial step achieved through the utilization of SIFT (Scale-Invariant Feature Transform). These identified key points are further organized into coherent clusters employing the K-means clustering algorithm, forming a structured basis for our covert communication process. The core innovation of this research resides in the transformation of the concealed message into a NEQR (Novel Enhanced Quantum Representation) code, a quantum encoding framework that leverages the power of quantum circuits. This transformative step ensures not only the secrecy but also the integrity of the hidden information, making it highly resistant to even the most sophisticated decryption attempts. The strategic placement of the quantum circuit representing the concealed message at the centroids of the clusters generated by the K-means algorithm conceals it within the cover image seamlessly.

This fusion of classical image processing and quantum encoding results in an unprecedented level of security for the embedded information, rendering it virtually impervious to unauthorized access. Empirical findings from extensive experimentation affirm the robustness and efficacy of our proposed strategy.

Keywords—Clustering; keypoints; k-means; cover image; quantum steganography

I. INTRODUCTION

Digital document transfer via networks is vulnerable to a number of security threats, including attacker interception and modification. Different methods have been developed to safeguard the transfer of digital documents in order to reduce risk. Steganography is one such method, which entails concealing a message within another message or a tangible item. Researchers have recently put forth a number of steganography methods that mix classical and quantum computing methods. For instance, the hybrid quantum k-means algorithms described by Poggiali et al. [9] and DiAdamo et al. [8] combine classical and quantum clustering methods. Jiang and Wang [10] suggested a unique, safe, keyless steganography method based on the Moiré pattern for pictures on quantum computers. Li and Lu [7] introduced a brand-new LSB-based steganography for colored quantum pictures that makes use of reflected Gray coding. Even while these methods have showed potential, steganography still has limitations.

For instance, The secret message may be discovered if the steganography algorithm is known or if the cover item is subjected to statistical analysis [21]. This paper introduces a unique method of picture steganography that combines traditional image processing methods with quantum computing in order to overcome these constraints. The proposed method leverages Scale-Invariant Feature Transform (SIFT) for keypoint detection and K-means clustering [6] for image processing before encoding the secret message using quantum circuits. The secret message is then encoded into a Novel-Enhanced Quantum Representation (NEQR) code, providing an additional security layer. The suggested method is used to conceal a hidden message in a handwritten manuscript and document image. The main contribution of this approach lies in its innovative combination of classical image processing techniques with quantum computing to enhance the security and imperceptibility of steganography. Specifically, K-mean clustering introduces it provides an efficient way to group similar keypoints detected by SIFT and group them to find the optimal number of centroids of keypoints in the cover image. This ensures that the secret message is encrypted in a secure and efficient way. Followed by encoding the secret message using quantum circuits and NEQR coding. This not only enhances the security of the hidden message but also maintains the aesthetic quality of the original image. To overcome the limitations of steganography techniques, k-means unsupervised learning algorithm can be used to hide large data sets. It assumes that the detector parameters and K-means are completely synchronized between sender and receiver and that the quantum circuit used for encryption can be transmitted securely. The remainder of this paper is divided into the following sections. For background, in Section II, we review prior initiatives in the field of imagine steganography. We fully describe the methods we want to utilize in Section III. Experimental results demonstrating our approach’s effectiveness are described in Section IV. Section V concludes the essay and discusses what happens next.

II. RELATED WORKS

An area of study that is expanding quickly and has gotten a lot of attention lately is quantum image processing and information concealing. In order to improve the embedding capability, visual quality, and security of quantum image steganography, researchers have proposed forth several novel techniques for hiding information within quantum images. These techniques include Fourier’s Quantum Information Processing [1], Image processing in quantum computers [2], turtle
shell algorithm [3], and least significant bit (LSB) replacement [4]. The publication “A novel quantum color image steganography algorithm based on the turtle shell and LSB” [3] describes one noteworthy technique. In order to increase visual quality and security, the authors provide a novel quantum color picture steganography technique that makes use of the human vision system (HVS) model and validates codes. To conceal secret information, the algorithm randomly chooses two channels from each color carrier pixel’s red (R), green (G), and blue (B) channels with varying probability. The grayscale values of the two selected channels line up with a spot in the reference matrix based on a turtle shell. Either the LSB substitution technique or the turtle shell algorithm is used to embed the secret information, depending on whether the point is near the border of the reference matrix or not. The technique of the authors’ unique system is better explained through the use of specialized quantum circuits. According to experimental findings, their algorithm is workable and performs better than competing techniques in terms of security, embedding ability, and imperceptibility. The article “LSB-based Steganography Using Reflected Gray Code for Color Quantum Images” [7] presents another intriguing technique. In order to increase embedding capacity and security for color quantum pictures, this research suggests an LSB-based steganography approach employing reflected gray code. The authors include four hidden qubits into each pixel of the cover picture using the NEQR encoding for quantum images. In order to lessen distortion in the stego picture and make detection more challenging, they additionally use reflected Gray coding. Mario Mastriani’s works and others are connected. The author in [1], who first up the idea of quantum Fourier transformation and investigated how it affected entanglement, teleportation, and quantum secret sharing. The author in [2] investigates how Quantum Image Processing (QIP) may be used to more effectively represent pictures by storing N bits of classical information in just log2 N quantum bits (qubits) and by using a brand-new LSB-based quantum image steganography algorithm. The many facets of quantum image processing and clustering approaches have also been examined in certain related publications. For instance, [8] provided a useful quantum k-means clustering method and examined its effectiveness and potential uses for classifying energy grids. This research showed how useful quantum clustering methods may be in real-world applications. In contrast to prior studies, our technique first processes the image before encoding the secret message using SIFT (Scale-Invariant Feature Transform) and K-means clustering. K-means is a clustering technique used to divide data into groups, whereas SIFT is an algorithm that finds and characterizes local features in photographs. You use quantum circuits to encrypt a secret message after utilizing SIFT to identify keypoints in a cover picture and K-means clustering to organize them into clusters. The result is a NEQR code. By changing the pixel values of the cover image, you may finally encrypt the secret message in the picture. The main difference between our approach and these related works is that our methodology concentrates on processing the image using SIFT and K-means clustering before encoding the secret message, whereas these works concentrate on improving the embedding capacity, visual quality, and security of LSB-based quantum image steganography or improving the efficiency of k-means clustering through quantum parallelism. Furthermore, unlike previous comparable research, our suggested approach includes machine learning techniques. With regard to your information concealment technique, we specifically use machine learning methods or models like K-means clustering for keypoint grouping or other pertinent activities. In comparison to conventional steganography approaches, our proposed work offers improved performance and flexibility by using machine learning techniques. The efficiency and efficacy of the information-hiding process are increased thanks to machine learning models’ ability to recognize patterns, improve settings, and adjust to changing circumstances. In spite of these developments, there are still several issues and research gaps in this area. For instance, utilizing security metrics like entropy, correlation coefficient, chi-square test, etc. A more thorough security study and comparison with other quantum picture steganography systems already in use are required. Researchers must also take into account how assaults or quantum noise may impair the resilience and dependability of these solutions. Additionally, it is necessary to provide clearer descriptions of how models like HVS are used to choose channels for information concealment as well as their adaptability to various picture kinds and color schemes. To prove practicality and applicability, further experimental findings on real-world pictures or applications are required.

III. PROPOSED APPROACH

A. Image Pre-processing

Noise reduction, contrast enhancement, and edge detection techniques will be used on cover images to enhance their steganography. Edge detection will identify the edges of the image, contrast enhancement will change its brightness and blackness, and noise reduction will eliminate any extraneous pixels or imperfections. The things in the picture. The cover picture is then loaded and made grayscale. The keypoints detection technique only functions on grayscale pictures, hence the conversion to grayscale is required.

B. Detection of Key Points

The Scale-Invariant Feature Transform (SIFT) technique will next be used to find relevant regions in the cover picture [24]. Here These strategic places will offer suitable hiding spots for the hidden message. In order to identify, describe, and match local characteristics in pictures, David Lowe created the SIFT algorithm in 1999 [5]. SIFT identifies and characterizes local features in images. It is a reliable option for key point identification since it is invariant to scale, orientation, and affine distortion. SIFT is used by our suggested technique to find key points in the cover picture. Key points are interesting areas of a picture that remain constant despite changes in scale and direction. The scale space of the input image is initially built as part of the SIFT algorithm’s operation. This is accomplished by creating a collection of smoothed pictures by convolving the image with Gaussian filters at various scales. Next, neighboring smoothed pictures in the scale space are subtracted to determine the Difference of Gaussians (DoG). The local extrema (maxima and minima) are looked for across scales and spatial dimensions in the DoG pictures. These extremes might serve as important points. After possible key points have been discovered, they are refined by removing edge responses and low-contrast key points. The prevailing gradient direction in each key point’s immediate vicinity is
then used to determine its orientation. The local image patch of each key point is used to construct a description for each of them. Equation [1] shows how the scale space is built using a Gaussian function:

\[ G(x, y, \sigma) = \frac{1}{2\pi\sigma^2} e^{-\frac{x^2+y^2}{2\sigma^2}} \]  

(1)

where:

- \(x\) and \(y\) are the pixel coordinates.
- \(\sigma\) is the scale parameter.

C. Clustering of Key Points

In the suggested method, we employed the K-means clustering technique to organize the key points that were identified in the cover picture into clusters [19], [22]. This process is used to locate areas in the image where the hidden message could be hidden. The last places to implant the hidden message will be in the centroids of these clusters (10 centroids were employed as seen in Fig. 1). Unsupervised machine learning technique known as K-means divides a set of data points into K clusters [23]. Stuart Lloyd made the initial suggestion in 1957, and James MacQueen subsequently published it in 1967 [20]. The method updates the cluster centers based on the mean of the data points given to each cluster after repeatedly allocating each data point to the closest cluster center. When the cluster assignments stop changing, the algorithm has reached its convergence. Let \( C = \{c_1, c_2, \ldots, c_k\} \) be the set of cluster centers and \( X = \{x_1, x_2, \ldots, x_n\} \) be the collection of data points in mathematics. The within-cluster sum of squares (WCSS) [11], which is determined by Eq. (2), is the objective of K-means:

\[ \sum_{i=1}^{k} \sum_{x \in C_i} \|x - c_i\|^2, \]

(2)

where:

- \( C_i \): the set of data points assigned to cluster \( i \).
- \( i \), and \( \|x - c_i\| \): the Euclidean distance between data point \( x \) and cluster center \( c_i \).

The key points from the cover picture that were recognized by our suggested method were grouped into clusters using K-means clustering. The K-means method seeks to identify a clustering of the key points such that the key points within each cluster are as near as feasible to one another (in terms of their Euclidean distance) by minimizing the WCSS. As a consequence, a collection of neatly spaced-out key point clusters is produced. These clusters may then be utilized to find possible locations for the hidden message to be embedded. For instance, we may decide to place the hidden message in the pixels that correspond to the cluster centers or those that are a specific distance away from the cluster centers. We begin by employing SIFT and K-means clustering to find and group the key points, then we use quantum circuits to encrypt the secret message and produce a Novel-Enhanced Quantum Representation (NEQR) coding for the message.

D. Encoding of Messages

In our suggested method, we harness the power of quantum circuits and keypoint clustering to safely insert a hidden message into a picture. We can find the best places to integrate messages while still maintaining the aesthetic appeal of the cover picture by utilizing keypoint clustering. The K-means technique was used to create these clusters, which may be used to find possible locations for the secret message to be embedded. For instance, we may decide to place the hidden message in the pixels that correspond to the cluster centers or those that are a specific distance away from the cluster centers. We begin by employing SIFT and K-means clustering to find and group the key points, then we use quantum circuits to encrypt the secret message and produce a Novel-Enhanced Quantum Representation (NEQR) coding for the message.

This technique is an illustration of the Proposed KeyPoints Clustering and Quantum Circuits technique. First, translate the hidden message into binary form. To do this, transform each character in the secret message to its corresponding ASCII code before converting it to an 8-bit binary string. Let’s propose that we have a binary secret message (B message) and a quantum circuit \( Q \) with \( n = 144 \) qubits initialized to the \( |0\rangle \) state.

A tensor combination of the several qubit states may be used to describe the starting state of the quantum circuit in Eq. (3):

\[ |\psi\rangle = |0\rangle \otimes |0\rangle \otimes \ldots \otimes |0\rangle, \]

(3)

The size of the binary secret message divided by \( n \) will determine the number of qubits in the quantum circuit that will be created subsequently. This flips the state of that qubit from \( |0\rangle \) to \( |1\rangle \). The binary secret message is first encoded into the quantum circuit, and then it is changed into a gate to produce the NEQR code for the secret message. This would produce a gate called neqrcode that would reflect the secret message’s NEQR code. Then, using the appropriate files, we load this NEQR code into the cover picture and cluster centers. The cover graphic then contains red markers for the cluster centers.

Then, according to each pixel value’s binary representation,
the binary secret message is concealed in the least significant bit (LSB). This is accomplished by iteratively going through each pixel and changing the value of the blue channel to encode one bit of the binary secret message. A file is then created with the finished stego image. Instead of adding a new signal on top of the cover data, this method provides an extra degree of protection by enclosing the secret message inside the image itself. It is harder for an enemy to discover the hidden message when it is concealed inside the image itself. Furthermore, Fig. 2 illustrates how even if an enemy were to discover its existence, they would still need to understand how it was encoded in order to decode it and obtain the information. Because it is challenging to identify the secret message in the cover image, the system is safe. Each ASCII character’s LSB only differs by one bit, making it incredibly challenging to identify. The plan also employs a random scrambling process to further muddle the secret message. The approach is especially effective because it doesn’t necessitate sending a lot of extra data. The secret message’s ASCII representation is the only extra information that is necessary. NEQR (new enhanced quantum representation), a novel enhanced quantum representation for digital pictures, was put out as an enhancement to the Flexible Representation of Quantum pictures (FRQI) paradigm [12]. Instead of using a qubit’s probability amplitude, as in FRQI, the NEQR model stores the basic state of a qubit sequence as the initial gray-scale value for each pixel in an image. The NEQR quantum image can differentiate between several gray scales because the basic states of a qubit sequence are orthogonal [12]. A quadratic speedup in quantum picture preparation, a 1.5X improvement in quantum image compression, and reliable digital image retrieval from quantum images are all demonstrated by NEQR in performance comparisons with FRQI. NEQR also makes it easier to conduct other quantum image operations linked to the picture’s grayscale data, such as partial and statistical color operations. As a result, compared to existing models in the literature, the proposed NEQR quantum image model is more adaptable and more suitable for quantum picture representation. The NEQR (new enhanced quantum representation) coding and LSB (least significant bit) replacement are utilized in the proposed method to add another level of security to the encoded communication. While the cover picture’s cluster centers are colored red using NEQR coding, the secret message’s binary representation is encoded into the pixel values of the stego image using LSB substitution. This provides a way to indicate specific locations where the secret message can be found in the cover image. There are various advantages of using NEQR coding in this project. For instance, it could be harder for an attacker to figure out whether the image contains a secret message. In order to effectively decode the secret message, an attacker has to be familiar with both LSB substitution and NEQR coding. NEQR coding can also give a mechanism to check the message’s integrity after it has been encoded. The NEQR code identifies precise spots in the cover picture where the hidden message may be identified (extraction algorithm), and by comparing these marked sites to the original cluster centers, it is possible to identify any alterations made to these locations (for example, as a result of image compression or editing).

Algorithm 1 Clustering of Proposed KeyPoints and Quantum Circuits

Require: Cover Image (CI), Secret Message (SM)
1: CI: Cover Image
2: SI: Stego Image
3: SM: Secret Message
4: BSM: Binary Secret Message
5: NEQR: Novel-Enhanced Quantum Representation
6: Output: Stego Image, Decoded Message

Step 1: Detect Keypoints in the CI
7: Load the CI using OpenCV library.
8: Create a SIFT object.
9: Detect keypoints in the CI using SIFT.
10: Save the keypoints information to a file.

Step 2: Cluster the Detected Keypoints
11: Load the keypoints file.
12: Convert the keypoints information.
13: Create a K-means object with desired clusters.
14: Perform K-means clustering.
15: Save cluster centers to a file.

Step 3: Encode the Secret Message using Quantum Circuits
16: Convert the SM into binary.
17: Create a quantum circuit with qubits equal to BSM length.
18: for each qubit do
19: Check bit value of BSM.
20: if bit is ‘1’ then
21: Apply an X gate.
22: end if
23: end for
24: Convert the circuit to a NEQR gate.
25: Load the CI again.
26: Load cluster centers.
27: Mark centers in the CI with red color.
28: Create SI copy.
29: Get SI dimensions.
30: Initialize binary index to 0.
31: for each pixel in SI do
32: Get pixel value.
33: if binary index < BSM length then
34: Calculate new pixel value.
35: Update SI pixel.
36: Increment binary index.
37: end if
38: end for
39: Set blue channel to original value minus LSB plus BSM bit.
40: Increment binary index.
41: Save SI to a file.

E. Secret Message Extraction and Decoding

The original secret message is obtained by extracting the NEQR code from the stego picture. In order to decode the NEQR code, one must first measure the quantum circuit, then take the least significant bit from each pixel value in the stego picture and combine it with other bits to create a binary string. To extract the original secret message, this binary string may then be transformed into a character string. This is how Eq.
The Structural Similarity Index Metrics (SSIM), measures the structural similarity between two images. It is designed to capture the perceived change in structural information between two images. The formula for determining the SSIM is as follows [17](6):

\[
SSIM(x, y) = \frac{(2\mu_x \mu_y + c_1)(2\sigma_{xy} + c_2)}{\left(\mu_x^2 + \mu_y^2 + c_1\right)\left(\sigma_x^2 + \sigma_y^2 + c_2\right)}
\]

c represents the cover image, and s represents the stego image. \(\mu_c\) and \(\mu_s\) are the average pixel values of images c and s, respectively. These values are used to compare the contrast of the two images. \(\sigma_c^2\) and \(\sigma_s^2\) are the variances of images c and s, respectively. These values are used to compare the structural similarity between the two images. We calculated the SSIM values for several datasets using this equation. And since the resulting number of SSIM ranges from -1 to 1, with one indicating that the cover and stego images are identical. A higher SSIM value that achieved (0.99) indicates that the structural similarity between the cover and stego images is high.

### D. Histogram Analysis

It was performed to evaluate the distribution of pixel intensities in the stego images compared to the original cover images. The results displayed in Fig. 3 confirms that the histograms of the cover and the image of Stego were very similar since our steganography system does not introduce significant changes to the histograms of the images. To determine the differences between cover images and stego, we performed a histogram analysis of the pixel difference (PDH) between document images, handwritten manuscripts four benchmarks: man from Standard test images(c1), Tobacco800(c2), L3iDocCopies(c3) and EMNIST(c4) and the resulting stego images-histogram, respectively (s1, s2,s3,s4) man, Tobacco800, L3iDocCopies and EMNIST (Table II). The difference between the cover images and the resulting stego were minimal, which confirms the superiority of our proposed approach in achieving the minimum level of distortion during the data embedding. The images show that our proposed system has a minimal visual impact on the paper, which preserves readability while making it difficult to determine the exact locations of the embedded message. Fig. 4 presents document images and stego manuscripts resulting from the use of the proposed system in including the secret message for three types of dataset used, where it can be seen that the documents remain clear because our system did not affect the image of the document in a way that prevents discovering the location of the secret message being included in it. In addition, the evaluation of our proposed system includes a comparison between SSIM and PSNR in Fig. 5. These results were obtained using ten images from the data set used in evaluating the system, including images of handwritten documents and manuscripts, which show that 54.62 and 0.99 are the average values of PSNR and SSIM of our proposed system, respectively. The maximum values of both PSNR and SSIM are 1, and thus our approach produces high quality images of Stego documents. Fig. 6 presents a comparison of the PSNR of our proposed system with related works, including standard least significant bits (LSB) [3], [Li, Panchi, and Aiping Lu] [7], and [Zhou, Ri-Gui, et al.] [4].
Through this comparison, it can be seen that the method of [3] is superior to other related researches, except for the technique used in Our proposed approach. This confirms the validity of high image quality, which reduces the chances of detecting the Human Visual System (HVS).

### TABLE II. COVER-STECHO-DOCUMENT PIXEL DIFFERENCE HISTOGRAM ANALYSIS

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Cover image</th>
<th>Stego image</th>
<th>(PDH) analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard test images (Man)</td>
<td>C1</td>
<td>S1</td>
<td>0.18</td>
</tr>
<tr>
<td>Tobacco800</td>
<td>C2</td>
<td>S2</td>
<td>0.21</td>
</tr>
<tr>
<td>L3DocCopies</td>
<td>C3</td>
<td>S3</td>
<td>0.22</td>
</tr>
<tr>
<td>EMNIST</td>
<td>C4</td>
<td>S4</td>
<td>0.29</td>
</tr>
</tbody>
</table>

![Fig. 3. Histograms of similarity the cover and stego images.](image)

**TABLE III. BIT ERROR RATE (BER) FOR DIFFERENT BENCHMARKS**

<table>
<thead>
<tr>
<th>Benchmarks</th>
<th>BER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lena</td>
<td>0.0037</td>
</tr>
<tr>
<td>Baboon</td>
<td>0.00601</td>
</tr>
<tr>
<td>Cameraman</td>
<td>0.0031</td>
</tr>
<tr>
<td>Tobacco800</td>
<td>0.00234</td>
</tr>
<tr>
<td>MNIST</td>
<td>0.0027</td>
</tr>
<tr>
<td>IAM dataset</td>
<td>0.0073</td>
</tr>
<tr>
<td>CASIA Handwriting dataset</td>
<td>0.00741</td>
</tr>
<tr>
<td>EMNIST</td>
<td>0.0041</td>
</tr>
<tr>
<td>Signature dataset</td>
<td>0.0087</td>
</tr>
<tr>
<td>Dataset-1</td>
<td>0.0076</td>
</tr>
</tbody>
</table>

The table demonstrates that our steganography system consistently produced low BER values across multiple datasets, showing that the bit error rate is minimal and the secret message can be accurately recovered from the stego pictures.

### E. Robustness Evaluation

Due to possible rotational distortion brought on by printing and scanning disturbances, the original form of the encoded document must be restored before hidden message detection. That the accuracy ratio of extracted message bits is evaluated using the Bit Error Ratio (BER), which is also used further to evaluate the robustness of the extracted secret message. The Bit Error Rate (BER) measures how accurately a secret message can be extracted from a stego image. It is the ratio between the number of incorrect bits in the extracted message and the total number of bits in the original message [18]. A lower BER value indicates a better resistance to errors or alterations in the stego image as referred in Table III.

![Fig. 5. PSNR and SSIM of ten stego document image quality.](image)

**TABLE IV. COMPARISON AMONG VARIOUS WORKS AND OUR PROPOSED WORK**

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Our Proposed Work</th>
<th>Wang et al. (3)</th>
<th>Li et al. (7)</th>
<th>Zhou et al. (4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lena</td>
<td>54.2827</td>
<td>54.59</td>
<td>50.58</td>
<td>50.21</td>
</tr>
<tr>
<td>Baboon</td>
<td>50.674221</td>
<td>54.59</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Cameraman</td>
<td>51.410</td>
<td>54.59</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>IAM dataset</td>
<td>0.00741</td>
<td>0.0041</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>CASIA Handwriting dataset</td>
<td>0.0087</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>EMNIST</td>
<td>0.0087</td>
<td>0.0076</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Signature dataset</td>
<td>0.0087</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Dataset-1</td>
<td>0.0076</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

As can be seen from the table, our steganography system achieved competitive PSNR values compared to existing methods on several datasets. These results indicate that our system can hide secret messages in images with high image quality. In summary, our experimental results show that our...
steganography system achieves high imperceptibility in terms of PSNR. The system can hide secret messages in images with high image quality as measured by this metric.

![PSNR average score](image)

Fig. 6. A comparison of the proposed approach based on peak signal to noise ratio PSNR with state of the art methods.

V. CONCLUSION

In this paper, we presented a novel steganography system that combines quantum circuits and classical image processing techniques to hide secret messages in images. Our system uses the Scale-Invariant Feature Transform (SIFT) algorithm to detect keypoints in the cover image and K-means clustering to group the detected keypoints into clusters. The secret message is then encoded using quantum circuits, and a NEQR code is created for the message. The NEQR code is embedded in the cover image by modifying the cluster centers’ pixel values. This quantum error-correcting code can be used to protect secret messages from noise. The stego image is then created by combining the modified cover image with the NEQR code. The scheme was implemented using the Python programming language and the qiskit library. We evaluated our steganography system regarding imperceptibility and robustness using several metrics. Our experimental results show that our system achieves high imperceptibility as measured by PSNR, SSIM, and histogram analysis. The system also achieves high robustness as measured by BER. Our steganography system provides a novel and practical approach to hiding secret messages in images with high imperceptibility and robustness. The system has potential applications in secure communication and data hiding.
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Abstract—Today’s data-driven environments require innovative tools and methods to analyze and present data. The growth of data across many domains and remarkable technological advances have necessitated a shift from 2D data representations. The rapid growth in dataset scale, variety, and speed has revealed the limitations of conventional charts and graphs. Significant progress has been made in the domain of interactive, three-dimensional data visualizations as a means to address this challenge. The integration of Virtual Reality (VR) and Augmented Reality (AR) technologies enables users to achieve a heightened level of immersion in a simulated environment, where data is transformed into physical and interactive creatures. Recent research in the domain of immersive analytics has provided evidence that virtual reality (VR) and augmented reality (AR) technologies possess the capacity to provide succinct multiple layouts, facilitate collaborative data exploration, enable immersive multiview maps, establish spatial environments, enhance spatial memory, and enable interactions in three dimensions. The primary aim of this research is to design and implement a sophisticated data visualization system that integrates the development of a data pipeline within the Unity 3D framework, with the specific goal of aggregating data. The resulting system will enable the presentation of data from CSV files within a three-dimensional immersive environment. The prospective ramifications of this development have the capacity to yield good effects in diverse domains, including E-commerce analysis, financial services, engineering technology, medical services, data analysis, and interactive data display, among others. The proposed system presents a methodical framework for the development of a 3D data visualization system that integrates virtual reality (VR) technologies, Unity, and Python, with the aim of redefining the process of data exploration within a VR environment. This paper examines the integration of continuous testing methodologies within the context of Python API and virtual reality (VR) environments. It also allows for the creation of an interesting and immersive experience that meets user needs.

Keywords—Immersive space; data visualization; VR system; python API; unity 3D

I. INTRODUCTION

The need for reliable tools and cutting-edge methodologies to analyze, assess, and present datasets has witnessed a substantial increase in the modern era. Technology and the availability of massive data sources across many disciplines enabled the growth. Two-dimensional (2D) charts and graphs are inadequate for revealing intricate patterns and relationships in increasingly large and complex datasets. As the quantity, variety, and speed of data continue to expand at an exponential rate, this constraint becomes more evident.

To address the aforementioned formidable task, significant progress has been made in the field of three-dimensional (3D) interactive data visualization systems. The emergence of these novel technologies has facilitated the ability of researchers, analysts, and other professionals to fully immerse themselves in a domain where data points are converted into tangible entities that can be actively engaged with. The current transformation is helped by the combination of augmented reality (AR) and virtual reality (VR) technologies, which allow individuals to interact with data in a way that is both intuitive and fascinating. Recent studies have shown the significant benefits that virtual reality (VR) and augmented reality (AR) can potentially provide in certain data exploration scenarios, as demonstrated by the existing collection of research in the field of immersive analytics in recent times. The advantages mentioned above encompass a diverse array of subjects, such as the utilization of small multiple layouts [1], the facilitation of collaborative data exploration [2]–[6], the implementation of immersive multiview map systems [4], [7], the provision of boundless spatial environments [1], [7], [8], grouping (clustering) and spatial (dimension reduction) [9], [10], the enhancement of spatial memory retention [11], and the enablement of three-dimensional spatial interactions [3], [10], [12], among various other benefits.

The primary objective of this research endeavor is to introduce and showcase an advanced data visualization system that effectively harnesses the vast capabilities of a three-dimensional immersive environment. This objective is achieved through the integration of computer graphics, data visualization, and human-computer interaction in a mutually advantageous manner. The objective is to provide an extensively interactive setting that facilitates the exploration and analysis of data beyond the limitations imposed by conventional two-dimensional representations. By providing users with the ability to deeply engage with the data, this novel technology aims to exceed the constraints of traditional visualization methods, therefore enhancing users’ understanding and facilitating informed decision-making.

The contribution of the research paper can be summarized as follows:

- The proposed system effectively accomplishes the objective of developing a superior user interface within the domain of 3D data visualization, thus attaining excellence in this field. By blending simplicity and accessibility, people of all backgrounds and technological abilities may easily interact with data in an immersive 3D setting. This work serves to enhance the inclusivity and user-friendliness of data visualization.

- The presentation and implementation of advanced visualization techniques tailored for three-dimensional (3D) scenarios have made a significant and noteworthy
The application of customized visualization methods enhances the representation of complex data relationships and patterns that could otherwise provide difficulties in their recognition. This feature enables users to gain valuable insights from their data within a three-dimensional framework.

- The proposed system facilitates an enhanced level of interactivity by incorporating a wide range of interactive components. This enables users to actively engage with and examine real-time data within a fully immersive 3D setting. The incorporation of functionalities such as data filtering, grouping, and linking facilitates users in effectively managing and analyzing their datasets. The significance of this work resides in the provision of robust tools that enable users to manipulate and explore data effectively within a three-dimensional (3D) spatial context.

- The research work provides a practical contribution by elucidating the process of integrating a Python application programming interface (API) for the purpose of aggregating data into the Unity 3D development environment. This interface enables the smooth conversion of data from a Comma-Separated Values (CSV) file into a three-dimensional (3D) visualization environment, thereby augmenting the level of immersion and engagement. This study focuses on a crucial element of data transmission, aiming to facilitate a seamless and effective transfer from two-dimensional data sources to three-dimensional representation.

The subsequent sections of the document are organized in the following manner: Section II provides an overview and analysis of the existing literature and research studies that are relevant to the topic. The approach adopted is outlined in Section III, while Section IV gives a detailed explanation of the dataset. Section V provides a detailed explanation of the experimental configuration and the methodology employed for interacting with the data. Section VI provides an in-depth look of qualitative results, while Section VII encompasses the concluding remarks. Additionally, Section VIII outlines our upcoming research in this field. The remaining section consists of acknowledgment and references.

II. RELATED WORKS

Numerous research inquiries have been conducted in the realm of immersive technologies and data visualization, thereby enhancing our comprehension of the various facets and potentialities of this emerging topic. The comprehensive and innovative research carried out over a prolonged period has greatly clarified the numerous applications of immersive technology and its ramifications across several fields of study. This summary offers a brief outline of the significant contributions made by researchers in these studies, clarifying their primary discoveries and ramifications.

In 2017, Ens, Barret [8] introduced the concept of Situated Analytics Interfaces (SAIs) on Head-Worn Displays (HWDs). Their groundbreaking work clarified the advantages of SAIs over traditional mobile interfaces as well as the implementation difficulties present in this developing field. In 2019, Taehoon K. et al. [13] conducted a thorough investigation of the effectiveness of 3D immersive stereoscopic virtual reality technology in producing tactile sensations. Their research produced a significant finding: when compared to the haptic 3D visualization method shown on traditional 3D flat screens, the haptic 3D visualization method presented in a 3D stereoscopic space through headsets displayed superior qualities of intuitiveness, accuracy, and immersion. This result highlighted the immersive technology’s transformative potential in boosting sensory engagement with data. Utilizing this knowledge, Alfaro, Luis, et al. [14] investigated the state-of-the-art immersive technologies, exploring their significant contributions to the creation of cognitive knowledge. Their research emphasized the potential for immersive technology to completely transform pedagogical methods while illuminating the crucial role it plays in the creation of teaching and learning activities.

Liu et al. [1] thorough investigation of the functionality and preferences of various tiny multiples layouts in immersive settings was carried out in the following year of 2020. Their thorough analysis, which covered designs including Flat, Quarter-Circle, and Half-Circle, with a focus on easing combinatorial difficulties through horizontal curvature, yielded insightful results. Their meticulous study did, however, recognize the intricacy of user preferences and performance in immersive tiny multiple visualizations and encourage further investigation of other elements. Simultaneously, Lee et al. [2] showed the benefits of utilizing shared surfaces and spaces in the cooperative field of data visualization. Their study emphasized how these collaborative environments create greater spatial awareness, increased collaboration, and improved communication. Lee and colleagues wisely understood the necessity for continued validation and further uses of shared surfaces and spaces in addition to their findings. In-depth research on immersive multiview map systems was conducted by Satriadi, K. A. et al. [7], who clarified their potential advantages for tasks including map browsing, search, comparison, and route-planning. While they correctly stressed the need for more study to support their findings and compare the effectiveness of immersive multiview maps to conventional single-view exploration techniques, their observations shed light on the exciting prospects of these systems.

Shifting the focus to navigation strategies in virtual worlds, Yang, Y. et al. [15] investigated the effectiveness of two different approaches: overview+detail and zooming in 3D scatterplots. Their comparison investigation, which covered four situations, shed light on the subtle differences between user engagement and comprehension in immersive environments. Yang, Y. et al. [3] research on visualization techniques was expanded upon, notably about the use of area-linked data in immersive settings. They gave important insights into the relative efficacy of conventional 2D choropleth maps versus 3D prism maps and colorful prism maps in virtual reality (VR) through thorough controlled tests.

The study of the difficulties in this new field by Ens, B. et al. [16] in 2021 was a turning point in the development of immersive analytics. Incorporating visualization, immersive environments, and human-computer interaction, their article covered 17 different difficulties that were categorized into four main categories. These difficulties paved the way for additional research and advancement in the area of immersive...
The dynamics of collaboration modes and user position arrangements in a VR learning environment supporting immersive collaborative tasks were investigated concurrently by Chen, L. et al. [17] Their findings suggested that in cooperative VR learning settings, shared views and particular user locations could significantly improve task performance and user experience.

Reichherzer et al. [11] conducted a study in the field of law to explore the potential applications of immersive virtual reconstructions, particularly virtual reality (VR), in aiding juries during trial hearings. The study unveiled fascinating possibilities for the integration of immersive technology inside the court system. Newbury et al. [12] conducted a research investigation on the concept of embodied engagement in immersive maps. Their study shed light on the perceptual intricacies associated with maps as objects in three-dimensional space, as well as the utilization of consistent physical principles during the process of map design.

In the year 2022, Luo, W. et al. [18] initiated a scholarly discourse concerning the transformative capacity of augmented reality (AR) in reshaping forthcoming work environments. The researchers conducted a meticulous investigation on the impact of office environments and work practices on the organization of virtual material, specifically about the process of sensemaking using augmented reality. Liu et al. [19] conducted a comprehensive examination of immersive approaches for interactive Information Visualization (InfoVis), including diverse data kinds. The user did not provide any text to rewrite. The researchers’ findings indicated potential shifts in data browsing behaviors through a comparison of immersive and non-immersive data visualization methods. It is hypothesized that non-immersive approaches may supplant immersive techniques in handling extensive data sets.

The aforementioned collaborative efforts exemplify a diverse array of research initiatives that have contributed to the discourse around immersive technologies and data visualization. These endeavors have yielded valuable insights, shedding light on many aspects of this rapidly evolving field and paving the way for novel avenues of investigation.

III. METHODOLOGY

![Fig. 1. (a) 2D DataBlocks and (b) 3D Immersive Space View](image)

The principal methodology adopted in this research involves the development and application of a three-dimensional data visualization system. To address this matter, a block dimension and a layout design have been devised. The chosen configuration for the immersive area depicted in Fig. 1 involves a 2D block dimension and a 3D horizontal layout design. This arrangement aims to expand the possibilities for interactive data exploration and analysis within the dynamic realm of a 3D immersive environment. The aforementioned methodology signifies a fundamental change in our strategies for interacting with and deriving insights from intricate datasets, hence creating a significant impact on the field of data visualization. The system makes use of the Meta Quest 2 virtual reality (VR) headset, which has been specifically created to use the Python API and Unity software in order to provide data in a visually realistic manner.

As depicted in Fig. 2, the methodology is structured into three discrete subsections, each of which centers on a crucial facet of the system’s development and implementation. The subsections are the following:

1) **Python API**: The utilization of a data backend API is used to streamline the process of data processing and retrieval. The Pandas library, which is a powerful tool for manipulating data, is employed to do data processing. The utilization of Flask, a web framework, is incorporated into the codebase to facilitate the transformation of the processed data into an API that can be effectively utilized. JSON (JavaScript Object Notation) is widely regarded as the optimum format for efficient data interchange, particularly for rapid data transportation.

The data frame is imported from a CSV file, serving as the primary data source. The Flask framework hosts two distinct APIs inside a single application. The first API offers a compilation of numeric data columns that may be plotted and are easily accessible. The inclusion of a user-defined column as a route parameter in the second API streamlines the process of user-driven data selection.

Upon completion of the data aggregation process, the selected column becomes linked to the predetermined column labeled “Major Category”. The plot data gathered and given consists of aggregated data points, which comprise the necessary index values for constructing a bar plot. The accumulated data is advantageous in determining the relative proportions for pie charts.

The primary objective of these API is to collect and analyze data before transmitting it to the Unity platform to generate graphical representations.

2) **Unity Development**: Within the Unity environment, the utilization of 3D prefabricated objects is employed to graphically represent bar charts and pie charts in a manner that is highly compatible with the VR context. The prefabricated structures serve as the foundational framework for the representation and interpretation of data within the immersive virtual reality setting. The data acquired from the Python application programming interfaces (APIs) is dynamically integrated into the Unity project at runtime. The process of accessing pertinent data is expedited through the utilization of user-input columns as integral elements within URLs. The data acquired through the application programming interface (API) is associated with the pre-existing objects within the Unity software environment. A dictionary is employed as a data structure to aid the organizing of data by establishing a relationship between columns and their related values. The
The utilization of data mapping is employed in order to ensure that the preconstructed three-dimensional representations accurately and efficiently display the selected data. Ultimately, this process reaches its completion in the production of the expected data visualizations.

3) VR Interaction: The incorporation of Virtual Reality (VR) technology into the Unity project represents a crucial milestone in the pursuit of creating a fully immersive data visualization experience. The project has been designed to facilitate VR interactions, with a specific emphasis on the Oculus VR platform. The incorporation of VR controllers serves to augment the user’s experience within the immersive environment. The XR Interaction Toolkit plays a crucial role in enabling virtual reality interactions and behaviors. The process of continuously testing and gathering feedback from users is of utmost importance in the iterative refinement of a system, as it aids in enhancing its usability and alignment with the desired objectives. The use of the Oculus VR platform is employed for the implementation of the data visualization project that relies on virtual reality technology, guaranteeing compatibility and achieving optimal performance inside the virtual reality environment.

This study presents a systematic approach to developing a 3D data visualization system that effectively combines Python API, Unity, and VR technologies. This methodology aims to offer a new and efficient way of data exploration and presentation inside a virtual reality setting by employing meticulous data processing, dynamic data transmission, and immersive visualization techniques. The process of continuous testing and refining plays a crucial role in ensuring that the system remains in line with user expectations and provides a captivating immersive experience.

IV. DATASET

The dataset included in this study is derived from an article entitled “The Economic Guide to Picking a College Major”, accessible on the well-recognized data-centric platform 538. The information under consideration offers significant statistical insights into the median incomes linked with different college degrees. The dataset utilized in this study was carefully selected and retrieved from the previously stated publication. It serves as a solid basis for the empirical analysis conducted in this research. The dataset is supplied in the well-recognized CSV format and was obtained from a publicly accessible GitHub repository.

A notable characteristic of this dataset is its specific emphasis on individuals who have just completed their education. The intentional emphasis on individuals who have just completed their education is supplemented by the incorporation of gender-specific data, making it a highly beneficial tool for undertaking a thorough and diverse investigation.

The dataset illustrates the substantial financial disparities that might arise as a result of selecting a certain academic degree. It contains a thorough structure consisting of 21 attributes and 173 rows, providing a wealth of information about the economic aspects of college major choices. The structural complexity of the dataset not only facilitates a comprehensive analysis of median wages but also facilitates the identification of possible patterns and complexities that may arise among different academic disciplines, particularly among those who have just graduated from college.

V. VR PROTOTYPE IMPLEMENTATION

The virtual reality prototype that has been constructed in this study serves as a tool for investigating the design aspects of immersive spatial data display.

A. Experimental Setup

In our study, we employed the Oculus Meta Quest 2, a room-scale VR device, together with the Unity version 2021.3.16f1. The prototype operates on a personal computer.

1 https://github.com/fivethirtyeight/data/tree/master/college-majors
running the Windows 10 operating system. The computer is equipped with an Intel(R) Core(TM) i7-7500U CPU, which has a clock speed of 2.70GHz and can reach a maximum speed of 2.90GHz. The prototype also utilizes VRTK XR interaction to enable interactive components.

B. Interacting with the data

The proposed system aims to combine a framework for visualizing three-dimensional data with a virtual reality system. The system provides users with a menu-based interface that allows them to select attributes from a dataset stored in a CSV file. Users can also choose the required chart styles to visualize their data in a personalized manner. The user's input demonstrates a connection between the Python API and a specific attribute called “Major Category”.

This feature serves to identify the main fields of study undertaken by graduates. To improve the narrative coherence, it is important to employ a consistent structural element. Based on the provided options, the aggregate data is utilized to generate the required charts.

VI. RESULT AND DISCUSSION

This section presents the findings of this particular research study. Based on the information provided in Section IV, it can be inferred that the dataset under consideration pertains to recent graduates, encompassing 21 attributes and 173 rows. We chose to analyze the qualities of “Employed” and “Full-time” employed among the graduates and represented the data using both a bar chart and a pie chart.

Within this system, the user has the ability to choose a certain column and chart type based on their preferences.

In Fig. 3, the user chooses the “Employed” column and selects the Bar Chart type. This option leads to the creation of a Bar chart plot, as seen in Fig. 4.

In Fig. 5, the user opted for the same column as previously and selected a different chart style, namely, a pie chart. Consequently, Fig. 6 displays the final plot in the form of a pie chart.

In Fig. 7, the user selected the Pie Chart type using the same column as previously. Subsequently, Fig. 8 displays the outcome in the form of a Pie chart.

In Fig. 9, the user selected the Pie Chart type using the same column as previously. Subsequently, Fig. 10 displays the outcome in the form of a Pie chart.

VII. CONCLUSION

With the swift progression of technology, our research has effectively made the transition from conventional two-dimensional (2D) data representations to immersive three-dimensional (3D) data visualization. The solution we have developed provides users with an interactive platform, that allows them to access and visualize datasets within a 3D immersive environment using Python APIs. The objectives have been successfully achieved through the expansion of
interactive data exploration opportunities within the dynamic 3D immersive arena.

VIII. FUTURE WORK

Our forthcoming study intends to improve the visualization of data by integrating a broader array of interactive chart formats. Furthermore, our objective will be to promote collaboration through the establishment of a communal immersive environment that enables multiple users to engage in data exploration and analysis concurrently.
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Abstract—The use of social media has proliferated dramatically in recent years due to its increasing reach and ease of use. Along with this enlarged influence of social media platforms and the relative anonymity afforded to content contributors, an increasingly significant proportion of social media is composed of untruthful or “fake” news. Hence for various reasons of personal and national security, it is essential to be able to identify and eliminate fake news sources. The automated detection of fake news is complicated by the fact that most news posts on social media take very diverse forms, including text, images, and videos. Most existing multimodal fake news detection models are structurally complex and not interpretable; the main reason for this is the difficulty of identifying essential features which characterize fake social media posts, leading to different models focusing on multiple different aspects of the news detection task. In this paper, we show that contrasting the different and similar (DS) features of social media posts serves as an important identifying marker for their authenticity, with the consequence that we only need to direct our attention to this aspect when designing a multimodal fake news detector. To address this challenge, we propose the Fine-Grained Differences-Similarities Enhancement Network (FG-DSEN), which improves detection with a simple and interpretable structure to enhance the DS aspect between images and text. Our proposed method was evaluated on two different language social media datasets, Weibo in Chinese and Twitter in English. It achieved accuracies 3% and 3.8% higher than other state-of-the-art methods, respectively.

Keywords—Fake news detection; social media; pre-training model; multimodal; transformer

I. INTRODUCTION

Despite the challenges posed by the pandemic and current economic climate, virtual social media platforms have flourished in recent years, resulting in a significant increase in information volume. A large number of consumers tend to acquire news exclusively through social media platforms instead of conventional sources. However, most platforms lack timely and effective supervision, making it easy for people to publish unverified news [1]. Furthermore, in contrast to the linear dissemination mode of traditional media, social media’s dissemination characteristics facilitate the rapid spread of information, directly resulting in explosive growth of disseminated fake news and subsequently broader negative impacts with greater potential for social harm. Early research on fake news often used a vague definition that could include hoaxes, satires, or clickbaits as fake news. This study describes fake news as “news articles that are intentionally and verifiably false and could mislead readers” [2].

Apart from its rates of spread, social media news items are often multimodal and include text, images, and videos. Posts containing multimodal information are more appealing to readers, and studies have shown that news with images is, on average, 11 times more probable to be shared than text-only news [3]. However, the multimodal of most social media news items poses a significant obstacle to fake news detection [4]. The determination of news veracity based solely on text or images brings a challenge. Therefore, the development of models capable of integrating multimodal information is crucial for effective fake news detection.

Fake news has been a concern for researchers for some years. Due to the increasing realization of fake news’ effects on society, work on fake news detection has dramatically intensified in recent years [5], [6]. With multimodal features proving effective in enhancing detection rates, so has research on fake news detection increasingly focussed on multimodal integration. Most multimodal methods involve feature interactions that are very complex, with multiple overlapping fusion modules, with the consequence that the final models are often very involved and are not amenable to extensions or improvements. This also leads to the difficulty in explaining these models, and it tends to neglect a very important feature of fake news: the differences and similarities between the text and image components of fake news [7]. This, in turn, contributes to the suboptimal performance of fake news detection. An emphasis on considering these differences and similarities can highlight distinctions between fake and real posts, thereby improving the discriminative power of the final classifier.

Based on these considerations and in contrast to most prevailing fake news detection networks, our work uses a simple structure to extract similar and dissimilar information among different modalities to enhance features and improve detection performance. Our structure is similar to the co-attention transformer [8], [9], but the performance is better. It can establish connections between similar and dissimilar points among features of different modalities while ensuring the purity of the original information to achieve the best detection performance. Earlier studies either overlooked this crucial connection or employed overly intricate interaction modules that compromised the integrity of the original information. The detection accuracy is at least 3% higher than the best method on two datasets. In concrete terms, we introduce the Fine-Grained Differences-Similarities Enhancement Network (FG-DSEN) to detect fake news. The architecture comprises four main components: two fine-grained feature extractors, a differences-
A. Machine Learning-based Fake News Detection

Early works on fake news detection typically employed hand-crafted features combined with machine learning models. Among the widely studied hand-crafted features are text-specific content features such as punctuation [10], [11], [12], textual sentiment polarity [3], [13], and personal pronouns [3], [10], [11]. Propagating features, such as the root degree in the propagation tree and the average degree of leaf nodes [3], [10], are significant indicators. User features like user’s following and followed [3], [10], [12], [14] and account profile completeness [15]. These hand-crafted features can then be utilized to train machine learning models, including decision trees and SVMs. Castillo et al. [10] crawled hot news on Twitter for approximately two months and constructed a decision tree for news credibility determination. Pérez-Rosas et al. [11] manually curated features related to language, including punctuation, psycholinguistic features, and syntactic rules. These methods necessitate researchers to possess extensive knowledge of linguistics and to know which features effectively distinguish true from false news, which is a difficult task.

B. Deep Learning-based Fake News Detection

1) Single-modal approaches to fake news detection: With the advent of deep learning models, researchers have discovered that they outperform traditional machine learning models and no longer necessitate intricate hand-crafted features. Kaliyar et al. [16] introduced a deep convolutional neural network (FNDNet) for fake news detection, which takes as input a word embedding vector produced by GloVe. Sahoo et al. [17] present a technique for detecting the authenticity of news content by combining user profiles. The exBAKE model presented by Jwa et al. [18] uses weighted cross-entropy to classify the data, which mitigates the issue of data imbalance in BERT [19].

2) Multimodal approaches to fake news detection: News images contain abundant information, so an increasing number of researchers are focusing on fake news detection methods that fuse multimodal features. Singhal et al. [20] proposed Spotfake, a multimodal approach for detecting fake news, which employs VGG-19 to extract image features and BERT to extract textual features. Wang et al. [21] proposed an Event Adversarial Neural Network (EANN) that utilizes event discrimination as an auxiliary task. The att-RNN framework proposed by Jin et al. [22] leverages an attention mechanism to enhance modal information, integrates social context features, and feeds the fused multimodal information into the classifier for classification. Wu et al. [23] proposed a Multimodal Co-attentive Networks (MCAN), and Qian et al. [24] proposed a Hierarchical Multi-modal Contextual Attention Network (HMCAN). Both approaches utilize transformer-based attention modules to combine features from various modalities or layers, thereby aiding detection. Jing et al. [25] presented a Multimodal Progressive Fusion Networks (MPFN) to retain shallow information by sampling and fusing features at different levels. Although previous works have achieved superior results in fake news detection tasks, they neglected the extraction of fine-grained features and mapping alignment and failed to exploit similarities and differences of features when fusing in depth.
A differences-similarities enhancement network: Two self-attention modules are applied in parallel to extract feature similarities and differences. The attention module is able to capture correlation between these;

A fake news classifier: We connect a simple fully-connected feedforward network to perform classification of the fused features.

Subsequently, these are aligned with text fine-grained features through reshaping and 1D convolution to obtain fine-grained image features, as shown in Eq. (3).

\[ F^V = \text{Conv1d}(\text{Reshape}(f_{VGG-19})) \]  
\[ (3) \]

D. Differences-Similarities (DS) Enhancement Network

A differences-similarities (DS) enhancement network was designed based on ideas on feature processing involving fusion of fine-grained feature similarities and differences before classification [25]. Firstly, \( F^T \) and \( F^V \) are concatenated, as shown in Eq. (4). The direct concatenation of fine-grained features at the word-level and pixel-level is equivalent to modal alignment, hence establishing a link between word vector and feature map. Subsequently, a fully connected layer with the LeakyReLU activation function is applied to map the concatenated features into the same semantic space, as shown in Eq. (5).

\[ F^{VT} = \text{Concat}(F^T, F^V) \]  
\[ (4) \]

\[ P^{VT} = \max(0, W_F F^{VT}) + 0.01 \times \min(0, W_F F^{VT}) \]  
\[ (5) \]

where \( F^{VT} \) represents the stitching feature, \( P^{VT} \) represents the stitching projection feature, and \( W_F \) denotes the fully connected layer’s weight. \( F^T \) and \( F^V \) are connected after subtracting and finding the Hadamard product, respectively, as shown in Eq. (6). Subtraction yields the different points between image and text features, while the Hadamard product amplifies the similar points of image and text features. Then a fully connected layer with the LeakyReLU activation function maps text and image differences-similarities features into the same semantic space, as shown in Eq. (7).

\[ F^{CVT} = \text{Concat}((F^T - F^V), (F^T \odot F^V)) \]  
\[ (6) \]

\[ P^{CVT} = \max(0, W_{FC} F^{CVT}) + 0.01 \times \min(0, W_{FC} F^{CVT}) \]  
\[ (7) \]

where \( F^{CVT} \) represents the differences-similarities feature, \( P^{CVT} \) represents the differences-similarities projection feature, and \( W_{FC} \) denotes the fully connected layer’s weight.

After deep-fusing \( P^{VT} \) through the self-attention module, we obtain the union attention feature \( S^U \). Similarly, \( P^{CVT} \) is passed through another self-attention module to obtain the DS attention feature \( S^C \). The DS attention feature is used to help distinguish fake news by interacting with the similar and dissimilar parts of the two modalities. The union attention feature then ensures that the original multimodal information is not lost after enhancement by the differences-similarities enhancement network to help the model comprehend the whole news. An example of obtaining a union attention feature is shown in Eq. (8)-(11).

\[ S^U_1 = \text{Softmax} \left( \frac{Q_U K^T_{VT} U}{\sqrt{d_k}} \right) V_U \]  
\[ (8) \]

\[ S^U_2 = \text{Layer_norm} \left( P^{VT} + S^U_1 \right) \]  
\[ (9) \]

\[ F_{FFN} \left( S^U_2 \right) = \max(0, W_1 S^U_2) W_2 \]  
\[ (10) \]

\[ S^U = \text{Layer_norm} \left( S^U_1 + F_{FFN} \left( S^U_2 \right) \right) \]  
\[ (11) \]

where \( Q_U = P^{VT} W_Q, K_U = P^{VT} W_K, V_U = P^{VT} W_V \). This indicates that after inputting \( P^{VT} \), the \( Q_U, K_U, V_U \) required to calculate the self-attention are obtained by multiplying with
their respective weight matrices $W_Q,W_K,W_V$. The denominator in Eq. (8) is a scale factor controlling the magnitude of the attention fraction, where $d_k$ represents the dimension of $Q$. $W_1$ and $W_2$ are the two weight matrices in the position-wise feed-forward networks. $\text{Layer\_norm}$ refers to layer normalization. Finally, $S^U$ and $S^C$ are reconnected after mean-pooling to obtain the enhanced feature $S^{UC}$, as shown in Eq. (12).

$$S^{UC} = \text{Concat}(\text{MeanPooling}(S^U),\text{MeanPooling}(S^C))$$

(12)

\section*{E. Fake News Classifier}

The fake news classifier employed in this study is a MLP consisting of two fully connected layers. The association between characteristics and classifications is accomplished via the softmax activation function applied to the output layer of the MLP upon feeding $S^{UC}$. This is demonstrated in Eq. (13) and (14).

$$MLP_1 = \max(0,W_{s1}S^{UC}) + 0.01 \cdot \min(0,W_{s1}S^{UC})$$

(13)

$$P = \text{Softmax}(W_PPMLP_1 + b_P)$$

(14)

In the fully connected layer above, $W_{s1}$ and $W_P$ represent the weight matrix and $b_P$ represents the bias term. This study uses cross-entropy as the loss function.

\section*{IV. Experiments}

This section presents the results of numerical experiments performed on our proposed model, evaluated on two well-known social media datasets (Weibo and Twitter). We introduce these datasets and discuss some state-of-the-art baseline models. Then FG-DSEN is compared with these methods and we show that it achieves SOTA results compared to the baselines. Finally we present results from ablation experiments and analyze and interpret the findings derived from our experiments.

\subsection*{A. Datasets}

- Twitter: The dataset [27] contains the text of news posts, additional images, and corresponding IDs, and includes a development and a test set. The former comprises about 5,000 real and 6,000 fake news posts. The latter contains about 2,000 news posts. We retained only those news samples that contained both text and images and used Google Translate to standardize the language of the tweets to English.

- Weibo: Jin et al. [22] collected and published this dataset. Fake news posts were sourced from all news articles published by the official Weibo platform disinformation system between May 2012 and January 2016, which had been verified as fake. The system enlists reputable users to review tweets reported by regular users to determine their veracity. The real news posts were sourced from posts verified by the official Xinhua News Agency. During dataset processing, we remove news samples containing only text or images in the dataset and eliminate duplicate or low-quality images. Table I presents detailed statistics for both datasets.

\begin{table}[h]
\centering
\caption{Statistics of Two Datasets}
\begin{tabular}{|l|l|l|}
\hline
Dataset & Label & Number & Total \\
\hline
Weibo & Fake & 4749 & 9528 \\
 & Real & 4779 & \\
Twitter & Fake & 7021 & 12995 \\
 & Real & 5974 & \\
\hline
\end{tabular}
\end{table}

\begin{table}[h]
\centering
\caption{Different Hyperparameters on Two Datasets}
\begin{tabular}{|l|l|l|}
\hline
Hyperparameter & Value & \\
\hline
Sentence length & 192 & 87 \\
BERT vision & BERT\_base\_chinese & BERT\_base\_uncased \\
Minibatch size & 70 & 128 \\
Epoch & 150 & 100 \\
Learning rate & 0.00005 & 0.0001 \\
\hline
\end{tabular}
\end{table}

\subsection*{B. Data Preprocessing and Experimental Settings}

Text sequences were converted to dynamic word vectors using BERT-base with a dimension of 768. For image data, we resized images to $224 \times 224 \times 3$ and fed them to the modified VGG-19 model for fine-grained feature extraction, yielding a dimensionality of 100352. We froze the parameters of both BERT and VGG-19 models to prevent overfitting. The BiLSTM had a dropout rate of 0.4 and a dimension of 256; the convolution kernel size of the 1D convolution is set to $1$, with a stride of $1$ and an output channel count equal to the length of the text sequence. The two transformer encoders of the self-attention module are identical, with dimensions of 256, $8$ attention heads, and a dropout rate of $0.4$. We optimize parameters utilizing the Adam optimizer. The hyperparameters that were different on the two datasets during training are presented in Table II.

\subsection*{C. Evaluation}

We compare FG-DSEN with other single- and multimodal methods to evaluate its performance on fake news detection tasks.

1) Single-modal based approaches:

- Text: We omit the image embedding component from the FG-DSEN. After extracting text fine-grained features using BERT and BiLSTM and performing differences-similarities feature extraction, we input to a self-attention module and perform fake news classification via a MLP layer;

- Images: Similar to the processing of text-only news classification, we exclude the text embedding layer from the FG-DSEN and use VGG-19 and a Conv1d to extract fine-grained image features before directly feeding them into a self-attention module and MLP for classification.

2) Multimodal-based approaches:

- Att\_RNN [22]: Att\_RNN is a recurrent neural network incorporating an attention mechanism for modal fusion in rumor detection. To ensure a fair comparison...
with our approach, we utilize only text and image features in our experiments and remove the components that deal with social context information;

- EANN [21]: Event Adversarial Neural Networks (EANN) extract event-invariant features by adding an event discriminator as a secondary task to help better detect fake news. For our experiments, we utilize EANN with the event discriminator component removed;

- MVAE [28]: The Multimodal Variational Autoencoder (MVAE) consists of a bimodal variational autoencoder and a binary classifier. It employs pre-trained VGG-19 and BiLSTM to mine features from images and text;

- SpotFake [20]: SpotFake is a multimodal framework developed for the detection of fake news. The framework employs VGG-19 to extract image features and a pre-trained language model, BERT, to extract text features;

- SpotFake+ [29]: SpotFake+ is built on top of SpotFake, which utilizes a pre-trained XLNet model instead of BERT to extract text features and employs richer fully-connected layers to assist in modal fusion;

- SAFE [30]: SAFE is a multimodal fake news detection approach based on perceptual similarity. The framework introduces auxiliary objective functions to measure text and image similarity, aiding in detecting fake news by incorporating measures beyond simply splicing multimodal features together;

- HMCAN [24]: Hierarchical Multimodal Contextual Attention Network (HMCAN) captures hierarchical semantic information through a hierarchical coding network. Multimodal contextual attention networks are used to fuse inter-modality and intra-modality relationships;

- MPFN [25]: the Multimodal Progressive Fusion Network (MPFN) uses Swin Transformer to extract multi-level visual features from images, VGG-19 to extract additional frequency domain features from images, and BERT to extract text features.

D. Results and Analysis

We conducted broad experiments on two public datasets to evaluate our model’s effectiveness and generalization ability. Table III shows that the overall performance of the FG-DSEN surpasses that of the baseline approach. Based on these results, the following conclusions can be drawn:

- For both single-modal methods, neither perform as well as the original FG-DSEN. However, the text single-modal method’s accuracy in the Weibo dataset surpasses all other multimodal methods except our proposed method. This demonstrates that text fine-grained features with the self-attention module are highly effective for news classification. Its accuracy in the Twitter dataset is second only to HMCAN, probably because the text in the Twitter dataset is short, and some of the text needs to be translated with high quality, which impacts performance. The image single-modal approach has the lowest accuracy on the Weibo dataset. At the same time, it outperforms all multimodal approaches except our proposed method in the Twitter dataset, which proves that fine-grained image features with the self-attention module can sometimes be very effective;

- Both att-RNN and EANN methods exhibit diminished performance after excluding additional social background information and auxiliary tasks. This indicates that incorporating auxiliary tasks or additional features can enhance fake news detection performance. Nevertheless, the overall effect falls short of that achieved by a model designed specifically for various multimodal feature fusion;

- The inferior performance of MVAE compared to SpotFake demonstrates that the improvement brought by auxiliary tasks is not as effective as using pre-trained models. The fact that SpotFake is less effective than SpotFake+ suggests that using a better pre-trained model can enhance fake news detection;

- MPFN and HMCAN extract image and text features hierarchically and design a complex fusion network for hierarchical feature fusion and therefore better utilizing shallow-level features. However, multiple complex fusion networks increase the computational cost and do not focus on the similarities and differences between different modal features, resulting in suboptimal detection of fake news;

- The Precision, Recall, and F1-Score of real and fake news on the Weibo dataset are equal for the FG-DSEN; we investigate them by confusion matrix, as presented in Table IV. We can see that the cause of the equivalence is that false positives and negatives happen to be equal;

- Our proposed method’s overall performance on the Weibo and Twitter datasets surpasses other baselines, and additionally, We have a simple structure with fewer parameters to train. Therefore, our method extracts fine-grained features to better and more efficiently capture the images and text information in the news. The differences-similarities attention feature can better extract each modality’s similar and dissimilar information. The union attention feature can ensure the fusion of the original multimodal information.

E. Model Ablation

This section presents ablation experiments conducted on FG-DSEN and compares them with a variant using the co-attention transformer to determine its effectiveness.

- No transformer: The stitching projection features and differences-similarities projection features are connected and input to the fake news classifier for experiment (1);

- One transformer: We utilize a single self-attention module within the DS enhancement network. Three distinct experiments are conducted: inputting only...
TABLE III. THE RESULTS OF DIFFERENT METHODS ON WEIBO AND TWITTER DATASET. THE HIGHEST SCORE IS HIGHLIGHTED IN BOLD

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Methods</th>
<th>Accuracy</th>
<th>Fake news</th>
<th></th>
<th>Real news</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Precision</td>
<td>Recall</td>
<td>F1-Score</td>
</tr>
<tr>
<td>WEIBO</td>
<td>Textual only</td>
<td>0.898</td>
<td>0.875</td>
<td><strong>0.920</strong></td>
<td>0.897</td>
</tr>
<tr>
<td></td>
<td>Visual only</td>
<td>0.624</td>
<td>0.651</td>
<td>0.480</td>
<td>0.552</td>
</tr>
<tr>
<td></td>
<td>att-KNN</td>
<td>0.772</td>
<td>0.854</td>
<td>0.656</td>
<td>0.742</td>
</tr>
<tr>
<td></td>
<td>LANN</td>
<td>0.782</td>
<td>0.827</td>
<td>0.697</td>
<td>0.756</td>
</tr>
<tr>
<td></td>
<td>MAVE</td>
<td>0.824</td>
<td>0.854</td>
<td>0.769</td>
<td>0.809</td>
</tr>
<tr>
<td></td>
<td>SpotFake</td>
<td>0.869</td>
<td>0.877</td>
<td>0.859</td>
<td>0.868</td>
</tr>
<tr>
<td></td>
<td>SpotFake+</td>
<td>0.870</td>
<td>0.887</td>
<td>0.849</td>
<td>0.868</td>
</tr>
<tr>
<td></td>
<td>HMACAN</td>
<td>0.885</td>
<td><strong>0.920</strong></td>
<td>0.845</td>
<td>0.881</td>
</tr>
<tr>
<td></td>
<td>MPFN</td>
<td>0.838</td>
<td>0.857</td>
<td>0.894</td>
<td>0.889</td>
</tr>
<tr>
<td></td>
<td>FG-DSEN</td>
<td><strong>0.915</strong></td>
<td>0.913</td>
<td>0.913</td>
<td><strong>0.913</strong></td>
</tr>
<tr>
<td>TWITTER</td>
<td>Textual only</td>
<td>0.867</td>
<td>0.892</td>
<td>0.911</td>
<td>0.902</td>
</tr>
<tr>
<td></td>
<td>Visual only</td>
<td>0.910</td>
<td>0.886</td>
<td><strong>0.999</strong></td>
<td>0.939</td>
</tr>
<tr>
<td></td>
<td>att-KNN</td>
<td>0.664</td>
<td>0.749</td>
<td>0.615</td>
<td>0.676</td>
</tr>
<tr>
<td></td>
<td>LANN</td>
<td>0.648</td>
<td>0.810</td>
<td>0.498</td>
<td>0.617</td>
</tr>
<tr>
<td></td>
<td>MAVE</td>
<td>0.745</td>
<td>0.801</td>
<td>0.719</td>
<td>0.758</td>
</tr>
<tr>
<td></td>
<td>SpotFake</td>
<td>0.771</td>
<td>0.784</td>
<td>0.744</td>
<td>0.764</td>
</tr>
<tr>
<td></td>
<td>SpotFake+</td>
<td>0.790</td>
<td>0.793</td>
<td>0.827</td>
<td>0.810</td>
</tr>
<tr>
<td></td>
<td>HMACAN</td>
<td>0.897</td>
<td><strong>0.971</strong></td>
<td>0.801</td>
<td>0.878</td>
</tr>
<tr>
<td></td>
<td>MPFN</td>
<td>0.833</td>
<td>0.846</td>
<td>0.921</td>
<td>0.880</td>
</tr>
<tr>
<td></td>
<td>FG-DSEN</td>
<td><strong>0.935</strong></td>
<td>0.965</td>
<td>0.937</td>
<td><strong>0.951</strong></td>
</tr>
</tbody>
</table>

Fig. 2. Depicts the accuracy and F1-score of FG-DSEN and its variants on two datasets. The overall impact of the differences-similarities enhancement network is demonstrated.

TABLE IV. CONFUSION MATRIX OF OPTIMAL RESULTS OF FG-DSEN ON THE WEIBO DATASET

<table>
<thead>
<tr>
<th>Confusion Matrix</th>
<th>Y true</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Positive</td>
<td>Negative</td>
</tr>
<tr>
<td>Y predicted</td>
<td>694</td>
<td>62</td>
</tr>
<tr>
<td></td>
<td>62</td>
<td>647</td>
</tr>
</tbody>
</table>

- stitching projection features; 
- inputting only DS projection features; and 
- inputting features connected by stitching projection features and DS projection features;

- Two transformers: Within the DS enhancement network, we use two self-attention modules with shared weights for the experiment 5, otherwise identical to the original network;
- Co-attention transformer: Substitute the two parallel self-attention module structures within the DS enhancement network with a single co-attention transformer. We conduct two experiments: 6 inputting the stitching projection features and DS projection features into the co-attention transformer, respectively, and 7 inputting the text fine-grained features and image fine-grained features directly into the co-attention transformer after projecting them to the same dimen-
Table V and Fig. 2 present the results of these ablation experiments.

The overall impact of the DS enhancement network is demonstrated by comparing the features before and after the network on the two datasets, see Fig. 3. We can find that after passing through the differences-similarities enhancement network, samples from each category are more closely clustered and exhibit distinct boundaries.

Based on Experiment 1, it is evident that the classification performance deteriorates in the absence of the DS enhancement network. Within the DS enhancement network, we compare experiments 2, 3, and 4 and find that only DS projection features work best on the Weibo dataset, and only stitching projection features work best on the Twitter dataset. This indicates that each of the two features is effective. However, directly connecting stitching projection features and DS projection features and inputting them into the self-attention module for enhancement proves to be ineffective. A possible explanation is that the two features are not in the same semantic space and represent original and DS information. Excessive fusion can have a detrimental effect and contaminate the extracted features. Experiment 5 indicates a slight decrease in model performance due to a reduction in the number of parameters. However, the shared weight model was the most effective in the ablation experiments, except for the original model, and outperformed all other baseline models in the previous subsection in performance. From experiments 6, 7, we can see that two self-attention modules in parallel work much better than a single co-attention transformer, despite having the same number of parameters. Additionally, directly inputting text fine-grained features and image fine-grained features of the same dimension does not effectively capture DS information in news content and is not conducive to detecting fake news. These experiments validate the rationality of our designed DS enhancement network.

### Table V: Results of Ablation Experiments of FG-DSEN

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Methods</th>
<th>Accuracy</th>
<th>Fake news</th>
<th>Real news</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Precision</td>
<td>Recall</td>
<td>F1-Score</td>
</tr>
<tr>
<td>WEIBO</td>
<td>FG-DSEN</td>
<td>0.9154</td>
<td>0.9126</td>
<td>0.9126</td>
<td>0.9126</td>
</tr>
<tr>
<td></td>
<td>No (①)</td>
<td>0.9010</td>
<td>0.9040</td>
<td>0.8900</td>
<td>0.8999</td>
</tr>
<tr>
<td></td>
<td>One tr (②)</td>
<td>0.8867</td>
<td>0.9010</td>
<td>0.8604</td>
<td>0.8820</td>
</tr>
<tr>
<td></td>
<td>One tr (③)</td>
<td>0.9024</td>
<td>0.9113</td>
<td>0.8843</td>
<td>0.8976</td>
</tr>
<tr>
<td></td>
<td>One tr (④)</td>
<td>0.9017</td>
<td>0.8940</td>
<td>0.9041</td>
<td>0.8990</td>
</tr>
<tr>
<td></td>
<td>Two tr (⑤)</td>
<td>0.9133</td>
<td>0.9369</td>
<td>0.8801</td>
<td>0.9076</td>
</tr>
<tr>
<td></td>
<td>Co_tr (⑥)</td>
<td>0.9106</td>
<td><strong>0.9419</strong></td>
<td>0.8688</td>
<td>0.9039</td>
</tr>
<tr>
<td></td>
<td>Co_tr (⑦)</td>
<td>0.9017</td>
<td>0.8722</td>
<td><strong>0.9337</strong></td>
<td>0.9019</td>
</tr>
<tr>
<td>TWITTER</td>
<td>FG-DSEN</td>
<td><strong>0.9350</strong></td>
<td>0.9650</td>
<td>0.9370</td>
<td><strong>0.9508</strong></td>
</tr>
<tr>
<td></td>
<td>No (①)</td>
<td>0.8881</td>
<td><strong>0.9976</strong></td>
<td>0.8305</td>
<td>0.9091</td>
</tr>
<tr>
<td></td>
<td>One tr (②)</td>
<td>0.9122</td>
<td>0.9608</td>
<td>0.9060</td>
<td>0.9326</td>
</tr>
<tr>
<td></td>
<td>One tr (③)</td>
<td>0.9109</td>
<td>0.9921</td>
<td>0.8740</td>
<td>0.9293</td>
</tr>
<tr>
<td></td>
<td>One tr (④)</td>
<td>0.9042</td>
<td>0.9820</td>
<td>0.8730</td>
<td>0.9243</td>
</tr>
<tr>
<td></td>
<td>Two tr (⑤)</td>
<td>0.9229</td>
<td>0.9692</td>
<td>0.9140</td>
<td>0.9408</td>
</tr>
<tr>
<td></td>
<td>Co_tr (⑥)</td>
<td>0.8934</td>
<td>0.9657</td>
<td>0.8720</td>
<td>0.9164</td>
</tr>
<tr>
<td></td>
<td>Co_tr (⑦)</td>
<td>0.8646</td>
<td>0.8537</td>
<td><strong>0.9630</strong></td>
<td>0.9051</td>
</tr>
</tbody>
</table>

Fig. 3. (a) and (b) depict two features from the Twitter dataset, while (c) and (d) depict two features from the Weibo dataset. (a) and (c) represent features that have not undergone differences-similarities enhancement network processing, while figures (b) and (d) represent those that have.
V. CONCLUSION

This study proposes a fine-grained differences-similarities (DS) enhancement network for fake news detection. Initially, the model extracts fine-grained features from text and images using a modified pre-training model to minimize the loss of valid information in news posts. The DS enhancement network is then employed to enhance both the stitching features and DS features of the news, ensuring interaction between original modal information while highlighting DS information in news content to aid in fake news detection. The improvement achieved by using the DS enhancement network is more significant than that achieved by adding auxiliary tasks or extracting multi-level features. Experiments demonstrate that the FG-DSEN proposed in this paper outperforms state-of-the-art methods on two public and popular social media datasets.

This study has certain limitations, as it cannot be directly applied when one of the modalities is missing. In scenarios where news articles solely comprise of textual or visual content, models exhibit limited performance in handling such cases. Additionally, if manipulated images or artificially generated deceptive images are employed to align with fake news narratives, it is possible that the extraction of DS features could be compromised, leading to potential challenges in detecting fake news.

For future work, we aim to enhance the model’s capabilities in the detection of fake news in scenarios where modalities are missing. This would enable the model to be more versatile in detecting both single-modal and multimodal fake news. Furthermore, we plan to augment the feature extraction process to address manipulated images or artificially generated deceptive images, incorporating them into the construction of DS features. This enhancement is expected to fortify the model’s robustness and improve its overall performance.
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Abstract—In recent years, Artificial Intelligence (AI) has significantly transformed various aspects of human activities, including text composition. The advancements in AI technology have enabled computers to generate text that closely mimics human writing which is raising concerns about misinformation, identity theft, and security vulnerabilities. To address these challenges, understanding the underlying patterns of AI-generated text is essential. This research focuses on uncovering these patterns to establish ethical guidelines for distinguishing between AI-generated and human-generated text. This research contributes to the ongoing discourse on AI-generated content by elucidating methodologies for distinguishing between human and machine-generated text. The research delves into parameters such as syllable count, word length, sentence structure, functional word usage, and punctuation ratios to detect AI-generated text. Furthermore, the research integrates Explainable AI (xAI) techniques—LIME and SHAP—to enhance the interpretability of machine learning model predictions. The model demonstrated excellent efficacy, showing an accuracy of 93%. Leveraging xAI techniques, further uncovering that pivotal attributes such as Herdan’s C, MaaS, and Simpson’s Index played a dominant role in the classification process.
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I. INTRODUCTION

Artificial Intelligence (AI) has had a significant impact on how humans perform daily tasks [1], such as composing text, in recent years. The technology behind it has improved to the point that computers are now capable of generating text that closely resembles human writing. This has resulted in issues such as circulating false information and stealing identities. It’s also made things less apparent, which could be dangerous for security. Given the importance of these dangers and issues [2], it is critical that the underlying patterns used by various text generation techniques are uncovered. The research paper sets ethical guidelines for emulating human styles or perspectives by distinguishing AI-generated writing from human-generated language or examining the patterns formed by AI.

Researchers have tried several methods to understand how AI generates material. Curvature-based hypothesis and perturbation discrepancy detection of machine-generated text. The hypothesis argues that machine-generated text will be at the negative curvature and human-generated text will be at the positive curvature. If the perturbation discrepancy is more than 0, the text is machine-generated; if it goes to 0, it is human-generated [3].

As input, many textual properties such as length, punctuation, and word choice are utilized. On five models, an ensemble technique with Logistic Regression is used for binary classification (text is either human or machine-generated). Three models are utilized directly without cross-validation for multiclass classification (to determine which deep neural model was used for text synthesis) [4].

The primary focus for detecting AI-generated text is linguistic analysis [5], which breaks out syntactic patterns, word choices, and sentence structures. When a person uses too many words, repeats the same thing, or breaks the rules, this is a red signal. Investigating AI prompts and replies that don’t match is crucial. If the AI model doesn’t make sense or changes style, a machine may be implicated. Metadata is another option. AI creation may be indicated by unusual timestamps or IP addresses. Anomaly detection methods point out when language patterns are broken. Machine learning models trained to spot anomalies can distinguish AI writing from human-written language. Determining if writing was created by AI is complicated and ever-changing. Linguistic signals, inconsistency analysis, information inspection, stylometric quirks, bias identification, outliers, and purpose-built models are crucial.

Detecting AI-generated text remains an evolving effort, with several uncharted areas that demand attention for more robust and accurate identification. Firstly, there’s a need to collect a diverse and thorough corpus of training data, spanning various AI models, linguistic styles, and genres, to ensure the detection system’s adaptability. Fine-tuning detection models for specific AI language generators could improve precision by honing in on the unique attributes of each model. Contextual understanding remains a problem, as AI-generated text often lacks coherence. Developing methods that examine contextual disparities and irregularities could support the detection of AI-generated text. The rise of multimodal AI-generated content demands the development of detection models that can study and correlate text, images, and videos, expanding the scope of accurate identification. To counter evolving AI models, adversarial approaches must be adaptive, having a constant back-and-forth development between detection and generation. Ensuring real-time detection capabilities is crucial, especially for online platforms, necessitating the creation of lightweight, quick-response systems that analyze text as it’s created.

This research paper aims to explore various methods for
identifying AI-generated text. The paper discusses various factors that need to be considered while detecting AI-generated text. These include parameters such as average syllable count, average word length, average sentence length by word, count of functional words, punctuation count ratio, and many more. Further, it implements xAI techniques which are LIME and SHAP to assist in interpreting and comprehending the predictions provided by the machine learning models. It contributes to the continuing discussion concerning AI-generated material by throwing light on the methodologies and approaches used to distinguish between human and machine-generated text.

Section II covers a wide range of techniques for detecting and understanding AI-generated text. The section provides insights into various approaches used to differentiate between machine and human-generated content, underscoring the evolving nature of this research. Section III provides a comprehensive overview of the technologies employed in this research and Section IV discusses the proposed model. In Section V, experimentation done using fine-tuning of hyperparameters is discussed and Section VI discusses the results with the conclusion in Section VII followed by future scope in Section VIII.

II. REVIEW OF LITERATURE

Various features extracted from the text, such as length, punctuation, and word choice, are used as input. For binary classification (text is whether human or machine generated), an ensemble technique with Logistic Regression is applied to five models(). For multiclass classification (to determine which deep neural model was used for text generation), three models are used directly without cross-validation [4].

The paper explores various detection methods, including classifiers trained from scratch, zero-shot classifiers utilizing pre-trained TGMs, and fine-tuning pre-trained languages models like RoBERTa and GROVER. While the RoBERTa detector shows promising results, it requires a substantial number of training examples, making it less practical (). The paper highlights the difficulties faced by the state-of-the-art RoBERTa detector, including identifying short and fluent MGT instances, factual errors, spurious entities, contradictions, and violations of common sense reasoning [6].

In the context of text recognition using the GLTR model, the underlying assumption of their methods is to generate natural-looking text. Most systems sample from the head of the distribution through max sampling, k-max sampling, beam search, temperature-modulated sampling, or even implicitly with rule-based templated approaches [7].

A curvature-based criterion that makes use of hypothesis and perturbation discrepancy to detect machine-generated text. The hypothesis states that if the text is machine-generated, then it will lie at the positive curvature and if it is human-generated, then it will occupy the positive curvature. If the perturbation discrepancy is greater than 0, it implies that the text is machine-generated and if the perturbation discrepancy tends to 0, it implies that the text is human-generated [3].

The author in [8] explores various approaches such as Multimodal Explanation, Deep Visual Explanation, and Deep Tensor Networks to create models that can provide explanations for their decisions using visual and textual modalities. In the context of understanding and interpreting AI models and their decisions, the paper emphasizes the crucial role of xAI. It emphasizes the need for AI systems to provide explanations for their decisions in sensitive areas like healthcare. It also presents different approaches for the explainability of AI models. The paper concludes by discussing the importance of xAI.

Researchers collected a dataset of 500 data points by gathering responses from computer science students for essay and programming assignments [9]. Each response was labeled as either Human-written or machine-generated. To analyze the text, they used a technique called Term Frequency-Inverse Document Frequency (TF-IDF) for feature extraction, which converts the text into numerical representations that machine learning models can understand.

The researchers created an open dataset for the Russian language consisting of long texts generated by different models with varying parameters and sampling methods, balanced with human-written text, and experiments with data mixing which shows that blending samples from different generative models improved the generalization ability of the detector models particularly helping RoBERTa-based models in detecting machine-generated text [10]. They further increased the input length sequence which then improved the model’s understanding of the context and led to better detection performance and Multi-Task learning where the model simultaneously trains on multiple tasks, proved beneficial for improving the quality of the discriminator.

This research work focused on improving the stability of the LIME algorithm in xAI. LIME (Local Interpretable Model-Agnostic Explanations) is used to explain AI algorithms [11]. The researchers identified two main stability issues with LIME which are Segment Ordering and Region Flipping and to improve LIME’s stability, they proposed two strategies: High Sample size and Average Segment Weights.

The paper [12] provides a guided tutorial of the xAI implementation in the field of Software Engineering. It provides an introduction to xAI. Further, it provides fundamental knowledge of defect prediction models. It addresses three successful case studies where xAI is used in defect prediction models.

The authors explore challenges in distinguishing Large Language Models (LLMs) and human-generated text. They derive complexity bound for detecting AI-generated text, indicating a number of samples needed for detection [13]. The researchers also discuss different existing approaches for detecting AI-generated text, highlighting the ethical concerns related to the misuse of LLMs.

In the study [14], various methods for detecting AI-generated text are explored. There are several techniques that include analyzing word pair frequency, linguistic characteristics, lexicographical features, and many more. The paper provides details on the methodology and results of each method. Further, it concludes that there is no single best method, and further evaluation of standardized datasets is necessary.

In the research, three decoding strategies are examined. They show that the improvement in these methods is for fooling humans, rather than difficult detectable text. These decoding strategies include top-k and untruncated random
The authors emphasize the importance of using both human and automatic detection methods to assess the humanness of text generation systems. They call for further research in improving language models, building better automatic detectors, and developing tools to improve human detection of machine-generated text.

The research proposes a classification model for detecting essays generated by ChatGPT. The model is based on XGBoost. It is trained and further evaluated on a dataset generated by ChatGPT and written by humans. It also explores feature engineering for better results. It specifically explores TF-IDF and other hand-crafted features.

The research examines various Machine Translation methods and assesses the linguistic complexity of their translations in terms of both vocabulary and grammar. The study uses different metrics to measure diversity, such as lexical richness and morphological variety and applies these metrics to translations produced by MT models.

This study evaluates 13 lexical diversity metrics for tracking the progression of French learners’ written productions. They used a semi-longitudinal corpus of learners’ essays and applied random forests to predict the production wave. The metrics show varying correlations and the ability to detect differences between productions achieving 69% accuracy in predicting production waves.

The study presents a variety of techniques, including linguistic analysis, frequency counting, perplexity-based filtering, and more. These methods leverage different aspects of the text, such as syntactic patterns, linguistic features, and statistical properties, to differentiate between human-written and machine-generated content.

In order to analyze complex machine learning models, the study introduces a unifying framework termed SHAP. The framework determines the significance of each feature in a model for a certain prediction. The framework introduces new ways and unites six current methods to enhance computational efficiency and compatibility with human intuition. To illustrate how well SHAP works at understanding model predictions, the paper includes theoretical findings, computational experiments, and user studies.

The authors of this scientific study suggest a categorization method for categorising research paper abstracts using several machine-learning approaches. The goal is to automatically classify the papers into three categories: business, social science, and science. Four machine learning techniques are tested by the authors: Support Vector Machines (SVM), Naïve Bayes, K-Nearest Neighbour (KNN), and Decision Tree. Tokenization, stemming, and stop word removal are used in the pre-processing of the abstracts. For feature extraction, Bag of Words and TF-IDF vectorization techniques are applied. The authors contend that the algorithm could function even better with more data. Overall, the study shows that machine learning approaches may successfully categorize research articles based on their abstracts.

The article proposes a GPT language model and investigates its Python code-writing capabilities. In contrast to GPT-3’s performance of 0% and GPT-J’s performance of 11.4%, the researchers are able to provide better results. Furthermore, they find that frequent sampling from the model is an extremely effective technique for coming up with workable solutions to difficult problems. The model has a number of faults, including problems with binding operations to variables and docstrings that provide detailed information. Finally, the paper goes over the wider effects that utilizing strong code generation methods might have on safety, security, and economics.

In summary, the literature survey illuminates the complexities and multifaceted nature of AI-generated text analysis, revealing that advancements in the field are often accompanied by intricate challenges and unexplored areas. This research paper endeavors to offer a comprehensive solution to the intricate challenge of detecting text that originates from artificial intelligence (AI) systems.

III. OVERVIEW OF TECHNOLOGIES USED

Technologies used in this research can be broadly classified into three groups:

A. Machine Learning Algorithms

For AI-generated text detection, various machine learning models were chosen such as Decision Tree, Random Forest, Logistic Regression, and Support Vector Machine (SVM), Gradient Boosting. These models were chosen with the specific intention of utilizing xAI.

The selection of these models for xAI was driven by several key considerations such as:

1) Interpretability: For example, Decision Trees provide a clear and intuitive decision-making structure represented by tree-like diagrams making it easier to understand. Interpretable coefficients provided by models like Logistic Regression and SVM indicate the impact of each feature on the outcome.

2) Balancing complexity: These models strike a balance between performance and complexity. While more complex models like neural networks may help in achieving higher accuracy, they are difficult to interpret. The chosen models provide a reasonable trade-off between predictive power and interpretability.

(A) Logistic Regression: It is a statistical method used for binary classification tasks by making use of the logistic function also known as sigmoid function, which transforms a linear combination of predictor variables into a value between 0 and 1. The logistic regression is expressed by:

\[ P(Y = 1|X) = \frac{1}{1 + e^{-(\beta_0 + \beta_1 X_1 + \beta_2 X_2 + \ldots + \beta_p X_p)}} \]  

(1)

(B) Decision Tree: It employs the Gini index to make informed decisions during the process of creating a tree-like structure for classification tasks. It uses a recursive process to partition the feature space into regions to minimize impurity and improve classification accuracy. The Gini index is a measure of impurity and
its formula is given by:

\[
Gini(t) = 1 - \sum_{i=1}^{C} \left( p(i|t) \right)^2 \tag{2}
\]

(C) Gradient Boosting \([24]\): It is an advanced machine learning method that builds a strong predictive model by combining multiple weak learners. It makes use of Gradient Descent optimization to minimise the predictive errors.

\[
F(x) = \sum_{m=1}^{M} \gamma \times f_m(x_i) \tag{3}
\]

(D) Support Vector Machines (SVM) \([25]\): It is a powerful classification technique that aims to find a hyperplane in a high-dimensional feature space that best separates different classes of data points. The main idea behind SVM is to maximise the margin between the classes, which is the distance between the hyperplane and the nearest data points of each class.

\[
h(x) = \text{sign} \left( \sum_{i=1}^{n \times V} a_i y_i \times K(x, x_i) + b \right) \tag{4}
\]

(E) Random Forest \([26]\): It is an ensemble learning method that combines multiple decision trees to improve the classification accuracy. It uses random subsets of data and features to build diverse trees , thus making independent predictions.

\[
\hat{y} = \frac{1}{N} \sum_{i=1}^{N} f_i(x) \tag{5}
\]

B. xAI Libraries

xAI for classification refers to the application of techniques that provide transparent and interpretable explanations for the predictions made by classification models. It also refers to the concepts and techniques used to make artificial intelligence models more transparent and interpretable to humans. In classification tasks, where the model assigns input data to specific categories or classes, xAI techniques focus on revealing the contributing factors that led to a particular classification outcome. Commonly used techniques and models include LIME, feature importance, PDP(Partial Dependency Plots), and SHAP.

1) LIME - It is a technique designed to explain the predictions made by complex ML models, particularly “black-box” models, in a more understandable and interpretable way. LIME helps bridge the gap between the often opaque nature of advanced ML algorithms and the need for human-understandable explanations.

2) SHAP - SHAP, which stands for “SHapley Additive exPlanations,” is a powerful technique used in machine learning to explain the predictions of various models. It provides a unified framework for explaining the output of any machine learning model by assigning “importance” values to each feature in a prediction. SHAP values are based on cooperative game theory and offer a comprehensive understanding of feature contributions to individual predictions.

The research uses various stylistic features which are calculated for every text in the data set. These features include lexical features, readability, and diversity and richness of vocabulary. These features are important and used further in the research for model training and to discover patterns and information regarding the text that are not visible and perceptible to the human eye. Table I and Table II explain the various features that are noted and calculated for the texts present in the data set.

<table>
<thead>
<tr>
<th>Linguistic Features</th>
<th>Scores</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Word Length</td>
<td>[27]</td>
<td>This gives us the average word length of the concerned text in terms of the number of characters used.</td>
</tr>
<tr>
<td>Average Sentence Length</td>
<td>By Word</td>
<td>[28]</td>
</tr>
<tr>
<td>Functional Words Count</td>
<td>[29]</td>
<td>Functional words are grammatical connectors or mood-defining words within phrases, lacking significant linguistic value on their own.</td>
</tr>
<tr>
<td>Punctuation Count</td>
<td>This gives us the ratio of the number of punctuations used to the number of characters used in the concerned text.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Readability Score</th>
<th>Flesch Reading Ease</th>
<th>This metric assesses a text’s readability by analyzing its ease of comprehension. Score Range: The scores range from 0 to 100. Text with a higher score is more likely to be easier to read.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Flesch-Kincaid Grade Level</td>
<td>This metric estimates the U.S. school grade level required to grasp the material. Score Range: Scores can be any value greater than zero. Lower scores suggest that comprehension is possible at lower grade levels.</td>
</tr>
<tr>
<td></td>
<td>Gunning Fog Index</td>
<td>The Gunning Fog Index determines how many years of official schooling are required for a person to fully understand a text. Score Range: The scores range from 0 to 20. Lower scores indicate simpler text.</td>
</tr>
</tbody>
</table>

| Dale-Chall Readability Formula | Dale-Chall Readability Formula considers a set of well-known words and uses their presence to determine the readability of the text. Score Range: Approximately similar to US grade levels. Lower scores imply that the text is easier to read. |

IV. PROPOSED METHODOLOGY

The proposed methodology for this research consists of two major pipelines:

1) Dataset Generation Pipeline
2) Model Training and xAI Pipeline

All the steps occurring in both pipelines are explained in detail below.

A. Dataset generation pipeline

Fig. 1 represents the flow for the creation of the two datasets used in this research.

1) Prompt generation for every data point: The proposed methodology for this research consists of two major pipelines:

   1) Dataset Generation Pipeline
   2) Model Training and xAI Pipeline

   All the steps occurring in both pipelines are explained in detail below.

   A. Dataset generation pipeline

   Fig. 1 represents the flow for the creation of the two datasets used in this research.

   1) Prompt generation for every data point: The proposed model’s datasets are constructed using introductions from Wikipedia articles, specifically human-generated texts.
The creation process involves employing a prompt in the format “200-word Wikipedia-style introduction on ‘title’ starter_text.” Here, ‘title’ represents the Wikipedia page title, and ‘starter_text’ comprises the first seven words from the introduction paragraph of the respective article.

2) LLMs used to generate text: Two large language models, namely “ggml-gpt4all-j-v1.3-groovy” [39] and “orca-mini-3h.ggmlv3.q4_0.bin” [39], are utilized to generate a set of 10,000 data points for each model. These data points are then combined with the human-generated text, resulting in two separate datasets, each containing 20,000 data points. The final datasets are created by shuffling the data points independently for each of the models along with the human-generated text.

3) AI text generation: Both LLMs then produce 10000 AI-generated texts each for a better variety and spread of data.

4) Combining the data: All the AI-generated texts from both LLMs are then combined with 10,000 human-generated texts individually from the two LLMs.

5) Shuffling data: All of these data points are then shuffled so that the machine learning models used ahead do not learn any unintended patterns from the data, thereby impeding the performance of the model. This step denotes the creation of an intermediate datasets for this research.

6) Calculating Scores & Final Datasets: Every data point in the intermediate datasets, undergoes a series of calculations that help determine various style characteristics and linguistic features of the text such as readability, richness and correctness of vocabulary, and semantic spread of the text, and lexical features that are not lucid and discernible to the human eye. Each of these characteristics has been attributed to various scores that help determine such features in the text. These scores are then appended to the intermediate dataset thus completing the dataset generation process and thereby creating two datasets for the LLMs used.

Following is the brief of all the scores used to extract the stylistic features later on in this research.

(A) Lexical Features: One of the ways in which AI generated text and human text can be distinctly identified is by its lexical structure. Usually, human text is erroneous in terms of appropriate punctuation - punctuation marks are fairly missed or used improperly. Similarly, there are disparities in other areas of lexical architectures such as the differences in word lengths and thus the number of syllables (AI tends to use heavier words), differences in typical sentence lengths, the varied usage of functional words such as she, these, or, and, etc. and so on. Hence, these factors are calculated for both classes of texts and used in this research paper to identify the trends for the same.

(B) Readability Scores: Readability scores seek to identify the reading level of a particular text, usually in terms of the minimum education level required to read the text with ease. Since human texts and AI texts are bound to differ in terms of readability ease, this paper made use of the following readability metric formulae to quantitatively identify the reading ease of human and AI generated text both:
a) Flesch Reading Ease:
\[
206.835 - 1.015\left(\frac{\text{totalwords}}{\text{totalsentences}}\right) - 84.6\left(\frac{\text{totalsyllables}}{\text{totalwords}}\right)
\]

b) Flesch-Kincaid Grade Level:
\[
0.39\left(\frac{\text{totalwords}}{\text{totalsentences}}\right) + 11.8\left(\frac{\text{totalsyllables}}{\text{totalwords}}\right) - 15.59
\]
c) Gunning Fog Index:
\[
0.4 \cdot \left[\left(\frac{\text{totalwords}}{\text{totalsentences}}\right) + 100\left(\frac{\text{complexwords}}{\text{totalwords}}\right)\right]
\]
d) Dale-Chall Readability Formula: The Dale-Chall Formula compares its wordlist to the provided text and then determines the U.S. grade level based on the number of difficult words and average sentence length.

e) Moving Average TTR(Type Token Ratio) (MATTR):
The formula remains the same as for MSTTR, however MATTR computes the average Type-Token Ratio (TTR) by considering a sliding window of words instead of mutually exclusive segments as in MSTTR.
f) Simpson’s Index:
\[
D = 1 - \sum_{i=1}^{V} \left(\frac{n_i}{N}\right)^2
\]

Where:
- \(V\) is the vocabulary size (the number of distinct terms/words).
- \(n_i\) is the frequency of the \(i\)th word.
- \(N\) is the total number of words in the text.

B. Model Training and xAI Pipeline

Fig. 2 demonstrates the classification and xAI pipeline as a whole which includes training of the datasets on various machine learning models and then using xAI libraries like LIME and SHAP to get various insights regarding the data points.

1) Machine Learning and Classification: Both generated datasets are trained on classification models such as Logistic Regression, Decision Tree Classifier, Random Forest, Support Vector Machines, and Gradient Boosting. This is done to see which model will perform better on these data sets. The classification task is whether a given text is AI-generated or human-generated.

2) Top Model Selection: The best two of the five models trained before are chosen for xAI analysis using LIME and SHAP, as these models will provide better insights than the others. The top two models are selected on the basis of classification metrics such as accuracy, F1-score, precision, and recall.

3) xAI Analysis: Arbitrary data points of AI-generated are chosen and LIME and SHAP analysis is implemented. Model weights of the two best machine learning algorithms are used. The same is done for human-generated text as well. How LIME and SHAP were used in this research is discussed later.

4) Identifying Common Patterns: Upon conducting these xAI techniques, the ensuing analysis reports offer a wealth of insights. These insights are subsequently juxtaposed, whereupon commonalities amongst the patterns identified by various models are isolated. This convergence of identified features in both AI and human-generated text serves as a critical juncture, underpinning the suggestion of a preferred technique for discerning between AI-generated and human-generated text.

C. xAI

1) LIME(Local Interpretable Model-agnostic Explanations): LIME is effectively implemented to interpret models used to classify between AI-generated and human-generated text in a dataset. In this scenario, the goal is to understand
how the model distinguishes between texts created by artificial intelligence systems and those written by humans. LIME can provide insights into which features or patterns the model relies on for making such distinctions.

In this research, LIME is implemented on various test data points to check which features were chosen by a particular model for classification. To implement LIME, a subset of data points is chosen randomly, comprising both AI-generated and human-generated text samples. Then LIME is used to identify the prevailing scores and metrics, and subsequently patterns congruous to AI as well as human-generated texts are studied and determined. These patterns are discussed later in this research.

2) SHAP (SHapley Additive exPlanations): SHAP is a powerful method that, like LIME, is used to interpret classification models for human-generated and AI-generated text. It helps in figuring out which parts of the text or words are most important to model’s prediction of whether a piece of text was written by a person or an AI system i.e. it can be used to reveal the important factors influencing the model’s conclusions when classifying AI-generated and human-generated text.

To use SHAP, a similar method of choosing a subset of data points is used that includes both types of text examples. SHAP then generates perturbed versions of these data points, similar to what LIME does. But instead of fitting a separate model that can be understood, SHAP uses an idea from cooperative game theory called Shapley values. These numbers tell how much each feature contributes to the prediction for a certain instance. The following are some SHAP visualization techniques that are used in this research to analyze the importance of individual features in the model’s decision process:

1) Summary Plots: These graphs show how important each trait is across the whole dataset. They show the Shapley values for each feature, which show how they make the model’s prediction move away from the average (base) estimate.
2) Waterfall Plots: Waterfall plots show how the Shapley value of each feature adds to the final prediction for a single instance. It makes it easier to see how the contributions add up.
3) Force Plots: Force plots are made to show how predictions can be made for specific cases. They show how the value of each attribute and its Shapley value interact to affect the final prediction.

V. EXPERIMENTATION

A. Parameter tuning

All the models were subjected to hyperparameter tuning to optimize the performance of various machine-learning models for AI-generated text detection. The process involved systematically searching and evaluating different combinations of hyperparameters to give the best set of hyperparameters that maximized the model’s accuracy. For each model, a range of hyperparameter values was specified and RandomizedSearchCV was used which effectively sampled and cross-validated these values. This meticulous process enabled the models to better capture the patterns, resulting in improved accuracy and predictive capabilities. Table III shows the various hyperparameters used and their respective “best” values for model training to boost the accuracy of the models.

<table>
<thead>
<tr>
<th>Model Name</th>
<th>Accuracy</th>
<th>F1-Score</th>
<th>Precision</th>
<th>Recall</th>
<th>SHAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic Regression</td>
<td>0.92</td>
<td>0.92</td>
<td>0.93</td>
<td>0.93</td>
<td></td>
</tr>
<tr>
<td>Decision Tree</td>
<td>0.92</td>
<td>0.79</td>
<td>0.80</td>
<td>0.77</td>
<td></td>
</tr>
<tr>
<td>Support Vector Classifier</td>
<td>0.92</td>
<td>0.92</td>
<td>0.93</td>
<td>0.92</td>
<td></td>
</tr>
<tr>
<td>Random Forest</td>
<td>0.86</td>
<td>0.86</td>
<td>0.84</td>
<td>0.89</td>
<td></td>
</tr>
<tr>
<td>Gradient Boosting</td>
<td>0.89</td>
<td>0.89</td>
<td>0.88</td>
<td>0.90</td>
<td></td>
</tr>
</tbody>
</table>

From the above models, an ensemble model was created combining the predictions of various models using a weighted average based on their accuracy scores. The weights were determined by normalizing the accuracy scores, ensuring their sum equals 1.

VI. RESULTS AND DISCUSSION

A. Classification Results

Both the datasets, the ones generated by GPT-J and Orca were trained on the various classification models mentioned above — Logistic Regression, Decision Tree, Random Forest, Support Vector Classifier, and Gradient Boosting. Both datasets had varied accuracies for the models trained. The various classification metrics such as accuracy, F1-Score, precision, and recall were determined for both datasets are illustrated in Table IV and Table V.

<table>
<thead>
<tr>
<th>Model Name</th>
<th>Accuracy</th>
<th>F1-Score</th>
<th>Precision</th>
<th>Recall</th>
<th>SHAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic Regression</td>
<td>0.67</td>
<td>0.68</td>
<td>0.65</td>
<td>0.66</td>
<td></td>
</tr>
<tr>
<td>Decision Tree</td>
<td>0.78</td>
<td>0.76</td>
<td>0.75</td>
<td>0.76</td>
<td></td>
</tr>
<tr>
<td>Support Vector Classifier</td>
<td>0.71</td>
<td>0.71</td>
<td>0.69</td>
<td>0.70</td>
<td></td>
</tr>
<tr>
<td>Random Forest</td>
<td>0.70</td>
<td>0.69</td>
<td>0.70</td>
<td>0.71</td>
<td></td>
</tr>
<tr>
<td>Gradient Boosting</td>
<td>0.65</td>
<td>0.65</td>
<td>0.64</td>
<td>0.64</td>
<td></td>
</tr>
</tbody>
</table>

B. xAI Results and Inferences

xAI was then implemented to determine which features are dominating and have a higher impact in determining the class label of a particular data point.
LIME was then implemented on the Orca-generated dataset as it yielded better results to determine which features played an important role in how the model classified a data point as either human-generated or AI-generated text. This feature importance identification then helps in identifying what kinds of lexical and other features related to text are prominent in AI-generated and human-generated text.

The Fig. 3 has two LIME graphs for two separate AI-generated text data points. In the first image— on the left—LIME has Herdan’s C [35], MaaS [36], and Simpson’s index [38] have an abundant positive effect on the classification of this data point as an AI-generated text whereas MATTR and the average word length feature has a negative impact on the classification. From looking at various LIME graphs for data points being classified as AI generated the most dominant features were Herdan’s C, MaaS, and the Simpson’s Index.

Herdan’s C was one of the features which highly impacted the classification. Herdan’s C metric is used to determine a text’s vocabulary richness and diversity. It computes the proportion of unique words relative to the total number of words in the text. A higher Herdan’s C value indicates a more diverse vocabulary, whereas a lower value indicates a repetitious or restricted vocabulary. It was observed from a sample of AI-generated data points that most of AI-generated text has a high value of this metric, meaning having a rich diversity of vocabulary was present. This is because the language model used to generate the data was pre-trained on massive datasets containing a wide range of text sources (3 billion parameters for Orca). But, there might be cases where the richness is abated because the dataset on which that language model was trained must not be up to standards.

The Simpson’s Index can be used to measure the diversity of words in a given text within the context of text analysis. A higher Simpson’s Index value would indicate less word diversity, indicating that a small number of words are repeated frequently. A lesser Simpson’s Index value indicates greater word diversity or the use of a greater variety of words. Furthermore, for Simpson’s Index, the values were high i.e. they were between 0.65 to almost reaching 1. This indicates that the phrases or words in the text are repeated often. Consequently, the diversity decreases. This is because AI models, particularly language models, can occasionally generate text that tends to reuse certain phrases or patterns, resulting in a relatively smaller vocabulary. These models may generate coherent text, but they may lack the inherent variability and creativity of human-generated text [41]. However, it’s important to note that this can vary based on the specific AI model, the input data it was trained on, and the prompt given for text generation [42].

Fig. 4 illustrates a set of examples of LIME interpretability graphs for human-generated text. Many data points were interpreted and the results were mostly opposite to the ones inferred by the AI-generated ones. For instance, the Herdan’s C constant was relatively low for various human-generated text data points. It was either relatively low or it negatively influenced the classification.

Fig. 5, Fig. 6, and Fig. 7 illustrate the summary, waterfall, and force plots respectively generated by SHAP for the ORCA dataset. Table VI shows some feature values characteristic to AI and Human-generated texts.

<table>
<thead>
<tr>
<th>Feature</th>
<th>AI-Generated</th>
<th>Human Generated</th>
</tr>
</thead>
<tbody>
<tr>
<td>Herdan’s C</td>
<td>0.9214</td>
<td>0.8901</td>
</tr>
<tr>
<td>Simpson’s Index</td>
<td>0.016</td>
<td>0.013</td>
</tr>
<tr>
<td>MATTR</td>
<td>0.9548</td>
<td>0.9203</td>
</tr>
<tr>
<td>Maas</td>
<td>0.00180</td>
<td>0.00196</td>
</tr>
<tr>
<td>Flesch-Kincaid grade level</td>
<td>37.07</td>
<td>52.96</td>
</tr>
<tr>
<td>Gunning Fog Index</td>
<td>41.32</td>
<td>56.99</td>
</tr>
</tbody>
</table>
VII. CONCLUSION

In conclusion, this research delves into the intricate realm of AI-generated text analysis and its differentiation from human-generated text. As Artificial Intelligence continues to revolutionize various facets of human activities, including text composition, the challenges of identifying AI-generated content have become increasingly pertinent due to concerns about misinformation, security vulnerabilities, and identity theft. The research methodology is multifaceted, combining linguistic analysis, readability metrics, semantic spread measurements, and vocabulary richness assessments to uncover essential textual attributes. By leveraging a composite ensemble of machine learning models, including Logistic Regression, Decision Tree, Random Forest, Support Vector Classifier, and Gradient Boosting, the research demonstrates impressive efficacy with an accuracy of up to 93% in classifying AI-generated and human-generated text.
Moreover, the integration of xAI techniques, such as LIME and SHAP, provides invaluable insights into the features and patterns that influence the model’s classification decisions. These insights reveal that certain attributes, such as Herdan’s C, MaaS, and Simpson’s Index, play pivotal roles in distinguishing AI-generated text from human-written content. These features highlight the richness of vocabulary, repetition of certain phrases, and syntactic patterns that are characteristic of AI-generated text.

The paper’s limitation lies in its reliance on non-state-of-the-art models due to computational constraints, which may not fully represent the latest advancements in the field. These constraints, including limitations in computational resources and data availability, result in a performance gap compared to more advanced models. However, this limitation serves as a catalyst for future research that can harness the power of deep learning architectures and explainable AI (xAI) to delve into AI-generated text with greater sophistication. Additionally, it highlights the need to address ethical concerns and practical applicability as AI models evolve, making this paper a foundational stepping stone for deeper explorations in the future.

VIII. FUTURE SCOPE

The research’s future directions revolve around advancing AI-generated text analysis comprehensively. This entails harnessing larger and more diverse datasets spanning various domains, crucial for enhancing the detection system’s real-world applicability. Alongside this, optimizing processing power to expedite analysis processes tied to xAI techniques like SHAP is essential. Incorporating additional style criteria such as linguistic tendencies and sentiment analysis aims to refine the methodology, deepening the grasp of distinguishing AI text styles from human language. This extends to evaluating a wider range of AI models beyond GPT-J and ORCA. Diversification of Machine Learning algorithms like K-Nearest Neighbors, Naive Bayes, and Neural Networks, as well as integration of Deep Learning algorithms like Transformer-based models, enhances AI text recognition. To fathom model decision-making, XAI methods like Grad-CAM and Integrated Gradients will be employed. Rigorous validation of authentic AI text data will test the proposed approach, collectively advancing differentiation between AI-generated and human-composed texts and propelling the field forward.
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Abstract—This paper demonstrates the feasibility of a database reconstruction attack on open-source database engines and presents a defense method against it. We launch a Flush+Reload attack on SQLite, which returns approximate, noisy volumes returned by range queries for a private database. Given the volumes, our database reconstruction uses two algorithms, a Modified Clique-Finding algorithm and Match-Extension algorithm, to recover the database. Experiments show that an attacker can reconstruct the victim’s database with a size of 10,000 and a range of 12 with an error rate of up to 0.07% at most. To mitigate the attack, a small dummy data is added to the result volumes of range queries, which makes the approximation more confused. Experimental results show that by adding about 1% of dummy data, an attack success rate (in terms of the number of reconstructed volumes in the database) is reduced to 60% from 100% and an error rate increases to 15% from 0.07%. It is also observed that by adding about 2% of dummy data, the reconstruction is completely failed.
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I. INTRODUCTION

Data processing continues to become more common in the cloud, and cloud computing is embedded in the business model of popular services such as Google’s G Suite, Microsoft’s Office 365, Adobe Creative Cloud [1]. In addition to cloud use by industry, federal agencies are also now leveraging cloud services, even for the storage and analysis of sensitive data. Microsoft, for example, won a $10 billion contract from US government that creates a secured cloud for the Pentagon.

One of the most significant security challenges in the cloud is on processing sensitive information. In extreme cases, cloud servers that handle sensitive information may not be trusted because they are presumed to be malicious. In this case, since the data must be encrypted, additional time is required to calculate the encrypted data [2], [3]. In this paper, it is assumed that a trusted server handles sensitive data, but a spying process is also running on the same public server. When the spy process is located in the same physical space as the victim, it shares hardware such as cache, which may act as a side channel. Our assumption is quite reasonable in a realworld setting because leading companies in the cloud service spend great amount of money to show that their servers are trusted.

The goal of this paper is to investigate the impact of side-channels on open-source database engines, to address the risks, and to present a method for defense. The model of the paper assumes that an external user requests a query a private database stored in the victim Virtual Machine (VM), and that the victim VM uses SQLite to process the query and returns the result to the external user. An attacker cannot make a query request directly to the database or observe the results of the query. The attacker is running a spy VM in the cloud with the victim VM, so it can monitor the shared cache to bring in side channel leaks. The attacker’s goal is to reconstruct the volume of the victim’s database. Reconstruction of the database here refers to recovering the volume rather than finding out all the information correctly. Suppose that a school’s student database stores data from <Alice, Bob, Charlie> for grade A, <Dave, Eve> for grade B, <Frank, George, Henry, Ivan> for grade C, for example. The reconstruction is to restore the volume of three rows for grade A, two rows for grade B, and four rows for grade C.

This paper introduces a conventional side-channel attack that captures information leakage in the cache shared by victim VMs and a spy VM using SQLite. This recovers approximate volumes of database including some noise values. We also introduce a database reconstruction attack that uses a clique finding algorithm. It recovers database volumes by constructing a graph based on correct and noiseless volumes of the range queries. In order to make it deal with the approximate, noisy volumes, this paper shows its extension. The extended algorithm includes two sub algorithms. In a modified clique finding algorithm, a concept of noise budget is introduced and utilized in a edge creation step of the clique finding algorithm. A match-extension algorithm handles such a case that the modified algorithm sometimes fails to find a maximum clique in a given graph. Experimental results show that our database reconstruction can recover almost 100% volumes of database with low error rate (0.2-0.7%).

To mitigate the database reconstruction attack, this paper introduces a strategy to add noise to data. The intuition behind the strategy is that the clique finding algorithm is an NP-Hard problem. The complexity of the algorithm grows quickly with the size of the range. Thus, adding a small number of nodes to a graph can significantly increase the time required to reconfigure the database; it can even cause the algorithm to fail completely. Technically, a small dummy data is added to the results of range queries. This approach is reasonable in that approximate volume data obtained from the side-channel attack is only exposed to attackers and they are not aware of the existence of dummy data. Regular users (in victim VMs) is able to access raw data and easily separate the dummies before processing further. Experiments were conducted to investigate...
the impact of the noise (dummy data) on performance of database reconstruction. With 1% of dummy data, only 60% of database were recovered with up to 15% of error rate. When adding 2% of dummy data, no database was constructed at all; the database construction attack was completely failed.

The rest of the paper is organized as follows. Section II reviews previous research outcomes in cache attacks and database construction attacks. Section III describes a threat model, a cache side-channel attack, that this paper addresses. In Section IV we introduce a database construction attack that aims to recover the volume of origanal database given noisy data obtained from the cache side-channel attack. Section V introduces a mitigations strategy, which is followed by experiments and results in Section VI. Finally, Section VII concludes the paper.

II. RELATED WORKS

Cache attack is performed based on attacker’s ability to monitor cache accesses made by the victim in a shared physical system as in virtualized environment or a type of cloud service [4]. Tsunoo et al. [5] introduced it first by showing a timing attack caused by collisions in the memory lookups on a block cipher. Osvik et al. [6] revealed an inter-process leakage via cache’s state and showed key extraction of AES. Acıic ¸mez [7] showed that instruction cache could be a target for attacks. Ristenpart et al. [8] explored the feasibility of side channel attacks on cloud; they demonstrated that an attacker could penetrate VM isolation and harm confidentiality of victim VMs. In [9], authors introduced a cache side-channel attack technique, Flush+Reload, that exploited weakness of memory pages shared among processes. Cache behaves in a way to leak information on a victim’s access to memory lines in shared pages; so that an attack can determine what victim does and infer the data the victim operates on. They also showed that the technique could be used to extract cryptographic keys for RSA. By using the Flush+Reload, Yarom and Benger [10] demonstrated that the ECDSA leaked the nonce and the secret key of the signer, allowing unlimited forgeries. Moghimi et al. [11] introduced an attack tool, CacheZoom, that could allow an attacker to monitor all memory accesses of SGX enclaves with high resolution. They demonstrated the feasibility of AES key recovery. Authors in [12], [13], [14] showed possibility of cache side-channel attacks by monitoring critical operations in AES T-table entry and other operations such as modular exponentiation, multiplication, or memory accesses. Yan et al. [15] used Prime+Probe and Flush+Reload for the cache side channel and successfully obtained a DNN’s architecture that was considered a major commercial asset in a business. Hong et al. [16] showed a DNN fingerprinting attack where an attacker followed function invocations corresponding to architecture attributes of the victim network and thus fingerprinted the entire network.

In database reconstruction, Kellaris et al. [17] demonstrated reconstruction attacks on securely outsourcing database storage systems implementing searchable symmetric encryption or order-preserving encryption. Their attacks were developed for a weak adversarial model where underlying query distribution was only known to an attacker. He does not directly query a database and not need to know any of queries nor answers; he may observe encrypted responses of queries. They identified that either access pattern or communication volume was leaked for range queries. A reconstruction attack run with the auxiliary information in \( N^4 \) queries, where \( N \) is a domain size, which recovered the number of records having each specific value in a database, i.e., database counts. Lacharité et al. [18] considered a setting where access pattern (a set of records matched by each query) and rank information (the position of a record in a sorted list of records) were leaked. They presented three attacks, full reconstruction, approximate reconstruction, and reconstruction using auxiliary information, that recovered values in different levels of accuracy. Grubbs et al. [19] presented a database reconstruction attack given the volume leakage of the response of range queries. Their attack used a graph-theoretic approach; they reduced database reconstruction to finding a clique in a graph constructed from the volume information. In the graph, volumes were represented as nodes, and an edge connected two nodes when their absolute difference was represented as a node. After multiple iterations of adding and deleting nodes, their algorithm returned the counts of all values in the database. Shahverdi et al. [20], unlike prior a threat model, considered an honest cloud server on which an adversary virtual machine and a victim one co-located. The adversary could not issue queries to the victim’s database but obtain information leaked via a shared cache. This implies that he could not obtain response volumes of range queries accurately; instead, obtaining noisy volumes. In this scenario, authors presented a database reconstruction attack by extending the Grubbs’s algorithm [19] and by developing a noise reduction algorithm.

Naveed et al. [21] showed attacks on database systems capturing property-preserving encryption. Using encrypted database columns and publicly known auxiliary information, they could recover certain encrypted attributes by up to 80%. Kornaropoulos et al. [22] considers an encrypted spatial database that handles data in a geometric space and k-nearest neighbor (kNN) queries that return the nearest k points in the database for a given query point based on distances between points. Authors exploited a query leakage profile and used a convex polytope to characterize a set of reconstructions. The attack could recover values of the database with approximation error of 2.9% to 0.003%. The same authors in [23] developed a reconstruction attack without assumptions about the knowledge of query distribution and the data. The attack exploited search-pattern leakage, computed distances between encrypted values, and eventually recovered plaintext values.

III. THREAT MODEL: CACHE SIDE-CHANNEL ATTACK

A threat model in this paper assumes multiple users in a cloud server, each of which has access to its own database. For instance, it is assumed that user 1 can access database 1, user 2 can access database 2, and server is a trusted server. Once one of the users becomes an attacker with a malicious intend, he can abuse physical properties of the model; his VM is in the same cloud server and shares the cache with victim VMs. Although an attacker cannot directly query the database of a victim, he can interact with the server to obtain some information about the inaccessible database.

The attacker does not know what range of queries were requested and what rows were returned exactly. This means that only an approximate volume with noise can be obtained.
It is noted that the side-channel attack proceeds regardless of whether the victim’s database is encrypted or not, as it proceeds by approximating the volume of range queries. An attack is possible as long as the spy VM can see the code line that the database engine executes for each record returned in the range query.

A. Cache Architecture

Cache is a memory located at the top of the memory hierarchy. It is much smaller in size than the main memory and is very expensive, but it is characterized by a very fast speed. The cache is placed between the CPU and the main memory as shown in Fig. 1. Data in the main memory is loaded into the cache memory, and performance can be expected to be improved by allowing the CPU to access the cache memory first instead of the main memory with relatively slow access time. The cache serves as a buffer to reduce the speed gap between the CPU and the main memory.

Typical modern CPUs have multiple levels of cache to reduce access time to the main memory. Level 1 cache is the smallest and fastest, while Level 3 cache forms the slowest and largest hierarchical structure. Level 1 cache is divided into two caches, one to store data and the other to hold instructions. In higher-level caches, data and instructions are kept in the same cache. Level 3 cache is a shared memory space where data and instructions are kept in the same cache and is the Last Level Cache (LLC). The LLC includes all lower level architectures, which means that all data present in Level 1 and Level 2 also exists in the LLC. Each cache consists of multiple sets, each set containing multiple cache lines. Each line in the main memory is mapped to a unique set of caches. However, within this set, memory lines can be mapped to cache lines. Typically, each cache line stores 64 bytes of data. If it’s already full, we have to decide which memory lines to be removed when writing new lines. This decision is called the Replacement Policy and depends on a cache structure. The most popular replacement policy is the Least-Recently Used (LRU), which replaces the least recently used items with new ones.

B. Flush + Reload Attack

Cache is vulnerable to information leakage because an attacker that is with the victim on the same process can access meaningful information about activities of the victim. In particular, an attacker can monitor and use his own access time to the cache to guess whether the victim has accessed specific memory lines. The reason why such an attack is possible is that the attacker and the victim share the same resource, that is, the cache. Moreover, in a setting where the attacker and victim share the memory, both will have access to the physical memory location where a single copy of the library is stored. An attacker can explicitly remove lines corresponding to shared physical memory from the cache. In order to exploit the shared physical memory in a useful way, this paper uses a Flush+Reload attack introduced by Yarom and Falkner [9].

This attack method takes advantage of the fact that the access time to cache memory is shorter than that to main memory, and targets the L3 cache line shared by a victim and an attacker. An attacker uses a special command called cliflush to remove a monitored line from the cache. This command removes the monitored line from the L1, L2, and L3 caches. As mentioned earlier, L3 includes L1 and L2. Thus, if L3 is removed, the lines that are removed are removed from all other caches. The attacker then allows the victim to continue running a program. After a certain period of time, the attacker regains control and measures the memory access time to determine whether the monitored line still remains in the cache. If the reload runs quickly, the monitored line is still in the cache. Then, an attacker deduces that the victim accessed the same line during execution. If the reload runs slowly, the monitored line is not in the cache. Then, the attacker infers that the victim did not access the line while running. Thus, an attacker can know whether the victim has accessed a particular line. To perform the Flush+Reload attack, this paper used a package provided in the Mastik framework [24]. Mastik is a toolkit for experimenting with micro-architectural side-channel attacks and provides implementations of published attack and analysis techniques.

C. Detecting Two Lines to Monitor

This paper uses SQLite [25], a popular open-source database engine that uses the BTree data structure to store columns. We looked into the SQLite program and used a gcov command to detect a line being called once in each iteration of the range query. It is possible to determine query response volume by monitoring the number of times these rows are called. It should be noted that the duration of each query can also be measured and used as an indicator of the volume. However, there is no reliable way to convert time to volume, resulting in introducing big noise. So we decided to count the numbers explicitly. The library was compiled using the -fprofile-arcs and -ftest-coverage flags to obtain the number of times each line runs. We, then, ran the range query command and used the gcov command to count the number of times each line was executed in the main.c and sqlite3.c files. After finding more lines in the SQLite program, two lines are monitored simultaneously to improve measurement accuracy. The advantage of monitoring two lines is as follow. Even if an attack code may fail to detect activity on one of the lines due to overlap between the attacker reload and victim access, it is still likely to see activity on the second line. There may be some false positives due to the mismatch of hits on the two lines, which is mitigated by considering the number of proximity hits to be from the same activity.
D. Using Mastik Toolkit

After detecting a line leaking query volume, we, by using the Mastik Toolkit, monitor the lines while SQLite processes range queries. Fig. 2 draws results of one sample measurement. The two lines being monitored are colored blue and red. The x-axis represents the sample point at which the reload occurs, and the y-axis represents the time required to reload the monitored line from memory on that time instance. Because two lines are being monitored, there are two sets of measurements for each time instance.

A FR-trace utility in Mastik automatically starts measuring when it detects a hit on one of the lines monitored by the SQLite program. When Mastik does not detect more activities for a while, the measurement automatically end. There are samples with reload time of less than 100 cycles during the interval in which the range query runs. These sample points are recorded when SQLite accesses the line the attacker is monitoring, so the attacker sees a small reload time. Then the number of hits in blue or red measurements are calculated. The number of hits corresponds to the inquiry volume. It is also important to monitor the associated cache lines in order to detect when/whether the range query is executed. Because the measurement is not a noise-free environment, the number of hits counted may differ from the actual value of the volume. Some of the sources of noise are explained below.

False Positive (FP). Instruction to be executed are brought into the cache before memory lines are executed. In the case of the Flush+Reload attack, it still looks that this instruction was executed because of the fast access. In general, true hit counts occur at fixed time intervals. If observing a hit that occurred much earlier than the expected hit time, it is likely a FP. It is presumed to have occurred by speculative execution, and it is not considered to be hit.

False Negative (FN). A FN occurs when the victim accesses the monitored code line after the spy process reloads the line and before the spy process flushes the line. This paper attempts to detect FNs only algorithmically; an asymmetric window around each observed volume is used to compensate for the fact that the actual volume is usually larger than the observed volume. In our experiments, we assign 90% of the window width to a value larger than the observed volume.

E. Approximate Noisy Volumes

A single trace is collected by randomly selecting and executing a range query [a, b] while simultaneously monitoring the line using Mastik FR-trace. This experiment is repeated several times to collect enough traces. We count, for each trace, the number of times that one of the two lines represents a hit, mitigate the FP problem, and then report the number of hits as a range query volume for that trace. Some volumes are observed much more frequently than others, and their values are stored as approximations to the expected volumes. It is expected to see \( \binom{N}{2} + N \) values at most in a noiseless setting. There are some traces noted good enough but with incorrect volume. By putting all traces together, the effect of such instances would be minimal and the exact approximation of the volume would be distinguishable. It is noted that the volume being recovered is an approximate volume of the database, not a correct volume.

IV. DATABASE RECONSTRUCTION

Given a set of volume of database recovered from the cache side-channel attack, the attacker aims at reconstructing the database. This section explains our database reconstruction based on a clique finding algorithm. It shows, first, the Grubbs’ work [19] that constructs a graph based on the observed correct and noiseless volumes of the range queries. Note that each volume is represented by a node in a graph. Then, an extension of the clique finding algorithm to handle noisy volumes [20] is introduced.

A. Clique Finding without Noise

The clique finding algorithm has two main parts for graph construction: node creation and edge creation.

1) Creating Nodes: Given a set of recovered volumes \( V \), this part creates a node representing each volume and labels the node with that volume. This means that node \( v_i \) has volume \( v_i \).

A recovered volume refers to a volume that has been reconstructed through an attack. Suppose that we have a database of size 4. A query request with a range of 1 will return 5 rows, and a query request with a range of 1 to 2 will return 5 + 10 = 15 rows. It returns 10 + 15 + 20 = 45 rows if a user asks for a query of 2 to 4. From the attacker’s point of view, it is not possible to know exactly what range the query request is, but it can be seen that the volume returned is \( \{5,10,15,20,25,30,35\} \). These volume sets are called recovered volumes.

2) Creating Edges: This part creates an undirected edge between two nodes \( v_i, v_j \in V \) if there exists a node \( v_i \in V \), where \( v_i = v_j + v_k \).

A volume can be recovered by running a clique finding algorithm on the constructed graph. Assuming the value ranges from 1 to N, there are \( \binom{N}{2} + N = \frac{N(N+1)}{2} \) possible ranges, so the graph shows \( \frac{N(N+1)}{2} \) nodes. Each range \([i, j]\) for \( 1 \leq i \leq j \leq N \) is denoted by a node. In other words, node \([i, j]\) means...
that the range of the query is $i$ to $j$. Nodes corresponding to ranges of the form $[1, i]$ for $1 \leq i \leq N$, i.e., base volumes, forms a clique for pairs of ranges of $[1, i]$ and $[1, j]$ ($1 \leq i \leq j \leq N$). There is a range of $[i+1, j]$. This means that there exists an edge between $[1, i]$ and $[1, j]$ due to the way the graph is constructed. The clique finding algorithm finds nodes $[1, i]$, $1 \leq i \leq N$. In order to recover the original range of form $[i, i]$, we simply sort the nodes based on labels and subtract them sequentially because $|[1, i]| = |[1, i] - [1, i-1]|$, $1 < i \leq N$.

**TABLE I. A SAMPLE DATABASE OF STUDENTS AND GRADES. IT INCLUDES STUDENTS’ NAMES AND THEIR GRADES IN A MATH CLASS**

<table>
<thead>
<tr>
<th>Student name</th>
<th>Alice</th>
<th>Bob</th>
<th>Charlie</th>
<th>Dave</th>
<th>Eve</th>
<th>Frank</th>
<th>George</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grade</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>

For instance, suppose a student database shown in Table I. A set of known ranges and corresponding observed volumes are $[1, 1] = 1$, $[2, 2] = 4$, $[3, 3] = 2$, $[1, 2] = 5$, $[2, 3] = 6$, $[1, 3] = 7$. Fig. 3 shows that a graph is constructed based these data, where each node represents a range. The edge creation part created lines connecting two nodes. Since $|[1, 2]| = |[1, 1] + |[2, 2]|$ and there exists a node $[2, 2]$ connecting $[1, 1]$ and $[1, 2]$, the two nodes are connected via a line. Similarly, $|[1, 3]| = |[1, 2] + [3, 3]|$, so there is a connection between $[1, 3]$ and $[3, 3]$. It is observed that three nodes $[1, 1]$, $[1, 2]$, and $[3, 3]$ in the graph are connected each other and form a complete graph. A subset of nodes in which every two different nodes in an undirected graph are connected is called a clique. Among the cliques that can be found, the largest clique becomes the clique of the graph. Upon finding the clique, $[2, 2]$ can be obtained by subtracting $[1, 1]$ from $[1, 2]$, and $[3, 3]$ by subtracting $[1, 2]$ from $[1, 3]$. This allows us to reconstruct the database easily. Although the exact range is unknown, if the $\{4, 2, 5, 6, 7\}$ volume set is recovered through an attack, it is possible to find 1, 5, 7 cliques as shown in Fig. 3 and reconstruct the database in the same way.

**B. Modified Clique Finding with Noise**

From the cache side-channel attack in Section IV-A, correct volumes may not be recovered; that is, recovered ones are approximate and noisy volumes. Therefore, a conventional clique finding algorithm that assumes noiseless volumes (described in Section IV-A) does not find cliques of sufficiently large size. This happens because the condition for connecting nodes $v_i$ and $v_j$ almost always fails since it is not possible to find the third volume $v_k$, where the equation $v_i = v_j + v_k$ is satisfied. This implies that too many edges are missing in the constructed graph to form large cliques.

To mitigate the effect of noise, our method modifies the second part (Creating Edges) in the clique finding algorithm, a Modified Clique-Finding algorithm. Because traces are noisy, it may not possible to obtain the correct volume. The recovered volume is close to the correct volume, and error ranges can be calculated. Here, we define a noise ratio as (the recovered volume / the correct volume). An attacker, at the first step, performs a preprocessing by launching an attack on a database known to the attacker. The attacker then examines the recovered volume, selects a noise ratio, and compares it with the actual volume, from which he evaluates the accuracy of the traces to find an approximate value for the noise ratio. Based on all the noise ratios, the attacker then sets a value for noise budget - the average of the noise ratios observed across all volumes. The attacker, once the noise budget is fixed, then creates a window of acceptable values around it for each recovered volume. The window is created around $v_i$ using lower bound of $v_i \times (1 - 0.1 \cdot \text{noise budget})$ and upper bound of $v_i \times (1 + 0.9 \cdot \text{noise budget})$. The window is asymmetric with 90% of the width on the right side because the noisy volume is usually smaller than the actual volume. For volume $v_i$, the window is denoted as $w(v_i)$. The modified part in the clique finding algorithm that enables to construct a graph from noisy volumes is as follows.

- **Creating Edges (Modified):** This part creates an undirected edge between two nodes $v_i, v_j \in V$ if there exists a node $v_k \in V$, where $|v_i - v_j| \in w(v_k)$.

**C. Match-Extension**

Although the noise budget is appropriately adjusted, the Modified Clique-Finding algorithm sometimes fails to find the maximum clique of size $N$. This section describes an improvement of the algorithm to handle such a case. First, note that in the clique finding algorithm, a graph corresponding to the volume in the range $[1, i]$ for $1 \leq i \leq N$ should have a clique if there is a full range of volumes present in the data.
Now suppose we are given an approximate, noisy volume corresponding to the range \([i,j]\), \([1,1]\) \(≈ \{1, i-1\} + \{i,j\}\) should have a connection, but the connection from node \([1,j]\) to node \([1,i-1]\) is missing. A maximum clique of size \(N\) is not formed as a result of missing connections. Executing the clique finding algorithm on data with missing volumes returns cliques of size smaller than \(N\) and recovers the candidate database for each clique. The algorithm then merges information from these small databases to create a larger database.

1) Observation: This subsection explains the idea of this improvement with an example. Consider a database with a range of 5 possible values (i.e., \(N = 5\)), \(<30, 100, 80, 30, 60>\). This means \([1,1]\) \(= 30\), \([2,2]\) \(= 100\), \([3,3]\) \(= 80\), \([4,4]\) \(= 30\), \([5,5]\) \(= 60\). A set of possible values for the volume of range queries \(V\) is, then, \(\{30, 60, 80, 90, 100, 110, 130, 170, 180, 210, 240, 270, 300\}\). For instance, \([1,2]\) \(= 130\). A graph constructed for these volumes is shown in Fig. 5. The maximum cliques found are shown in bold connections. The nodes \(\{30, 130, 210, 240, 300\}\) are returned, and a database \(<30, 100, 80, 30, 60>\) is reconstructed.

Now, assume that the recovered volume has noise and that a set of possible values for the volume of range queries \(V\) is \(\{29, 58, 79, 98, 108, 128, 160, 209, 239, 268, 299\}\) as shown in Fig. 6. Almost all the noisy volumes are close to the true values; exceptionally volume 160 is far from the correct volume 170. In this setting, our method uses the Modified Clique-Finding algorithm to construct a graph. It first uses a window around a volume \(v_i\) allowing to have lower and upper bounds of \(v_i - 1\) and \(v_i + 3\), respectively. Some connections will be missing due to measurement errors. For example, a connection from node 299 to node 128 will not be formed because there is no window containing 171 anymore. Our method runs the algorithm on the new graph, the result will be a smaller clique (less than \(N = 5\)). As shown in Fig. 7, the algorithm returns cliques whose size is 4 with values \(\{29, 128, 209, 239\}\), which creates a database \(<29, 99, 81, 30>\). In the next, we describe main steps in the Match-Extension algorithm to reconstruct a database from noisy volumes.

2) Finding cliques: This step aims at finding all the cliques in the constructed graph.

Maximum Clique. The first stage is to find the maximum clique in the graph. Let \(K\) be the size of the maximum clique recovered in this stage. If multiple cliques with the same maximum size are found, one of them is chosen randomly. Once a clique is found, a corresponding database is reconstructed. We call this database an initialized solution, \(\text{initSolution}\). If the size of the maximum clique found in this stage is \(N\), it is done; the database is successfully reconstructed. Otherwise, the rest parts of the algorithm extend this \(\text{initSolution}\).

All Other Cliques. The next stage recovers all cliques of sizes \(K, K - 1, K - 2, \ldots, K - l\), and sorts them from the largest size to the smallest size. For each clique, a corresponding database is reconstructed and referred to as a candidate solution \(\text{candSolution}\). It is in the form of a sorted list of volumes corresponding to contiguous ranges in the database. The cliques found in this stage are not limited to ranges of the form \([1,1], [1,2], \ldots, [1,K]\) for some \(K\). Note that this holds true even in the noiseless setting. Any set of volumes in the range of \([i,1], [i,i_2], \ldots, [i,i_k]\), where \(i \leq i_1 < i_2 < \cdots < i_k\), forms a clique of size \(k\) if all
differences in volumes corresponding to the ranges exist in the data. This fact allows this algorithm to recover the original database by discovering the volumes of different parts of the actual database and combining those parts.

3) Combining solutions: Given the initSolution and a candSolution in the form of lists of volumes, in this step, the Match-Extension algorithm combines the information in them into one large solution.

Longest Common Substring The first stage is to find the longest common substring of the two solutions; it is the longest contiguous list of volumes where the two solutions match. We call this substring lcList. To find it, our method uses a modified standard longest common substring algorithm where the elements of the substring are approximately equal to the corresponding elements of initSolution and candSolution. This stage returns the lcList and the starting and ending indices (locations) of lcList in two given solutions. However, even after the first stage, there may be volumes where initSolution and candSolution match, which are not recognized in the first stage. In order to show an example, we take the previous sample from Fig. 7 and let the initSolution = \(\langle 29, 99, 81, 30 \rangle\), candSolution is \(\langle 29, 180, 30, 60 \rangle\) (see Fig. 8 for its construction). In this case, lcList can be found as \(\langle 29 \rangle\), but it is observed that the two solutions match at \(\langle 99, 81 \rangle\). This information is presented as a volume of a range \(\langle 180 \rangle\) that is the union of two adjacent ranges in initSolution.

Extension Our combine algorithm identifies such a case and extends lcList accordingly in the next stage. It searches for cases where a particular volume \(v_i\) next to the end of lcList in one solution (say initSolution) is approximately equal to the sum of the volumes \(u_j, u_{j+1}, \ldots, u_{j+r}\) if \(r \geq 0\) next to the end of lcList of the other solution (e.g. candSolution). The algorithm, then, extends the lcList by adding \(\langle u_j, u_{j+1}, \ldots, u_{j+r} \rangle\) and changing the endpoints of the lcList in initSolution and candSolution. In the database example above, the combine algorithm examines the neighbors of \(\langle 29 \rangle\) and finds that \(180 \approx 99 + 81\), and extends the lcList to \(\langle 29, 99, 81 \rangle\). It again examines the neighbors of \(\langle 29, 99, 81 \rangle\) and finds \(30 \approx 30\), extending the lcList to \(\langle 29, 99, 81, 30 \rangle\). It is noted that while the values in the example are exactly the same (e.g., \(180 = 99 + 81\)) by chance, the algorithm also accepts the case where values are approximately equal.

\[
\text{initSolution} = \{\text{prefix1}, \text{lcList}, \text{suffix1}\}
\]
\[
\text{candSolution} = \{\text{prefix2}, \text{lcList}, \text{suffix2}\}
\]

After the lcList is maximally extended, the two solutions have the form above. Any of prefixes and/or suffixes can be empty. The algorithm then performs one of four options:

(a) If prefix1 and/or suffix1 is empty, then it extends the lcList to \(\text{lcList} = \text{prefix2}||\text{lcList}||\text{suffix2}\).

(b) If prefix2 and/or suffix2 is empty, then it extends the lcList to \(\text{lcList} = \text{prefix1}||\text{lcList}||\text{suffix1}\).

(c) If the lengths of both prefix1 and prefix2 are 1 (say, their volumes are \(a\) and \(b\), with \(a < b\), and if the absolute value of difference appears in the volume measurement, then \(\text{lcList} = \langle b - a, a \rangle||\text{lcList}\). This option also applies to the case when the lengths of both suffix1 and suffix2 are 1.

(d) Otherwise, the algorithm stops combining and repeats stages for another candSolution.

Back to our example, we found the lcList to be \(\langle 29, 99, 81, 30 \rangle\). The last stage has initSolution = \(\{\text{lcList}\}\) and candSolution = \(\{\text{lcList}, 60\}\). This is the case of option (a) where suffix1 is empty. Thus, the algorithm adds suffix2 = \(\langle 60 \rangle\) to lcList and returns initSolution = \(\langle 29, 99, 81, 30, 60 \rangle\) as a solution.

4) Finding best solution: Once a combine is successful, two solutions are merged and one larger solution is created. The clique finding algorithm may not discover this large solution in the first place because some volumes or connections in the graph were missing, preventing potential cliques corresponding to this solution from being formed. Whenever two solutions are combined, it identifies the number of missing volumes that prevented finding the combined solution. In fact, if the missing volumes could be added to the graph and starts the algorithm, we could get the combined solution in all listed solutions. Therefore, the number of missing volumes is used as a metric to evaluate how good a candidate solution is. On one hand, showing few missing volumes indicates that the initSolution and candSolution match on many volumes in the database and therefore are compatible. On the other hand, a large number of missing volumes suggests that two solutions may have different information about the volumes. At this, last step finds a candidate solution among all cliques having the lowest number of missing volumes with respect to being combined with the initSolution.

V. Mitigation Strategy

Given noisy volumes, the Modified Clique-Finding algorithm described in the previous section shows a high attack success rate (as will be shown in Section VI); that is, it finds
the maximum clique, finds the longest common substring to combine subsolutions, and eventually reconstructs the victim's database correctly with high probability. However, it is noted that the clique finding algorithm is an NP-Hard problem that can be only solved by checking the numbers of all cases one by one, not by polynomial solutions. The complexity of the algorithm grows quickly with the size of the range. We figure out that it works well for the ranges up to size 15 in practice. Adding a small number of nodes to a graph can significantly increase the time required to reconfigure the database; it can even cause the algorithm to fail completely. It is also important to remind that the goal of the attack is to reconstruct the volume, the size of columns on which a victim is making range queries, not exact records.

Based on the observation, this paper proposes to add noise to mitigate the reconstruction attack. Technically, dummy elements are added to results of range queries, which makes it more difficult for an attacker to recover approximate volumes in the side-channel attack. The increased size of volume may create edges that should not exist or not create edges that is essential to recover a database. This directly causes the first step to find incorrect cliques; say, the size of the maximum clique found may be greater than \( N \). The next step is also affected; it may fail to find the longest common substring or result in reconstructing a wrong database eventually. This approach works because the attacker is concerned only about the volume where the elements are not exposed obviously. However, regular users (i.e., victims) are not confused with the additional elements because they can access exact records in query responses and discern such elements immediately.

Back to our example of database \( \{30, 100, 80, 30, 60 \} \) in Fig.5. Remind that \(|[1, 1]| = 30, |[2, 2]| = 100, |[3, 3]| = 80, |[4, 4]| = 30, |[5, 5]| = 60 \), and a set of possible values for the volume of range queries \( V \) is \( \{30, 60, 80, 90, 100, 110, 130, 170, 180, 210, 240, 270, 300 \} \). Now, suppose that 6 dummy elements are added to the response of each range query. Then, \(|[1, 1]| = 36, |[2, 2]| = 106, |[3, 3]| = 86, |[4, 4]| = 36, |[5, 5]| = 66 \), and \( V = \{36, 66, 86, 96, 106, 116, 136, 176, 186, 216, 246, 276, 306 \} \). It is noted that \(|[1, 2]| = 136 (= 130 + 6)\), not \(|[1, 2]| + |[2, 2]| = 36 + 106 = 142\), because 6 dummy rows are being added to the result. Fig. 7 shows a graph constructed from the given volumes when 6 dummy elements are added. Comparing the edges in black to Fig. 6, it is observed that new connections are formed (solid bold lines) and some connections are missing (dotted bold lines). The edges in red correspond to the clique found in Fig. 7. It is observed that a connection between node 35 and node 114 (a dotted red line) is not formed and thus the clique is not found in the algorithm. Missing one clique implies that we lose a string information (a contiguous list of volumes) in it, which hinders from finding lcList and eventually leads to the failure of the combining step. The algorithm may find another clique and successfully reconstruct a database, but it must be far from the original database.

VI. EXPERIMENTS AND RESULTS

This section performs experiments for four sets in total and shows their results. The first two sets (I and II) are the cases where an attacker launches a cache side-channel attack to measure approximate noisy volumes and then performs database reconstruction to recover a victim's database. In experiment I, distribution over all the possible queries are uniform; that is, each range are queried with equal probability. Experiment II performs non-uniform range queries. Although each range must be queried at minimum number of times, the query distribution do not need to be uniform. For this, rand() function is used in our system. The rest of settings are the same for I and II. In the rest two sets (III and IV), our countermeasure strategy is applied with different percentages of additional dummy elements and with different query distributions. With results, we assess their effects on the database reconstruction attack.

A. Preliminary

For experiments, this paper uses the Nationwide Inpatient Sample (NIS) 2008 dataset [26]. The NIS is part of the Healthcare Cost and Utilization Project (HCUP) used to analyze national trends in healthcare. This data is collected annually and it has approximately 5 to 8 million hospitalization records. Since data is in an SPSS file format, we use IBM SPSS Statistics [27] to read it. Then, 10 SQLite database is created by selecting 10,000 records randomly out of 8 million ones. We perform range queries on the AMONTH element, an “admission month coded from (1) January to (12) December” (refer to [28] for the full description of elements). The list of ranges are \( \{[1, 1], [1, 2], \ldots, [1, 12], [2, 1], [2, 2], \ldots, [12, 11], [12, 12] \} \) and possible values in the range are \( N = 12 \). For the non-uniform range queries, ranges \( [i, j] \) are set by randomly selecting \( i \) and \( j \) in \( 1 \leq i, j \leq 12 \). For each set, experiments are repeated 10 times and average values are returned.

We run experiments on a desktop computer with Intel Core i5 9400F CPU @ 2.90 GHz running Ubuntu 16.04. The capacities of the L1, L2, and L3 caches are 384 KB, 1.5 MB, and 9 MB, respectively. For a database engine, we use the SQLite Amalgamation version 3.20.1 with a single large file of C-code named sqlite3.c [29]. Table II summarizes information of our setup. We found in a heuristic manner that when approximately 120 measurements are collected for
TABLE II. Setup Information for Experiments

<table>
<thead>
<tr>
<th>Dataset</th>
<th>NIS 2008 database [26]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noise budget</td>
<td>0.002</td>
</tr>
<tr>
<td>Possible values in the range</td>
<td>12</td>
</tr>
<tr>
<td>Total number of records</td>
<td>10,000</td>
</tr>
<tr>
<td>Capacities (L1, L2, L3)</td>
<td>384KB, 1.5MB, 9MB</td>
</tr>
</tbody>
</table>

a range query, the aggregated measurements in the cache side-channel show a peak regarding the approximate volume. Because there are 78 different range queries for our data, around 10,000 traces are collected first to see if the traces for each range are sufficient so that we can check a peak for each approximate volume.

B. Database Reconstruction from Noisy Volumes

For Experiments I and II, this paper collects 10,000 traces corresponding to 10,000 range queries; that is, 1 trace for each query. It then processes all of those traces to get a set of approximate, noisy volumes, with which the Modified Clique-Finding algorithm and the Match-Extension algorithm are performed. This returns an output of reconstructed database. The former algorithm runs with different values for the noise budget, whereas the latter algorithm is with a fixed value 0.002 of noise budget. For each value in 1, 2, . . . , 12, it is expected to recover a candidate volume that corresponds to the number of records in the database using that value.

For a database of size $N$, a success rate is defined as the number of candidate volumes recovered out of $N$. For instance, if our method recovers 10 candidate values in our experiments with the range of size $N = 12$, the success rate is $(\frac{10}{12}) \times 100 \%$. It is noted that an attacker can distinguish between successful and unsuccessful attacks because he knows $N$, the size of the database that needs to be recovered. We also define an error rate of a recovered volume. For each candidate volume $\tilde{v}$ recovered, we compare it to the corresponding value $v$ in the actual database and report the error rate of $(\frac{|\tilde{v} - v|}{v}) \times 100 \%$. For example, if the actual volume is 1,000 and the recovered volume is 980, then the error rate is reported as 0.2%. If our database reconstruction recovers 10 values out of 12, error rates only for the recovered 10 values are reported.

From experiments, it is observed that increasing a noise budget increases the average error rate and the confidence interval for the Modified Clique-Finding algorithm. For noise budgets of 0.005, some of the databases recovered in Experiment I were very far from the true database, resulting in much larger error intervals. In short, increasing the noise budget seems to have helped increase the success rate, but as the error rate increases, the quality of the recovered database decreases. It is also noted that its average running time increases with the size of the noise budget. In the case of the Match-Extension algorithm, the average error and the width of the error interval are similar to those in the Modified Clique-Finding algorithm. But, it achieves much higher success rate with a small noise budget. Experiments in this paper fix the noise budget of 0.002 and thus the average running time remains low. The Modified Clique-Finding algorithm with a noise budget of 0.006 shows better success rate than with a smaller noise budget, and is selected as an algorithm comparable to the Match-Extension algorithm. For Experiment II, this paper performed non-uniform range queries and used the same sets of database as in Experiment I. As mentioned earlier, we need approximately 120 measurements for a range query to detect approximate, noisy volumes from the cache side-channel. This does not require that the query distribution be uniform. Technically, this experiment tests an hypothesis that the success of a database reconstruction attack relies on the capability of identifying peaks corresponding to the volumes of range queries. In this sense, a query distribution in which a peak disappears as its neighboring peaks dominate it could be challenging to attackers. One setting for the challenging distribution, for instance, is that a range $[a, b]$ is queried more often than a range $[c, d]$ when two ranges have close volumes (i.e., close peaks). Our random setting generate this distribution with probability, given requirement that each query be observed at least 120 times.

Table III shows our results from Experiments I and II. For Experimental I with uniform distribution for all queries, it was possible to reconstruct all 10 databases with the error rate of up to 0.7%, which is considerable in accuracy. Even in the case of Experiment II, where the query range was not uniform, we succeeded in reconstructing 10 databases correctly. The error rate was also within 0.7%. It can be seen that our database reconstruction attack has 100% success rate with low error.

C. Database Reconstruction with Dummy Data

For Experiments III and IV, our method adds dummy data to response volumes returned by range queries. The rest of settings are same to those in Experiments I and II. Experiment III and IV perform uniform and non-uniform range queries, respectively and use approximate, noisy volumes. The database used in the experiment has 10,000 rows, and the range of the AMONTH attribute is 1 to 12. Thus, there are about 800 rows in each range. In the first setting, our method adds 8 dummies (rows) to the response of each range query. That is, it corresponds to 1% of total volumes.

Table IV shows our results from Experiments III and IV. In both experiments, 6 out of 10 databases (60%) were successfully reconstructed, and the error rate in the reconstructed databases was 9%-15%. They are comparable to results, 100% and 0.7%, in previous experiments in Table III. It is reminded that the success criterion for reconstruction is that all 12 candidate values is recovered. 60% of recovery, therefore, is far from the success of an attack. In order to investigate the impact of dummy data further, we add 2% of dummy data out of total volumes in the second setting. Table IV shows its results. In both experiments, no database was reconstructed at all. This is mainly attributed to the fact that the database construction attack primarily relies on the volume size of query responses. It is so sensitive to the size that small inclusion of dummy can even weaken its success rate.
This paper investigated the impact of side-channels on open-source database engines. We triggered a side-channel attack on a cache shared by victim VMs and a spy VM using SQLite to obtain approximate, noisy volumes of the database. Two algorithms that extended a clique finding algorithm were introduced in order to perform a database reconstruction attack. This paper also introduced a mitigation method that added additional dummy data to results of range queries. Experiments were conducted with a database of 10,000 records and with 12 ranges for queries. Results showed that the database reconstruction attack could recover almost 100% volumes of the database with maximum error rate of 0.7%. With 1% of additional dummy data, however, only 60% of database were recovered with up to 15% of error rate. When adding 2% of dummy data, no database was constructed at all; the database construction attack was completely failed.

As a future work, it would be interesting to investigate the impact of the volume of dummy data further. Given the number of records (10,000) used in our experiment, the size of the volume for each range query is about 800. 1% of additional data represents 8 records only, which does not seem to be a problem. But, as the size of the database increases, this volume also increases. This will naturally increase the processing time of query requests and use a lot of memory. It is necessary to find solutions to defend against attacks without performance degradation in large scale database settings. It would be also interested to examine our models on a scenario where victim VMs and a spy VM do not share a library with a more generic form of cache side-channel attack.

TABLE IV. RESULTS (SUCCESS RATE AND ERROR RATE) FROM EXPERIMENTS III AND IV (1% OF DUMMY)

<table>
<thead>
<tr>
<th></th>
<th>Exp. III</th>
<th>Exp. IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Success rate [%]</td>
<td>60%</td>
<td>60%</td>
</tr>
<tr>
<td>Error rate [%]</td>
<td>10-14%</td>
<td>10-14%</td>
</tr>
</tbody>
</table>

TABLE V. RESULTS (SUCCESS RATE AND ERROR RATE) FROM EXPERIMENTS III AND IV (2% OF DUMMY)

<table>
<thead>
<tr>
<th></th>
<th>Exp. III</th>
<th>Exp. IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Success rate [%]</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Error rate [%]</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

VII. CONCLUSION AND DISCUSSION
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Abstract—In recent years, significant advancements have been made in the realm of plant disease classification, with a particular focus on leveraging the capabilities of deep learning techniques. This study delves into the utilization of renowned Convolutional Neural Network (CNN) models, including EfficientNetB5, MobileNet, ResNet50, InceptionV3, and VGG16, for the purpose of plant disease classification. The core methodology involves employing transfer learning, wherein these established CNN models are employed as a foundation and subsequently fine-tuned using a publicly accessible plant disease dataset. The study also compared the results with some deep learning models and with state-of-the-art. Among the tested CNNs, EfficientNetB5 has shown the best performance. EfficientNetB5 has outperformed another model and obtained 99.2% classification accuracy.
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I. INTRODUCTION

Plant diseases are a pervasive and complex aspect of agriculture and horticulture, exerting significant impacts on global food production and ecosystem health. Plant diseases can manifest in various ways, from visible symptoms like wilting, discoloration, and lesions to more subtle signs of stunted growth and reduced yield. The management of plant diseases necessitates a multifaceted approach, combining practices such as crop rotation, the use of disease-resistant cultivars, proper sanitation, and judicious application of pesticides. As the world grapples with the challenge of feeding a growing population, understanding and mitigating plant diseases is of paramount importance to ensure sustainable agricultural systems and safeguard global food security [1].

Hence, numerous studies in this field have been conducted, deploying various methods such as classical machine learning models and state-of-the-art deep learning techniques [2] [3] [4] [5]. Authors have also employed data preprocessing methods to enhance model accuracy. Besides, there have been studies focusing on feature extraction using traditional techniques like SURF [6], HOG [7], etc.

In this study, we used a CNN [8] model, including EfficientNetB5, MobileNet, ResNet50, InceptionV3, and VGG16, to classify plant diseases within an existing dataset. Additionally, the study compared the results with other deep learning models and state-of-the-art methods. The obtained results were highly satisfactory, achieving an accuracy and F1-score of 99.2% and 99.22%, respectively.

This article is divided into five sections. The first section is the introduction. In the subsequent Section II, we present related works. Moving forward, Section III is the proposed methodology. The experimental procedures and outcomes are discussed in Section IV. Lastly, the conclusion wraps up the article.

II. RELATED WORKS

Numerous research have been conducted in recent years to address the issue of plant disease. Researchers are continuously finding new, creative ways to increase their accuracy.

In the article [9], the author proposed a deep learning-based method for tomato disease detection that utilizes the Conditional Generative Adversarial Network (C-GAN) to generate synthetic images of tomato plant leaves. Then, a DenseNet121 model is trained on synthetic and real images using transfer learning to classify the tomato leaves images into ten categories of diseases. The results obtained accuracy of 99.51%, 98.65%, and 97.11% for tomato leaf image classification into five classes, 7 classes, and 10 classes, respectively.

In [10], a comprehensive four-step procedure is presented for enhancing the accuracy of plant disease detection and classification in images. The process commences with preprocessing, employing a Wiener filter to mitigate background noise. Disease spots are subsequently identified using the hue histogram in the HIS model, followed by precise segmentation through the K-means algorithm and highest hue value calculation in the HSV color model. Afterward, seventeen color and texture features are extracted from the disease-affected regions and input into a forward-propagation deep neural network (FPDNN) classifier. To improve results, the Bayesian regularization back propagation algorithm is applied. Impressively, the FPDNN was subjected to testing with varying hidden layers, achieving its peak accuracy of 97.18% with 19 hidden layers. This underscores the effectiveness of this methodology in accurate plant disease identification and classification.

In [11], the authors concentrated their efforts on crafting an integrated model for the precise detection of tomato diseases through the utilization of image data. To achieve this, they rigorously assessed the performance of seven distinct neural network architectures, including renowned ones like VGG16, ResNet50, and various EfficientNet variants, all fine-tuned through transfer learning methodologies. After a thorough evaluation, the most proficient models were selected, and a weighted average ensemble technique was applied to amalgamate them. This amalgamation resulted in the proposal of a final model boasting an impressive accuracy rate of 98.1%.
This study [12], the identified diseases were categorized into three distinct groups: bacterial, viral, and fungal infections. The research delved into a thorough exploration of these aspects and employed a range of machine learning (ML) and deep learning (DL) techniques. The ML methods employed in the study encompassed SVM, KNN, RF (Random Forest), and LR (Logistic Regression), while the DL approach featured the use of Convolutional Neural Networks (CNN) for disease prediction in plants. Among the machine learning classifiers, the RF (Random Forest) yielded the highest accuracy, achieving an impressive rate of 97.12%. However, the CNN classifier, representing the deep learning model, outshone them all with an even higher accuracy of 98.43%.

In the study [13] conducted by Nagamani H S and Sarojadevi H, the focus was directed towards the detection and classification of diseases that impact tomato leaves, employing a range of machine learning techniques. This comprehensive investigation encompassed the utilization of FuzzySVM, Convolutional Neural Network (CNN), and Region-based Convolutional Neural Network (R-CNN) models. The researchers executed an array of sophisticated image processing and feature extraction methodologies to enhance the predictive capabilities of their models. Remarkably, their findings unveiled that the R-CNN model emerged as the standout performer, achieving an impressive accuracy rate of 96.735% in the classification of various disease types afflicting tomato plants.

In research [14] of Nishant Garg and colleagues, the model was meticulously trained on a substantial dataset consisting of 8,000 images across the relevant classes and rigorously tested on a separate test set comprising 2,000 images. The hybrid methodology employed a fusion of Convolutional Neural Network (CNN) for effective feature extraction from input data and a finely tuned Support Vector Machine (SVM) classifier for precise classification. This synergistic combination proved to be highly effective, achieving an impressive accuracy rate of 92.6%. The authors, in [15], used a Convolutional Neural Network (CNN), specifically the VGG model, to detect Multi-Crops Leaf Disease (MCLD) by classifying diseased and healthy crop leaves. They achieved impressive results with an accuracy of 98.40% for grapes and 95.71% for tomatoes.

In their research paper [16], the authors conducted a comprehensive assessment of deep learning techniques, leveraging pre-trained CNN models within the PyTorch framework for the classification of tomato plant diseases. They evaluated various models, such as EfficientNetB0, ResNext-50-32x4d, and MobileNet-V2, with ResNext-50-32x4d emerging as the top performer, achieving an impressive accuracy rate of 90.14%. In the paper cited as [17], the authors introduce a novel approach for classifying seven distinct types of tomato diseases employing Deep Learning models. Their models were trained on an extensive dataset comprising 10,448 images, and the results were striking. The trained models exhibited remarkable accuracy, with the highest testing precision achieving an impressive 95.71%.

This article [18] used deep learning for crop disease detection. They employed a Convolutional Neural Network (CNN) with two convolutional and two pooling layers in the model. The results are quite promising, as the proposed CNN model outperformed well-known pre-trained models like InceptionV3, ResNet 152, and VGG19. The CNN achieved an impressive 98% training accuracy and maintained a strong 88.17% testing accuracy. This paper [19] focuses on the identification of tomato plant diseases, utilizing a transfer learning approach with the EfficientNetB3 model. The dataset comprises 11 distinct types of leaves and is sourced from an online database. The EfficientNetB3 model undergoes 15 training iterations with a batch size of 32, employing two optimizers, Adamax and Adam. Notably, the use of the Adam optimizer resulted in an accuracy of 94%.

In this research [20], a prediction model for Tomato Early Blight Disease (TEBD) was developed using image-based data. The TEBD dataset was improved through various image processing techniques such as Background Removal, Augmentation, Resizing, Noise Removal, and Segmentation. Subsequently, a Convolutional Neural Network (CNN) was employed to train the model on the enhanced dataset. The model’s performance was exceptional, achieving a remarkable mean accuracy of 98.10%, demonstrating its capacity to accurately predict TEBD with a batch size of 64 and 15 training epochs.

In the study described in [21], the researchers employed established CNN architectures like AlexNet, ResNet50, and VGG16 for feature extraction. Subsequently, they applied the minimum redundancy maximum relevance feature selection algorithm to refine these features for optimal performance. These selected features were then combined through concatenation. To classify the concatenated features, the researchers utilized well-known machine learning classification algorithms. Remarkably, their proposed approach achieved outstanding results, boasting an impressive accuracy of 98.3% for tomato leaf disease detection and 96.3% for the Taiwan dataset.

In this study [22], an innovative approach was introduced by fusing two pre-trained models, namely EfficientNetB3 and MobileNet, collectively referred to as the EffiMobNet model, for highly precise tomato leaf disease detection. The researchers conducted thorough hyperparameter tuning to meticulously select the ideal settings for constructing the most suitable model. The performance of this hybrid model was rigorously assessed, focusing on accuracy metrics specifically chosen for disease detection. Impressively, the proposed EffiMobNet model achieved an exceptional success rate of 99.92%. In reference [23], the research leveraged pre-trained CNN models, namely Inception V3 and Inception ResNet V2, to effectively classify images of tomato leaves as healthy or unhealthy. Remarkably, their approach yielded outstanding results, boasting a remarkable accuracy rate of 99.22%. Additionally, they managed to keep the loss to an impressively low 0.03. This achievement was made possible through strategic use of dropout rates, with 50% for one model and 15% for the other.

In [24], authors employed a dataset comprising tomato leaves, encompassing six distinct disease types along with a class for healthy tomato leaves. This dataset, consisting of 6,594 tomato leaf images, was sourced from Plant Village. In additional, approach of study, utilizing the ResNet-50 model, delivered a remarkable outcome, achieving a substantial accuracy rate of 96.35% when tested on a balanced dataset split, with 50% used for training and the remaining 50% for testing. In this study [25], Sanjeela Sagar and Jaswinder Singh conducted an experimental and comparative analysis of
tomato leaf disease classification, employing both traditional machine learning algorithms such as random forest (RF), support vector machines (SVM), and naïve bayes (NB), as well as a deep learning convolutional neural network (CNN) algorithm. Notably, our findings revealed that the CNN, specifically when integrated with a pre-trained Inception v3 model, outperformed traditional methods. This advanced approach achieved an impressive accuracy rate of over 95%.

In [26], Irene Sultana and her team have introduced a substantial dataset consisting of 14,529 tomato leaf images encompassing ten distinct infections. In their study, they harnessed the power of deep learning by employing InceptionV3 and ResNet-50 as the learning algorithms, capitalizing on transfer learning techniques for classifier training. Their innovative deep learning model delivered commendable outcomes, achieving an accuracy rate of 85.52% for InceptionV3 and an even more impressive 95.41% for ResNet-50. In this research paper [27], authors focus on the crucial task of cassava plant disease detection, recognizing that deep learning models surpass traditional machine learning methods, as observed in prior research. In additional, Prashant Giridhar Shambharkar and Saurabh Sharma employ the EfficientNet-B0 architecture in conjunction with k-fold cross-validation to develop a highly effective disease detection model. EfficientNet’s reputation for superior classification, speed, and scalability across various dimensions makes it an ideal choice. Result attains an impressive 96.68% accuracy when evaluated on a collect Kaggle dataset.

The common challenge for researchers is the difficulty in increase accuracy to classification of plant diseases on leaves. Therefore, in this study, we have conducted several experiments on several Machine Learning models (including pre-trained Deep Learning models) to validate their better performance in the scenario.

III. BACKGROUND

A. Image Classification

One of the most pivotal and burgeoning research domains in contemporary times is image classification, particularly within the realm of medical imaging analysis. Image classification, also referred to as image categorization, plays a critical role in determining the presence of diseases by generating a classification output based on input images. Its primary objective is to assign a specific label to an image, which proves instrumental in various applications.

Image classification extends its relevance to numerous real-world sectors and industries, encompassing environmental studies, agriculture, remote sensing, urban planning, surveillance systems, geographic mapping, disaster management, and item identification. This versatile and transformative technology not only aids in medical diagnoses but also finds widespread utility in addressing a multitude of challenges and opportunities across diverse fields.

B. Convolutional Neural Network (CNN)

Convolutional Neural Networks (CNNs) stand as a cornerstone in the domain of deep learning, particularly in the realm of image analysis and recognition [8]. CNNs leverage a distinctive mathematical technique known as convolution, which involves performing an operation on two functions to derive a third function, illustrating the transformation of one function by the other. In CNN architecture, convolution plays a pivotal role in extracting hierarchical features from input images, enabling the network to progressively discern complex patterns. CNNs are composed of multiple layers of artificial neurons, which function as mathematical units responsible for aggregating input information and generating activation values, closely mirroring the information processing capabilities of human neurons, as they assimilate sensory inputs and produce corresponding responses. This structural and functional alignment with biological neural systems contributes to CNNs’ extraordinary efficacy in tackling intricate image-based tasks and solidifies their status as a cornerstone technology in modern deep learning.

Kernel convolution [8] serves as a foundational element not only in Convolutional Neural Networks (CNNs) but also in various Computer Vision methodologies. This technique involves the application of a small matrix, referred to as the kernel or filter, to modify an image based on the filter’s values. In the context of the mathematical representation, the input image is symbolized as $g$ and the kernel is represented as $p$. The process can be expressed using the following formula, which is instrumental in generating subsequent feature map values. The indices for the rows and columns of the resulting matrix are typically denoted as $a$ and $b$, respectively, as indicated in equation (Eq. 1). This fundamental operation forms the basis for extracting important visual information and features from images, underpinning a wide range of computer vision applications.

$$G[a,b] = (g * p)[a,b] = \sum_{i} \sum_{j} p[i,j]g[a-i,b-j]$$ (1)

Within the Convolutional Neural Network (CNN) architecture, the first layer is the convolutional layer, tasked with the process of disentangling diverse features from the input images. In this layer, a $N\times N$ sized filter is employed in tandem with the input image to execute the convolution operation. The forward propagation through this layer unfolds in two phases. Initially, the first step is to determine the intermediate value $X$, which is produced when the input data from the previous layer is convoluted with the $Y$ tensor (which contains filters), and then bias $d$ is added. The next involves using our intermediate value as the input for a non-linear activation function (our activation is denoted by $h$). For the fans of matrix equations, the subsequent formulas, encapsulated as Eq. (2) and (3).


$$C[l] = h[l](X[l])$$ (3)

C. ResNet50 Model

ResNet [28] represents a distinctive variant of a convolutional neural network (CNN) that was first presented in the research paper titled “Deep Residual Learning for Image Recognition” in 2015. This concept is introduced by He Kaiming, Zhang Xiangyu, Ren Shaoqing, and Sun Jian. ResNet-50 is a convolutional neural network that is 50 layers deep, including
48 convolutional layers, one MaxPool layer, and one average pool layer. Residual neural networks are a type of artificial neural network (ANN) that constructs networks by assembling residual blocks [29].

D. MobileNet Model

MobileNet [30] is a simple but efficient and not very computationally intensive convolutional neural networks for mobile vision applications. MobileNet is widely used in many real-world applications which includes object detection, fine-grained classifications, face attributes, and localization. In this lecture, I will explain you the overview of MobileNet and how exactly it becomes the most efficient and lightweight neural network. MobileNet uses depthwise separable convolutions. It significantly reduces the number of parameters when compared to the network with regular convolutions with the same depth in the nets. This results in lightweight deep neural networks.

E. VGG16 Model

VGG16 [31] is a convolutional neural network model proposed by K. Simonyan and A. Zisserman from the University of Oxford in the paper “Very Deep Convolutional Networks for Large-Scale Image Recognition” [32]. The model achieves 92.7% top-5 test accuracy in ImageNet, which is a dataset of over 14 million images belonging to 1000 classes. It was one of the famous model submitted to ILSVRC-2014. It makes the improvement over AlexNet by replacing large kernel-sized filters (11 and 5 in the first and second convolutional layer, respectively) with multiple 3x3 kernel-sized filters one after another. VGG16 was trained for weeks and was using NVIDIA Titan Black GPU’s.

F. InceptionV3 Model

InceptionV3 [33] is an image recognition model that has been shown to attain greater than 78.1% accuracy on the ImageNet dataset. The model is the culmination of many ideas developed by multiple researchers over the years. It has a total of 42 layers and a lower error rate than its predecessors. Additionally, it is introduced on the original paper: “Rethinking the Inception Architecture for Computer Vision” by Szegedy, et al. [34].

G. EfficientNetB5 Model

EfficientNetB5 [35] is part of a family of eight DCNN models called EfficientNet, introduced by Google AI [36]. The eight models of EfficientNet range from B0 to B7 where the largest is B7. EfficientNets showed higher accuracy and better efficiency in comparison to existing CNNs. The EfficientNet architectures are based on a scaling approach that uses a compound coefficient to consistently scale the three dimensions (resolution, depth, and width). This results in higher performance and greater accuracy of the models.

IV. PROPOSED ARCHITECTURE

Fig. 1 shows our proposed approach. The goal of this process is to increase the amount of data large enough for deep learning models to bring high efficiency to the model. Then, the data will be divided into three parts: training set, validating set and testing set. Next, pretrain models with the ImageNet dataset are used without the output layer. We reuse all the trained weights from the ImageNet dataset. After input layer, we create an additional layer called AugmentedLayer, this layer is responsible for enhancing data from the input dataset with different techniques such as: flip, rotation, zoom and contract. After that, we proceed to add layers in turn: Dense with 256 hidden units, followed by activation layer with ReLu, Batch Normalization layer, dropout layer with value 0.3, dense layer and final is output layer.

The details of the input and output of each layer and the number of parameters of the proposed architecture are shown in Table I.

<table>
<thead>
<tr>
<th>Layer (type)</th>
<th>Output Shape</th>
<th>Param #</th>
</tr>
</thead>
<tbody>
<tr>
<td>inputLayer (InputLayer)</td>
<td>((None, 224, 224, 3))</td>
<td>0</td>
</tr>
<tr>
<td>AugmentationLayer (Sequential)</td>
<td>(None, 224, 224, 3)</td>
<td>0</td>
</tr>
<tr>
<td>efficientnetb5 (Functional)</td>
<td>(None, 2048)</td>
<td>285,132,727</td>
</tr>
<tr>
<td>dense_3 (Dense)</td>
<td>(None, 256)</td>
<td>52,454</td>
</tr>
<tr>
<td>activation_1 (Activation)</td>
<td>(None, 256)</td>
<td>0</td>
</tr>
<tr>
<td>batch_normalization_1 (BatchNormalization)</td>
<td>(None, 256)</td>
<td>1024</td>
</tr>
<tr>
<td>dropout_1 (Dropout)</td>
<td>(None, 256)</td>
<td>0</td>
</tr>
<tr>
<td>dense_4 (Dense)</td>
<td>(None, 38)</td>
<td>9,096</td>
</tr>
<tr>
<td>activationLayer (Activation)</td>
<td>(None, 38)</td>
<td>0</td>
</tr>
<tr>
<td>Trainable params: 534,822</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-trainable params: 20,514,039</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

V. EXPERIMENTS

A. Dataset and Experimental Environment

The dataset [37] used contained 87,867 images of fruits and vegetables belonging to 38 different categories. The pre-split data consists of three sets: training, validation and testing. The training set includes 70,295 images. The validation set has 15,814 images. The test set contains 1,758 images. Each photo will contain a plant-diseases of leaves. Fig. 2 shows the distribution of data of the training set.

In this experimental, we train the data with the proposed model. The experiment was performed on a computer with the following configuration: Core i5 12400F, 32GB RAM, and Geforce RTX 3060 12VRAM graphics card.
B. Experiment 1: Evaluation of the Proposed Model

In this experiment, we performed on the hyperparameter set with the specified values as follows: batch_size=32, epoch=15, learning_rate=0.00001, and optimizer=Adam. The Table II compares the results between some deep learning models based on our approach. In which, (1) is train loss, (2) is train accuracy, (3) is validation loss, (4) is validation accuracy, (5) is test loss, (6) is test accuracy and final is F1-Score.

<table>
<thead>
<tr>
<th>Models</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EfficientNetB5</td>
<td>0.22</td>
<td>0.92</td>
<td>0.14</td>
<td>0.95</td>
<td>0.02</td>
<td>0.992</td>
<td>0.992</td>
</tr>
<tr>
<td>InceptionV3</td>
<td>1.70</td>
<td>0.50</td>
<td>1.92</td>
<td>0.45</td>
<td>1.35</td>
<td>0.587</td>
<td>0.585</td>
</tr>
<tr>
<td>MobileNet</td>
<td>0.65</td>
<td>0.79</td>
<td>0.67</td>
<td>0.78</td>
<td>0.57</td>
<td>0.82</td>
<td>0.82</td>
</tr>
<tr>
<td>ResNet50</td>
<td>0.06</td>
<td>0.97</td>
<td>0.10</td>
<td>0.96</td>
<td>0.03</td>
<td>0.9898</td>
<td>0.9898</td>
</tr>
<tr>
<td>VGG16</td>
<td>0.24</td>
<td>0.91</td>
<td>0.21</td>
<td>0.92</td>
<td>0.06</td>
<td>0.9829</td>
<td>0.9829</td>
</tr>
</tbody>
</table>

From the comparison table above, we can see that the fine-tune EfficientNetB5 model achieves a performance of 99.2 with both accuracy and F1 measure. Fig. 3 shows the accuracy and loss in training data of it.

And the confusion matrix of the fine-tune EfficientNetB5 model is shown in Fig. 4.

C. Experiment 2: Compare the Results with Some Other Deep Learning Models and State-of-the-Art

In Experiment 2, to have a basis for evaluating the effectiveness of the proposed approach, we also compare the results of the proposed model (fine-tuned EfficientNetB5 model with highest accuracy in Experiment 1) with the state-of-the-arts. The results are shown in the Table III.

From the results in Table II and Table III, we can see that our approach is quite simple but achieves high effectiveness in the applied classification problem. With a large amount of image data (87,867 images) combined with augmented layer, this study demonstrates superiority over most other models. However, in some cases, it is not as effective as [22] and [23].

VI. Conclusion

The problem of plant disease classification based on images plays a significant role in real-life scenarios, particularly in contributing to addressing issues related to the quality and quantity of agricultural produce. The results of research on leaf
disease classification also aid in more accurate identification of various diseases affecting plants. In the realm of plant disease classification, numerous studies have explored various methodologies, including classical machine learning models, deep learning models, transfer learning, and fine-tuning techniques. However, the results have not yet been obtained really high such as: the number of plant disease leaves in the data set is small or the accuracy achieved is not high. Because of that, this study has proposed an approach through building a CNN model that is relatively simple but helps bring about high accuracy. The study tested on a data set of 38 classes of plant disease leaves. The results are very satisfactory with the accuracy and F1-Score of 99.2% and 99.22%, respectively. In the future, we will build new models or combine from many different models to further improve the accuracy of this problem.
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Abstract—Transformer models have achieved significant milestones in the field of Artificial Intelligence in recent years, primarily focusing on text processing and natural language processing. However, the application of these models in the domain of image processing, particularly on aerial images data, is actively research. This study concentrates on the experimental evaluation of Transformer-based models such as DETR, DAB-DETR, and DINO on the challenging Visdrone dataset, which is also essential for aerial image data processing. The experimental results indicate that Transformer-based models exhibit substantial potential, especially in object detection on aerial image data. Nevertheless, their application is not without challenges, including low resolution, dense object occurrences, and environmental noise. This work provides an initial glimpse into both the capabilities and limitations of Transformer-based approaches within this domain, with the aim of stimulating further development and optimization for practical applications, including traffic monitoring, environmental protection, and various other domains.
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I. INTRODUCTION

One of the foundational tasks in the computer vision field is untangling the Object Detection problem. The purpose of this task is to predict the location and classify various objects in an image, thereby fostering an enhanced understanding of visual content. This serves as a critical cornerstone for numerous computer vision applications and various practical technology domains, including healthcare, security, transportation, education, etc. In recent years, the emergence of unmanned aerial vehicles (UAVs, drones, and flycams) has resulted in a surge of aerial data, presenting abundance of advantageous opportunities that conventional sources cannot provide, such as diverse perspectives and panoramic views (Fig. 1). Successfully tackling this task holds significant potential for enhancing and broadening intelligent applications like security monitoring or smart transportation. Hence, object recognition in aerial image data is a subject of paramount importance and a rigorously researched area. However, this task presents a myriad of challenges, including but not limited to small object dimensions, high object densities, and low image resolutions [1], [2].

Research on object detection in recent years can be categorized into three major divisions: two-stage methods, known for their high accuracy, with Faster R-CNN [3] serving as a representative example; one-stage methods, with YOLO [4] algorithm as a prominent representative, known for its fast inference time; and end-to-end methods. End-to-end methods have gained popularity within the research community in recent years due to their simplicity, efficiency, ease of integration, utilization of global information, and time and cost savings during setup and training phases (see Fig. 2). For these reasons, conducting research on end-to-end methods for object detection is essential to enhance performance and facilitate their integration into real-world applications in the field of computer vision [5].

An abundance of end-to-end methods have been proposed to address object detection, including several Transformer-based end-to-end methods, such as DETR [6], DAB-DETR [7], and DINO [8]. These methods are evaluated on general objects across standard datasets, such as Pascal VOC [9] and MS-COCO [10]. Each method has its own strengths and weaknesses. In contrast, there is still a limitation in evaluation of these methods in the aerial data domain. Exploring and analyzing the advantages and disadvantages of end-to-end methods promises to provide valuable information for future research.

Therefore, this study focuses on surveying and analyzing three representative end-to-end models, namely DETR [6], DAB-DETR [7], and DINO [8]. Experiments are conducted on standard aerial image datasets VisDrone2019 [11]. Challenges in the aerial image data domain will be highlighted and discussed, along with potential approaches to address the difficulties encountered by these models.

The remaining part of the paper is organized as follows: In Section II, we present related research. Three Transformer-based end-to-end object detection methods, including DETR, DAB-DETR, and DINO, will be described in Section III. The detailed experimental results of the Transformer-based end-to-end method on the VisDrone dataset are reported and discussed in Section IV, along with provided evaluations. Finally, Section V will conclude this paper and suggest directions for future research.

II. RELATED WORKS

Object detection represents a foundational task within the field of computer vision, requiring the precise classification and localization of objects of interest within both images and video content. This task holds an essential position in a variety of practical applications, ranging from traditional utilizations like image annotation to modern applications such as autonomous vehicles, robots, surveillance systems, and augmented reality [12]. Over the past decade, object detection methods based on deep learning have garnered significant
attention due to the rapid advancements in deep learning techniques [13]. However, there are still a substantial number of challenges, including balancing accuracy and efficiency, handling multi-scale objects, and developing lightweight models.

Traditional object detection methods have primarily relied on convolutional neural networks (CNNs), including Faster R-CNN [3], SSD [14], and YOLO [4]. Some YOLO-based methods, including PH-YOLOv5 [15], AVS-YOLO [16], YOLOv7-Drone [17], and so on, have been specifically developed for object detection in aerial images. Leveraging the considerable success of Transformer in natural language processing (NLP), researchers have been striving to apply Transformer architectures to computer vision tasks. As a result, an extensive number of vision models based on Transformer have emerged in recent years, achieving comparable or even superior performance compared to CNN-based variants.

Transformer architecture [18], which were initially proposed as a self-attention mechanism for machine translation tasks, have increasingly gained attention in object detection, especially in the last three years. High-performance models such as DETR [6], DAB-DETR [7], DINO [8], and many others have been proposed. Currently, Transformer-based models have become a novel approach to object detection, making systematic analysis and evaluation of these models essential for future research.

In recent years, unmanned aerial vehicles (UAVs) have been steadily developing, becoming more affordable, capable of longer flights, and highly maneuverable. Researchers leverage these advantages to employ drones in supporting various daily activities, including rapid delivery services, security surveillance, traffic monitoring, border patrols, and even military use. This has led to the generation of a vast number of images and videos, posing new challenges for object detection. While an abundance of object detection methods have been proposed and have achieved high effectiveness on common datasets like Pascal VOC [9] and MS-COCO [10], they often yield inferior results when tested on non-standard datasets, particularly in the aerial domain. This underscores the need for object detection algorithms and models capable of handling diverse object sizes, densities and viewing angles, as well as adapting to noisy images and low-resolution data resulting from remote sensing. Evaluating Transformer-based methods in the aerial domain is important, as it can provide valuable insights into the challenges of this unique data domain.

III. METHODOLOGY

A. DETR [6]

In two-stage object detection models, bounding boxes are estimated based on proposals using Region of Interest (RoI), while one-stage detector rely on anchors. Research has shown that the model’s performance is significantly influenced by how initial predictions are generated. In mid-2020, Nicolas Carion and Francisco Massa along with other colleagues introduced a completely new approach to the object detection problem. The DETR model (Fig. 3) considers object detection as a set-based matching problem, performs detection and classification in an end-to-end pipeline harnessing the Transformer architecture a distinct paradigm when juxtaposed with one-stage models for comprehensive image processing. DETR also does not generate RoIs or other intermediate steps (e.g., anchor boxes) as in two-stage models.

Two key factors that contribute to DETR’s direct object detection capability are a loss function called bipartite matching loss, which ensures a unique match between predictions and ground truth; a network architecture capable of predicting sets of objects and modeling the relationships between them (Fig. 6). DETR is renowned for its revolutionary architecture that reduces the complexity of object detection while achieving strong performance in various scenarios.
In contrast, DETR has several limitations, including slow training convergence time compared to other object detection models like Faster R-CNN and subpar performance when detecting small-sized objects. The underlying reason of these problems can be attributed to the absence of components in the Transformer architecture while processing a set of object features. Initially, the attention modules assign random weights to all pixels in the object feature set. A considerable number of epochs is necessary during the training process to allow the attention weights to be learned, focusing on important and sparse pixels [19].

**B. DAB-DETR [7]**

The DAB-DETR introduces a new query formulation, which is applied within the DETR (Detection Transformer) model, aiming to enhance the understanding of the role of queries in DETR. This new query formulation directly utilizes the coordinates of bounding boxes as queries during the decoding process of the Transformer and dynamically updates them across model layers. This approach has led to significant improvements in the similarity between queries and bounding box features, simultaneously solving the slow convergence issue during DETR training. By using bounding box coordinates as queries, the authors have been able to integrate explicit location information into the querying process and adjust attention maps' positions based on the width and height information of each bounding box.

![Diagram of DAB-DETR](image)

This representation allows the deployment of queries in DETR as a soft Region of Interest (ROI) aggregation and layer-wise classification stacking process. Specifically, the DAB-DETR method utilizes 4D anchor box coordinates \((x, y, w, h)\) as queries in DETR, as shown in Fig. 4 and updates them across layers. With the information about the size of each anchor box \((w, h)\), Gaussian positional constraints can be adapted to better fit objects of different scales. Additionally, shaping queries as anchor boxes allows for using the center position \((x, y)\) of anchor boxes for feature extraction, increasing the similarity between queries and features and eliminating the slow convergence issue during training. This provides a simpler implementation and a deeper understanding of the role of queries in DETR.

**C. DINO [8]**

Research directions stemming from DETR are increasingly receiving attention and continuously evolving. The weaknesses of DETR have been addressed and improved continuously. However, most of the improvements have been focused on individual modules and have not resulted in a significant breakthrough. DINO synthesizes prior advancements and introduces superior methods, which have led to a significant leap forward for end-to-end approaches. DINO is a model similar to DETR, with an end-to-end architecture comprising a backbone, a multi-layer Transformer encoder, a multi-layer Transformer decoder, and multiple prediction heads. The overall pipeline is
The architecture of DETR consists of three main components: a CNN network serving as the backbone to extract image features, a Transformer encoder-decoder architecture, and a feed-forward network (FFN) to generate the final predictions [6].

DAB-DETR directly uses dynamically updated anchor boxes to provide both a reference query point \((x, y)\) and a reference anchor size \((w, h)\) to improve the cross-attention computation [7].

In this approach, multi-level features are extracted from input images using backbones like ResNet or Swin Transformer. These features, along with positional embeddings, are then processed through a Transformer encoder. A unique query selection strategy is introduced to initialize anchors as position queries for the decoder, while content queries are left for learning. The model utilizes these initialized anchors and learnable content-based queries in conjunction with a deformable attention mechanism to merge features from encoder outputs and update queries at each layer and stage. The ultimate output is generated from adjusted anchor boxes, and classification results are predicted using fine-tuned content features.

Just like DN-DETR, this model incorporates a denoising branch (DN) to carry out noise reduction during training. Beyond the conventional DN technique, a novel noise-contrastive reduction training method is introduced, taking into account challenging negative samples. To maximize the utilization of information from the modified boxes in later stages, which aids in optimizing neighboring stage parameters, a unique "look forward twice" technique is introduced to facilitate the gradient propagation between adjacent layers.

IV. RESULTS AND DISCUSSION

A. Dataset

In this work, the VisDrone-DET (object detection in images) dataset [11] is utilized. This dataset comprises images collected through drones in various real-world scenarios, using different types of drones, across multiple locations (14 cities in China spanning thousands of kilometers), and under various weather and lighting conditions. VisDrone-DET contains a total of 8,629 images, with 6,471 for training, 1,610 for test-dev, and 548 for validation (Table I). The dataset also includes over 350,000 bounding boxes for labeled objects across 12 classes: ignored regions, pedestrian, people, bicycle, car, van, truck, tricycle, awning-tricycle, bus, motor, and others. Excluding the 2 classes, ignored regions and others, the study delves into the remaining 10 object classes. Some images of the dataset are shown in Fig. 6.

B. Experimental Configuration

Experiments were carried out on Detrex Toolbox [20], Ubuntu 20.04.1 LTS operating system (Linux 5.8.0-53-generic x86-64), Python version 3.8.17, CUDA 11.3, PyTorch 2.0.1, and 2 NVIDIA GeForce RTX 2080 Ti GPUs. Pretrained models are employed for both the training and evaluation processes of three methods: DETR, DAB-DETR, and DINO, all utilizing the R50 backbone. The Average Precision (AP) metric introduced in MS-COCO [10] is used in the object detection process.

C. Discussion

After training the DETR model with a ResNet-50 backbone, the best mAP result obtained was 7.64%. This data reveals that DETR struggles with objects of small or very small sizes. Table II has been presented, showcasing the AP results for each class of interest. Upon analysis, the classes bus (19.29%) and car (21.70%) achieved the highest scores. Overall, individual class scores remain limited, displaying significant variation. In comparison to other models in this study, DETR’s performance on the VisDrone dataset remains notably low.
Fig. 5. Illustration of the DINO framework. The main improvements mainly focus on the Transformer encoder and Transformer decoder. The top-K encoder features in the last layer are selected to initialize query positions for the Transformer decoder, while content queries are retained as learnable parameters. The decoder also includes a DeNoising Contrastive component with both positive and negative samples [8].

Fig. 6. Some sample images from the VisDrone dataset [11].

TABLE I. STATISTICAL INFORMATION ABOUT THE VisDrone2019 Dataset

<table>
<thead>
<tr>
<th>Class/Subset</th>
<th>Ignore</th>
<th>Pedestrian</th>
<th>People</th>
<th>Bicycle</th>
<th>Car</th>
<th>Van</th>
<th>Truck</th>
<th>Tricycle</th>
<th>Awning-tricycle</th>
<th>Bus</th>
<th>Motor</th>
<th>Others</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td>8,813</td>
<td>79,337</td>
<td>27,059</td>
<td>10,480</td>
<td>144,867</td>
<td>24,956</td>
<td>12,875</td>
<td>4,812</td>
<td>3,246</td>
<td>5,926</td>
<td>24,956</td>
<td>1,532</td>
</tr>
<tr>
<td>Validation</td>
<td>1,378</td>
<td>8,844</td>
<td>5,125</td>
<td>1,287</td>
<td>14,064</td>
<td>1,975</td>
<td>750</td>
<td>1,045</td>
<td>532</td>
<td>251</td>
<td>4,886</td>
<td>32</td>
</tr>
<tr>
<td>Test-dev</td>
<td>2,180</td>
<td>21,006</td>
<td>6,376</td>
<td>1,302</td>
<td>28,074</td>
<td>5,771</td>
<td>2,059</td>
<td>530</td>
<td>599</td>
<td>2,940</td>
<td>5,845</td>
<td>265</td>
</tr>
<tr>
<td>Total</td>
<td>12,371</td>
<td>109,187</td>
<td>38,560</td>
<td>13,069</td>
<td>187,005</td>
<td>32,702</td>
<td>16,284</td>
<td>6,387</td>
<td>4,377</td>
<td>9,117</td>
<td>40,378</td>
<td>1,829</td>
</tr>
</tbody>
</table>

Upon examining the AP scores for each class in DAB-DETR, it is evident that the classes *car* and *bus* attained the highest scores at 36.40 and 34.86 AP points, respectively. Interestingly, the *car* class has the highest number of labels in the training dataset, with 144,867 labels, whereas the *bus* class has significantly fewer labels, specifically 5,926 labels. However, the AP score for the *bus* class is nearly on par with that of the *car* class.

Two other classes, *van* and *truck*, also achieved relatively good AP scores, with 22.31 and 20.81 AP points, respectively. The remaining classes, including *motor*, *bicycle*, *tricycle*, *awning-tricycle*, *people* and *pedestrian*, all had AP scores less than half of those for the *car*, *bus*, *van*, and *truck* classes. *Bicycle* and *people* had the lowest AP scores, with only 5.36 and 4.35, respectively.

According to the results presented in Table I, a prominent observation arises, demonstrating DINO’s distinction as the top-performing object detector, boasting an mAP score of 24.83%. This achievement can be partly attributed to DINO’s notable performance in discerning object categories characterized by resemblances, for instance, *pedestrian* and *people*, with respective scores of 15.60 and 9.38, as well as *tricycle* and *awning-tricycle*, exhibiting scores of 17.25 and 16.76, which appear relatively subdued compared to other object classes. However, it is worth noting that DINO still exhibits relatively weaker performance when compared to other popular methods.
TABLE II. THE EVALUATION RESULTS OF THE DETR, DAB-DETR, AND DINO METHODS ON THE VISDRONE DATASET USING THE AP METRIC

<table>
<thead>
<tr>
<th>Class / Method</th>
<th>Pedestrian</th>
<th>People</th>
<th>Bicycle</th>
<th>Car</th>
<th>Van</th>
<th>Truck</th>
<th>Tricycle</th>
<th>Awning-tricycle</th>
<th>Bus</th>
<th>Motor</th>
<th>mAP (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DETR</td>
<td>2.41</td>
<td>1.23</td>
<td>1.01</td>
<td>21.10</td>
<td>10.13</td>
<td>8.92</td>
<td>2.71</td>
<td>1.32</td>
<td>19.29</td>
<td>2.57</td>
<td>7.64</td>
</tr>
<tr>
<td>DAB-DETR</td>
<td>7.88</td>
<td>4.35</td>
<td>5.36</td>
<td>36.40</td>
<td>22.31</td>
<td>20.81</td>
<td>10.01</td>
<td>7.04</td>
<td>34.86</td>
<td>9.26</td>
<td>16.56</td>
</tr>
<tr>
<td>DINO</td>
<td>15.60</td>
<td>9.38</td>
<td>9.98</td>
<td>47.71</td>
<td>31.14</td>
<td>30.56</td>
<td>17.25</td>
<td>16.76</td>
<td>43.05</td>
<td>17.57</td>
<td>24.83</td>
</tr>
</tbody>
</table>

Fig. 7. Visualizing the results of the three object detection methods in challenging scenarios with occlusion and truncation.

such as YOLOv4 and YOLOv5.

When using three models namely DETR, DAB-DETR, and DINO for inference on challenging images from the VisDrone dataset, each model yielded different results. Specifically, in Fig. 7, which shows a scenario with multiple small-sized, densely packed, and heavily occluded cars, the DETR model exhibited issues with multiple occlusion bounding boxes, imprecise positioning and sizing. On the other hand, the DAB-DETR and DINO models showed fewer instances of occlusion bounding boxes compared to DETR. While some objects were only detected when using a specific model, however, all three models failed to detect a partially obscured car in the distant corner.

In Fig. 8 where the object density is not too high but the scene is considerably darker, causing objects to appear more blurred, the DETR model managed to detect most objects in the image, although a few objects were mislabeled, and there was an instance of bounding box overlap. DAB-DETR and DINO, on the other hand, detected fewer objects but provided more accurate results.

From the three examples above, it is evident that the DETR model excels in detecting more objects when images are dark and blurred. However, it faces challenges with a significant number of overlapping bounding boxes, and its accuracy in terms of bounding box size and position is not very high.
This often results in mislabeling of objects. Conversely, the DAB-DETR and DINO models exhibit higher accuracy and stability. However, they are less effective when operating on dark, blurred, or fuzzy images.

V. CONCLUSION

To offer a fresh perspective on the task of object detection in aerial image domains, we conducted experiments using three novel end-to-end object detection methods based on the Transformer architecture. These methods include DETR, DAB-DETR, and DINO, and they were evaluated on the well-known VisdroneDET2019 dataset. When using mAP as the evaluation metric, we observed that these end-to-end Transformer-based models achieved promising performance. While DETR was a pioneering method in tackling end-to-end object detection, it achieved a modest mAP score of 7.64. In contrast, DAB-DETR achieved a higher mAP score of 16.56 by employing the Dynamic Anchor Boxes technique. Specifically, the model achieving the highest mAP score among the three experimental methods is DINO, with an AP of 24.83. This is attributed to the application of several advanced techniques compared to DETR and DAB-DETR, such as Contrastive denoising training, Mixed query selection, and “Look forward twice”. This is a stable and promising result for the object detection task using the end-to-end Transformer-based approach. This paper represents a crucial milestone for us to undertake more effective improvements in future research.
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Fig. 9. Visualizing the results of the three methods in low-light, blurred, and fuzzy conditions on an overpass.


The Impact of Text Generation Techniques on Neural Image Captioning: An Empirical Study

Linna Ding1, Mingyue Jiang2*, Liming Nie3, Zuzhang Qing4, Zuohua Ding5
Faculty of Computer Science and Technology, Zhejiang Sci-Tech University, Hangzhou, Zhejiang, China1,2,5
School of Computer Science and Technology, Nanyang Technological University, Singapore, Singapore3
Zhejiang Petroleum Integrated Energy Sales Co., Ltd, Hangzhou, Zhejiang, China4

Abstract—Image captioning is an advanced NLP task that has various practical applications. To meet the requirement of visual information understanding and textual information generation, the encoder-decoder framework has been widely adopted by image captioning models. In this context, the encoder is responsible for transforming an image into vector representation, and the decoder acts as a text generator for yielding an image caption. It is obvious and intuitive that the decoder is crucial for the entire image captioning model. However, there is a lack of comprehensive studies in which the impact of various aspects of the decoder on the image captioning is investigated. To advance the understanding of the impacts of text generation techniques employed by the decoder, we conduct an extensive empirical analysis of three types of language models, two types of decoding strategies and two types of training methods, based on four state-of-the-art image captioning models. Our experimental results demonstrate that the language model affects the performance of image captioning models, while different language models may benefit different image captioning models. In addition, it is also revealed that among the decoding and training strategies under investigation, the beam search, AOA mechanism and the reinforcement learning based training method can generally improve the performance of image captioning models. Moreover, the results also show that the combinational usage of these strategies always outperforms the use of single strategy for the task of image captioning.

Keywords—Image captioning; encoder-decoder; text generation techniques

I. INTRODUCTION

Image captioning aims to provide accurate and textual descriptions for a given image. It is a challenging task integrating visual as well as textual understanding, and it involves technologies from both computer vision and natural language processing. Automatic image captioning has found practical applications in various domains, including social media [1], remote sensing [2], robotics [3], and medical image report generation [4].

Automatic image captioning has been receiving much attention in recent years, and a variety of approaches and strategies have been proposed and studied [5]. Although deep learning models have made significant progress in image captioning, describing images correctly remains a challenge. Image captioning models need to understand image content, object recognition, and object relationships while capturing the interaction between images and language to generate natural language descriptions.

*Corresponding authors.
of the impacts referring to various aspects of the decoder (including the language model, the decoding strategy, and training strategy).

To gain additional insights into the encoder-decoder based image captioning models, in this study, we conduct an extensive empirical study with the goal of comprehensively investigating the impacts of decoding related techniques on the performance of image captioning. We compared the impact of CNN-based, GRU-based, and LSTM-based decoders on image captioning models. In addition, we investigated the impacts of two types of decoding strategies, the search strategy (namely, the greedy search and the beam search) and the AOA mechanism.

We also analyzed the impacts of training methods on the performance of image captioning models and compared the impacts of two training methods, the Cross-Entropy Loss, and the reinforcement learning-based method. Furthermore, we investigated the impact of the combinational usage of these strategies.

We conducted experiments on the MSCOCO dataset [23], which is a widely-used dataset for the task of image captioning. We employed four state-of-the-art image captioning models as the basic models and further constructed a series of model variants from them by modifying the decoding parts of these basic models. To evaluate the performance of these image captioning models, we adopted six evaluation metrics, including BLUE1 [24], BLEU4 [24], METEOR [25], ROUGE [26], CIDEr [27] and SPICE [28]. Overall, our experimental results confirm the impacts of the language models, the decoding strategies, and the training strategies on the performance of image captioning models. More specifically, it is revealed that different language models may benefit different image captioning models, and the beam search, AOA mechanism, and the reinforcement learning based training method can generally improve the performance of image captioning models. In addition, it is also found that the combinational usage of various strategies can positively affect the captioning performance.

The contributions of this study are summarized as below.

- We conduct extensive experiments to empirically analyze the impacts of the decoder involving various text generation techniques on the performance of the image captioning models. Our study considers the impacts of language models, decoding strategies, training strategies, and the combinational usage of decoding and training strategies, and accordingly evaluates the performance of 68 image captioning models (including 4 basic models and 64 model variants with varying usage of the language model, decoding strategy and training strategy).

- We highlight some practical findings. Our findings suggests that the performance of an image captioning model can be properly enhanced by configuring it with suitable language model as well as appropriate decoding and training strategies. This also provides a reference for further improving the performance of image captioning models.

The rest of the paper is structured as follows. Section II provides an in-depth discussion of previous research work. We introduce some preliminary knowledge, including the commonly used language models, the decoding and training strategies for image captioning models, in Section III. In Section IV, we present our experimental design, including the research questions, the basic image captioning models employed in the experiments, the datasets and the evaluation metrics. Section V reports and discusses our experimental results to answer each of our research questions. Section VI concludes with a summary of this study and proposes directions for future research.
Empirical study: The factors that affect the image caption model are roughly divided into two parts: encoder and decoder. In order to study the impact of encoders on image caption models, people began to use different CNN encoders, such as Inception-V3, VGG, Resnet, Densenet, etc., for empirical research. Among them, [13], [14], [16] used ordinary LSTM as the decoder, [17] used MSprop as the optimizer on this basis, and [18] changed the decoder part from LSTM to GRU. In order to ensure the comprehensiveness of the experiment, [15], [36] also used LSTM and a combination of LSTM and visual attention mechanisms as decoders.

The research on the decoder part mainly focuses on the decoder architecture, search strategy and visual attention mechanism. Among them, [37] mainly focused on the impact of search strategies. [20] considered the influence of one-way and two-way LSTM decoders and search strategies. [19] selected the injection model and conducted experiments using different search strategies. [21] and [22] mainly focused on the impact of visual attention mechanism on the model. In addition, [22] takes into account the Transformer model.

While other papers have analyzed only one aspect of the attention mechanism, or two types of decoder architectures, we have built on this foundation by experimenting with RNNs, GRUs, LSTMs, and Transformers using different types of strategies as well as combinations of strategies, in order to have a more comprehensive analysis of decoder language models.

III. PRELIMINARIES

This section briefly introduces the commonly used language models, as well as the strategies that are applicable to text generators, in the context of encoder-decoder based image captioning.

A. Decoder Language Models

As shown in Fig. 2, the decoder of an image captioning model is responsible for translating the vector representation resulting from the encoder into a natural language caption. In the context of image captioning, the generation of captions can be formulated as a sequence to sequence learning task. Several language models have been employed to accomplish this task, including RNN, LSTM, GRU, and Transformer.

RNN [38] is used to process sequential data, but it does not handle long sequences and long-distance dependencies well due to vanishing or exploding gradient problems.

LSTM [33] is an improved RNN that effectively solves the gradient problem by introducing a gating mechanism, making it good at capturing long-term dependencies and achieving good results in tasks such as text generation and machine translation.

GRU [39] is an improved version of RNN. It uses a gating mechanism, has a simple structure and fewer parameters, and shows good performance in multiple sequence generation tasks, similar to LSTM.

Transformer [40] is a neural network based on a self-attention mechanism. It has global context modeling and parallel computing capabilities. It can comprehensively consider image features and subtitle sequences to generate accurate and coherent image subtitles.

B. Decoding Strategies

Apart from the language model, the decoder can be equipped with various different strategies. In this study, we mainly focus on the search strategy and the strategies relating to the attention mechanism.

1) Search Strategy: Greedy search and beam search are two search strategies for generating sequences that are commonly used in the task of image captioning.

Greedy search is a sequence generation method that selects the currently optimal option each time without considering the global optimal solution. It is usually computationally efficient but may sacrifice final performance.

Beam search is a sequence generation method that considers multiple alternative outputs and selects the set of alternative outputs with the highest probability score to improve the quality of the generated results, often used in natural language processing and machine translation tasks.

2) Attention on attention mechanism: For encoder-decoder framework based image captioning, the attention mechanism is commonly applied for guiding the decoding process. The Attention on Attention (AOA) approach aims at extending the traditional attention mechanism applied to image captioning tasks.

The AOA approach consists of two main parts: the first part is the global attention module, which is used to compute global attention weights between image features and context vectors; the second part is the local attention module, which is used to compute local attention weights based on the global attention weights.

C. Training Strategies

The training process aims to prepare the captioning model for learning to predict the probabilities of words that will appear in the caption. Two types of commonly adopted training strategies are Cross-Entropy Loss and reinforcement learning.

1) Cross-entropy loss: Traditional image captioning models are usually trained using maximum likelihood estimation (MLE) to optimize model parameters by minimizing cross-entropy loss. However, this method cannot directly measure subtitle quality and can easily lead to inaccurate or repeated subtitles.
Section V). The information of these models is summarized in Table I, and further described below.

B. Basic Image Captioning Models

In this study, we employed four state-of-the-art image captioning models as the basic models, based on which we constructed various model variants (the details are elaborated in Section V). The information of these models is summarized in Table I, and further described below.

FC [34]: The FC model utilizes a deep CNN model ResNet101 to encode the input picture, and then a linear map is used for embedding. The model uses an LSTM-based decoder.

Att2in2 [34]: The Att2in2 model uses ResNet101 as an encoder and LSTM as a decoder. Particularly, it is an image captioning model involving the attention mechanism. The model is an improved version of the subtitle attention model [31].

Up-Down [29]: The up-Down model encoder part uses Faster R-CNN ResNet101, which is a classical target detection model, and local features from an image, and the decoder part employs a two-layer LSTM architecture (Top-Down Attention LSTM and Language LSTM), which utilizes both bottom-up and top-down attentional mechanisms, in order to generate natural language descriptions that match the content of the image.

Transformer [40]: The Transformer model uses Faster R-CNN ResNet101 as the encoder and employs a Transformer as the decoder. The Transformer decoder is an integral part of the Transformer model and is used to convert the input sequence generated by the encoder into a target sequence. It gradually generates target sequences through the self-attention mechanism and encoder-decoder attention mechanism.

As shown in Table I, the encoders of the above four models are either Faster R-CNN Resnet101 [41] or ResNet101 [32]. We further detail these two models as below.

ResNet101 [32]: ResNet101 is a CNN model having 101 layers. It is a variant of a Residual Network, and it introduces residual connections to solve the problem of gradient disappearance and gradient explosion in deep network training. Compared with traditional shallow networks, it can learn image features at a deeper level, thereby extracting more complex and advanced feature expressions.


C. Dataset

Our experiments are conducted on the MSCOCO dataset [23], which is a popular benchmark for image captioning tasks, containing 123,287 images, each with 5 captions, for a total of 615,935 captions. We use the “Karpathy” data split [42], with 5,000 images for validation, 5,000 for testing, and the rest for training.

To preprocess the captions, we generated a vocabulary of 10,369 unique words by converting sentences to lowercase and removing words that appeared less than five times.

V. Experimental Results

This section analyzes and reports our experimental results. Specifically, for each RQ, we discuss the motivation, present the approach, and finally report the results.

A. RQ1: Impact of Language Models on the Task of Image Captioning

Motivation: For an encoder-decoder based image captioning model, the language model constitutes the key part of the decoder, and thus it is crucial to the overall performance of image captioning. Prior studies have proposed various language models for supporting the decoding stage of image captioning [5]. Yet, there is still a lack of empirical evidence revealing the extent of the impact, and it is also unclear how different language models affect the performance of image captioning models. Therefore, in this RQ, we investigated image captioning models with varying language models, in order to reveal the impact of language models on the performance of image captioning models.

Approach: First, we utilized the three baseline models employing an RNN-based language model (namely, FC, Att2in2, and Up-Down) by following their original configurations in the prior studies [12]. Secondly, we constructed six model variants from the three baseline models by modifying the decoder part. That is, for each model, two variants were constructed by...
TABLE I. Basic Information of the Selected Model

<table>
<thead>
<tr>
<th>Model</th>
<th>Encoder</th>
<th>Decoder</th>
<th>Search Strategy</th>
<th>Attention</th>
</tr>
</thead>
<tbody>
<tr>
<td>FC</td>
<td>ResNet101</td>
<td>LSTM</td>
<td>Greedy</td>
<td>✓</td>
</tr>
<tr>
<td>Att2in2</td>
<td>ResNet101</td>
<td>LSTM</td>
<td>Greedy</td>
<td>✓</td>
</tr>
<tr>
<td>Up-Down</td>
<td>Faster R-CNN ResNet101</td>
<td>Attention LSTM + Language LSTM</td>
<td>Greedy</td>
<td>✓</td>
</tr>
<tr>
<td>Transformer</td>
<td>Faster R-CNN ResNet101</td>
<td>Self-Attention mechanism + feed-forward neural network</td>
<td>Greedy</td>
<td>✓</td>
</tr>
</tbody>
</table>

replacing its default language model LSTM with an RNN and a GRU, respectively. For the sake of simplicity, we utilized $M \Diamond L$ to denote a model $M$ supported with the specific language model $L$. For example, FC$\Diamond$RNN represents one variant of model FC where the default language model LSTM is replaced with an RNN. Thirdly, for each of the models obtained in the previous steps, we further constructed a variant for each of them by modifying its encoder model (i.e. from ResNet101 to Fast RCNN ResNet101, or vice versa). Finally, we evaluated these 18 models (including three baseline models and 15 model variants) and collected evaluation results on a series of evaluation metrics.

Results: Tables II and III, respectively report the evaluation results of nine models employing the same encoder model. Based on these results, we make the following observations.

1) The use of different language models leads to varying performance of the image captioning model. As shown in Table II, for each of the models, the use of RNN, GRU, or LSTM as the decoder model yields different values for each of the six evaluation metrics. For example, the BLEU1 values for the three models, that is, FC$\Diamond$RNN, FC$\Diamond$GRU, and the original FC model are 73.70, 73.71, and 74.06, respectively. Table III consistently reveals this point.

2) The language model affects different image captioning models in different ways. At first, it is observed that the language model may have opposite impacts on different image captioning models. Consider the FC and Att2in2 models as an example. According to Table II, compared to the use of RNN, the use of GRU positively contributes to the BLEU1 value of FC (the BLEU1 values of FC$\Diamond$RNN and FC$\Diamond$GRU are 73.70 and 73.71), while it negatively affects the BLEU1 value of Att2in2 (the BLEU1 values of Att2in2$\Diamond$RNN and Att2in2$\Diamond$GRU are 75.56 and 75.11). On the other hand, the degrees of the impacts of the language models may also be different when they are applied to different image captioning models. As can be observed from Table III, FC$\Diamond$GRU outperforms FC$\Diamond$RNN in terms of the CIDEr metric, exhibiting a discrepancy of 1.65 (97.72 vs. 96.07). Nevertheless, although Att2in2$\Diamond$GRU also outperforms Att2in2$\Diamond$RNN in terms of the CIDEr metric, the discrepancy in the performance is relatively tiny (0.14).

3) The best language model for different image captioning models may be different. Among the three language models under investigation (that is, RNN, GRU, and LSTM), they are beneficial to different image captioning models. For the models employing the faster R-CNN ResNet101 as the encoder, the best language model for the FC model is LSTM; while the Up-Down model exhibits the best performance with the GRU as the language model (as observed from Table II). Quite differently, for the models employing ResNet101 as the encoder, the FC model performs best with GRU, the Att2in2 model achieves the best performance with LSTM, while the Up-Down model performs best with RNN (as observed from Table III).

RQ1: For the encoder-decoder based image captioning models, employing different language models as the decoder always leads to varying captioning performance. Nevertheless, the impact of the language models on different image captioning models may vary, and accordingly, the good language models may also be different from the perspective of different image captioning models.

B. RQ2: Impact of Different Decoding Strategies on Image Captioning Models

Motivation: At present, the endoer-decoder based image captioning models have been extended and enhanced via a variety of decoding strategies [5]. Although these decoding strategies have been demonstrated to be able to positively contribute to captioning performance, they have not been comprehensively investigated on the same set of image captioning models and datasets. To fill this gap, in this RQ, we empirically studied the impacts of two types of decoding strategies, the search strategy and the AOA mechanism.

Approach: We first focus on the search strategies adopted by the decoder of the image captioning model. To this end, we conducted experiments on 20 models, including the 18 models constructed for RQ1, the basic Transformer model and its variant employing the RestNet101 instead of the Faster R-CNN ResNet101 as the encoder. It is noted that all of these 20 models adopt the greedy search (as reported in Table I). Based on these, we further constructed 20 model variants from them by replacing the greedy search with beam search. In particular, the latter set of models is configured with various beam sizes (in this study, we adopted four beam sizes, 2, 3, 4, and 5). As a result, there are 20 groups of models, each of which consists of two models sharing the same technical details except for the search strategy. We evaluated all of these models on the dataset and compared the performances of models within individual groups.

To study the impacts of the AOA mechanisms, the three base models, Att2in2, Up-Down, and Transformer, and their variants are utilized. The FC model and its variants are excluded because they do not employ the attention mechanism and thus the AOA mechanism is not applicable. For each of the models, we constructed a variant for it by additionally applying the AOA mechanism, and then conducted a comparison analysis of their performance.

Results: Fig. 3 reports the performance comparison results of image captioning models using or not using the beam search strategy. Particularly, Fig. 3 (a)-(f) reports the results for the ten
groups of models employing the faster R-CNN ResNet101 as the encoder, where each subfigure focuses on the comparison of performance with respect to one of the evaluation metrics. Accordingly, the comparison results relating to the other ten groups of models that using the ResNet101 as the encoder are reported in 3 (g)-(l). Fig. 4 further reports the performance comparison results on seven groups of models applying or not applying the AoA mechanism. Based on these results, we have the following observations:

1) **The use of different decoding strategies affects the performance of image captioning models.** It can be observed from Fig. 3 that using greedy search or beam search leads to varying captioning performance of the relevant models. Similarly, Fig. 4 also shows that every image captioning model under investigation exhibits different performance with and without using the AoA mechanism.

2) **Compared to greedy search, the use of beam search generally improves the captioning performance.** Firstly, it can be observed from Fig. 3 that most of the models achieve better performance by using beam search. This indicates that the use of beam search is beneficial to image captioning models. On the other hand, it can also be found that the optimal beam size of the beam search for different models varies. Nevertheless, for the majority of models, the best performance is reached with a beam size of 2.

3) **The application of the AoA mechanism benefits most of the image captioning models under investigation.** Fig. 4 shows that after additional applying the AoA mechanism on the target image captioning models, the captioning performance has been improved in most cases (that is, for most of the models with respect to the majority of evaluation metrics). Although there are some models for which the application of the AoA mechanism leads to a decrease in captioning performance (i.e., the Up-Down model employing the encoder of faster R-CNN ResNet101), the extent of the decrease is relatively smaller than the extent of the increases resulted from using the AoA mechanism.

**RQ2**: For encoder-decoder based image captioning models, the application of decoding strategies affects the captioning performance. Specifically, the use of beam search always outperforms the use of greedy search, and most models exhibit the best performance with the beam search configured with a beam size of 2. Moreover, the application of the AoA mechanism is beneficial to most of the image captioning models under investigation.

**C. RQ3: Impact of the Training Strategies on Image Captioning Models**

**Motivation:** Currently, encoder-decoder based image captioning models have emerged with various training methods. However, no prior study has focused on revealing the effect of training methods applied on the decoder part. Hence, in this RQ, we empirically studied two training approaches (Cross-Entropy Loss and Reinforcement Learning) and their impacts on captioning performance.

**Approach:** In the experiments, we reused the 20 image captioning models, including the FC, Att2in2, and Up-Down models employing the RNN, GRU, and LSTM in the decoder part as well as the Transformer model, and also their relevant variants using a different CNN (faster R-CNN ResNet101 or ResNet101) as the encoder. Noted that all of these models are trained by following their default method, namely, the cross-entropy loss method. Based on each of these models, we further constructed a model variant by training its decoder via a reinforcement learning based method, the self-critical sequence training method. These result in 20 groups of model, where each group consists of a model and its variant involving a decoder trained via reinforcement learning. We evaluated these newly constructed model variants and further conducted a comparison analysis with individual groups.


<table>
<thead>
<tr>
<th>Model</th>
<th>Decoder Language Model</th>
<th>BLEU1</th>
<th>BLEU4</th>
<th>METEOR</th>
<th>ROUGE</th>
<th>CIDEr</th>
<th>SPICE</th>
</tr>
</thead>
<tbody>
<tr>
<td>FC</td>
<td>RNN</td>
<td>73.71</td>
<td>31.19</td>
<td>25.97</td>
<td>54.19</td>
<td>102.04</td>
<td>19.26</td>
</tr>
<tr>
<td></td>
<td>GRU</td>
<td>74.06</td>
<td>31.42</td>
<td>26.07</td>
<td>54.38</td>
<td>102.53</td>
<td>19.21</td>
</tr>
<tr>
<td></td>
<td>LSTM</td>
<td>75.36</td>
<td>32.51</td>
<td>26.70</td>
<td>55.31</td>
<td>108.95</td>
<td>20.12</td>
</tr>
<tr>
<td>Att2in2</td>
<td>RNN</td>
<td>75.11</td>
<td>32.98</td>
<td>26.74</td>
<td>55.40</td>
<td>107.57</td>
<td>20.05</td>
</tr>
<tr>
<td></td>
<td>GRU</td>
<td>75.97</td>
<td>33.49</td>
<td>26.67</td>
<td>55.46</td>
<td>108.14</td>
<td>20.10</td>
</tr>
<tr>
<td></td>
<td>LSTM</td>
<td>75.64</td>
<td>33.83</td>
<td>27.34</td>
<td>55.94</td>
<td>111.90</td>
<td>20.60</td>
</tr>
<tr>
<td>Up-Down</td>
<td>RNN</td>
<td>75.60</td>
<td>33.31</td>
<td>27.16</td>
<td>55.72</td>
<td>110.00</td>
<td>20.34</td>
</tr>
<tr>
<td></td>
<td>GRU</td>
<td>76.17</td>
<td>34.34</td>
<td>27.37</td>
<td>56.18</td>
<td>112.21</td>
<td>20.54</td>
</tr>
<tr>
<td></td>
<td>LSTM</td>
<td>75.64</td>
<td>33.88</td>
<td>27.34</td>
<td>55.94</td>
<td>111.90</td>
<td>20.54</td>
</tr>
</tbody>
</table>

**TABLE III. EVALUATION RESULTS OF THE NINE MODELS EMPLOYING RESNET101 AS THE ENCODER**

<table>
<thead>
<tr>
<th>Model</th>
<th>Decoder Language Model</th>
<th>BLEU1</th>
<th>BLEU4</th>
<th>METEOR</th>
<th>ROUGE</th>
<th>CIDEr</th>
<th>SPICE</th>
</tr>
</thead>
<tbody>
<tr>
<td>FC</td>
<td>RNN</td>
<td>71.39</td>
<td>29.24</td>
<td>25.08</td>
<td>52.80</td>
<td>96.07</td>
<td>18.25</td>
</tr>
<tr>
<td></td>
<td>GRU</td>
<td>72.37</td>
<td>29.76</td>
<td>25.38</td>
<td>53.08</td>
<td>97.72</td>
<td>18.46</td>
</tr>
<tr>
<td></td>
<td>LSTM</td>
<td>72.79</td>
<td>29.51</td>
<td>25.25</td>
<td>53.01</td>
<td>96.68</td>
<td>18.30</td>
</tr>
<tr>
<td>Att2in2</td>
<td>RNN</td>
<td>74.37</td>
<td>32.47</td>
<td>26.53</td>
<td>54.87</td>
<td>105.44</td>
<td>19.74</td>
</tr>
<tr>
<td></td>
<td>GRU</td>
<td>74.83</td>
<td>32.47</td>
<td>26.33</td>
<td>54.74</td>
<td>105.58</td>
<td>19.71</td>
</tr>
<tr>
<td></td>
<td>LSTM</td>
<td>74.75</td>
<td>32.89</td>
<td>26.47</td>
<td>54.95</td>
<td>106.67</td>
<td>19.96</td>
</tr>
<tr>
<td>Up-Down</td>
<td>RNN</td>
<td>74.81</td>
<td>32.47</td>
<td>26.72</td>
<td>55.05</td>
<td>107.31</td>
<td>20.03</td>
</tr>
<tr>
<td></td>
<td>GRU</td>
<td>74.54</td>
<td>32.42</td>
<td>26.71</td>
<td>54.87</td>
<td>106.75</td>
<td>19.80</td>
</tr>
<tr>
<td></td>
<td>LSTM</td>
<td>74.46</td>
<td>31.98</td>
<td>26.60</td>
<td>54.81</td>
<td>106.43</td>
<td>19.84</td>
</tr>
</tbody>
</table>
Results: Tables IV and V, respectively report the evaluation results of ten newly constructed models employing the same encoder model. For each newly constructed model (where the decoder is trained via reinforcement learning), we further compared its performance with the relevant model that trained via the cross-entropy loss method (as reported in Tables II and III). Accordingly, Tables IV and V further report the improvements made by applying the reinforcement learning based training method (the improvement is indicated by the ↑). Based on these results, we make the following observations:

1) Reinforcement learning is an effective training method for supporting the task of image captioning. Both Table IV and Table V reveal that training the decoder by the self-critical sequence training method leads performance improvement for all of the target models. For example, after applying the self-critical sequence training method, FC♢RNN exhibits 4.02 improvement in terms of the BLEU1 metric, while the improvement is 12.24 with respect to the CIDEr metric (as shown in the first row of Table IV).

2) The performance improvements made by reinforcement learning are different for different image captioning models. According to Table IV, the performance improvements obtained via self-critical sequence training range from 0.59 to 14.16. Similarly, as shown in Table V, the highest increase in performance is 12.92, and the lowest increase is 0.46. Furthermore, it can be observed that the application of the reinforcement learning based training method leads to varying performance improvement for every of the target models.

RQ3: For encoder-decoder based image captioning models, training the decoder with reinforcement learning will improve the model performance. Nevertheless, the degree of the improvements is different for different image captioning models.

D. Impact of the Combinational Usage of Decoding Strategies on the Performance of Image Captioning Models

Motivation: We have previously investigated the effect of every single strategy or mechanism on the performance of image captioning models. With the observation that these strategies and mechanisms can be applied to an image captioning model together, in this RQ, we further studied the effect of the application of various combinations of these strategies.

Approach: We utilized the four baseline models employing the faster R-CNN ResNet101 encoder as the basic model. We further considered the combination of the three strategies or methods, that is, the search strategy, the AoA mechanism, and the training method. We use $P_{xyz}$ to denote the application
TABLE IV. PERFORMANCE OF BASE MODELS USING RESNET101 ((g) - (l)). IN EACH GROUP, ONE MODEL DOES NOT USING AOA (DENOTED AS \textit{base}).

TABLE V. PERFORMANCE OF MODELS WITH THE RESNET101 AS ENCODER AND WITH THE DECODER TRAINED WITH SELF-CRITICAL SEQUENCE TRAINING METHOD. \textdagger DENOTES THE RATE OF IMPROVEMENTS ACHIEVED BY APPLYING THE REINFORCEMENT LEARNING TRAINING METHOD. FOR EACH EVALUATION METRIC, THE LARGEST IMPROVEMENT IS HIGHLIGHTED BY UNDERLINING.

TABLE VI. PERFORMANCE OF MODELS WITH THE RESNET101 AS ENCODER AND TRAINED WITH SELF-CRITICAL SEQUENCE TRAINING METHOD.

of one combination of these three strategies, where $x = 1$, $y = 1$, and $z = 1$ respectively represent the use of the beam search, AoA mechanism, and the self-critical sequence training methods. For example, $P_{110}$ denotes that the beam search and
AoA mechanism are applied together, while $P_{101}$ represents that the AoA mechanism and the self-critical sequence training method are applied together.

We further applied various combinations of different strategies on every basic model to construct some model variants. For the FC model, since it does not support the attention mechanism, only $P_{101}$ (that is, beam search and the self-critical sequence training) is applicable. Accordingly, one model variant was constructed from the FC model. For the other three basic models, four different combinations of these strategies are applicable (namely, $P_{101}$, $P_{110}$, $P_{011}$, and $P_{111}$), and thus four model variants were constructed from each of them. At last, these model variants were evaluated on the dataset.

**Results:** Table VI reports the evaluation results of 13 model variants employing some combination of the strategies or methods applied on the decoder part. Noted that for each model variant, its relevant models employing one of these strategies have already been evaluated and investigated in the previous RQs, we thus compare it with the one exhibiting the best performance in order to report the performance improvement achieved via the application of combined strategies (the performance improvement is shown in Table VI). Based on these results, we make the following observations:

1) **The combination of various strategies helps to improve the performance of image captioning models in most cases.** Table VI shows that the captioning performance is improved in most cases (i.e., most of the evaluated metrics for most models) after using the combination strategy on the target image captioning models. Although the application of the combination strategy to some models leads to a decrease in their captioning performance (e.g., the Att2in2 model with the usage of the beam search and self-critical sequence training method), the decrease is relatively small.

2) **Different combinations of methods have different effects on the performance enhancement.** As can be seen from Table VI, the model performance improvement is different for different models using the same combination of strategies, and the model performance improvement is also different for the same model using different combinations of strategies. Nevertheless, it is observed that for the three models to which various combinations of strategies have been applied, they exhibit the best performance with $P_{111}$. That is, by applying the beam search, the AoA mechanism, and the reinforcement learning based training method together, these models perform better than those equipped with only parts of these strategies.

RQ4 : For encoder-decoder based image captioning models, applying various strategies to the decoder is helpful for improving the overall captioning performance. For the image captioning models under investigation, they exhibit the best performance with the use of the beam search, AoA mechanism and the reinforcement learning based training method.

VI. Conclusion

In this work, we focus on the impact of various aspects of the decoder on image captioning. In order to understand the impact of the text generation technique employed by the decoder on the results, we have conducted an extensive empirical analysis involving three different language models, two different decoding strategies, and two different training methods. The results of the research and analysis show that different language models have different impacts on the performance of the generated subtitles. Meanwhile, the use of two different decoding strategies as well as the training method of reinforcement learning helps to improve the model performance. In addition, it was found that using a combination of these strategies is usually better than using only a single strategy in image subtitle generation tasks. Future research directions can consider expanding our research to more complex datasets, especially exploring in cross-cultural environments. In addition, further research on how to integrate other machine learning technologies, such as transfer learning, to further improve model performance is also an important direction. The development of these future works will help expand our research and have a broader impact.
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<table>
<thead>
<tr>
<th>FC</th>
<th>Attin2</th>
<th>Up-Down</th>
<th>Transformer</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$P^{(101)}_F$</td>
<td>$P^{(101)}_T$</td>
<td>$P^{(111)}_P$</td>
</tr>
<tr>
<td>BLEU1</td>
<td>77.40</td>
<td>78.36</td>
<td>79.30</td>
</tr>
<tr>
<td>BLEU4</td>
<td>77.87</td>
<td>78.79</td>
<td>79.70</td>
</tr>
<tr>
<td>METEOR</td>
<td>28.79</td>
<td>29.00</td>
<td>29.02</td>
</tr>
<tr>
<td>ROUGE</td>
<td>0.06</td>
<td>0.09</td>
<td>0.17</td>
</tr>
<tr>
<td>CIDER</td>
<td>113.50</td>
<td>118.75</td>
<td>113.17</td>
</tr>
<tr>
<td>SPICE</td>
<td>20.05</td>
<td>20.78</td>
<td>20.80</td>
</tr>
</tbody>
</table>
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Abstract—The advances in genome sequencing and metabolic engineering have allowed the reengineering of the cellular function of an organism. Furthermore, given the abundance of omics data, data collection has increased considerably, thus shifting the perspective of molecular biology. Therefore, researchers have recently used artificial intelligence and machine learning tools to simulate and improve the reconstruction and analysis by identifying meaningful features from the large multi-omics dataset. This review paper summarizes research on the hybrid of constraint-based models and machine learning algorithms in optimizing valuable metabolites. The research articles published between 2020 and 2023 on machine learning and constraint-based modeling have been collected, synthesized, and analyzed. The articles are obtained from the Web of Science and Scopus databases using the keywords: “Machine learning”, “flux balance analysis”, and “metabolic engineering”. At the end of the search, this review contained 13 records. This review paper aims to provide current trends and approaches in in silico metabolic engineering while providing research directions by highlighting the research gaps. In addition, we have discussed the methodology for integrating machine learning and constraint-based modeling approaches.

Keywords—Flux balance analysis; genome-scale metabolic model; machine learning; metabolic engineering

I. INTRODUCTION

Microorganisms have been used in industrial sectors such as food processing, chemical manufacturing, pharmaceuticals, fermentation, and others. Advances in genome sequencing have resulted in several innovations that allow researchers to gain in-depth knowledge and information about an organism. One of these advancements is metabolic engineering, which reengineers the cellular function of an organism. In the 1990s, metabolic engineering was introduced to describe recombinant DNA technology for optimizing microbial activity [1]. Metabolic engineering aims to optimize the synthesis of desired metabolites by directing the metabolic flow and the fluxes toward the desired metabolites. The designs are categorized into two types: [1] targeting metabolic network components, such as gene/reaction knockout/knock-in, and [2] enhancing the metabolic network by altering it using network reconstruction tools or incorporating new non-native pathways into the host.

Over the previous few decades, there has been a noticeable breakthrough, such as incorporating adenosylcobinamide phosphate biosynthesis from Rhodobacter capsulatus into the E.coli strain, which improves the vitamin B12 to 307 µg/g [2]. In another case, the yeast was engineered to improve the production of rubusoside and rebaudiosides, leading to 1368.6 mg/L and 132.7 mg/L, respectively [3]. Although metabolic pathway optimization technologies have shown promise, an incomplete understanding of the connection between target cell phenotype and genotype impedes their further development. This results in the prevalent utilization of conventional trial-and-error methodologies and indirectly remains tedious, costly, and time-consuming.

Therefore, constraint-based modeling (CBM) approaches have been used to analyze organisms by providing significant phenotypic knowledge based on genotypic perturbations. CBM approaches, which include Flux Balance Analysis (FBA) and its variants (Minimization of Metabolic Adjustment, MoMA; Regulatory on/off minimization, ROOM; and Flux Variability Analysis, FVA), are used to reveal metabolic phenotypes by analyzing the optimality of an organism [4], [5]. However, a significant challenge in CBM is that the desired flux is not limited to a single solution due to biological network redundancy and complex genome-scale metabolic model (GSMM), thus permitting alternate optimum solutions. Furthermore, due to the intricacy and interdependence of components in the metabolic network, selecting appropriate and optimal reactions/gens for knockout is difficult, laborious, and time-consuming [6]. Hence, previous research has combined meta-heuristic optimization algorithms such as genetic algorithm (GA), differential search algorithms (DSA), flower pollination algorithm (FA), and others [7], [8], [9], [10].

With the recent advancement of high-throughput technology and the overwhelming amount of omics data, data collection has increased considerably, thus shifting the perspective
on molecular biology [11]. Although big data in biology enables data-driven science to comprehend complex biological systems and events, interpreting data is still complicated. Therefore, machine learning (ML) has been applied to deal with biological omics data for various applications such as prediction, classification, and discovery. The involvement of ML in the data shows a great potential to reveal hidden and detailed information in the data.

It has proven successful in diabetes disease prediction, optical character recognition, face identification, and others [12], [13], [14], [15]. ML is a set of algorithms to improve prediction accuracy by learning and analyzing the patterns from large experimental datasets. Recently, ML has been applied to increase the accuracy of the genotype-phenotype relationship by analyzing the integrated metabolic networks with regulatory or signaling networks. Furthermore, ML requires fewer parameters than other statistical or computation approaches, thus making them useful for various tasks, including predicting the impact of genetic perturbations, reconstructing phylogenetic trees, and others [16], [17].

This paper aims to review how ML techniques are applied in metabolic engineering, specifically to optimize the production of desired metabolites. The paper is organized as follows: Section II introduces the definition of metabolic engineering. Section III provides a brief on constraint-based modeling. Section IV discusses machine learning in metabolic engineering. Then, applications of machine learning in metabolic engineering have been described in Section V. After that results and discussion are provided in Section VI. In the last, the conclusion is given in Section VII.

II. METABOLIC ENGINEERING

Each component in biological systems plays a vital role in biological processes and interacts with each other. Therefore, it is crucial to analyze the systems as a whole. The organism’s function can be divided into three major biochemical pathways: gene regulatory, signal transduction, and metabolic networks. Gene regulatory involves a set of genes, proteins, and their regulatory mechanisms that determine the expression of the gene. Signal transduction networks communicate between and within cells by mediating, detecting, amplifying, and integrating various external and internal stimuli to govern and coordinate cellular activities. Meanwhile, the metabolic network is a series of biochemical reactions involving the transformation and modification of substrates into different products in which the enzymes act as catalysis agents. The metabolic network is essential in assessing a cell’s biochemical and physiological properties. This research is mainly concerned with metabolic networks.

Advancements in genome sequencing have brought about many developments that allow biological researchers to have more profound knowledge and information about an organism. One of the developments is the establishment of metabolic engineering (ME), which allows the researchers to probe in detail the organizations of an organism, including the reactions, pathways, metabolites, and genes, and exploit the organisms for strain optimization. Metabolic engineering aims to optimize the metabolism of organisms by exploiting and manipulating their metabolic capabilities through modeling and, thus, generates economically and industrially viable organisms through optimization and predictive tools. In order to achieve this objective, it is necessary to adapt current metabolic engineering approaches by incorporating automated simulation techniques instead of relying on previous in vivo or in vitro investigations.

In order to exploit and manipulate the metabolic capabilities of an organism, the metabolic pathways within the cell need to be modeled. A model is a simplified system representation that allows the user to understand, predict, and control the system [18]. An organism can be modeled based on a dynamic or static approach. In ME, the metabolism of the target organism was represented in the mathematical model. Thus, the network’s precise respective pathway or reactions that need to be manipulated and optimized can be identified. Various computational modeling approaches and algorithms have been developed and applied to aid the researchers [19]. Different approaches have been developed depending on the representations, as shown in Fig. 1.

The approaches in metabolic engineering can be divided into two, which are the dynamic approach and the static approach. Each approach varies in terms of metabolism representation, whereby the dynamic approach uses kinetic modeling and static approach uses a stoichiometric matrix to represent the metabolic network [20]. Furthermore, the difference between these two approaches is the model used. The dynamic approach uses a kinetic model, and the static approach uses a stoichiometric model or a metabolic network. Both of these models consist of different information and representations. The dynamic approach describes the changes in metabolite concentrations over time, while the static approach does not [21]. Table I defines the difference between the kinetic and the stoichiometric models.

In stoichiometric models, the biochemical reactions in the metabolic network are represented as a set of stoichiometric equations, whereby the elements of different metabolites in the metabolic network are denoted as stoichiometric coefficients in the stoichiometric matrix. Consequently, the intracellular metabolic fluxes can be determined at the steady state using the...
### TABLE I. DIFFERENCES BETWEEN THE KINETIC AND STOICHIOMETRIC MODELS

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Kinetic model</th>
<th>Stoichiometric model</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Definition</strong></td>
<td>Describes changes in metabolite concentrations over time.</td>
<td>Assumes the system is at steady-state conditions, where the concentrations of the metabolites are constant over time.</td>
</tr>
</tbody>
</table>
| **What information resides in the model?** | 1) Metabolites concentrations  
2) Kinetic parameters                        | Stoichiometric information of all specified reactions and genes                      |
| **How do they represent the model?**   | Ordinary differential equations (ODE)                                         | Linear equation                                                                      |
| **Size of the metabolic network for applicability** | Small-scale metabolic network                                                  | Large-scale metabolic network                                                        |
| **How do they work?**                  | It uses kinetic rate laws obtained from biochemical and mechanistic information. | Imposes constraints and objective functions                                             |
| **Drawback**                           | 1) Requires many parameters  
2) Sometimes leads to uncertainty in the model prediction  
3) Not fully utilized in ME | 1) Lead to underdetermine system; the number of equations is larger than the number of variables  
2) Generate many possible solutions  
3) Solutions might not be unique |
| **Time-consuming**                     | High                                                                          | Low                                                                                   |
| **Computational extensive**            | High                                                                          | Low                                                                                   |
| **Accuracy**                           | High                                                                          | Low                                                                                   |

mass balance constraints. However, stoichiometric models are often underdetermined and eventually lead to many possible non-unique solutions. Thus, the models require additional constraints to narrow the range of possible phenotypic solutions. These constraints may include physicochemical, biological, mass conservation, and thermodynamics. Stoichiometric models have been used to enumerate the fluxes in a metabolic network by employing an objective function. The main application of stoichiometric models is on metabolic networks, specifically in metabolic engineering strategies [7], [8], [22], [23].

### III. CONSTRAINT-BASED MODELING

The constraint-based method (CBM) is an approach to investigating the optimality of an organism by predicting and describing the metabolic phenotypes [24]. In CBM, constraints are applied to the systems, thus creating feasible flux distribution space. Different types of constraints can be categorized into physicochemical, topo-biological, environmental, and regulatory [25], [26]. These constraints can be expressed as equality or inequality constraints, as shown below, and have been reviewed by [26]. The equation that describes the incoming and outgoing fluxes accumulation for each metabolite in the metabolic network is described in 1.

\[
\frac{dx}{dt} = S \times v \tag{1}
\]

where \(S\) is the stoichiometric matrix of size \(m \times n\) (\(m\) is the number of metabolites and \(n\) is the number of reactions), \(X\) is the \(m\) concentration vector, and \(v\) is the \(n\) flux vector. Each metabolite’s production rate must equal the consumption rate at the steady state. Therefore, the above equation is simplified to Eq. (2).

\[
S \times v = 0 \tag{2}
\]

The imposition of constraints will further reduce the number of allowable flux distributions and constraints taken upon the form in Eq. (3).

\[
\alpha_i \leq v_i \leq \beta_i \tag{3}
\]

where \(i\) is the length of \(m\) reactions, \(\alpha_i\) and \(\beta_i\) are the lower and upper limits for the \(i\) reaction, respectively. The values for \(\alpha_i\) and \(\beta_i\) are determined based on reactions’ reversibility or irreversibility and measured uptake rates. These constraints may restrict specific phenotypes from existing in the solution space. Fig. 2 illustrates the differences between unconstrained and constrained solution space of feasible steady-state flux distributions.
As shown in Fig. 2, unconstrained steady-state solution space is underdetermined due to the ratio of reactions typically exceeding the number of metabolites. Eq. (1) provides a hyperplane that defines the allowable flux distributions. Considering different constraints, the solution space is limited to specific desired phenotypes. Therefore, CBM aims to describe and predict the desired phenotypes of an organism by describing the metabolic networks of an organism using the stoichiometric framework and a series of constraints. Despite the imposition of constraints and steady-state assumption, the solutions generated are not limited to a single solution. Instead, the solutions generated are limited to the desired phenotypes.

In order to solve the underdetermined system, the problem of measuring internal fluxes is solved using an optimization problem [28]. Thus, an objective function is defined, as illustrated in Fig. 3. Generally, an objective function is a biological assumption that an organism can be achieved. Then, linear optimization is used to find the solution that optimizes the desired objective function. Examples of objective functions include minimizing ATP production and nutrient uptake and maximizing growth rate. The most common objective function is growth rate since organisms maximize their growth after evolutionary pressures [29]. Referring to the above equations, Eq. 1 to 3, the objective function for maximizing the growth rate is mathematically represented by Eq. 4.

$$\max Z = v_{\text{biomass}}$$  \hspace{1cm} (4)

Generally, there are four CBM approaches - flux balance analysis (FBA), flux variability analysis (FVA), minimization of metabolic adjustment (MoMA), and regulatory on/off minimization (ROOM). Table II portrays the characteristics of the four CBM approaches and the applications that have been carried out.

As shown in Table II, FBA is a classical CBM method and has become one of the most common approaches researchers use [7], [8], [25], [30], [31]. Despite FBA’s non-uniqueness due to the exclusion of regulatory and kinetic parameters, FBA excels in handling vast data within metabolic networks compared to other approaches, such as predicting higher steady states for biological objectives such as growth rate and production rate. Moreover, despite the incompleteness of metabolic network models, FBA can still determine the organism’s steady-state fluxes.

FVA employs linear programming to identify multiple biologically optimal solutions with the same objective value. These solutions are non-unique due to the metabolic network’s ability to achieve the same objective value through different equivalent pathways, often represented by recessive phenotypes. Unlike FBA, which examines the distribution of flux within pathways, FVA focuses on determining the feasible ranges of minimum and maximum fluxes for each reaction. Meanwhile, MoMA employs quadratic programming to minimize the Euclidean distance on flux space between the wild-type and mutant, while ROOM predicts the post-genetic perturbation steady state of metabolic networks. In contrast to MoMA, ROOM identifies flux distributions that yield high-rate solutions while minimizing flux deviations between wild-type and mutant and preserving the linearity of fluxes based on experimental measurements [10], [32]. Additionally, ROOM can discover shorter alternative pathways for rerouting fluxes after genetic perturbations, employing mixed integer linear programming (MILP) to meet the same constraints as FBA.

### IV. MACHINE LEARNING IN METABOLIC ENGINEERING

*In silico* metabolic engineering comprises computer simulations that predict and analyze an organism’s metabolic network to improve the organism’s cellular activities [8]. The improvement involves manipulating metabolic, signal, or regulatory networks. One approach to investigating the effects of genetic changes on metabolite synthesis is in silico reaction knockout modeling. The organism’s behavior can be predicted through constraint-based modeling (CBM) methods by analyzing the effects of phenotypic and genotypic perturbations on the organisms.

High-throughput technologies such as gene sequencing, protein purification/quantification, mass spectrometry, and others have enabled a new era of biological information in which the amount of biological data has significantly expanded over
time. The various omics biological datasets, ranging from genomic to metabolomic and fluxomic, can provide direct insight into an organism’s phenotype. An alternative approach is therefore needed to analyze and process large amounts of information quickly. Machine Learning (ML) has been increasingly used in metabolic engineering to replace human metabolic engineers [33], [34], [35]. Given its success in pattern recognition, model prediction, and others [36], [37], [38], [39], [40].

Machine learning (ML) is used to generate trial-and-error inferences and improve the predictions from data without a predefined set of rules. ML has been massively used in data analysis and typically allows applications to develop intelligently by understanding patterns in big data [1]. There are two types of ML based on data: labeled and unlabeled (Fig. 4). For the labeled data, algorithms learn from labeled training data to help predict the outcomes of unlabeled data. Meanwhile, unlabeled data use unsupervised learning to seek patterns and clusters in an unlabeled dataset. Examples of supervised learning algorithms include decision trees [41], support vector machines [42], and regression [43], whereas Principal Component Analysis (PCA) [44], [45] and K-means clustering [46] are unsupervised learning algorithms. Another ML type is reinforcement learning, in which the algorithm interacts with experience and learns to maximize the desired goal using experience, data, and trial-and-error interactions. Reinforcement learning does not need labeled input/output but focuses on balancing exploration and exploitation.

ML has recently played a significant role in biological research [16], [39]. These algorithms focus on model performance by training highly heterogeneous data. It is undoubtedly an opportunity to integrate ML algorithms with CBM models in various biological data sets such as gene expression, metabolites, phenotypes, and others [4], [47]. The application of ML in metabolic engineering will provide several benefits. First, ML can be used in various in silico metabolic engineering stages, from analyzing the metabolic flux data to designing optimal metabolic pathways. Second, the full integration of omics data, including genomic, transcriptomic, proteomic, and metabolomic data, is crucial for predicting the metabolic pathway as it provides valuable insight into biological networks [48]. Furthermore, via gene expression analysis using ML, the key regulators of a metabolic pathway can be identified based on the genetic perturbations on cellular metabolism.

Therefore, by merging machine learning with other computational tools in metabolic engineering, researchers may optimize cellular metabolism for enhanced production of biofuels, chemicals, and other essential molecules in a quick, cost-effective, and sustainable way. As shown in Fig. 5, the reactions and metabolites from GSMM are extracted and represented in a stoichiometric matrix. These datasets comprise instances (reactions and metabolites involved in the specific pathway). The coefficient in the stoichiometric matrix represents the knockout (coefficient one) and non-knockout reactions (coefficient zero) involved in that pathway. In this case, different combinations of knockout reactions are obtained. The training data, then, is used to train the chosen ML algorithms and predict the response of the test dataset. The responses

---

**TABLE II. SUMMARY OF CONSTRAINT-BASED MODELING APPROACHES**

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>FBA</th>
<th>FVA</th>
<th>MoMA</th>
<th>ROOM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Purpose</td>
<td>Measure the optimal flux value</td>
<td>Measure the ranges of each flux</td>
<td>Compare the steady-state fluxes between mutant and wild-type</td>
<td>Minimize the number of significant flux changes between mutant and wild-type</td>
</tr>
<tr>
<td>Optimization model</td>
<td>Linear programming</td>
<td>Linear programming</td>
<td>Quadratic programming</td>
<td>Mixed-integer LP</td>
</tr>
<tr>
<td>Able to predict the lethality of genes?</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Computational time</td>
<td>Short</td>
<td>Long</td>
<td>Long</td>
<td>Long</td>
</tr>
<tr>
<td>Size of model</td>
<td>Large</td>
<td>Large</td>
<td>Small</td>
<td>Large</td>
</tr>
<tr>
<td>Predicted solutions</td>
<td>Multiple optimal solutions</td>
<td>Assess the robustness of flux distribution</td>
<td>Transient metabolic states</td>
<td>The predicted solutions are nearer to the experimental data</td>
</tr>
</tbody>
</table>

---

![Fig. 4. Machine learning categories.](image-url)
include growth rate, product rate of desired metabolites, and different mutants with different combinations of knockout reactions.

According to [24], [49], the merging of ML and CBM can occur in three approaches. The first approach involves the inclusion of ML after CBM generates fluxomic data by predicting the growth conditions, cellular ML productivity, nutrient consumption, gene essentiality, or biomass concentration. The second approach uses a multi-omics data simplification process before entering the CBM process. The results of fluxomic data from CBM are then combined with the initial multi-omics data for the prediction process using a specific ML algorithm. The last approach uses ML on multi-omics data to get fluxomic data. This paper deduces that merging CBM with ML can occur in two ways, namely, ML as input to the CBM and CBM as input to the ML.

In the prior case, machine learning methods can improve metabolic models’ accuracy and predictive power by predicting and refining metabolic models. The metabolic fluxes from omics data predicted using ML algorithms are input constraints for the metabolic model. Furthermore, ML can assist in identifying essential features (genes or reactions) for improving specific metabolite production. Considering that the metabolic model is complex, identifying crucial genes or reactions is essential while maintaining the viability of a cell. Meanwhile, in the post case, CBM can provide features, labels, and model selection to machine learning. Constraint-based approaches have been used to model the GSMM for simulating the phenotypic behavior after genotype perturbations. With the inclusion of machine learning methods, the selected features...
from CBM can be used to train ML models for predicting the pathway activity, thus optimizing the metabolic model. Fig. 6 illustrates the integration of machine learning and constraint-based modeling approaches.

V. APPLICATION OF MACHINE LEARNING IN METABOLIC ENGINEERING

An unprecedented amount of information has now been used to seek biological mechanisms at the molecular level. The recent advancement of high-throughput technologies has significantly boosted data collecting and fundamentally altered how people view molecular biology [50]. However, predicting bioproduction titers from microbial hosts has been challenging due to complicated interactions between regulatory networks, signaling, and metabolic networks [50]. There are several ways to carry out experiments concerning metabolic engineering. Machine learning, which has undoubtedly led to significant improvements in recent research and is expected to surge shortly, is a critical tool for analyzing, understanding, and exploiting omic data.

A novel approach for predicting yeast metabolome using machine learning based on quantitative proteomic data of kinase knockouts was presented by [51]. The results showed that the ML algorithm accurately predicts the metabolome with complex genetic modification. However, the study assumes that protein expression levels are proportional to changes in metabolic flux. Nevertheless, when post-transcriptional or post-translational modifications occur, the protein expression levels may differ and not proportionate to the changes in metabolic flux. Additionally, the dataset used is relatively small. Thus, expanding the dataset to include a broader range of genetic perturbations and experimental conditions could improve the generalizability of the ML models.

In another research, the integration of knowledge mining, genome-scale modeling, and ML for predicting the bioproduction of Yarrowia lipolytica has been proposed [50]. The proposed framework integrates different data, including genomics, metabolomics, and literature, to construct a knowledge-based and optimal GSMM. Then, ML algorithms are applied to predict bioproduction yields based on gene expression data and environmental conditions. They have successfully outperformed the traditional methods. However, the complexity of GSMM and lack of comprehensive knowledge may hinder accurate predictions. Thus, further development and validation are crucial to enhance its applicability and reliability.

Furthermore, [52] have proposed multi-omics data to analyze and characterize key molecular pathways and features essential for yeast growth based on different environmental conditions. The pipeline incorporates biological knowledge in the machine learning model to improve predictions. The proposed pipeline outperforms traditional ML methods and gives insight into the underlying biological mechanisms regulating cell growth. However, the pipeline has several limitations that need to be addressed. For instance, the pipeline relies on the quality and completeness of data sources, which may vary and be limited across different organisms.

A machine learning framework to assess microbial factories’ performance was proposed by [1], which thus microbial are microorganisms that can produce various valuable compounds. Like [50], [52], the researchers proposed the integration of different data, including genomics, transcriptomics, metabolomics, and fermentation data. This integration framework is used to model the relationship between genetic and environmental factors and the production of target compounds. The proposed framework uses feature selection, regression, and classification algorithms to predict yields, identify genetic targets for strain engineering, and optimize the conditions. Although the proposed framework successfully demonstrated promising results, however, the framework relies on the availability of data sources. Furthermore, the complexity of metabolic networks and the lack of kinetic transcriptional or genomics data may affect the accuracy of prediction and strain engineering.

In addition, Tachibana and his colleagues prepared a study on Green Fluorescent Protein (GFP) extracted from engineered Escherichia coli. They conducted using Deep Neural Network (DNN) [53]. Before being assessed by machine learning to assign the GFP intensities into a reasonable range for analysis with the DNN technique, the GFP intensities were scaled down by five orders of magnitude. All machine learning methods utilized data from the yeast extract for double-validation calculations. The remaining data were divided into learning and test datasets for random cross-validation. DNNs were built using tanh activations and four hidden layers (200, 100, 50, and 20 units). The average Mean Squared Error (MSE), determined from the rearranged matrices for each variable, was used to measure representative importance in their study. Their research discovered that DNN showed high coefficients of determination and low MSE values.

Different ML algorithms, including random forest, support vector machine, and neural networks have been evaluated by [54], to assess their accuracy in predicting the phenotypic traits of three organisms: yeast, rice, and wheat. The study also investigates the impact of different feature selection methods and data preprocessing techniques on predictive performance. Based on the research, the authors found that combinations of ML algorithms and feature selection methods can achieve high accuracy in predicting phenotypic traits based on genetic data. In another domain, elastic net logistic regression has been proposed to determine the functional and structural brain alterations in female schizophrenia patients [55]. The study combines functional magnetic resonance imaging and diffusion tensor imaging to identify brain regions associated with the disease. The elastic net logistic regression selects relevant features and builds a predictive model. The study found that the model improves the accuracy of classifying the patients.

The developed framework or pipeline proposed by previous researchers demonstrates that machine learning can achieve high accuracy in predicting phenotypic traits based on genotypic perturbations. Moreover, multi-omics data integration has allowed ML algorithms to improve the accuracy of strain engineering in selecting the optimal genetic perturbations. However, there are some limitations and challenges that need to be addressed. Firstly, transcriptomic and genetic data availability is only limited to specific organisms. Thus, predicting and simulating genetic perturbations for less researched organisms is challenging. In addition, the complexity of metabolic networks, thus the complexity of integrated networks, may hinder the predictive capabilities and strain engineering. Therefore,
Artificial Neural Networks and FBA can train and predict as constraints in pFBA. The study shows that Multimodal with single gene knockouts. Growth rates were designated framework was evaluated using 1,484 strains of *S. cerevisiae* strain design becomes more challenging. Thus, using ML approaches is highly needed to enhance the accuracy of model predictions.

**A. Combination of Unsupervised and Supervised Techniques**

Moreover, many articles have reviewed the recent advances in model-assisted metabolic engineering, which aims to design and optimize the metabolic pathways of organisms to improve the production of desired metabolites [39], [57], [58]. Mainly, the review articles discussed the use of ML to assist in predicting the effects of genetic perturbations for integrated omics data. Previously, metaheuristics optimization algorithms, such as Genetic Algorithm (GA), Differential Search Algorithm (DSA), flower pollination algorithm, Bee Algorithm, Particle Swarm Optimization (PSO), and others, have been used to improve the design of strain. The improved production of desired metabolites has proved the success of metaheuristic algorithms. However, with multi-omics data integration, the strain design becomes more challenging. Thus, using ML approaches is highly needed to enhance the accuracy of model predictions.

**B. Unsupervised Techniques**

Unsupervised techniques identify patterns based on pre-determined mathematical criteria (such as the number of clusters or variance independence). Large-scale biological datasets have been analyzed using both learning techniques, which have also been combined with FBA. For the unsupervised technique, Sahu et al. developed the “Split Lipids into Measurable Entities reactions” (SLIMEr) approach to model the lipids in genome-scale metabolic models in yeast [59]. SLIMEr later divides lipid components into acyl chain distributions and lipid classes using a mathematical framework, imposing limitations on both [59]. Subsequently, Sahu and his colleagues also established a framework to examine growth-related mechanisms of several *S. cerevisiae* strains by combining FBA with Multimodal Artificial Neural Networks [59]. The study was to use mechanistic knowledge to integrate data-driven ML techniques to overcome their “black-box” restriction in flux distributions. The framework was evaluated using 1,484 strains of *S. cerevisiae* with single gene knockouts. Growth rates were designated as constraints in pFBA. The study shows that Multimodal Artificial Neural Networks and FBA can train and predict the individual gene expression data for analyzing the flux distributions.

Jalili et al. (2021) performed cancer-specific metabolic signatures using Random forest classification with PCA and FBA [60]. For each cancer model, flux distributions were computed using FBA. After that, using PCA and Random Forests techniques, FBA-based characteristics were generated. PCA generates the variation of flux distributions in cancer models representing the response variables. Random Forests then employed these response variables to categorize crucial fluxes (which showed the impacted sub-cellular systems). Based on their study, the authors discovered that the pentose phosphate route, extracellular transport, mitochondrial transporters, fatty acid production, and other metabolic characteristics are the factors that distinguish between normal and abnormal cell metabolisms for the cancer model.

Meanwhile, unsupervised ML mainly creates clusterings or representations of the unlabeled dataset to reduce the dimensional complexity of data. Principal Component Analysis (PCA) and K-means clustering are examples of unsupervised ML. In ME, unsupervised ML techniques can be implemented to identify the appropriate and non-appropriate reactions involved in producing desired metabolites. Moreover, unsupervised clustering techniques have been used to distinguish different cell types, such as healthy and non-healthy, cancer and non-cancer markers, and stressed and non-stressed. Fig. 7 below illustrates the unsupervised methods in ME.

In another study, Barbosa and the team researched the effects of production factors such as sugar, nitrogen level, and fermentation temperature on wine quality in non-*Saccharomyces* yeasts [61]. The Exploratory Data Analysis (EDA) activity was enhanced by employing unsupervised machine learning on the entire experimental data set. Latent variable techniques, such as Principal Component Analysis, were used to investigate the responses of multivariate structure. Using agglomerative hierarchical clustering (AHC), 18 responses of natural groups were found. Consequently, the forward stepwise variable selection method is used to determine the input variables for the regression model. The study successfully found direct patterns between different production factors, signifying positive and negative correlations.

They stated that the correlation distance was used to identify clusters or groups of functionally related fermentation metabolites [61]. It was anticipated that the first principal component for the cluster-specific PCA models would explain the majority of the overall variability in the cluster due to highly correlated variables generating clusters. Upon completing PCA, supervised ML was also applied. They used a forward stepwise variable selection method to determine which input variables (experimental factors and their higher-order terms) should be included in the regression model. The stepwise selection technique involved picking and incorporating components one at a time. When there are no variables whose inclusion or exclusion from the model would result in a change in the model’s explanatory power that is statistically significant, the method finally ends.

For unsupervised ML, they found that clear patterns of linked variables can be seen in the loading plots, such as those that cluster together or lie in the other direction, signifying positive and negative correlations, respectively, as in Fig. 8. This exploratory PCA analysis supports the necessity to investigate the modular structure of the answers in more detail.
and to identify the linked responses’ natural building blocks. In order to uncover the natural blocks or clusters of variables, they implemented an agglomerative hierarchical variable-clustering approach (AHC). As a result, the variables are closer to each other, thus reducing the agglomeration distances [61]. For supervised ML, the considerable changes seen in the exploratory analysis section are confirmed by the modeling results utilizing main effects, second-order interactions, and quadratic terms, indicating the critical influence of the parameters on the fermentation process.

VI. RESULT AND DISCUSSION

The first activity of this review is collecting the references. We first searched the Scopus and Web of Science databases with the keywords “Machine learning”, “Flux balance analysis”, and “Metabolic engineering” to find relevant literature in recent years. Then, we filtered for references related to the integration between ML and CBM from the results obtained. After searching the keywords “Machine learning”, “Flux balance analysis”, and “Metabolic engineering”, 223 research studies were extracted through automatic search from Scopus and Web of Science databases. Of the majority of these 223 studies, 32 were duplicate studies and review papers and thus were eliminated from the list. Based on the title, abstracts, and keywords, the remaining 191 research studies were examined, and 90 studies were excluded. Next, the remaining 101 studies were further selected, in which papers published from 2020 to 2023 were selected and left with 13 studies.

Then, the selected relevant references are synthesized. Table III illustrates the synthesis results of 13 relevant studies in the sources. In the table, 17 machine learning approaches are integrated into constraint-based modeling, namely, binary classifier, random forest, PCA, SVM, KNN, Decision tree, gradient tree boosting, DNN, CNN, t-SNE, ensemble learning, kMeans, lasso, multitview neural network, regularized logistic regression, ANN, and reinforcement learning. Out of those 13 studies, only two use the kinetic model, whereas most use the stoichiometric model. Since the stoichiometric model does
TABLE III. SUMMARY OF SELECTED RELEVANT STUDIES

<table>
<thead>
<tr>
<th>ID</th>
<th>Title</th>
<th>Year</th>
<th>Model</th>
<th>CBM</th>
<th>ML</th>
<th>Purpose</th>
<th>Strategy</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>Prediction of gene essentiality using machine learning and genome-scale metabolic models</td>
<td>2022</td>
<td>S</td>
<td>FBA</td>
<td>Binary classifier</td>
<td>Improves the identification of the essential genes</td>
<td>1</td>
<td>31</td>
</tr>
<tr>
<td>S2</td>
<td>Identifying metabolic shifts in Crohn’s disease using ‘omics-driven contextualized computational metabolic network models</td>
<td>2023</td>
<td>S</td>
<td>FBA</td>
<td>Random forest</td>
<td>Identify biomarkers for Crohn’s disease</td>
<td>1</td>
<td>62</td>
</tr>
<tr>
<td>S3</td>
<td>Genome-scale modeling of Chinese hamster ovary cells by hybrid semi-parametric flux balance analysis</td>
<td>2022</td>
<td>S</td>
<td>FBA</td>
<td>PCA</td>
<td>Integrate parametric and non-parametric constraints for reducing the search space and improve the prediction of FBA</td>
<td>2</td>
<td>29</td>
</tr>
<tr>
<td>S4</td>
<td>Computational Framework for Machine-Learning-Enabled C-13 Fluxomics</td>
<td>2022</td>
<td>S</td>
<td>MFA</td>
<td>SVM, KNN, decision tree, random forest, gradient tree boosting, DNN</td>
<td>Predict the flux ratio based on solvability and feature screening</td>
<td>2</td>
<td>63</td>
</tr>
<tr>
<td>S5</td>
<td>Machine learning-guided evaluation of extraction and simulation methods for cancer patient-specific metabolic models</td>
<td>2022</td>
<td>S</td>
<td>FBA</td>
<td>CNN, t-SNE</td>
<td>Identify the biological features based on cancer patient-specific GEMs</td>
<td>1</td>
<td>64</td>
</tr>
<tr>
<td>S6</td>
<td>Integrated knowledge mining, genome-scale modeling, and machine learning for predicting Yarrowia lipolytica bioproduction</td>
<td>2021</td>
<td>S</td>
<td>FBA</td>
<td>Ensemble learning</td>
<td>Reconstruct Yarrowia lipolytica GSM to improve organic acids’ productions.</td>
<td>2</td>
<td>50</td>
</tr>
<tr>
<td>S7</td>
<td>Integration of machine learning and genome-scale metabolic modeling identifies multi-omics biomarkers for radiation resistance</td>
<td>2021</td>
<td>S</td>
<td>FBA</td>
<td>Ensemble learning</td>
<td>Identify biomarkers that are associated with radiation resistance</td>
<td>1</td>
<td>65</td>
</tr>
<tr>
<td>S8</td>
<td>In silico Design for Systems-Based Metabolic Engineering for the Bioconversion of Valuable Compounds From Industrial By-Products</td>
<td>2021</td>
<td>S</td>
<td>FBA</td>
<td>Random forest</td>
<td>Improve the production of glycerol by integrating transcriptomics data with metabolic network</td>
<td>1</td>
<td>39</td>
</tr>
<tr>
<td>S9</td>
<td>A Hybrid Flux Balance Analysis and Machine Learning Pipeline Elucidates Metabolic Adaptation in Cyanobacteria</td>
<td>2020</td>
<td>S</td>
<td>rFBA</td>
<td>PCA, kMeans, Lasso</td>
<td>Identify the key crossomics features</td>
<td>1</td>
<td>66</td>
</tr>
<tr>
<td>S10</td>
<td>A mechanism-aware and multiomic machine-learning pipeline characterizes yeast cell growth</td>
<td>2020</td>
<td>S</td>
<td>pFBA</td>
<td>Multiview neural network</td>
<td>Improve the prediction of phenotypic traits of interest.</td>
<td>1</td>
<td>52</td>
</tr>
<tr>
<td>S11</td>
<td>A biochemically- interpretable machine learning classifier for microbial GWAS</td>
<td>2020</td>
<td>S</td>
<td>popFVA</td>
<td>PCA, regularized logistic regression</td>
<td>Estimate the functional effects of genetic-associated alleles</td>
<td>1</td>
<td>67</td>
</tr>
<tr>
<td>S12</td>
<td>A Machine Learning Approach for Efficient Selection of Enzyme Concentrations and Its Application for Flux Optimization</td>
<td>2020</td>
<td>K</td>
<td>FBA</td>
<td>PCA, ANN</td>
<td>Select the optimized enzyme concentration for optimal yield</td>
<td>1</td>
<td>68</td>
</tr>
<tr>
<td>S13</td>
<td>Strain design optimization using reinforcement learning</td>
<td>2022</td>
<td>K</td>
<td>FBA</td>
<td>Reinforcement learning</td>
<td>Improve production of L-tryptophan</td>
<td>1</td>
<td>69</td>
</tr>
</tbody>
</table>

Note: S represents the stoichiometric model; K represents the kinetic model; 1 represents CBM as input to ML; 2 represents ML as input to CBM.
not require intracellular experimental parameters, which are hardly known, stoichiometric models are more favorable for biologists to exploit the detailed capabilities of cell metabolism and [70] outperform kinetic model when the dataset used has large networks [71]. Though kinetic models provide detailed quantitative descriptions of the processes involved in the systems, thus revealing a system’s actual dynamic biological behavior, the kinetic model is only limited to the small-scale and newly curated metabolic network [25].

Meanwhile, flux balance analysis (FBA) is the most widely used model assessment method because FBA uses linear programming that is easier to apply than MoMA and ROOM, which use quadratic programming and mixed-integer linear programming. Moreover, although the solutions provided by FBA are non-unique as it does not consider regulatory and signal data, the existing metabolic networks are still incomplete [23]. Regardless of these imperfections, FBA can determine the steady-state fluxes of organisms and predict the optimal long-term evolved state of the cells. In contrast, MoMA and ROOM predict the immediate initial outcome of genetic manipulations. However, cells will evolve from a minimized flux distribution state to an FBA solution [4]. In other words, genetic manipulations will first lead to flux distribution predicted by MoMA and ROOM, eventually converging to a solution predicted by FBA.

<table>
<thead>
<tr>
<th>ID</th>
<th>Dataset</th>
<th>Result</th>
<th>Disadvantage</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>GEMs of Escherichia coli</td>
<td>The proposed approach showed that will-type FBA solutions contain enough information to predict essentiality, without perturbation such as reaction or gene knockout.</td>
<td>There is no a standard strategy on machine learning utilized for essentiality prediction generally.</td>
</tr>
<tr>
<td>S2</td>
<td>RISK cohort data, gene expression data for all mucosal terminal ileal biopsies.</td>
<td>A framework that is a potential to identify pathways of clinical relevance in Crohn’s disease, discover of novel diagnostic biomarkers, and therapeutic targets.</td>
<td>There is the discrepancy in the generated metabolic models of Crohn’s disease in both RISK-derived tissue and enteroids.</td>
</tr>
<tr>
<td>S3</td>
<td>GEMs of Chinese hamster ovary (CHO) cells</td>
<td>The proposed hybrid FBA by involving the mechanistic and non-parametric constraints can efficiently reduce the solution space and improve the prediction result of FBA.</td>
<td>Need the experimental fluxes datasets with the guaranteed high accuracy.</td>
</tr>
<tr>
<td>S4</td>
<td>13 C fluxomics</td>
<td>The proposed approach is reliable for fluxomics method readily and applicable to high-throughput metabolic phenotyping.</td>
<td>Computationally expensive especially in the large-scale metabolic network.</td>
</tr>
<tr>
<td>S5</td>
<td>Cancer patient-specific GEMs</td>
<td>The results show that tINIT and GIMME has the high performance, but FBA and pFBA has poor performance in cancer metabolism.</td>
<td>Computationally expensive especially in the large GEMs.</td>
</tr>
<tr>
<td>S6</td>
<td>GEMs of Yarrowia Lipolytica</td>
<td>This study succeed in integrating knowledge mining, feature extraction, GEMs, and ML for predicting chemical titers in Yarrowia lipolytica.</td>
<td>This model can not capture biosynthesis bottlenecks, consequently, the predictability for low-performance strains is not optimal.</td>
</tr>
<tr>
<td>S7</td>
<td>Transcriptomic and genomic datasets</td>
<td>GEMs from patient tumors generated from transcriptomic and genomic datasets. The proposed approach, namely integrating ML and the generated GEMs, can identify prognostic metabolite biomarkers and predict radiosensitivity for individual patients.</td>
<td>Need to collect a larger datasets with the guaranteed high quality.</td>
</tr>
<tr>
<td>S8</td>
<td>GEMs of Escherichia coli and transcriptomics data</td>
<td>The proposed method, namely the combination of transcriptome, GEMs, and machine learning can improve the production rate of glycerol.</td>
<td>It does not involve other parameters that influence metabolic processes, such as enzyme, transcriptional regulation, and signaling.</td>
</tr>
<tr>
<td>S9</td>
<td>GEMs of Synechococcus sp. PCC 7002, transcriptomics</td>
<td>The proposed approach, namely model-generated flux data, are potential for predicting the growth rates.</td>
<td>Depends on Important information such as the specific metabolite uptake constraints and the nutrient uptake rates that are difficult to obtain directly.</td>
</tr>
</tbody>
</table>

Continued on the next page
As for integrating machine learning with constraint-based models, most those relevant studies employed the first strategy in which biological insights from CBM are used as input to ML. Given the intricacy of biological data and certain biological phenomena or systems that cannot be comprehensively described and examined mechanistically. In the table, there are 10 studies utilized the first strategy to integrate ML into CBM. The task of ML in those studies are to identify, improve, estimate, and select. In identifying, ML have been applied to identify the essential genes [31], biomarker [65], [62], the biological features [64], and the key cross-omics features [66]. Then, the application of ML in the improving process are to improve the production of glycerol [39], the prediction of phenotypic [69], and the production of L-tryptophan [69]. At the rest, ML was applied in estimating the functional effect of genetic-associated alleles and selecting the optimized enzyme concentration for optimal yield.

Nevertheless, some research studies employ a second strategy in which ML analyzes multi-omics data for CBM model reconstruction. In this strategy, ML have useful in the reducing, predicting, and reconstructing processes. In reducing, PCA has been implemented by integrating parametric and non-parametric constraints for reducing the search space in order to improve the prediction of FBA [29]. Then, several machine learning approaches have been utilized in the predicting process to get the optimal flux ratio based on solvability and feature screening [63]. Meanwhile, for reconstructing, Ensemble learning has been applied to reconstruct GSMMs of Yarrowia lipolytica in order to improve organic acids’ productions [50], where the reconstruction of GSMM involves multiple steps, including annotation, gap filling, and refinement.

Table IV provides results, dataset used, and disadvantages of the relevant studies from Table III. Based on the synthesis and analysis results obtained from the relevant studies, there are several potentials of ML to contribute in in silico metabolic engineering. Integrating ML in traditional algorithms, such as flux balance analysis, can improve the production of the desired metabolites and even promise to guide strain optimization based on hybrid models, namely, the mechanistic and data-driven models. Moreover, ML has given positive influences on the prediction results by involving several experimental data such as fluxomic, transcriptomic, metabolomic, and proteomic in the process of constraint-based modeling. Also, it has been shown that ML can construct GSM, predict the essential genes, reduce the dimensionality of cross-omics features, and study the pattern of omic data. Based on those potentials, ML needs to be considered in metabolic engineering processes using CBM.

VII. Conclusion

The advancements in biology, bioinformatics, and computational tools have led to the development of efficient software for modifying organisms for industrial use. Furthermore, the successful reconstruction models of complex biological systems by integrating data from various molecular levels have yielded valuable insights into organisms, thus offering accurate insights into cell activities during organism perturbations. However, this integration can complicate the identification of near-optimal reaction knockouts due to complex biological networks. Therefore, machine learning (ML) and constraint-based modeling (CBM) are employed to facilitate and enhance prediction accuracy.

This review introduced different structure models for representing organisms’ systems. Due to the traditional approaches that are costly and irreversible, constraint-based methods have been introduced to overfit the production of valuable metabolites. Though it provides near-optimal solutions, integrating

<table>
<thead>
<tr>
<th>ID</th>
<th>Dataset</th>
<th>Result</th>
<th>Disadvantage</th>
</tr>
</thead>
<tbody>
<tr>
<td>S10</td>
<td>Model of Saccharomyces cerevisiae</td>
<td>The proposed framework, namely, a multimodal learning framework, is capable for understanding and manipulating complex phenotypes and increasing the prediction accuracy.</td>
<td>It does not involve other parameters that influence metabolic processes, such as enzyme, transcriptional regulation, and signaling.</td>
</tr>
<tr>
<td>S11</td>
<td>Dataset of drug-tested Mycobacterium tuberculosis strains</td>
<td>The proposed approach, namely metabolic allele classifier (MACs), can predict antimicrobial resistance (AMR) phenotypes with accuracy on par with mechanism-agnostic ML.</td>
<td>Not suitable for microbial genome-wide association studies.</td>
</tr>
<tr>
<td>S12</td>
<td>The input data of 121 balances of four enzymes in the upper part of glycolysis</td>
<td>The ANN algorithms used to select the enzyme concentration for the upper part of glycolysis</td>
<td>The ANN algorithms that was used to select the enzyme concentration for the upper part of glycolysis could select the optimum enzyme concentrations, improve flux up to 63%, and decrease a cost up to 25%.</td>
</tr>
<tr>
<td>S13</td>
<td>GEMs of Escherichia coli, k-ecoli457 and Saccharomyces cerevisiae</td>
<td>The proposed method, namely MARL, could optimize the L-tryptophan production in S. cerevisiae and specific metabolite in the k-ecoli457. MARL could also be used to optimize metabolic gene expression levels.</td>
<td>Its application is still restricted to the particular target enzymes.</td>
</tr>
</tbody>
</table>
diverse omics data holds substantial promise in predicting the future state of computational biology systems. Over the coming decade, there will be a growing need for machine learning methods that can be effectively utilized and tailored for these large datasets. Therefore, machine learning methods were integrated into CBM methods to improve the reconstruction of GSMM and the prediction accuracy of genetic perturbations.

We also reviewed several algorithms and applications developed and their different strategies and approaches used in metabolic engineering. As mentioned before, the integration of ML and CBM can happen in two ways. The first way is to apply ML to the integrated biological networks in which ML will identify the essential and meaningful features using the classification technique (supervised ML). This step minimizes the solution space and reconstructs a reduced integrated network for modeling in CBM. The second way is to analyze simulation modeling results from CBM (unsupervised ML).

In conclusion, ML is a superior technique for identifying meaningful features and patterns, which can help reconstruct integrated biological networks that represent the true nature of a cell, thus improving the predictive capabilities of identifying near-optimal reactions knockout for optimizing the production rate of valuable metabolites and growth rates of mutants for industrial purposes.
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Abstract—Gene expression data has emerged as a crucial aspect of big data in genomics. The advent of high-throughput technologies such as microarrays and next-generation sequencing has enabled the generation of extensive gene expression data. These datasets are characterized by their complexity, fast data generation, diversity, and high dimensionality. Analyzing high dimensional gene expression data offers both challenges and opportunities. Computational intelligence and deep learning techniques have been employed to extract meaningful information from these enormous datasets. However, the challenges related to preprocessing, reducing dimensionality, and normalization continue to exist. This study explored the effectiveness of the Wrapper-based Modified Particle Swarm Optimization (WMBPSO) algorithm in reducing dimensionality of big gene expression data for Alzheimer’s disease (AD) prediction, using the GSE33000 dataset. The reduced dataset was then used as input to a CNN-LSTM model for prediction. The WMBPSO method identified 4303 genes out of a total of 39280 genes as being relevant for AD. These genes were selected based on their discriminatory power and potential contribution to the classification task, achieving an accuracy score of 0.98. The performance of the CNN-LSTM model is evaluated using these selected genes, and the results were highly promising. The results of our analysis are 0.968 for mean cross-validation accuracy, 0.995 for AUC, and 0.967 for recall, precision, and F1 score. Importantly, our approach outperforms conventional feature selection methods and alternative machine and deep learning algorithms. By addressing the critical challenge of dimensionality reduction in gene expression data, our study contributes to advancing the field of AD prediction and underscores the potential for improved diagnosis and patient care.

Keywords—Alzheimer disease; big gene expression; binary particle swarm optimization; deep learning; dimensionality reduction

I. INTRODUCTION

In the rapidly evolving landscape of genomics and bioinformatics, the emergence of gene expression data as a prime example of big data presents both opportunities and formidable challenges. Big data, characterized by its immense size and complexity, demands innovative approaches for efficient processing and analysis [1]. Gene expression data, in particular, involves measuring the activity levels of thousands of genes across various biological samples or conditions. This surge in data generation has been fueled by advances in high-throughput technologies, such as microarrays and next-generation sequencing, ushering in an era of information abundance [2]. The following are some key aspects of gene expression data as big data:

- Volume: gene expression data is typically characterized by its sheer volume. Experiments can yield thousands to millions of data points, each representing the expression level of a specific gene in each sample. These large datasets require substantial storage and computational power to manage and analyze effectively [3].
- Variety: gene expression data comes in various formats, such as raw intensity values from microarrays or read counts from RNA sequencing experiments. Additionally, it often includes associated metadata, such as sample annotations, experimental conditions, and clinical information. The integration and analysis of these diverse data types add complexity to the big data challenge [4].
- Velocity: the generation of gene expression data can be incredibly fast due to high-throughput technologies. With the ability to generate a massive amount of data in a short time, there is a need to find new ways to process and analyze the data rapidly [5].
- Complexity: analyzing gene expression data involves complex statistical and computational techniques to identify differentially expressed genes, perform clustering and classification, and infer gene regulatory networks. The complexity of these analyses increases with the size of the dataset [6].
- High dimensionality: each gene expression dataset typically consists of multiple samples (e.g., individuals, cells, or tissues) and thousands of genes. As a result, the data becomes high-dimensional, making it challenging to analyze and interpret effectively [7].
- Diversity of data sources: gene expression data is collected from diverse sources, including different tissues, organs, cell types, and experimental conditions. Integrating data from multiple sources adds complexity to the analysis and requires sophisticated data processing techniques [8].

While these characteristics offer tremendous insights into biological processes, they also present formidable analytical challenges. In light of these challenges, our study sets out to address two pivotal research questions that drive the core of our investigation.

Research Question 1: How can we effectively tackle the inherent complexity and high dimensionality of big gene expression data, specifically in the context of Alzheimer’s Disease (AD) prediction?
As gene expression data exhibit substantial volume, diverse formats, rapid generation, inherent complexity, high dimensionality, and diverse data sources, it becomes paramount to devise innovative approaches to streamline the analysis process.

Research Question 1: How can we harness the power of Particle Swarm Optimization (PSO) to enhance deep learning models for gene selection, thereby improving AD prediction?

To overcome the challenges posed by high-dimensional gene expression data, we seek to integrate PSO into the feature selection process of deep learning models. This integration aims to harness PSO’s optimization capabilities to select the most relevant genes, ultimately enhancing the performance of AD prediction models.

Alzheimer’s Disease (AD) prediction stands out as a compelling application of gene expression data analysis. AD is a complex neurodegenerative disorder marked by progressive cognitive decline and memory loss [9]. Early and precise AD prediction is pivotal for timely interventions and personalized treatment strategies, with gene expression datasets serving as invaluable resources for identifying potential biomarkers and elucidating the underlying molecular mechanisms. Leveraging deep learning models and Particle Swarm Optimization (PSO) holds great promise in enhancing AD prediction accuracy and selecting the most relevant genes associated with the disease [9].

Deep learning models, such as convolutional neural networks (CNNs) and recurrent neural networks (RNNs), have revolutionized diverse fields by excelling in complex tasks like image recognition, natural language processing, and speech synthesis [10] [11]. Their capacity to automatically extract intricate hierarchical representations from data makes them particularly well-suited for gene expression data analysis in AD prediction tasks [12]. However, the effectiveness of deep learning models hinges on the availability of high-quality features that encapsulate pertinent information from the input data.

Feature selection plays a pivotal role in identifying and extracting the most informative features, thereby mitigating computational complexity and enhancing model interpretability [13]. Nonetheless, gene expression datasets often grapple with high dimensionality, encompassing a multitude of genes that may not all be pertinent for AD prediction [14]. Feature selection methods aim to tackle this challenge by combining the merits of filter and wrapper approaches. Filter methods gauge genes based on their statistical relevance to AD, utilizing metrics such as correlation or mutual information. In contrast, wrapper methods assess gene subsets using specific prediction algorithms.

Among these feature selection techniques, PSO has gained traction as an optimization algorithm for identifying the optimal gene subset [15]. Inspired by social behavior, PSO simulates the collective movement of particles within a search space, with each particle representing a potential solution guided by its own best position and the swarm’s best position [16]. PSO has demonstrated effectiveness in solving optimization problems, including gene selection for AD prediction, through efficient exploration of the search space and convergence toward promising solutions.

This study’s primary objective is to combine the strengths of deep learning models and PSO-based feature selection to enhance feature selection efficiency and deep learning model performance. By integrating PSO into the feature selection process of deep learning models, these hybrid approaches aim to overcome the limitations of traditional feature selection techniques and unlock the full potential of deep learning architectures. The utilization of PSO for feature selection involves two main stages: initialization and iterative optimization [17]. In the initialization stage, the PSO algorithm initializes a population of particles, each representing a potential feature subset. These particles traverse the search space, evaluating their fitness based on a fitness function that quantifies feature subset quality. The iterative optimization phase entails updating particle positions and velocities based on their own best positions and the best position discovered by the swarm, continuing until a termination criterion is met [18].

The integration of deep learning models with PSO-based feature selection offers several advantages. Firstly, it reduces input data dimensionality, crucial for managing large-scale datasets and mitigating overfitting risk. Secondly, it enhances model interpretability by selecting a subset of features most relevant to the target task. Lastly, it augments deep learning models’ generalization capability by focusing on discriminative features, potentially leading to superior overall performance.

Having outlined these research questions, our study provides comprehensive answers and innovative solutions. We introduce a gene selection method based on a wrapper-based binary PSO (WBPSO) for dimensionality reduction. This method identifies the optimal subset of genes relevant to AD. Additionally, we propose a hybrid convolutional neural network (CNN) and long short-term memory (LSTM) deep learning model for precise AD prediction. Our study investigates the effectiveness of this approach in improving gene selection efficiency and deep learning model performance across various tasks. Comprehensive experiments conducted on benchmark gene expression datasets allow us to compare our method with other gene selection techniques and validate its superiority.

The remainder of this paper is organized as follows: Section II offers an examination of previous research concerning feature selection techniques and their integration with machine and deep learning models for Alzheimer’s Disease (AD) prediction. Section III outlines the materials and methods employed in our proposed approach. Section IV delves into the experimental setup and presents an analysis of the results obtained from our experiments. Section V provides the limitations of the study and some future directions. Lastly, in Section VI, we wrap up the paper by summarizing our discoveries, highlighting the most important findings, and specifying our contribution.
II. LITERATURE REVIEW

This section provides an overview of various investigations concerning feature selection techniques and the prediction of Alzheimer’s disease (AD) using machine and deep learning approaches with gene expression data. Each study is summarized and evaluated for its contributions and limitations.

Martinez et al. [19] introduced a methodology to identify AD-associated genes using decision trees, quantitative association rules, and hierarchical clustering. While this approach effectively detected genes with significant expression changes, its scalability was limited for large-scale datasets.

In their work, Park et al. [20] proposed a deep learning model for AD prediction by integrating gene expression and DNA methylation data. Although their model showed improved accuracy compared to traditional machine learning methods, it faced limitations, including a small sample size, potential overfitting, and a lack of benchmarking with logistic regression or other deep learning algorithms.

Sharma et al. [21] employed random forest and regularized regression models (specifically LASSO) to analyze microarray datasets across four brain regions. This approach aimed to identify genetic biomarkers for AD prediction, achieving high accuracy. However, it faced challenges in handling high-dimensional data and potential overfitting.

Chen et al. [22] highlighted the significance of differential network analysis to uncover AD-related genes using the JDINAC machine learning method. This method successfully identified differential networks associated with AD pathology, contributing to a better understanding of the disease.

Patel et al. [23] focused on differentiating individuals with AD from others using gene expression biomarkers in blood samples. While their XGBoost classification models achieved success, there was a need to improve sensitivity and establish a more specific blood signature for AD.

Bogdanovic et al. [24] emphasized proper experimental design and preprocessing techniques to analyze a large dataset. Their approach, based on XGBoost, achieved competitive performance and offered interpretability, highlighting the importance of explainable machine learning in AD diagnosis.

In [25], an autoencoder (AE) was employed to integrate DNA methylation and gene expression data for AD prediction. The approach demonstrated improved accuracy, addressing the challenges of high-dimensional, low-sample size datasets.

Mahendran et al. [26] developed a gene selection pipeline for AD, combining mRmR, WPSO, and Autoencoder methods. They used Bayesian Optimization to tune hyperparameters and achieved promising results.

Lee et al. [27] utilized three publicly available datasets to investigate AD-related genes and develop classifiers. Their approach demonstrated predictive performance, even across different datasets.

Kamal et al. [28] employed machine learning techniques to classify AD using both image and gene expression data. The CNN achieved high accuracy for image data, while SVC demonstrated accuracy for gene expression data, with the aid of LIME for interpretability.

Maj et al. [29] combined deep learning and machine learning techniques to analyze gene expression data in AD. Their study highlighted the potential of recurrent neural networks (RNNs) in modeling gene expression data, although limitations included sample size and sex-specific considerations.

Kim et al. [30] used the SpliceAI framework, based on a variant of convolutional neural networks (CNNs) called the residual CNN model, to predict Alzheimer’s disease (AD)-specific nucleotide alteration sites in pre-messenger RNA (mRNA) sequences. They identified 14 splicing sites in the PLCG1 gene with single-nucleotide variants (SNVs) occurring at the same position in both humans and the AD mouse model cortex. The study’s limitation lies in investigating only one gene and lacking comparison with existing models. Future studies should consider analyzing more genes and incorporating high-quality gene expression data for a comprehensive evaluation of model performance.

The work in [31], a deep learning model based on Wasserstein Generative Adversarial Networks (GANs) with a gradient penalty term was utilized to predict the virtual disease/molecular progression of Alzheimer’s disease (AD) using gene expression data from a mouse AD model. The latent space interpolation of GANs was leveraged to describe pathological pathway cascades in AD progression. However, the study had limitations, including a small number of differentially expressed genes (DEGs) used for training data and a small sample size of gene expression profiles, which hindered drawing conclusive results. Additionally, the proposed model was not compared to existing models to demonstrate its performance, and future studies should consider incorporating more genes and high-quality augmentation data.

Xie et al. [32] introduced MLP-SAE, a deep learning regression model for predicting gene expression based on genetic variation. The model outperformed other methods, highlighting the potential of deep learning in genomics data analysis.

Alhenawi et al. [33] conducted a systematic review of feature selection methods for microarray data analysis, highlighting the prevalence of hybrid feature selection methods as a promising research direction.

The existing methods, while contributing significantly to AD prediction using gene expression data, face limitations ranging from scalability to interpretability. These limitations have created a notable research gap, particularly concerning high dimensionality and feature selection accuracy.

In this paper, we introduce a novel gene selection method based on a wrapper-based binary Particle Swarm Optimization (PSO) algorithm (WBPSO). Our approach is designed to overcome the limitations of existing feature selection techniques by efficiently selecting informative genes for AD prediction. Furthermore, we extend our approach by integrating the selected genes into a hybrid convolutional neural network (CNN) and long short-term memory (LSTM) deep learning model. This integration aims to enhance model interpretability and significantly reduce dimensionality, potentially improving overall AD prediction performance.

Table I provides a summary of some recent research investigating the prediction of Alzheimer’s disease (AD) through
the analysis of gene expression data, utilizing various gene selection (GS) techniques and machine and deep learning (ML) models.

III. MATERIALS AND METHODS

This section presents the proposed method, a comprehensive account of the dataset employed, the preprocessing steps applied to the microarray dataset, and the techniques employed for gene selection and AD prediction. As illustrated in Fig. 1, the overall approach consists of four main components: Preprocessing, Gene Selection, AD Prediction, Performance Evaluation. Utilizing this framework enables the opportunity to create a powerful AD prediction system that merges deep learning models with wrapper-based feature selection method that is inspired by nature. This system leverages big gene expression dataset to produce precise and dependable predictions, ensuring accuracy and reliability. The following sections provide a comprehensive explanation of each individual component in the proposed approach.

A. Dataset

The dataset utilized in this study was obtained from the National Center for Biotechnology Information-Gene Expression Omnibus (NCBI-GEO) database [42]. Specifically, the dataset corresponds to the access number GSE33000. It comprises four DNA microarray data profiles, representing multiple tissues in the human brain. These profiles were collected from three distinct brain regions of AD patients: prefrontal cortex (PFC), visual cortex (VC), and cerebellum (CR). However, the focus of the GSE33000 dataset is exclusively on the PFC. In total, the dataset consists of 624 demented and non-demented control cases, each characterized by 39,280 genes.

B. Preprocessing

To prevent training bias, it is crucial to normalize the input data within a specific range when training models using large channel values. The GSE33000 dataset is preprocessed by the following:

1) Filling the missing values (NaN) by using the mean

Let $G$ is the set of genes and $C$ is the set of cases that have value, and $C'$ is the complementary set of cases that are missing (denoted as NaN or NULL)

For each case $c_i$: If the value of case $c_i$ in gene $g_j$ is missing, then its value is filled using the available values by the following formula:

$$
m_{c_i,g_j} = \frac{\sum_{c_i \in C'_{g_j}} v_{c_i,g_j}}{|C'_{g_j}|}$$

where $m_{c_i,g_j}$ represents the missing value of case $i$ in gene $j$.

2) Scaling and Normalization: In this step we used the StandardScaler. In this scaler, the mean is subtracted from each sample and then scaled to have a unit variance. The data is re-scaled in a way that ensures it has a mean of 0 and a standard deviation of 1. The standard score $z$ of a sample $x$ is calculated using the formula:

$$
z = \frac{(x - u)}{s}$$

Where $u$ represents the mean and $s$ denotes the standard deviation.

C. Wrapper-based Modified Binary Particle Swarm Optimization (WMBPSO)

To address research question 1, which focuses on the utilization of Particle Swarm Optimization (PSO) for gene selection, we employ the Wrapper-based Modified Binary Particle Swarm Optimization (WMBPSO) algorithm. The Particle Swarm Optimization (PSO) algorithm is a metaheuristic optimization technique inspired by the social behavior of bird flocking or fish schooling in a search space. For gene selection, the PSO algorithm seeks to find the optimal set of genes that will maximize the performance of the deep learning model. In order to do this, the PSO algorithm assigns each gene a weight, and then iteratively updates these weights based on the fitness of the current solution. Binary Particle Swarm Optimization (BPSO) is a variant of PSO that is specifically designed for binary optimization problems. The Wrapper-based Modified Binary Particle Swarm Optimization (WMBPSO) algorithm includes some modifications compared to the base BPSO algorithm. Fig. 2 depicts the flowchart of the WMBPSO, and the following are the key modifications:
TABLE I. SUMMARY OF SOME RECENT RESEARCH INVESTIGATING THE PREDICTION OF AD THROUGH THE ANALYSIS OF GENE EXPRESSION DATA, UTILIZING VARIOUS GS TECHNIQUES AND MACHINE AND DEEP LEARNING MODELS

<table>
<thead>
<tr>
<th>Study</th>
<th>Dataset</th>
<th>GS Method</th>
<th>Model</th>
<th>Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>[20]</td>
<td>GSE33000, GSE44770, GSE80970</td>
<td>DMP, DEG</td>
<td>DNN</td>
<td>Acc = 82.3%</td>
</tr>
<tr>
<td>[34]</td>
<td>Proteomic Network</td>
<td>Belief Network</td>
<td>DBN</td>
<td>Acc &gt; 90%</td>
</tr>
<tr>
<td>[35]</td>
<td>GSE33000, GSE5281, GSE122063, GSE97760</td>
<td>NONE</td>
<td>SVM</td>
<td>AUC=0.879</td>
</tr>
<tr>
<td>[36]</td>
<td>GSE33000, ADNI</td>
<td>Importance Scores</td>
<td>PINNet</td>
<td>AUC=0.97, F1=0.96</td>
</tr>
<tr>
<td>[37]</td>
<td>GSE33000, GSE44770, GSE44771, GSE44768</td>
<td>Chi squared, ANOVA, MI</td>
<td>SVM</td>
<td>ACC=0.975, AUC=0.972</td>
</tr>
<tr>
<td>[38]</td>
<td>GSE33000</td>
<td>DEG, LASSO</td>
<td>SVM-RFE, RF</td>
<td>AUC=0.954</td>
</tr>
<tr>
<td>[39]</td>
<td>GSE63060, GSE63061</td>
<td>LASSO</td>
<td>SVM</td>
<td>Acc= 0.781, AUC=0.859</td>
</tr>
<tr>
<td>[40]</td>
<td>GSE63061</td>
<td>RFE, DCR</td>
<td>SVM</td>
<td>AUC=0.657, AUC= 0.724</td>
</tr>
<tr>
<td>[26]</td>
<td>GSE5281</td>
<td>mRmR, Autoencoder</td>
<td>IDBN</td>
<td>Sensitivity=94.54, Specificity=96.17, Accuracy=96.78, FMeasure=95.09</td>
</tr>
<tr>
<td>[27]</td>
<td>GSE63060, GSE63061</td>
<td>CFG</td>
<td>DNN, SVM</td>
<td>AUC=0.874, AUC=0.804, AUC=0.657</td>
</tr>
<tr>
<td>[41]</td>
<td>GSE63060, GSE63061</td>
<td>LASSO</td>
<td>SVM</td>
<td>AUC=0.859, Acc= 0.781</td>
</tr>
<tr>
<td>[40]</td>
<td>GSE5281</td>
<td>t-test</td>
<td>SVM</td>
<td>AUC=0.894</td>
</tr>
</tbody>
</table>

Fig. 2. WMBPSO flowchart.

1) Initialize the population: Each particle represents a subset of genes to be selected. Let \( X = [x_1, x_2, \ldots, x_n] \) be the binary feature vector for a particle, where \( n \) is the total number of features. The value of each feature \( x_i \) is either 0 (not selected) or 1 (selected).

2) Evaluate the fitness: Train a CNN-LSTM model using the selected subset of features (genes). Evaluate the fitness of each particle based on the performance metrics (accuracy, F1, AUC, recall, precision) achieved by the model on the AD prediction task.

3) Update the velocity of each particle using Eq. 3:
   \[
   v(t + 1) = w v(t) + c_1 r_1 (pbest - x(t)) + c_2 r_2 (gbest - x(t))
   \]  
   Here, \( v(t) \) represents the current velocity, \( w \) is the inertia weight, \( c_1 \) and \( c_2 \) are acceleration coefficients, \( r_1 \) and \( r_2 \) are random numbers, \( pbest \) represents the personal best position (best subset of genes) for the particle, and \( gbest \) represents the global best position (best subset of genes) among all particles.

4) Update the position of each particle by rounding the sigmoid output of the velocity using the equation:
   \[
   x(t + 1) = \text{round} \left( \frac{1}{1 + \exp(-v(t + 1))} \right)
   \]

5) Apply boundary conditions to ensure that the positions of particles (gene subsets) stay within the valid
range of feature selections.

6) Evaluate the fitness of each particle based on the performance of the CNN-LSTM model using the updated feature subset. Update the personal best position (pbest) and fitness for each particle if its fitness improves. Update the global best position (gbest) and fitness if any particle achieves a better fitness than the current global best.

D. Hybrid Convolutional Neural Network (CNN) and Long Short-Term Memory (LSTM)

To answer research question 2, which revolves around enhance deep learning models for gene selection, thereby improving AD prediction, we incorporate the architectures of Convolutional Neural Networks (CNN) and Long Short-Term Memory (LSTM) along with WMBPSO for AD prediction into our model. The CNN-LSTM model combines the CNN and LSTM architectures to process both spatial and temporal information in the gene dataset.

1) Convolutional Neural Network (CNN): A Convolutional Neural Network (CNN) is a powerful deep learning technique that has found extensive use in various applications, including image classification, object detection, speech recognition, computer vision, video analysis, and bioinformatics [43]. Unlike traditional neural networks, CNNs are characterized by their deep architecture, incorporating multiple layers [44]. These networks utilize weights, biases, and nonlinear activation functions to process input data effectively. At its core, a CNN consists of convolutional layers, pooling layers, and fully connected layers, forming a comprehensive architecture for feature extraction and classification tasks [45]. Fig. 3 portrays the basic structure of CNN network.

The CNN’s core operation is convolution, which employs convolution kernels to perform convolutions on the inputs. It differs from fully connected structures by leveraging information from adjacent areas of the data matrix. Sparse connections and weight sharing significantly reduce the parameter matrix size. The pooling layer creates feature maps through averaging or taking the maximum value, compressing features and mitigating overfitting. CNN allows for constructing multi-layer convolution and pooling operations [46]. Deeper layers extract more abstract features. These abstract features are then merged using a fully connected layer. Finally, classification and regression problems can be addressed using softmax or sigmoid activation functions. In our case, we utilize one-dimensional convolution in CNN to effectively extract spatial features from gene expression data. The convolution layer operates as a filter and subsequently undergoes activation through a non-linear activation function, as described in Eq. 5:

\[ a_{i,j} = f \left( \sum_{m=1}^{M} \sum_{n=1}^{N} w_{m,n} \cdot x_{i+m,j+n} + b \right) \]  (5)

where \( a_{i,j} \) is the activation, \( f \) denotes a non-linear function, \( w_{m,n} \) represents the \( m \times n \) matrix of convolution kernel weight, \( x_{i+m,j+n} \) refers to the activation of the upper neurons and connected to the neuron \((i,j)\), and \( b \) represents the bias value. In this study, the convolutional layers utilize rectified linear units (ReLU) for computing the feature maps. The non-linear function associated with ReLU is defined in Eq. 6:

\[ \sigma(x) = \max(0, x) \]  (6)

Where \( x \) is the input value and 0 is a threshold. The ReLU activation function takes an input \( x \) and computes the output as follows: If \( x \) is greater than or equal to 0, the function returns \( x \). If \( x \) is negative, the function returns 0. In essence, the ReLU activation function linearly activates the positive part of the input, while any negative input is turned off (outputting 0).

2) Long Short-Term Memory (LSTM): An LSTM network belongs to the class of recurrent neural networks (RNNs) and offers significant advantages over traditional RNNs, allowing for faster learning and addressing issues such as vanishing and exploding gradients [46]. By incorporating memory blocks and employing a cell state, an LSTM network can effectively store and retrieve long-term information. This is achieved through the utilization of input, forget, and output gates, which enable the network to retain relevant past data and connect it with the present inputs. As a result, LSTM networks are capable of solving complex tasks that were challenging for earlier RNN architectures, making them a valuable tool in various applications [43]. The cell state is the main component of LSTM, which involves three essential processes. The initial step entails deciding the type and quantity of information to be eliminated from the cell state, accomplished through the forget gate. Subsequently, the input gate determines the new information to be incorporated into the cell state. Lastly, the output gate determines the specific information to be outputted.
to preserve long-term memory or the cell state. In Fig. 4, we observe that an LSTM unit receives three inputs at each time step: the current input $x_t$, the previous state $C_{t-1}$, and the previous output $h_{t-1}$. Notably, both $x_t$ and $h_{t-1}$ are simultaneously utilized as inputs for three gates. The LSTM network follows a specific update process, which can be summarized in Eq. 7:

$$ f_t = \sigma(W_f \cdot [h_{t-1}, x_t] + b_f) $$  \hspace{1cm} (7) 

$$ i_t = \sigma(W_i \cdot [h_{t-1}, x_t] + b_i) $$  \hspace{1cm} (8) 

$$ \tilde{C}_t = \tanh(W_c \cdot [h_{t-1}, x_t] + b_c) $$  \hspace{1cm} (9) 

$$ C_t = f_t \times C_{t-1} + i_t \times \tilde{C}_t $$  \hspace{1cm} (10) 

$$ o_t = \sigma(W_o \cdot [h_{t-1}, x_t] + b_o) $$  \hspace{1cm} (11) 

$$ h_t = o_t \times \tanh(C_t) $$  \hspace{1cm} (12) 

where, $W_f, W_i, W_o, W_c$ represent the coefficient matrices, $b_f, b_i, b_o, b_c$ are the matrices of bias, $\sigma$ is a sigmoid activation function, $f_t$ denotes the forget gate, which regulates the amount of previous memory to be discarded. In contrast, the input gate denoted as $i_t$ determines the amount of new memory $\tilde{C}_t$ to be stored in long-term memory.

E. Performance Evaluation

In this research, we assessed the performance of our approach using the test dataset. We employed five metrics to evaluate the predictive capability: Accuracy, Recall, Precision, F1 score, and AUC. These metrics quantify the number of true positives (TP), true negatives (TN), false positives (FP), and false negatives (FN), and the following are the details of each metric.

- **Accuracy**: is a metric that quantifies the ratio of correct predications ($TP + TN + FP + FN$) made by the predictor or classifier to the total number of data points ($TP + TN$) in a dataset. The accuracy metric is calculated using Eq. 13 as follows:

$$ \text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} $$  \hspace{1cm} (13) 

- **Recall** (also known as sensitivity): measures the ability of a model to correctly identify positive instances out of all the actual positive instances. It quantifies the proportion of true positives that are correctly predicted. The recall metric is calculated by using Eq. 14 as follows:

$$ \text{Recall} = \frac{TP}{TP + FN} $$  \hspace{1cm} (14) 

- **Precision** (also known as positive predictive value): measures the proportion of true positives out of all the instances that the model predicted as positive. It focuses on the accuracy of the positive predictions. The precision metric is calculated by using Eq. 15:

$$ \text{Precision} = \frac{TP}{TP + FP} $$  \hspace{1cm} (15) 

- **F1 score**: is a metric that combines precision and recall into a single value. It provides a balanced measure of a model’s performance by taking into account both false positives and false negatives. The F1 score is calculated by using Eq. 16:

$$ F1 = 2 \cdot \frac{\text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}} $$  \hspace{1cm} (16) 

- **AUC**: stands for Area Under the Curve provides a single scalar value that summarizes the overall performance of a binary classification model in terms of its ability to rank and discriminate between positive and negative instances. Once the Receiver Operating Characteristic (ROC) curve is created by plotting the true positive rate (TPR), which is synonymous with sensitivity or recall, on the y-axis, and the false positive rate (FPR), calculated as (1 - specificity), on the x-axis, the AUC is computed as the area under this curve.

IV. RESULTS AND DISCUSSION

For the experimental work, the code was executed using Python version 3.8.10. The libraries employed were Keras, Tensorflow, and Scikit-learn. The experimental setup included an Intel® CoreTM i5-8250U CPU @ 1.60 GHz, 8 GB of main memory, and a 64-bit OS running Ubuntu 20.04.1 LTS. In this study, the performance of WMBPSO algorithm was investigated for dimensionality reduction of big gene expression data in the context of AD prediction. The reduced dataset was then used as input for a CNN-LSTM model for prediction.

A. Dimensionality Reduction using WMBPSO

The WMBPSO gene selection technique identified a total of 4303 genes as being relevant for AD prediction, achieving an accuracy score of 0.98. These genes were selected based on their discriminatory power and potential contribution to the classification task. This dimensionality reduction significantly improved model performance. The dimensionality reduction achieved through WMBPSO has profound implications. It not only improved AD prediction accuracy but also streamlined the feature set, making it more interpretable.

B. Comparative Analysis of Gene Selection Methods

We conducted a comparative analysis of the WMBPSO-based approach with three commonly used methods for gene selection: the lasso-based approach, the ANOVA method, and a hybrid ANOVA-lasso-PSO method. The performance of the lasso approach compared to WMBPSO-CNN-LSTM is depicted in Fig. 5. The lasso approach achieved an accuracy of 0.920 and an AUC of 0.915. The F1 score, recall, and precision for the lasso approach were 0.929, 0.961, and 0.90, respectively. Fig. 6 reports the scores of ANOVA method, it achieved an accuracy of 0.89 and an AUC of 0.88, which are lower than those obtained by the WMBPSO approach.
Fig. 5. Comparison of the proposed WMBPSO with lasso method.

Fig. 6. Comparison of the proposed WMBPSO with anova method.

Fig. 7. Comparison of the proposed WMBPSO with hybrid anova-lasso-WMBPSO method.

F1, recall, and precision scores were 0.90, 0.93, and 0.87, respectively.

Fig. 7 describes the performance of the hybrid ANOVA-LASSO-PSO method. This method achieved an accuracy of 0.84 and an AUC of 0.84. Also, the method obtained the value 0.83 for F1 score, recall, and precision. The comparison between the WMBPSO-based approach and the other gene selection methods highlights the effectiveness of the WMBPSO approach and showed competitive performance with a strong AUC score.

C. AD Prediction with WMBPSO-CNN-LSTM

The CNN-LSTM model, trained with the selected genes, yielded highly promising results. The performance of the CNN-LSTM model is evaluated using these selected genes, and the results were highly promising. The results of our analysis are presented in Fig. 8. To train the CNN-LSTM model for AD prediction, we utilized a cross-validation approach with k = 5 folds to further assess the robustness of the model. The model was trained over 10 epochs, with a batch size of 32. The mean cross-validation (CV) accuracy, calculated over multiple iterations, was found to be 0.968. This value indicates a consistently high level of accuracy across different folds of the dataset, reinforcing the reliability of the proposed model. Moreover, the area under the curve (AUC) was used to evaluate the model’s performance in terms of its ability to discriminate between AD and non-AD cases. The AUC value obtained was 0.9958, suggesting a high level of discrimination power. Additional performance metrics were computed, the recall value was 0.9677; this indicates that the model effectively identified a high percentage of AD cases. Similarly, the precision value was also 0.9677. This indicates that the model made a high percentage of correct positive predictions. Also, the F1 score was found to be 0.9677. This value indicates a balanced trade-off between precision and recall, demonstrating the model’s ability to achieve both high precision and high recall simultaneously.

Fig. 8. Performance metrics of the proposed WMBPSO-CNN-LSTM approach.
in combination with the WMBPSO-based gene selection method, we conducted a performance comparison between the WMBPSO-CNN-LSTM model and two other deep learning models, WMBPSO-RNN and WMBPSO-CNN, which also utilized the WMBPSO algorithm for gene selection. For the CNN model, as shown in Fig. 10, the results obtained were 0.94, 0.93, 0.95, 0.93, and 0.94 for mean cross-validation accuracy, AUC, recall, precision, and F1 score, respectively. Fig. 9 portrays the performance of WMBPSO-RNN. The results obtained were 0.84, 0.89, 0.84, 0.85, and 0.85 for mean cross-validation accuracy, AUC, recall, precision, and F1 score, respectively. The comparison among the three models highlights the superior performance of the WMBPSO-CNN-LSTM model in AD prediction using gene expression data. It achieved higher accuracy, AUC, F1 score, and recall compared to both the WMBPSO-CNN and WMBPSO-RNN models. The precision values were comparable between the WMBPSO-CNN-LSTM and WMBPSO-CNN models, indicating similar abilities to identify positive cases accurately. However, the WMBPSO-RNN model exhibited lower performance across all metrics, suggesting it may be less effective in capturing the complex relationships present in the gene expression data for AD prediction.

Further comparisons with various machine learning methods are presented in Table II.

The remarkable performance of the CNN-LSTM model highlights its effectiveness in handling the reduced dataset. This suggests that by effectively managing dimensionality, we can harness the full potential of deep learning models. In conclusion, according to the findings of this study, the WMBPSO-CNN-LSTM model demonstrated superior performance compared to the WMBPSO-CNN, WMBPSO-RNN, as well as other machine learning models and prevalent feature selection techniques in reducing dimensionality and predicting Alzheimer’s Disease using big gene expression data. The WMBPSO-CNN-LSTM model exhibited outstanding AUC, higher accuracy, F1 score, recall, and precision. These results underscore its superior ability to capture relevant features and patterns related to big gene expression data.

### D. Implications and Suggestions

Our findings carry significant implications for AD prediction and gene expression analysis:

- The dimensionality reduction techniques employed in this study have the potential to revolutionize AD prediction, making it more interpretable and precise.
The combination of WMBPSO and CNN-LSTM demonstrates the power of integrating feature selection with deep learning for complex biological data analysis.

Future research should explore applications of these techniques in other disease prediction tasks and investigate novel approaches for feature selection and deep learning integration.

V. LIMITATIONS AND FUTURE WORK

While our study has yielded promising results, it is essential to acknowledge its limitations and outline potential avenues for future research.

A. Limitations

- Data Size: The study utilized a single gene expression dataset. Future work could explore the integration of multiple datasets to enhance the robustness and generalizability of the model.
- Generalization: Although our model exhibited exceptional performance on the specific dataset, further validation on diverse datasets and populations is necessary to establish its broader applicability.
- Feature Interpretation: While dimensionality reduction improved model performance, interpreting the biological significance of selected genes remains a challenge. Future research should focus on developing methods for gene function interpretation.

B. Future Work

Several potential avenues of future research can be summed up as follows: 1) Integrate biological constraints, such as gene pathway information or known gene-disease associations, to guide the gene selection process and ensure that the selected gene groups are biologically meaningful. 2) Group-based Velocity Update of the WMBPSO; modify the velocity update process to consider interactions between feature groups. The velocity update not only involves individual features but also considers the collective behavior of gene groups in the swarm. 3) Expanding the dataset by including additional samples from diverse populations and incorporating longitudinal data to enhance the generalizability and robustness of the WMBPSO-CNN-LSTM model. 4) Integration of Multi-Omics data such as DNA methylation, microRNA expression, or proteomics data, in combination with gene expression data, could provide a chance to validate the behavior of WMBPSO-CNN-LSTM algorithm on such large-scale combined datasets. 5) Further validation of the WMBPSO-CNN-LSTM model on independent datasets to assess its performance and generalizability in real-world scenarios. 6) Advanced Deep Learning Architectures: Investigating state-of-the-art deep learning architectures and techniques, such as Transformers and attention mechanisms, may further enhance AD prediction accuracy.

VI. CONCLUSION

In this study, we aimed to leverage the WMBPSO algorithm for dimensionality reduction in big gene expression data. The accuracy score achieved by the WMBPSO algorithm in selecting genes was 0.98, indicating a significantly high level of accuracy. The objective was to develop an accurate AD prediction model using the WMBPSO algorithm in conjunction with a CNN-LSTM deep learning architecture. Through our investigations, we compared the performance of the WMBPSO-CNN-LSTM model with other deep learning and machine learning methods. Also, the performance of WMBPSO was compared with other common feature selection methods. The results obtained demonstrate the effectiveness of the WMBPSO algorithm for dimensionality reduction in big gene expression data. The WMBPSO-CNN-LSTM model achieved outstanding performance in AD prediction, as indicated by the high mean cross-validation accuracy (0.968), AUC (0.9958), F1 score (0.9677), recall (0.967), and precision (0.967). These metrics validate the potential of the WMBPSO algorithm for effectively selecting informative genes and improving the classification accuracy of the AD prediction model. Comparative analyses were conducted with other deep learning models, including WMBPSO-RNN and WMBPSO-CNN, as well as traditional feature selection methods such as ANOVA, lasso, and hybrid approach. The results indicated that the WMBPSO-CNN-LSTM model outperformed these approaches in terms of accuracy, AUC, F1 score, recall, and precision. In conclusion, our study has made significant strides in addressing the challenges of Alzheimer’s Disease (AD) prediction using gene expression data. We have demonstrated that effective dimensionality reduction with the WMBPSO algorithm, coupled with the power of CNN-LSTM, can yield highly accurate predictions. Our research contributes by:

- Introducing an innovative approach to gene selection using WMBPSO, which outperforms traditional methods.
- Highlighting the potential of combining feature selection and deep learning for AD prediction.
- Offering valuable insights into the management of high-dimensional biological data.

While there are limitations to our study, such as dataset size and generalization, the future holds promising prospects for improving AD prediction, advancing gene function interpretation, and ultimately aiding in early diagnosis and intervention. Our work underscores the importance of interdisciplinary research at the intersection of bioinformatics and machine learning, paving the way for more precise and reliable disease prediction models in the era of precision medicine.
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Development of YOLO-based Model for Fall Detection in IoT Smart Home Applications
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Abstract—In smart home applications, effective fall detection is a critical concern to minimize the occurrence of falls leading to injuries, especially for the assistance of elderly individuals. Various methods have been proposed, including both vision-based and non-vision-based approaches. Among these, vision-based approaches have garnered significant attention from researchers due to their practicality and applicability. However, existing vision-based methods face challenges such as low accuracy rates and high computational costs, which still need further exploration to enhance fall detection effectiveness. This study aims to develop a vision-based fall detection system tailored for smart home care applications. The objective of this study is to develop an accurate and lightweight fall detection method that is applicable in IoT platforms. A You Only Look Once (YOLO) based network is trained and tested to identify human falls accurately. The experimental results demonstrate that the developed YOLO-based technique shows promising outcomes for human fall detection and holds potential for integration in the Internet of Things (IoT) enabled smart home applications.
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I. INTRODUCTION

In recent years, the rapid progress in Information and Communication Technology (ICT) has brought about significant changes in people's lives thanks to groundbreaking innovations. This has led to the rise of intelligent environments, cities, and societies [1]. By leveraging cutting-edge technologies like Artificial Intelligence (AI) and the Internet of Things (IoT), we have the potential to greatly improve our quality of life. These advanced solutions empower us to monitor our surroundings and make well-informed decisions to achieve desired outcomes. Among these advancements, smart homes play a crucial role as the cornerstone of smart living. They are poised to be instrumental in the development of smart cities and societies since homes serve as the fundamental building blocks for both urban areas and social structures.

Presently, several socioeconomic factors are contributing to a significant decline in fertility rates and an increase in life expectancy [2]. As a result, a growing number of elderly individuals are striving to maintain their independence and stay in their own homes. To address this, an automated home-based solution that reduces the burden on healthcare services and provides valuable insights into fall risk becomes an appealing alternative [3]. Furthermore, with the global increase in the elderly population, healthcare considerations for seniors are becoming increasingly critical. For this reason, human motion capture technologies are essential for elderly individuals living alone, as they can help tackle these challenges. By observing their posture, it becomes possible to monitor the health of elders, and if high-risk postures such as falling are detected, timely warnings can be sent [4], [5].

Compared to traditional Machine Learning (ML) algorithms, deep learning significantly simplifies the process of feature selection by automatically extracting abstract features through multiple hidden layers [6]. The effectiveness of deep learning in unsupervised learning and reinforcement learning has been proven, leading to a surge in the development of deep learning-based Human Activity Recognition (HAR) frameworks [5]. In particular, Convolutional Neural Networks (CNN), inspired by the hierarchical processing in the human visual cortex, have achieved remarkable success in image categorization in recent times [7]. CNN-based methods can automatically learn distinctive features from training data, making them highly efficient for feature extraction and classification tasks [8], [9].

Two general categories can be made for CNN-based identification tasks. The first category consists of two-stage detection algorithms that divide the phases of target detection into finding and identifying them. Conventional approaches, such as Region-Convolutional Neural Networks (R-CNN), have flaws and fall short of real-time performance requirements. Faster R-CNN and Faster R-CNN have been introduced, although they are still insufficient for real-time applications [10]. The second group uses a single-stage detection method that combines the positioning of the target with its identification.

This study addresses the research problem of devising a precise and resource-efficient fall detection method suitable for IoT platforms. The research questions include the design of such a method, the effectiveness of utilizing the YOLO5 network due to its memory-efficient and speedy detection characteristics, and the steps required for dataset curation to train and test the YOLO model in recognizing fallen postures for improved fall detection. The research objectives encompass creating an optimized fall detection solution for IoT environments, assessing the YOLO5 network's suitability for this purpose, and developing and preparing a dataset for robust fall posture recognition within the YOLO framework.

The main contributions of this study are as follows:

1) Developing a vision-based approach for fall detection with feasibility and applicability considerations.
2) A Yolo-based network implementation and model generation for human fall posture identification.

3) Fall dataset generation using image collection from various internet resources and annotation and augmentation process.

The rest of this paper is consisted as: Section II reviews the related works. Section III discuss about the research methodology. Section IV presents the results and discussion. Finally, this paper concludes in Section V.

II. RELATED WORKS

Ajerla et al.'s [11] developed a fall detection framework based on an LSTM network that took advantage of edge computing tools like laptops, reducing the requirement to upload raw data to the cloud for real-time fall event prediction. The system used the open-source Apache Flink streaming engine to process the three-axis accelerometer raw data. A part of the MobiAct dataset, which is openly accessible, was used for training and testing. To get the best results, the system advised putting sensors at the waist—the suggested framework successfully anticipated fall occurrences using real-time fall data with an amazing accuracy of 95.8%. The use of various sensors and data streams led to improved performance.

Queralt et al. [12] proposed a fall detection system for health monitoring facilities using low-power wide-area network (LPWAN) technologies with Edge computing and Fog computing, as well as a compression technique for data transfer, lowering system latency. To recognize falls from the received data, LSTM and RNN networks were developed on the edge computer. These edge gateways were used to transmit real-time alerts and notifications while unprocessed data was transferred to the cloud for online processing. With this strategy, the operation was possible even in places with poor network access and increased battery life.

By suggesting an approach based on video analysis, Wang et al. [13] attempted to increase fall detection accuracy and speed in complex contexts. The introduction of the YOLOv3 network model as the detection algorithm was the main contribution. In order to train and test the network model on a GPU server, they constructed their dataset for human fall detection using the Pascal VOC data set format. According to experimental data, the method is more reliable and efficient than traditional fall detection algorithms, achieving a mAP of 0.83 and an AP down at 0.97.

In study [14], an approach to detecting human falls based on the Fast Pose Estimation technique was presented. The method classified data from picture frames using TD-CNN-LSTM and 1D-CNN models, demonstrating excellent accuracy. The suggested technique proved to be a valuable addition to reliable human fall detection, suitable for implementation in edge devices due to its minimal computational and memory requirements. They enhanced the URFD dataset for training by applying rotation, brightness adjustments, horizontal flipping, and gamma correction.

III. RESEARCH METHODOLOGY

This section presents the research methodology. Firstly, the background of the YOLO method is discussed. Secondly, the preparation of the dataset is presented. Thirdly, the implementation environment using Google Colab is explained, and lastly, the training and testing procedure is presented for fall detection.

A. Background of YOLO

YOLO (You Only Look Once) was a pretrained object detector designed to recognize common objects like tables, chairs, cars, phones, and more [15]. A newer version of the YOLO algorithm, called YOLOv5, has been proposed with enhancements over YOLOv3. YOLOv5 achieves greater precision and smaller model size, leading to significantly faster detection speed compared to its predecessor. Despite its potential, the YOLOv5 technique has not yet been widely applied in fall detection [16]. Therefore, this paper aims to improve the YOLOv5 model for detecting senior fall behavior.

The YOLOv5 is one of the most prominent models in the one-stage detection series, avoiding the recomputation of candidate areas utilized in the two-stage series. It boasts excellent recognition accuracy and quick inference. The YOLOv5 architecture comprises four primary model structures: YOLOv5s, YOLOv5x, YOLOv5m, and YOLOv5s, each offering progressively fewer complex networks. Additionally, a YOLOv5n model was later developed with only 1.9 MB parameters, the same depth as YOLOv5s but with half the network width, making it suitable for deployment on mobile devices.

As depicted in Fig. 1 [16], the YOLOv5 baseline architecture consists of three main components: the backbone, neck, and head. Fig. 1(a) to Fig. 1(d) illustrates the composition of modules related to the baseline architecture. One of the Backbone structures is a Convolutional Neural Network (CNN), which combines various fine-grained images to form image features.

The architecture utilizes the conv module for 2D convolution, regularization, and activation. The c5 module aids in feature extraction, reducing the model size and enhancing inference speed. The up-sample and concat modules handle feature map sampling and combination. The spatial pyramid pooling (SPP) module expands the network's perceptual area. The Neck structure improves information flow with feature pyramid network (FPN) and path aggregation networks (PAN). Adaptive pooling connects features for optimal data utilization. Overall, these components optimize the model's accuracy and efficiency.

B. Dataset Preparation

The dataset for fall detection was compiled from diverse sources, including Google Images, to create a custom dataset. This dataset consists of images categorized into three labels: "Fall Detected," "Walking," and "Sitting." The initial dataset involves 485 images. To prepare the dataset with mode diversity, image augmentation is performed. After augmentation, total dataset involves 1455 images. The labels directory also has two subdirectories, namely "train", "val." and "test". Within these directories, text files are provided.
The dataset for fall detection may not be large by industry standards, but it’s essential to consider its specific context and the chosen model’s complexity. As our experimental results indicated, it is sufficient for a well-designed model. Additionally, the dataset is diverse and representative of real-world scenarios, that it helps the model generalize effectively.

Fig. 1. The architecture of the YOLOv5 network.

Fig. 2. Sample images from the dataset.
C. Training and Testing

When training an object detector, one common approach is to start with a preexisting model that has already been trained on large and diverse datasets. These pretrained models have learned to recognize various objects from the data they were initially trained on. Although the pretrained weights may not include specific objects relevant to the current experiment, they still capture valuable general features and patterns that can be beneficial for the new task.

This process of using a pretrained model as a starting point and fine-tuning its weights for a specific task is called transfer learning. By leveraging transfer learning, we can save time and computational resources, as the pretrained model has already learned to detect common objects effectively. The model acts as a feature extractor that can be fine-tuned to recognize the specific objects we need in our experiment.

In this case, a pretrained model containing weights trained on the COCO dataset is used as the starting point for the object detection task. COCO is a large and diverse dataset that includes a wide range of objects from various categories. Using a model pretrained on COCO, our network can benefit from the learned features, leading to faster convergence during training.

With transfer learning, we can achieve good results with fewer training data. In this experiment, the total dataset consists of 1455 images. To split the dataset for training, validation and testing, 70% of the images are used for training the model, and the remaining 20% are used for validating, and 10% for testing for performance evaluation of the model.

In summary, transfer learning is a powerful technique that allows us to leverage existing knowledge from pretrained models to boost the performance of our object detection task. Utilizing a pretrained model and carefully selecting the appropriate amount of data for training and validation, we can efficiently train an accurate and effective object detector for our specific needs.

IV. RESULTS AND ANALYSIS

In this section, we discuss the experiment's details, then show the training results using pretraining weights and compare the three models of YOLOv5.

A. Experimental Results

At this stage, we show a series of the model's stress measurement results and achieved high accuracy. Fig. 3 illustrates the results of the prediction fall in the dataset.

Fig. 3. Prediction results of fall detection.

B. Model Evaluation

The first version of our model was trained for the training set. The results of it are shown in Fig. 4. Label 0 is for falling, label 1 for walking and label 2 for sitting. As experimental results are shown in Fig. 4, this model achieved relatively accurate results.
Various performance metrics are computed to evaluate the fall detection model. These metrics typically include precision, recall, and F1 score. We calculated the precision rate and recall rate. The results of the evaluation metrics of the trained model are shown in Fig. 5. Precision measures the accuracy of fall predictions, recall measures the model's ability to detect all falls, and the F1 score combines precision and recall into a single value. An analysis of the model's errors is performed to gain insights into its performance. This involves examining false positive and false negative predictions [18]. False positives are instances where the model incorrectly identifies a non-fall instance as a fall, while false negatives are cases where the model fails to detect an actual fall. Analyzing these errors helps identify areas for improvement in the model and dataset. Fig. 5 to Fig. 7 illustrates the performance metrics.
As shown in Fig. 5, a precision curve graph for a generated YOLOv5 model fall detection system with fall, walking, and sitting classes shows the relationship between the confidence rate and the precision rate. The X-axis represents the confidence rate, which indicates the level of confidence the model has in its predictions. In contrast, the Y-axis represents the precision rate, which measures the accuracy of the fall detection system. To obtain accurate results based on the obtained precision confidence from the generated YOLOv5 model, the following steps are typically followed:

Prediction and Confidence Threshold: The YOLOv5 model is applied to the test dataset, and for each detected object, the model assigns a confidence score or probability indicating its confidence in the prediction. The confidence score represents the model's belief that the object belongs to a particular class, such as falling, walking, or sitting. To generate the precision curve graph, different confidence thresholds are set to analyze the trade-off between precision and recall.

Precision Calculation: For each confidence threshold, the model's predictions are compared against the ground truth labels. True positive (TP) refers to the correct detection of a fall instance, false positive (FP) represents a non-fall instance being incorrectly identified as a fall, and false negative (FN) indicates a missed detection of a fall. The precision is then calculated using the formula: Precision = TP / (TP + FP) [17,18]. By examining the precision curve graph, one can identify the confidence threshold that provides the desired precision rate for fall detection. It allows for fine-tuning the system based on the specific requirements, striking a balance between accurate fall detection and minimizing false positives.

As depicted in Figure 5, the achieved precision rate of 0.93 for the YOLOv5 model in detecting fall, walking, and sitting classes is highly indicative of its effectiveness. A precision rate of 0.93 implies that 93% of the predicted positive cases were indeed true positives, minimizing false positives. This high precision indicates the model's ability to accurately classify these activities, reducing the likelihood of misclassification.

Fig. 6. Result of recall metric.

Fig. 6 illustrates the recall curve. A recall curve graph for a generated YOLOv5 model fall detection system with fall, walking, and sitting classes shows the relationship between the confidence rate and the recall rate. The X-axis represents the confidence rate, which indicates the level of confidence the model has in its predictions, while the Y-axis represents the recall rate, which measures the ability of the fall detection system to correctly identify all instances of falls.

For recall calculation, the model's predictions are compared against the ground truth labels for each confidence threshold. True positive (TP) refers to the correct detection of a fall instance, false positive (FP) represents a non-fall instance being incorrectly identified as a fall, and false negative (FN) indicates a missed detection of a fall. The recall is then calculated using the formula: Recall = TP / (TP + FN) [19,20].

Moreover, for recall curve plotting, as the confidence threshold is varied, the recall rate is calculated at each point. These recall values are plotted against the corresponding confidence thresholds on the graph. The resulting recall curve shows how the recall rate changes as the confidence rate increases. A higher recall rate indicates that the fall detection system is more effective in correctly identifying all fall instances. The recall curve graph allows us to analyze the relationship between recall and confidence thresholds. Based on the desired trade-off between recall and precision, an optimal confidence threshold can be selected. If maximizing the number of detected falls is the priority, a lower confidence threshold can be chosen, which may result in higher recall but potentially more false positive predictions. By examining the recall curve graph, one can identify the confidence threshold that provides the desired recall rate for fall detection.

As depicted in Fig. 6, the overall recall rate is 0.93 for the YOLOv5 model in detecting fall, walking, and sitting classes. It shows that the model successfully captured 93% of all actual positive cases, demonstrating its ability to detect these classes with a high level of sensitivity.
As shown in Fig. 7, the precision-recall curve graph for a generated YOLOv5 model fall detection system with fall, walking, and sitting classes shows the relationship between the confidence rate and the precision-recall rate. The graph provides a visual representation of how precision and recall change as the confidence threshold varies. Precision measures the accuracy of fall predictions, while recall measures the ability to detect all fall instances. By examining the curve, the optimal confidence threshold can be determined based on the desired balance between precision and recall.

The precision-recall curve graph helps in evaluating the performance of the fall detection system and selecting the appropriate confidence threshold. A higher precision indicates more accurate fall predictions, while a higher recall indicates a greater ability to detect all fall instances. The graph allows for the analysis of the trade-off between precision and recall, enabling the system to be fine-tuned to meet specific requirements. By selecting the optimal confidence threshold based on the precision-recall curve, the generated YOLOv5 model can achieve accurate results in detecting falls while minimizing false positives and false negatives.

Finally, as illustrated in Fig. 7, the precision-recall rate of 0.93 for the YOLOv5 model in detecting fall, walking, and sitting classes. This metric signifies a balanced performance in terms of precision (the ability to correctly classify positive cases) and recall (the ability to capture all actual positive cases). This obtained score demonstrates the model strikes a favorable balance between minimizing false positives and successfully identifying true positives.

V. CONCLUSION

In IoT smart home applications, detecting human fall detection is a difficult problem. The high complexity, poor accuracy, and time constraints of human fall detection in smart home applications is the focus of this work. The aim of this study is to develop an accurate and lightweight fall detection method that is applicable in IoT platforms. It developed a vision-based fall detection system that can recognize human fallen posture for use in smart home applications. The developed method involves training and testing a YOLO network to identify the postures in the prepared dataset. Based on the YOLO5 algorithm, which offers a high accuracy rate and satisfactory speed in posture identification, this Yolo-based technique was developed. One limitation of this study is the reliance on a relatively small dataset, which may limit the diversity and representation of fall-related scenarios. A larger and more diverse dataset could provide a more comprehensive understanding of fall detection in various real-world situations, potentially enhancing the model's generalizability and robustness to different environmental and contextual factors. Future work in this area could involve the expansion of the dataset to include a wider variety of fall-related scenarios, encompassing different environments, age groups, and diverse physical conditions. This would help improve the model's ability to handle a more extensive range of fall detection challenges. Other potential directions for future study include improving the accuracy and performance of the system by exploring alternative deep learning models or refining the existing technique. Another direction is to focus on the real-time implementation and deployment of the system in real-world smart home environments, considering factors such as scalability, reliability, and integration with IoT technologies. These advancements would contribute to the effective utilization of the system in IoT-based smart home applications.
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Abstract—With the expanding utilization of cyber-physical structures and communication networks, cyberattacks have become a serious threat in various networks, including the Internet of Things (IoT) sensors. The state estimation algorithms play an important role in defining the present operational scenario of the IoT sensors. The attack of the false data injection (FDI) is the earnest menace for these estimation strategies (adopted by the operators of the IoT sensor) with the injection of the wicked data into the earned mensuration. The real-time recognition of this group of attacks increases the network resilience while it ensures secure network operation. This paper presents a new method for real-time FDI attack detection that uses a state prediction method basis on deep learning along with a new officiousness identification approach with the use of the matrix of the error covariance. The architecture of the presented method, along with its optimal group of meta-parameters, shows a real-time, scalable, effective state prediction method along with a minimal error border. The earned results display that the proposed method performs better than some recent literature about the prediction of the remaining useful life (RUL) with the use of the C-MAPSS dataset. In the following, two types of attacks of the false data injection are modeled, and then, their effectiveness is evaluated by using the proposed method. The earned results show that the attacks of the FDI, even on the low number of the sensors of the IoT, can severely disrupt the prediction of the RUL in all instances. In addition, our proposed model outperforms the FDI attack in terms of accuracy and flexibility.
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I. INTRODUCTION

The current developments and the rapid growth of the Internet of Things sensors have increased the possibility of predictive maintenance. This capability is a method for the prevention of asset damage by the generation of data analysis and the template identification for the prediction of the subjects before which they occur. Using these PdM techniques leads to an 20%−25% increment in productivity, a 35%−45% decrease in downtime and the 25%−20% decrease in maintenance cost [1]. Due to this good feature, the equipped PdM solutions with machine learning and IoT sensors are transforming the transportation, oil, gas, aerospace, automotive, national defense and construction industries. For example, recently, the algorithms of deep learning have displayed massive achievement in these applications [2]. However, unfortunately, the sensors of the IoT and the algorithms of deep learning widely are delicate to cyberattacks [3]. This bad feature is a considerable menace to the overall system of the PdM. Due to the provided reportage by Malwarebytes, the cyber menace versus the factories/occupations has enhanced to over 200% in the prior year [4].

In particular, recognizing covert attacks like the false data injection (FDI) attack [5] in the PdM system is quite challenging due to the unique nature of this attack type. The attack of the false data injection (FDI) [5] is in such a way that an attacker secretly compromises the measurements of the sensors of IoT. This is done by the method that the measurements of the manipulated sensor bypass the original detection method of the "defective data" by the sensors. Then they propagate into the output of the sensor. The attack of FDI can be fulfilled by completing the communication network of the sensors, the physical sensors and the processing applications of the data. These types of attacks in the system of PdM may not even display their effect. But, in lieu, the attack propagates aboard the sensor to the machine learning part of the system of PdM. Next, it tricks the system with the prediction of the possession defeat and or the interval of the delayed maintenance. It may evince a considerable cost with the creation of an unplanned defeat and or human life loss on the applications of the safety-critical [6], [7], [8]. In the past, the attacks of the FDI have made the very incidents of the known catastrophic. The most important example is the Northeast blackout in the United States in 2003 and the attack on the Ukrainian power grid. These attacks have influenced more than 230,000 people. They have been without power for multiple hours. A vast investigation has been done about the identification and reduction of the attacks of FDI in the field of cyber-physical systems [9], [10], [11]. The current users of this type of system for aircraft engine maintenance are Honeywell, Rolls-Royce, Pratt & Whitney, US Air Force and General Electronics [6], [12], [13].

The proposed solutions for sensor attack detection, which are provided so far in the field of the system of cyber-physical and IoT, are not enough for the solution of this subject because utmost of the existing method travails from the scalability subjects and the resource overhead when they deployed individually on thousands of the sensors. Many IoT sensors have limited power and limited resources. This paper presents a real-time attendance recognition method for these attacks in earned mensuration by applying the models of deep learning for the precise state prediction along with an impressive abnormal identification approach in the predicted
states with the use of the matrix of the error covariance. When the change rate of the eigenvalues of the error covariance matrix exceeds a predefined threshold, then the network operator indicates the presence of the attack of FDI on a collection of the accessible mesuration. This shows an effective deployment of the scalable 920D. Therefore, our article contributions are as the below:

- By effectively adjusting the presented deep learning-based method parameters, a collection of the indices of the minimum error have been obtained. An encyclopedic compersion between two non-uniform deep learning-based methods and a conventional ML-based method, such as the SVM and an actuarial prediction method, such as the integrated moving average of the autoregressive, is carried out in this work.
- By incorporating the noise into the existing mesuration, the presented deep learning-based method provides flexible action with minimal changes on the indices of the error.
- The presented abnormal recognition scheme shows a robust, real-time and excellent FDI attack recognition approach with the tracking of the change rate of the eigenvalues of the matrix of the error covariance.
- Since our presented method does not require the major modification of the standard BDD, therefore, it represents a cost-impressive method.

The continuation of this paper is as the below: In Section II, the related works is presented. In Section III of the paper, the proposed algorithm details are presented. Then, Section IV presents the earned results from the designed experiments. Eventually, Section V presents the potential conclusions and future perspectives.

II. RELATED WORKS

The available studies on the data injection attacks on smart networks are listed in [27] to [35]. The work in [29] introduces an analysis of the economic effects of data injection on electricity markets in the smart power grid. In this reference, it is assumed that an attacker participates in the virtual transactions of the electricity market with complete information that he has from the network and it designs his attack strategy based on the manipulation of the electricity price in order to maximize the profitability and by observing all the limitations of the attack. In [30], the operation of the data injection attack in the electricity market environment is considered for a connected micro-grid to the power system. This attack can affect the optimal outputs of micro-grid energy management, such as the total cost of production. The research in [31] suggests the monetization of malicious data attack on electric energy production markets and the necessary strategy to maximize the revenue. The study in [32] proposes LR as a type of FDIA that the load distribution attack can affect the operation of the smart grid by attacking the economic load distribution bound by the security constraints (SCED). To solve this problem, [33] has introduced the problem of the distributed resilient economic load distribution under cyber-attacks. With the aim of directly controlling local marginal prices (LMPs) in real time through FDIA, [34], a control theory based on a method is presented to analyze the effect of attack implements pricing stability.

In [35] and [36], a zero-sum game is formulated between an attacker and a defender, in which the attacker changes the estimated throughput of the lines to manipulate the prices. According to this game theory, a two-level optimization problem is formed. In [37] and [38], the economic effect of the structured information attacks as a generalized type of FDIA in electricity markets by using the virtual bidding activities is studied. The structured information of smart grids is used to exploit the system for management. The network is very vital in a safe way, but this information can be manipulated by a cyber-attacker by changing the on/off state of the power switches. In addition to these, recently in [39], an attack strategy has been proposed in which a cyber-attacker can effectively change LMPs by manipulating some vital parameters of the model and achieve the financial gain. Also, an FDIA can be well matched with a coordinated physical attack and actually create a coordinated physical-cyber-attack (CCPA), which has a more destructive effect on the normal operation of the smart network.

In [40], the coordinated attack includes connecting the physical shortening of the transmission lines, after infiltrating the communication network with the cyber protection layers. The research in [41] has designed a CCPA with the aim of maximizing disruption in the day-ahead (DA) and real-time electricity markets. The study in [42], an attack of a CCPA based on AC state estimation proposes to disrupt the operation of the electricity market by manipulating the nodal prices. All the above related studies are based on the hypothesis that the cyber attacker has complete knowledge about the target smart grid information, which includes the network topology, the branch parameters, etc. In fact, in any given smart grid, the network information is vast and highly secure and vital. Moreover, information is dynamic; because the network topology can be reconfigured in both normal and event situations. Therefore, in practice, it is very difficult for a limited attacker to access the complete information of the network. In several recent works based on [33] to [35], this aggressive challenge in FDIA design has been addressed to some extent according to different tools, techniques and requirements.

In study [43], the attacker has formulated a secret profitable attack without prior knowledge of network topology and only through phasor observations by using the linear independent component analysis. In study [44], the attacker designs an online attack strategy against the real-time electricity market based only on real-time information received from measuring devices and without the need for the network topology information. A profitable data injection attack on electricity markets by limited attackers with incomplete network information is studied in [45]. In this reference, the uncertainties associated with random network information, a model and a possible framework for designing an undetectable and profitable attack are presented. One of the problems in this reference is the need for past data to properly
III. PROPOSED SCHEME FOR THE FDI ATTACK DETECTION

In this section, the presented method for detecting the attacks of false data injection is detailed. For this purpose, first, a brief explanation of these types of attacks and how the definition of them are provided. In the following, the proposed scheme is expressed.

A. Definition of FDI Attack

At first, it should be stated that the only purpose of the attack of the FDI is the bypassing of the remaining test in the centers of control with the attenuation of the climacteric vulnerabilities of the sensors and RTUs. This progressive cyberattack scheme in various networks (such as the Internet of Things) leads to the change of a group of the state estimations from a group of the obtained mensuration. A vector expansion approach of the indiscoverable covert attack for the nonlinear algorithm of the state prediction is presented, which shows:

\[ a_t = h(\hat{z}_t) - h(\hat{x}) \]  
\[ \hat{x}_t = \hat{x} + c' \]  
\[ z_{a_t} = z + a_t \]  

where, \( a_t \in R^m \) represents the vector of the injected attack to the obtained collection of the mensuration \( z \) for the presentation of a group of the corrupt mensuration \( z_{a_t} \in R^m \). Therefore, it creates a set of the false estimation states \( \hat{x}_{a_t} \in R^n \). The statistical remaining test, which is performed by the BDD in the above conditions, can be seen as follows:

\[ r_{a_t} = ||z_{a_t} - h(\hat{x}_{a_t})||_2 = ||z + a_t - h(\hat{x}) + h(\hat{x}) - h(\hat{x})||_2 = ||z + a_t||_2 = ||z - h(\hat{x})||_2 = r \]  

From the above equations, it can be seen which vector of the extended attack can bypass as successfully the remaining test. Therefore, it leads to climacteric operational scenarios.

The existing operators in the center of the control adopt the algorithms of the state prediction for the definition of the climacteric network actions, such as the load prediction, the load distribution of the economy, and so on [14]. The mensuration in the SCADA is broadcasted via BDDs to meet the integrity and the quality of the mensuration. Then the bad information removes according to the noise in the networks of communication, the meter malfunction, and so on. In most of the unfavorable papers [15], [16], [17], a method of the nonlinear state prediction is presented, that is shown as follows:

\[ z = h(\hat{x}) + e_t \]  

where, \( z \in R^m \) represents the available measurements which are obtained from the BDDs. Also, \( x \in R^m \) represents the set of operational states while \( e_t \in R^m \) displays the vector of the error for the prediction method. Furthermore, \( h() \) represents the nonlinear function that draws a collection of the obtained mensuration by the network operational states. For the estimation of a collection of the operational states with the use of the method of the nonlinear state prediction as displayed in Eq. (5), a flattish start method is adopted, as is displayed in Eq. (6):

\[ x[0] = [0 \ 0 \ldots \ 1]^T \]  

With the use of the flattish start method, an iterative Gauss-Newton approach is performed for the determination of a set of estimated states. In it, the matrix of Jacobian \( J \in R^{mxn} \) is reformulated in each epoch. The exiting BDD in the EMS module on the SCADA performs the remaining test of the actuarial that is shown below:

\[ r = ||z - h(\hat{x})||_2 \leq \tau \]  

where \( \tau \) depends on the degrees of freedom \( (m - n) \) throughout the specified system, since the obtained mensuration has enough redundancy on them, the mensuration, which shows the remaining higher than \( \tau \), successfully scraped as the worst possible information.

B. Proposed Scheme

The accurate and impressive performance of the analysis based on the regression has been demonstrated by the methods of deep learning. This data-driven prediction approach has shown the onomastic error in forecasting [18], [19], [20]. The current article considers MAE, MSE and RMSE for the performance parameters that are defined below:

\[ \text{RMSE} = \sqrt{\frac{\sum_{a''=t}^{b''} (f''_{a''} - s''_{a''})^2}{b''}} \]  
\[ \text{MSE} = \sum_{a''=t}^{b''} (f''_{a''} - s''_{a''})^2 \]  
\[ \text{MAE} = \sum_{a''=t}^{b''} \frac{|f''_{a''} - s''_{a''}|}{b''} \]

The estimated operational states with \( f_t \) is denoted and the actual operational states with \( s_t \) is denoted. The bald number of the instances for the estimation is \( b'' \). With the effective optimization of the meta-parameter, the presented neural network by the scenario of the network steady-state effectively can estimate the predicted states by the lowest value for the performance parameters. In the current article, a strong nonlinear structure of the LSTM is proposed.

The LSTM model is a particular architecture from the RNN that helps with the learning of the patterns of the complex temporal, which are provided in the dataset of the training. This particular type of RNN is able to the nature maintaining of the data at a given step of the time. Thus, the LSTM provides the possibility to read, retain, and remove the data from the memory cells by setting three distinct controllable gates, which is named the gate of the forget \( g''_{t} \), the gate of the input \( j''_{t} \) also, the gate of the output \( p''_{t} \). Fig. 1 shows the structure with the single cell for a module of LSTM. Also, the model of the presented LSTM is displayed in Fig. 2.
The admission or the rejection of the information in the form of the binary (0 or 1), which is related to the current state of the cells, depends on the gate \( g''_1(t) \). The forget gate is defined by Eq. (11). On the modules of LSTM, the activation function of sigmoid is used. \( j''_1(t) \) represents the gate of the input from the module of LSTM, which is displayed in Eq. (13). For the updation of the state of the current cell, generally, a decision of the binary by means of the gate of the input is taken. For the module of LSTM, the updated cell state is denoted with \( a''_1(t) \) also, the novel contributor is \( d''_1(t) \). As shown in Eq. (15), the accumulated data is discharged to the next neurons. The weights with \( w''_{1(t)} \) is denoted. Also, the outputs are denoted with \( b''_1(t) \), the inputs are denoted with \( m''_1(t) \) and finally, the biases are denoted with \( b''_{1(t)} \). These cases are shown in Eq. (11) to Eq. (16). The concatenation operation is indicated by \([..]\).

\[
\begin{align*}
  g''_1(t) &= \text{sig}(w''_{1g''_1}[b''_1(t-1), m''_1(t)] + b''_{1g''_1}) \quad (11) \\
  a''_1(t) &= [g''_1(t) \times a''_1(t-1)] + [j''_1(t) \times d''_1(t)] \quad (12) \\
  j''_1(t) &= \text{sig}(w''_{1j''_1}[b''_1(t-1), m''_1(t)] + b''_{1j''_1}) \quad (13) \\
  d''_1(t) &= \tanh(w''_{1d''_1}[b''_1(t-1), m''_1(t)] + b''_{1d''_1}) \quad (14) \\
  b''_1(t) &= \text{sig}(w''_{1b''_1}[b''_1(t-1), m''_1(t)] + b''_{1b''_1}) \quad (15)
\end{align*}
\]

\[
b''_1(t) = p''_1(t) \times \tanh(a''_1(t)) \quad (16)
\]

Fig. 2 displays which the model of the presented LSTM has eight layers hidden along with one layer of the output and one layer of the input. It can be viewed that in the second layer of the hidden, the model is divided into the layers of the sub-hidden. These layers of the sub-hidden combine the structures of LSTM by the neural networks of the dense for improvement of the efficiency of the state prediction. These models of the nonlinear are found by the layers of the sub-hidden for the representation of a superior approach for the prediction. Finally, all layers of the sub-hidden are compromised in a common layer which is called the layer of the concatenation. Two layers of the dense are placed in place of the layer of the concatenation, and then the layer of the output is placed. The drop-out regularization is effectively adopted for the avoidance of the model over-inflating. The proposed nonlinear method is fed with the activation function of ReLU to each layer which is expressed by Eq. (17).

\[
y''_{1i^{'1}_1} = \text{ReLU}(w''_{1i^{'1}_1}k^{'1}_1 + b''_{1i^{'1}_1}) \quad (17)
\]

For layer \( i^{'1}_1 \), the set of predicted features is equal to \( y''_{1i^{'1}_1} \) and the input features are equal to \( k^{'1}_1i^{'1}_1 \). Other parameters of a specific layer consist of bias \( b''_{1i^{'1}_1} \) and weight \( w''_{1i^{'1}_1} \). The output of the layer of LSTM from the presented nonlinear method is directly entered into the next layer of the dense that this layer has the activation function of ReLU. The layer of the...
output of this nonlinear method includes an activation function of ReLU according to Eq. (17). The proposed model is trained in 500 iterations and using the optimizer of Adam. The initial rate for the learning of the proposed method is equal to 0.001.

By effectively training the model, a superior policy can be demonstrated for the estimation of states by the indices of the minimum error. The scheme of the real-time FDI attack recognition, which is the basis of the matrix of the error covariance, is presented in Fig. 3. The algorithm of the presented anomaly detection performs the vector of the developed error according to the predicted operational states and predicted operational states in the SCADA.

\[ e(t) = \hat{x}_{for}(t) - \hat{x}_{test}(t) \]  

\( \hat{x}_{for}(t) \in R^n \) represents the predicted set from the estimated states, which is obtained by the benchmark of the scalable nonlinear neural network and \( \hat{x}_{test}(t) \in R^n \) represents the predicted states of the step of the time \( t \), which are recovered with the use of the algorithm of the state prediction. Also, \( e(t) \in R^n \) represents the error vector.

Fig. 3. The proposed method for the detection of the attack of FDI.

The main purpose of the method of anomaly recognition is the identification of the eigenvalues change rate of the matrix of the error covariance, which is displayed as follows:

\[ \frac{du}{dt} = x_i^T(t) \frac{de(t)}{dt} x_i(t) \]  

\[ \frac{de}{dt} \approx \frac{E(t) - E(t - \delta t)}{\delta t} \]  

\( x_i(t) \in R^n \) represents the eigenvector for the matrix of the error covariance \( E(t) \in R^{n\times n} \) which is generated pending the time of the current sampling \( t \). Since \( E(t) \) and \( E^T(t) \) are the matrices of the symmetric positive definite covariance. Therefore, these matrices have the same eigenvalues and the same eigenvectors. The change rate of the eigenvalues among two intervals of the consecutive time \( t \) and \( (t - \delta t) \) can be shown by Eq. (19) and Eq. (20), respectively. The proposed detection scheme for the FDI attack that performs the change rate of eigenvalues is described as follows:

\[ \varepsilon = \begin{cases} 1 & \frac{du}{dt} > RMSE + \delta_1 \\ 0 & \text{otherwise} \end{cases} \]  

where \( \varepsilon \) displays the criterion of the recognition that is adjusted with 1. Thus, if the change rate of eigenvalues in a specific time \( t \) exceeds a particular threshold, as is displayed in Eq. (21), it shows the presence of the FDI attack inside the obtained measurements. \( \delta_1 \) displays a numerical constant with a very small positive value which belongs to the operator knowledge. This parameter inherently is insignificant because the model of the nonlinear state prediction shows better accuracy for prediction.

IV. EVALUATION RESULTS OF THE PROPOSED METHOD

In this section, the results of the evaluation of the presented method are examined. First, the used dataset is described. In the following, the results of the proposed deep learning method for the prediction of RUL are evaluated. Then, the continuous and temporary signatures from the FDI attack are provided, and then the attack's impact on the prediction of RUL is stated. The Python programming language has been used for the implementation of these tests. The presented method is implemented on a computer which has a Core (TM) i7 CPU, 3.0 GHz Intel(R) and 8G RAM.

A. Used Dataset

For the performance evaluation of the presented method, the dataset of the NASA C-MAPSS turbofan engine destruction simulation is used. The used dataset consists of 21 data of the sensor by the number of the conditions of the operational and the conditions of the different error. On the used dataset, four subsets (FD001-04) are defined. Each subset includes the data from the training and the data from the test. The data of the test is reached to the data of the defeat from the multiple engines with the same group. In the data of the test, each row is a cycle of time that is defined as one hour of working. A cycle of time has 26 columns which column 1
displays the ID of the engine and column 2 displays the number of cycles of the current operation. Columns 3 to column 5 display the three settings of the operational and also, the columns 6 to column 26 display the 21 values of the sensor. The data of the time series is only terminated when it encounters an error. The data of the test consist of only the information for some cycles of the time because our purpose is the estimation of the cycles of the time of the remaining operational before the occurrence of a defect.

B. Results of the Proposed Method of RUL Prediction

For the confirmation of the proper efficiency of the presented algorithm, which is the basis of the LSTM, this method has been evaluated on the dataset of C-MAPSS. For the performance evaluation of predictors, RMSE, MSE and MAE are used. These metrics are widely used as the criteria of evaluation in the studies of the evaluation of the model. The results are related to the network, which this network has 100 nodes in the layers hidden from the first layer. In addition, it has 100 nodes in the layers hidden from the second layer and 100 nodes in the layers hidden from the third layer.

Furthermore, the length of its sequence is equal to 80. Table I shows the meta-parameters of the proposed LSTM model (inspired by [21]). Fig. 4 shows the performance results of the presented method. Also, Table II shows the results of the error evaluation for the presented method and the similar presented methods in [22], [23] and [24].

| Table I. The Hyper-Parameters Settings of the Presented LSTM Model |
|-----------------------------|-----------------|--------------|
| Model          | Hidden Neuron | Dro-pout | Batch Size | Epochs | Activation Function |
| LSTM           | 100           | 0.2      | 200         | 100    | ReLU                |

![Fig. 4. The comparison results of the prediction of RUL by the proposed scheme and the actual RUL value.](image)

| Table II. The Comparison Results Between the Presented Method and the Similar Methods |
|------------------------------------------|-----------------|--------------|
| Model                          | RMSE | MSE | MAE |
| Proposed LSTM                   | 6.948 | 3.241 | 132.894 |
| Proposed in [22]                | 7.422 | 5.022 | 145.488 |
| Proposed in [23]                | 9.711 | 8.925 | 150.961 |

It is evident from Fig. 4 and Table II that the proposed algorithm with a sequence length equal to 80 has the lowest amount of error. This means that the presented method is very precise about the prediction of RUL on the used dataset. It should be noted that the displayed results in Table II state that the prediction method basis on LSTM does much better than the presented works on [22], [23] and [24]. In the next stage, the attack of FDI in the proposed LSTM-based method is modeled for the evaluation of their resilience against the attack of FDI.

C. Modeling Two FDI Attack Scenarios and the Impact Examination of these Attacks in RUL Prediction

The average engine degradation point $N_{avg}$, for the FD001 dataset, is taken to be 130 [25]. It is assumed that the system of the monitoring dispatches 20 cycles of the time ($N_p$) from the data to the side of the ground. The dataset of the training and the dataset of the test have 21 data of the sensor. The attack of FDI is performed in 21 sensors. However, for the creation of the realistic attack, the FDI attack only in three sensors ($T24, P30$ and $T50$) is performed. The details of 21 sensors are provided in [26]. On the first FDI attack scenario,
i.e. the scenario of the continuous, the attacker has begun the attacks since $N_{d_{avg}}^a$ (that is equal to 130-time cycles) and the duration of the attacks is up to the engine life's end. In the second scenario of an FDI attack, i.e. scenario temporary, the attacker has begun the attacks since $N_{d_{avg}}^a$ (that is equal to 130 cycles of time). The duration of these attacks is 20 hours. With respect to the attack begins, since 130 cycles of the time, only the engines with data greater than 130 cycles are considered. In the FD001 dataset, the number of these engines is equal to 37. The resulting dataset is re-appraised with the use of the proposed LSTM-based model. The obtained values for RMSE, MSE and MAE are respectively equal to 20.651, 10.236 and 159.415.

To model the FDI attack on the sensors, a null vector is added to the main vector that changes the output of the sensor with a so little border equal to 0.01% to 0.05% for a random FDI attack and equal to 0.02% for a biased FDI attack. Here, the random FDI attack means that the added noise to the output of the sensor has a span equal to 0.01% to 0.05%. At the same time, the biased FDI attack adds a fixed noise value to the output of the sensor. Fig. 5 displays a collation of the signal of the output of the main FDI attack and the signal of the output of the biased FDI attack from the second sensor for the engine with an ID equal to 3. On the continuous attack of FDI, the output of the sensor from 130 cycles of time up to the engine life end is attacked. In the case of a biased attack of FDI for a period of the temporary, similar to Fig. 6, the duration of the attack only is 20 cycles of the time (130 cycles of the time to 150 cycles of the time). Be careful; on the limited attack, the attacker has restricted accessibility to the sensors. Similar to Fig. 5 and Fig. 6, the attack signature is very analogous to the main signal. Its detection makes it hard even with the common defense mechanisms.

Now, the effect of the scenarios of the attack of FDI on the proposed LSTM-based method is investigated. To demonstrate the effect of attack of the attack of FDI on the system of monitoring, an attack by the mentioned scenario is ran. The FDI attack in three sensors ($T24$, $P30$ and $T50$) is performed instead of the attack in all 21 sensors of the dataset. In the scenario of the continuous FDI attack, the attacker makes the attacks from 130 cycles of time until the end of the engine life. It is clear from Fig. 7 that the proposed LSTM-based method is greatly affected by the continuous attack of
FDI. About the fortuitous FDI attack and the biased FDI attack, the random FDI attack has shown a significant impact on the proposed LSTM-based model. Table III shows the relevant results.

In the scenario of the temporary FDI attack, the attacker makes the attacks between 130 cycles of time and 150 cycles of time. It is clear from Fig. 8 that the proposed LSTM-based method is greatly affected by the temporary attack of FDI. Table IV shows the relevant results. With the comparison between the continuous FDI attack and the temporary FDI attack, it can be seen that the error of a continuous attack of FDI is almost twice the error of a temporary attack of FDI. Hence, continuous FDI attacks are stronger than temporary FDI attacks.

D. Discussion

In this work, the proposed method is evaluated on the dataset of C-MAPSS, and the obtained results show the great prospects for deep learning in PdM. It is also observed that sequence length and network architecture are very important in accurately predicting RUL. The proposed work shows that the proposed method is several times better than recent works that use deep learning on the dataset of C-MAPSS. The analysis of the impact of an FDI attack on aircraft sensors in the dataset of CMAPSS provides interesting insights. It is observed that the CNN-based model is strongly affected by random and biased FDI. In the case of temporary FDI, the random and biased RMSE of CNN is several times higher than the true RMSE, and in the case of continuous, the random and biased RMSE is several times higher than the true RMSE. Also, it is observed that the CNN-based model is more flexible in both random and biased cases in compared to other models. In the case of temporary attack, the random and biased RMSE is several times higher than the true RMSE, which makes it disastrous for the PdM system. This may lead to delays in timely maintenance of the aircraft engine and ultimately lead to engine failure in some cases.

Note, the FDI attack signature is very close to the original sensor output, which makes it more difficult to detect by common defense mechanisms in the engine health monitoring system. A piecewise prediction approach is used in visualizing the impact of attacks on sensors, which clearly shows that the PdM system is susceptible to sensor attacks. The CNN-based prediction results show that special measures should be taken when designing and using PdM systems because they are very sensitive to FDI. Such an analysis can serve as empirical guidance for the development of subsequent data-driven PdM systems. All these obtained results show that DL-based PdM systems have good prospects for aircraft maintenance; however, they are highly susceptible to sensor attacks. Hence, it is necessary to explore suitable detection techniques to identify such stealth attacks and special care should be taken when building IoT sensors for DL/AI applications. For this reason, when designing a PdM system, the designer should also consider the flexibility of the DL algorithm instead of emphasizing the accuracy of the algorithm.

<table>
<thead>
<tr>
<th>Model</th>
<th>RMSE</th>
<th>MSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model Under Random FDI Attack</td>
<td>50.325</td>
<td>25.614</td>
<td>1036.234</td>
</tr>
<tr>
<td>Model Under Biased FDI Attack</td>
<td>37.512</td>
<td>19.512</td>
<td>797.328</td>
</tr>
</tbody>
</table>

Fig. 7. The relevant results to the RUL prediction in the scenario of the continuous attack of FDI.

<table>
<thead>
<tr>
<th>Model</th>
<th>RMSE</th>
<th>MSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model Under Random FDI Attack</td>
<td>27.651</td>
<td>14.351</td>
<td>548.678</td>
</tr>
<tr>
<td>Model Under Biased FDI Attack</td>
<td>19.547</td>
<td>10.985</td>
<td>410.365</td>
</tr>
</tbody>
</table>
Fig. 8. The relevant results to the RUL prediction in the temporary FDI attack scenario.

V. CONCLUSIONS AND SUGGESTIONS

With the expansion of the use of cyber-physical structures and communication networks, cyberattacks have become a serious threat in various networks, including the sensors of the Internet of Things. These attacks create the so assailable conditions. Therefore, the main consideration of this current paper is the detection in real-time of the done FDI attack on the Internet of Things, which is related to the estimated RUL prediction. The robust and nonlinear structure of the LSTM shows a better view of the RUL prediction compared to similar methods. The method of the presented nonlinear LSTM is successfully implemented in real-time because the efficiency of its computational (the time of the test and the time of the training) is on the scope of the microseconds. In the future, the method of the presented detection can be performed by the scenarios of the contingency of the smart networks and by a more intransigent constraint on the criterion of detection, which ultimately results in a stronger feasibility of the FDI attack detection. Also, an end-to-end method can be developed for the recognition and reduction of attacks on the sensor in a system of network health monitoring.

REFERENCES


Automated Fruit Grading in Precise Agriculture using You Only Look Once Algorithm

Weiwei Zhang
Henan Polytechnic Institute, Nanyang Henan 473000, China

Abstract—In the realm of precision agriculture, the automated grading of fruits stands as a critical endeavor, serving to maintain consistent quality assessment and streamline the sorting process. Traditional methods based on computer vision and deep learning techniques have both been explored extensively in the context of fruit grading, with the latter gaining prominence due to its superior performance. However, the existing research landscape in the domain of deep learning-based fruit grading confronts a compelling challenge: striking a balance between accuracy and computational cost. This challenge has been consistently noted through an extensive analysis of prior studies. In response, this study introduces an innovative approach built upon the YOLOv5 algorithm. This methodology encompasses the creation of a bespoke dataset and the division of data into training, validation, and testing sets, facilitating the training of a robust and computationally efficient model. The findings of the experiments and the subsequent performance evaluation underscore the effectiveness of the proposed method. This approach yields significant improvements in both accuracy and computational efficiency, thus addressing the ongoing challenge in deep learning-based fruit grading. Therefore, this study contributes valuable insights into the field of automated fruit grading, offering a promising solution to the trade-off between accuracy and computational cost while demonstrating the practical viability of the YOLOv5-based approach.
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I. INTRODUCTION

In recent years, the field of precise agriculture has gained significant attention due to its potential to revolutionize traditional farming practices by incorporating advanced technologies for improved crop management [1, 2]. One crucial aspect of precise agriculture is automated fruit grading, which plays a vital role in ensuring consistent quality assessment and efficient sorting of fruits [2, 3]. Automated fruit grading systems leverage computer vision and machine learning techniques to analyze fruit characteristics and assign appropriate grades, reducing the reliance on manual labor and improving productivity.

The integration of video-based technologies has emerged as a promising approach for object detection, tracking and specifically for automated fruit grading [4-6]. Video-based systems capture a continuous stream of fruit images, allowing for more comprehensive analysis and enabling real-time grading and sorting [7-9]. These technologies have shown great potential in enhancing the accuracy and efficiency of fruit grading systems, leading to improved productivity and quality control [10].

Despite the advancements in video-based technologies, there are still challenges that need to be addressed in the field of automated fruit grading [11, 12]. Existing methods often rely on traditional image processing techniques and rule-based algorithms, which may not fully capture the complex features and variations present in fruits [4]. This limitation has led to a growing interest in deep learning-based methods, particularly convolutional neural networks (CNNs) [13-15], which have demonstrated remarkable capabilities in image analysis tasks. Deep learning approaches offer the potential for more accurate and robust fruit grading systems capable of handling diverse fruit types and variations.

Previous studies have shown the effectiveness of deep learning-based methods in automated fruit grading. These methods have been successful in capturing fine-grained features and patterns, leading to improved accuracy rates compared to traditional approaches [11, 16]. However, existing research primarily focuses on high computational costs and may not address the requirements of low computational resources, which are often present in practical agricultural settings [17]. This research gap presents an opportunity to develop lightweight deep-learning models that can balance computational efficiency with high accuracy rates.

This paper aims to address the aforementioned research gap by proposing a lightweight deep-learning approach based on YOLO (You Only Look Once) algorithms for automated fruit grading in precise agriculture. This study leverages a custom dataset of fruit images and employs a training, validation, and testing process to generate a robust and efficient model. The research contributions include identifying the research gap in low computational cost and high accuracy rate requirements, proposing a lightweight deep learning-based method to address the limitation, and conducting comprehensive experimental and performance evaluations to validate the effectiveness of the proposed approach.

The main research contributions of this study are as follows:

A. Identification of Research Gap

The paper identifies the research gap in the field of automated fruit grading regarding the requirements of low computational cost and high accuracy rates. By recognizing this gap, the paper aims to address the limitations of existing methods and propose a solution that satisfies these specific requirements.
B. Proposal of a Lightweight Deep Learning Approach

The paper proposes a lightweight deep learning-based method for automated fruit grading using YOLO algorithms. This approach takes into consideration the need for computational efficiency while maintaining high accuracy rates. By leveraging YOLO algorithms, the proposed method aims to achieve real-time fruit grading with optimal resource utilization.

C. Comprehensive Experimental and Performance Evaluations

The paper conducts thorough experimental and performance evaluations to validate the effectiveness of the proposed approach. By utilizing a custom dataset of fruit images and employing a rigorous training, validation, and testing process, the paper demonstrates the robustness and efficiency of the generated model. These evaluations provide empirical evidence of the accuracy and effectiveness of the proposed method in addressing the identified research gap.

The reminding of this paper is as follows, related works review in Section II. Methodology discusses in Section III. Section IV presents results and discussion. Finally, the paper concludes in Section V.

II. RELATE WORKS

The paper in [18] developed the classification and grading of Okra-ladies fingers using deep learning techniques. The research challenge addressed in the paper is to develop an efficient and accurate system for automated classification and grading of Okra-ladies' fingers based on their quality attributes. The proposed approach utilizes deep learning models, specifically convolutional neural networks (CNNs), to analyze the visual features of Okra-ladies finger images. The CNN model is trained on a large dataset of labeled Okra-ladies finger images to learn the patterns and characteristics associated with different quality grades. Experimental results demonstrate the effectiveness of the deep learning-based approach in accurately classifying and grading Okra-ladies' fingers. The system's performance is evaluated using metrics such as accuracy, precision, and recall, showing promising results in achieving reliable quality assessment in an automated manner. The proposed system offers potential applications in the food industry, facilitating efficient sorting and quality control processes for Okra-ladies finger production.

Ismail and Malik [19] presented a real-time visual inspection system for grading fruits using computer vision and deep learning techniques. The research challenge addressed in the paper is to develop an efficient and accurate system that can automatically grade fruits based on their quality attributes. The proposed system leverages computer vision algorithms and deep learning models to analyze fruit images and classify them into grades or categories in real-time. By combining advanced image processing techniques with deep learning, the system achieves high accuracy and enables fast and automated fruit grading, providing an effective solution for quality control in the fruit industry.

Patil et al. [20] presented a grading and sorting technique for dragon fruits using machine learning algorithms. The research challenge addressed in the paper is to develop a reliable and efficient system that can automatically grade and sort dragon fruits based on their quality attributes. The proposed technique utilizes machine learning algorithms, including decision trees and support vector machines, to analyze the visual features of dragon fruit images and classify them into different grades. The system is trained on a dataset of labeled dragon fruit images to learn the patterns and characteristics associated with each grade. Experimental results demonstrate the effectiveness of the machine learning-based approach in accurately grading and sorting dragon fruits. The proposed technique offers a practical solution for the fruit industry, enabling automated and consistent quality assessment for dragon fruit production.

Chakraborty et al. [21] focused on developing an optimally designed real-time automatic citrus fruit grading-sorting machine by leveraging a computer vision-based adaptive deep learning model. The research challenge addressed in the paper is to create a machine that can accurately grade and sort citrus fruits in real-time. The proposed system utilizes computer vision techniques and adaptive deep learning models to analyze fruit images and classify them according to quality attributes such as size, color, and shape. By combining these advanced technologies, the machine achieves high accuracy and efficiency in citrus fruit grading and sorting, offering a practical solution for the citrus industry's quality control and productivity enhancement.

III. METHODOLOGY

To propose a YOLOv5-based model for automated fruit grading and sorting using a custom dataset of 544 images, the details of the methodology discuss as follows:

A. Data Pre-processing

In the data pre-processing step, the first task is to split the dataset of fruit images into three distinct sets: training, validation, and testing. This split is done using the specified ratios of 70%, 20%, and 10% for training, validation, and testing sets, respectively. By dividing the dataset in this manner, it is ensured that the model is trained on a substantial portion of the data while retaining separate sets for evaluation.

Next, it is crucial to shuffle the dataset randomly. This randomization ensures that the fruit images are distributed across the different sets in a diverse manner. By avoiding any specific order or patterns in the dataset, it reduced the risk of introducing biases into the model during training and evaluation.

Furthermore, various pre-processing steps are applied to the fruit images. Firstly, the images are resized to a consistent size to meet the requirements of the YOLOv5 model, typically around 416x416 pixels. This standardization facilitates efficient processing and consistent results. Additionally, pixel values are normalized to a common scale, often within the range of [0, 1]. Normalization aids in improving the convergence and stability of the training process.

Lastly, bounding boxes need to be annotated around the fruits in the images. These annotations provide the necessary training labels for the YOLOv5 model to learn object
detection. By defining the precise locations of the fruits within the images, the model can be trained to accurately detect and classify the fruits during the subsequent training phase.

B. Model Architecture

The YOLOv5 model represents an advanced object detection approach built on a convolutional neural network (CNN) architecture. This model has demonstrated outstanding performance in real-time object detection tasks, making it an excellent choice for automated fruit grading and sorting. To begin implementing YOLOv5 for our project, we need to access the official YOLOv5 repository hosted on GitHub. By navigating to the repository at https://github.com/ultralytics/yolov5, it can clone the entire codebase to our local development environment. This step is essential as it provides all the necessary files, scripts, and resources needed for training and utilizing the YOLOv5 model. Fig. 1 illustrates the YOLOv5 model architecture [22].

With the YOLOv5 repository successfully cloned to the local environment, it is possible to proceed to tailor the model to our specific fruit grading and sorting task. One critical aspect of customization involves modifying the YOLOv5 configuration file. This file allows us to configure various aspects of the model, accommodating our dataset's unique characteristics and requirements. Among the customizable parameters are the number of classes to be detected and sorted, which would be the different fruit types or grades in this context. Additionally, it can adjust settings such as the input image size, the architecture of the underlying neural network, and training hyperparameters.

Customizing the YOLOv5 configuration file ensures that the model is designed to recognize the specific fruit types and grading categories present in our dataset accurately. Fine-tuning these parameters allows the YOLOv5 model to be tailored precisely to our use case, maximizing its performance and enhancing the accuracy of the fruit grading and sorting process. By configuring the model in this manner, it enables to identify and classify fruits based on their unique characteristics, providing us with a powerful tool for automating the grading and sorting tasks with efficiency and precision.

In the implementation process for training a YOLOv5 model for fruit grading, the first step involves partitioning the dataset into a training set, which constitutes 70% of the total data, containing images and their corresponding annotated bounding boxes. Next, the YOLOv5 model is configured by utilizing a modified configuration file specifying parameters such as the number of classes, input image size, and network architecture, and the training data is pre-processed, including resizing images, normalizing pixel values, and incorporating annotated bounding boxes. The model is initialized with random weights before training commences. To facilitate training for object detection, an appropriate loss function, like YOLOv5 Loss or GIoU Loss, is selected to quantify the disparity between predicted bounding boxes and ground truth annotations. An optimizer, such as SGD or Adam, is used to update the model's weights based on the computed loss. During training iterations, data is fed to the model in batches with batch size selection depending on available computational resources, typically ranging from 8 to 32. The number of training epochs is chosen for convergence and desired model performance. The forward pass predicts bounding box coordinates, objectness scores, and class probabilities, while the backward pass calculates the loss and uses backpropagation to adjust the model's parameters for minimizing discrepancies. The training process is closely monitored by tracking metrics like loss and accuracy, which can be visualized using tools like TensorBoard, allowing for analysis and fine-tuning of the

![Fig. 1. The YOLOv5 model architecture [22].](image-url)
model's training process to ensure accurate fruit grading based on the learned criteria.

C. Model Training

During the training process for fruit grading and sorting using the YOLOv5 model, several key steps are involved. Here's an explanation of each step:

1) Training set usage: The training set, which accounts for 70% of the total dataset, is utilized to train the YOLOv5 model. This set consists of images and their corresponding annotated bounding boxes.

2) Training setup: The YOLOv5 model is configured by incorporating the modified configuration file and the pre-processed training data. The configuration file contains parameters such as the number of classes, input image size, and network architecture. The pre-processed training data includes resized images, normalized pixel values, and annotated bounding boxes.

3) Model initialization: Before training begins, the YOLOv5 model is initialized with random weights. These initial weights serve as a starting point for the training process.

4) Loss function and optimizer: To train the YOLOv5 model for object detection, a suitable loss function is chosen. YOLOv5-specific loss functions like YOLOv5 Loss or GIoU Loss are commonly used. The loss function quantifies the discrepancy between predicted bounding boxes and the ground truth annotations. An optimizer, such as SGD or Adam, is employed to update the model's weights based on the computed loss.

5) Batch size and epochs: The training process involves feeding the training data to the YOLOv5 model in batches. The batch size determines the number of images processed before weight updates occur. Depending on available computational resources, typical batch sizes range from 8 to 32. The number of training epochs specifies how many iterations are performed over the entire training dataset. This value is chosen based on convergence and desired model performance.

6) Forward and backward pass: The training data is passed through the YOLOv5 model in batches during each training iteration. The model predicts bounding box coordinates, objectness scores, and class probabilities. The loss between the predicted values and the ground truth annotations is calculated. This loss is then used to update the model's weights through backpropagation, which adjusts the parameters to minimize the discrepancy between predictions and ground truth.

7) Training monitoring: The training process is monitored to assess the model's progress and performance. Metrics such as loss and accuracy are tracked to evaluate the model's convergence and generalization. Tools like TensorBoard can be utilized to visualize the training metrics and observe any trends or patterns over time. Logging the metrics at regular intervals allows for analysis and fine-tuning of the training process.

By following these steps, the YOLOv5 model is trained using the provided dataset, enabling it to learn to detect and classify fruits based on their grading criteria accurately.

D. Model Validation

During the validation process for the generated YOLOv5 model used in fruit grading and sorting, the following steps are involved:

1) Validation set usage: The 20% validation set is utilized to evaluate the performance of the trained YOLOv5 model. This set consists of images from the dataset that were not used during training.

2) Model evaluation: The trained YOLOv5 model is applied to the validation images, and predictions are made for the bounding box coordinates, objectness scores, and class probabilities. These predicted values are then compared with the ground truth annotations provided in the validation set.

3) Calculation of evaluation metrics: To assess the accuracy and generalization capabilities of the YOLOv5 model, evaluation metrics such as mean average precision (mAP) are calculated. The mAP measures the precision and recall of the detected objects across various confidence thresholds. Higher mAP scores indicate better detection accuracy.

4) Hyperparameter tuning: Based on the results obtained from the validation process, adjustments can be made to fine-tune hyperparameters or modify the training settings to improve the model's performance. This may involve changing parameters such as the learning rate, optimizer, and batch size or adjusting the number of training epochs.

The validation process helps in evaluating how well the YOLOv5 model generalizes to unseen data and provides insights into its overall performance. By assessing metrics like mAP, we can gauge the model's ability to detect and classify fruits for grading and sorting purposes accurately. Fine-tuning the hyperparameters based on validation results allows us to optimize the model's performance further and ensure its effectiveness in real-world scenarios.

IV. RESULTS AND DISCUSSION

This section presents experimental results, performance evaluation of the YOLOv5 algorithm, performance result of training and performance result of validation.

A. Experimental Results

The generated YOLOv5 model for fruit grading has achieved accurate results, demonstrating its proficiency in accurately detecting, localizing, and classifying fruits. The model's architecture, optimized loss functions, and training process have contributed to its accuracy, as validated by metrics such as mean average precision (mAP). With the ability to precisely locate fruit bounding boxes and assign correct class or grade labels, the YOLOv5 model proves its effectiveness for automated fruit grading and sorting systems, offering a reliable and consistent quality assessment. Fig. 2 demonstrates some samples of our experimental results.
B. Performance Evaluation of YOLOv5 Algorithm

The graph comparing the mAP (mean average precision) of YOLO base models, such as YOLOv5, YOLOv6, YOLOv7, and YOLOv8, with the number of parameters plotted on the X-axis, reveals that YOLOv5 stands out as a smaller and more compact model compared to the others. Despite its smaller size, YOLOv5 still maintains competitive performance regarding mAP. Fig. 3 demonstrates the performance evaluation of the YOLOv5 algorithm in terms of the number of parameters.

As shown in Fig. 3, the fact that YOLOv5 has lower parameters while achieving comparable mAP scores indicates that it is designed to be a fast, accurate, and efficient model. The reduced parameter count means that YOLOv5 requires less computational resources, making it more lightweight and easier to deploy on various devices and platforms.

The design of YOLOv5 focuses on striking a balance between speed and accuracy, making it an excellent choice for a wide range of object detection applications. Its smaller size allows for faster inference times, enabling real-time or near-real-time object detection. The model's accuracy, as indicated by its competitive mAP scores, ensures reliable and precise object detection results.

Moreover, Fig. 4 illustrates the performance result of the YOLOv5 model in terms of latency. The model is designed to be fast and easy to use and implement, making it accessible to both researchers and practitioners. Its simplicity and effectiveness make YOLOv5 a popular choice for object detection tasks in various domains, including fruit grading and sorting.

Therefore, the YOLOv5 model's smaller size, lower parameter count, competitive mAP scores, and user-friendly design make it a fast, accurate, and easy-to-use option for a wide range of object detection applications. Its efficient performance and ease of deployment make it particularly suitable for tasks where real-time or near-real-time object detection is required, such as fruit grading and sorting.
C. Performance Result of Training

When training a YOLOv5 model for fruit grading, several graphs can be generated to monitor the training progress and assess the model's accuracy. The most commonly analyzed graphs include the train/box_loss, train/obj_loss, and train/cls_loss graphs. Fig. 5 shows the performance result of training.

As shown in Fig. 5, train/box_loss Graph: This graph represents the box loss over the course of training. The box loss measures the discrepancy between the predicted bounding box coordinates and the ground truth annotations. A lower box loss indicates that the model is accurately predicting the positions and sizes of the fruit bounding boxes. As the training progresses, we aim to see a decreasing trend in the box loss graph, which signifies that the model is improving its ability to locate the fruits precisely.
Train/obj_loss Graph: The obj_loss graph depicts the objectness loss throughout the training process. The objectness loss quantifies the difference between the predicted objectness scores (indicating the presence of an object) and the ground truth labels. As the model learns, it should minimize the obj_loss, indicating that it becomes more accurate in determining the presence or absence of fruits in the images. A decreasing obj_loss graph suggests that the model is becoming more proficient in identifying fruits accurately.

Train/cls_loss Graph: The cls_loss graph illustrates the classification loss during training. This loss measures the discrepancy between the predicted class probabilities and the ground truth labels. Fruit grading involves assigning the correct class or grade to each fruit. By monitoring the cls_loss graph, we can ensure that the model is learning to classify the fruits accurately. A decreasing cls_loss graph indicates that the model is improving its ability to assign the correct class probabilities to different fruit types or grades.

Achieving accuracy in training using these graphs involves monitoring their trends and making necessary adjustments. If the box_loss, obj_loss, or cls_loss values are not decreasing or stabilizing over time, it may indicate that the model needs further optimization. Possible steps to enhance accuracy include adjusting the learning rate, modifying the loss function, increasing the training dataset size, or fine-tuning the model architecture.

By closely monitoring these graphs and iteratively improving the model based on the insights gained from them, we can train a YOLOv5 model that accurately detects, localizes, and classifies fruits for grading purposes. The aim is to achieve decreasing losses over time, indicating the model's increasing accuracy and proficiency in fruit grading tasks.

D. Performance Result of Validation

The validation graphs, including val/box_loss, val/obj_loss, and val/cls_loss, play a crucial role in achieving an accurate YOLOv5 model for fruit grading. These graphs provide valuable insights into the model's performance on unseen validation data and guide us in improving its accuracy. By analyzing these graphs, we can assess the model's ability to accurately localize fruits, determine their presence or absence, and classify them correctly. Fig. 6 displays the performance result of validation.
As shown in Fig. 6, the val/box_loss graph helps us evaluate how well the model is localizing fruits by measuring the discrepancy between predicted bounding box coordinates and ground truth annotations. A decreasing trend in the val/box_loss graph indicates that the model is improving its accuracy in fruit localization.

The val/obj_loss graph allows us to assess the model’s ability to detect fruits by comparing predicted objectness scores with ground truth labels. A decreasing trend in the val/obj_loss graph indicates that the model is becoming more accurate in determining the presence or absence of fruits in the validation images.

The val/cls_loss graph helps us evaluate the model’s fruit grading performance by measuring the discrepancy between predicted class probabilities and ground truth labels. A decreasing trend in the val/cls_loss graph indicates that the model is improving its accuracy in assigning the correct class or grade to each fruit.

By monitoring these validation graphs and making necessary adjustments based on their trends, we can refine the YOLOv5 model for fruit grading, leading to enhanced accuracy in fruit localization, object detection, and classification. These insights help us optimize the model’s performance and ensure its effectiveness in real-world fruit grading and sorting applications.

V. CONCLUSION

This paper presents a novel solution to bridge the research gap in automated fruit grading in precise agriculture. This approach focuses on proposing a lightweight deep learning method utilizing YOLO (You Only Look Once) algorithms. To train a robust and efficient model, we utilize a custom dataset consisting of fruit images and conduct a rigorous training, validation, and testing process. The contributions lie in identifying the need for low computational cost and high accuracy rate requirements, introducing a lightweight deep learning-based method to overcome these limitations, and conducting extensive experimental and performance evaluations to validate the efficacy of the approach. Directions for future work can be considered to improve the computational efficiency of the automated fruit grading system. This can involve exploring techniques such as model compression, quantization, or optimization algorithms to reduce the computational cost without compromising accuracy. Investigating hardware acceleration techniques, such as utilizing specialized processors or GPUs, can also be explored to speed up the inference process.

Moreover, integrating multi-modal data sources, such as incorporating spectral or hyperspectral imaging, can provide additional valuable information for fruit grading. Future research can focus on developing fusion models that combine visual data with other modalities to enhance the accuracy and robustness of the fruit grading system. This can potentially improve the system’s ability to handle various fruit types, different lighting conditions, and other environmental factors, leading to more precise and reliable grading results.
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Abstract—As the growth of immersive 3D animation, its application in ink element animation is constantly updating and advancing. However, the current immersive 3D ink element animation production also has the problem of lack of innovation and repeated development, so the research innovatively designs and develops the image stitching method for immersive 3D ink element animation production. The method is designed through stereo matching algorithm and scale-invariant feature transform algorithm, and the stereo matching algorithm is optimized with the weighted median filtering method based on the guide map. In addition, the study also designs the specific implementation of this method from different functional modules. The experimental results show that on four different datasets, the error percentages of the optimized stereo matching algorithm in non-occluded areas are 0.3885%, 0.4743%, 1.6848%, and 1.34%, respectively. The error percentages of all areas are 0.8316%, 0.8253%, 4.3235%, and 4.1760%, respectively. The research and design of image stitching methods can be applied in other fields and has good practical significance.
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I. INTRODUCTION

As the advancement of immersive 3D animation, it has gradually become a popular form of artistic expression in animation [1]. Immersive 3D animation technology is developed on the basis of computer vision technology and image technology, and can complete its own construction through fixed steps [2]. Stereoscopic 3D animation can generate highly realistic 3D animation images by simulating the human visual system. With the development of 3D technology, the design and application of ink element animation (IEA) in 3D animation are also constantly deepening [3-4]. However, at present, the quality of immersive 3D ink element animation production enterprises is uneven, and the content produced by most enterprises is also very superficial. And this also leads to a lack of deeper thinking and spirit in the current immersive 3D ink element animation, a lack of innovation, and the problem of repeated development [5]. The current solution to the problem of missing content is to transform the existing classic 3D ink element animation into immersive 3D ink element animation, which requires the use of image stitching algorithms [6]. At present, research on image stitching algorithms mainly focuses on the stitching of monocular images, with less involvement in the stitching of binocular images. Due to the visual differences between left and right eye images, it is not appropriate to directly use monocular image stitching to process binocular images, which can affect consumers' viewing experience [7]. Based on these issues, the study innovatively designed and developed an image stitching method for immersive 3D ink element animation production, starting from the horizontal parallax dependence of stereoscopic perception. The method was designed using stereo matching algorithms and scale invariant feature conversion algorithms, and the specific implementation of the method was designed from different functional modules. The research aims to design image stitching methods for immersive 3D ink element animation production through stereo matching algorithms and scale invariant feature transformation algorithms, solve the problem of disparity, maintain the three-dimensional sense of animation, and improve the viewing experience of consumers. There are two innovative points in the research, one is the combination of stereo matching algorithm and scale invariant feature transformation algorithm, and the other is the use of weighted median filtering method to improve the stereo matching algorithm. The research is divided into four parts. The first part is a literature review, mainly involving the literature review of image stitching methods for immersive 3D ink element animation production. The second part is the specific design of image stitching methods, including image stitching algorithm design, image stitching architecture design, and functional model implementation design. The third part is the analysis of the results of the image stitching method, mainly including the performance verification of the algorithm designed by the research institute and the overall effect analysis of the image stitching method. The fourth part is the conclusion of the study, mainly summarizing and elaborating on the results of the image stitching method designed by the research institute.

II. RELATED WORKS

With the growth of immersive 3D animation technology, its own application fields are constantly expanding, and research on IS methods for immersive 3D IEA production is gradually enriching. To explore the animation of virtual medical systems, researchers such as Li designed a virtual medical system based on reality technology and 3D animation modeling. The experimental findings denoted that the calculated results under the implicit method did not increase
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with the increase of the difference, and had good stability when obtaining larger values [8]. Sandoub and other experts proposed a low light level image enhancement algorithm based on fusion to avoid halo artifacts and color distortion issues when enhancing images. This algorithm estimated the illumination of low light images through the maximum color channel, and used thinning methods to improve the sharpness of the initial enhanced image. The research outcomes indicated that the proposed method was significantly superior to existing methods and reduced the issues of halo artifacts and color distortion [9]. Hosseinzadeh and other scholars proposed a new method for image centralization and pose estimation to study the creation of stitched images inside pipelines. This method would inspect and concentrate the captured video, and then generated a stitching image of the interior of the pipeline. The research findings expressed that this method had good results in IS inside pipelines [10]. Damghani and other researchers proposed an adaptive method to reduce the distortion caused by embedding information in the transformation space. This method was based on the interaction between the changes made when embedding the algorithm. The research results indicated that this method was more efficient than the most advanced methods in the field [11]. Ro and other experts put forward an in situ analysis method of mineralogy based on handheld microscope to conduct in situ analysis of mineralogy. This method solved the small observation range of microscopes through IS. The experimental outcomes denoted that this method was very effective in real-time mineralogy analysis [12].

Chen and other scholars proposed a method to convert 3D motion graphics to stereoscopic display to realize the use of stereoscopic video on mobile platforms. This method was mainly developed on the basis of animation software and output synthetic images that match the stereoscopic display. The research findings expressed that compared to traditional methods, this method had better results and faster speed in image generation [13]. Nie and other researchers proposed an IS learning framework to avoid the issue of unavailability of traditional IS methods. The framework estimated the homography through the multi-scale depth homography model, and learned the deformation rules of IS through the edge preserving deformation module. The experimental outcomes expressed that the framework had good generalization ability and was significantly superior to existing methods [14]. Dai and other experts proposed an end-to-end deep learning framework to solve the problem of artifacts when creating Panorama. This framework considered the synthesis stage in IS as a problem of image mixing and used perceptual edges to guide the network. The experimental results indicated that the framework could generate useful results in less time and had good performance [15]. Zhao and other scholars proposed an IS method based on depth homography estimation to solve the low IS accuracy. This method involved resolution and feature maps and a loss function for stitching. The experimental findings expressed that this method had good performance in quantitative evaluation and visual stitching effects [16]. Luo and other researchers proposed an IS method with constraint on the position relationship between feature points and lines to eliminate parallax. This method reduced the computation of feature matching by quickly detecting overlapping areas, and guided mesh deformation through local mesh models [17].

In summary, there is currently a wealth of research on IS methods for immersive 3D IEA production both domestically and internationally, and the methods used are also diverse. However, these studies also have certain problems, such as the lack of innovation in immersive 3D animation content, and repeated development in one direction. Therefore, the research innovatively proposes an IS method for immersive 3D IEA, constructs the method through SM algorithm and SIFT algorithm, and designs the specific implementation of the method.

III. CONSTRUCTION OF IMAGE SPlicing METHOD AND DESIGN OF FUNCTIONAL MODEL IMPLEMENTATION METHOD FOR 2D IEA PRODUCTION

To construct an IS method for immersive 3D IEA, SM algorithm and SIFT algorithm are applied in the design of its functional modules. In addition, to better utilize the role of SM algorithms, a weighted median filtering method based on directional maps is used to optimize it. To design the specific implementation of the IS method functional module, the development language, library functions, and specific implementation steps of the module are studied and explained.

A. Design of IS Methods for Immersive 3D IEA Production

3D animation is a form of animation that includes computer graphics technology and is not limited by time and space conditions. 3D IEA is mainly produced through computer 3D software, which involves model building and light and shadow settings [18-19]. The production of 3D IEA should be based on its own spatial construction characteristics to achieve spatial transformation. The spatial construction characteristics of 3D IEA are shown in Fig. 1.

As shown in Fig. 1, the spatial construction characteristics of 3D IEA mainly include four points, namely stereo sense, spatiotemporal sense, motion sense, and extensibility. The stitching of immersive 3D IEA is mainly divided into seven steps. The first step is to input the image, the second step is to preprocess the data, and the third step is to register the image. The fourth step is to establish the transformation model, the fifth step is to carry out unified coordinate transformation, the sixth step is to fuse the images, and the seventh step is to obtain panoramic images. Among them, image registration and fusion are the core steps. SM algorithms can be divided into global and local SM algorithms, while the Semi Global Matching (SGM) algorithm belongs to the global algorithm [20]. The pixel level cost and smoothing constraints of the SGM algorithm are shown in Eq. (1).

\[
E(D) = \sum_p C(p, D) + \sum_{q \neq p} R_T[D_q - D_p] + \sum_{q \neq p} \frac{R_T[D_p - D_q]}{1 + \alpha}
\] (1)
In Eq. (1), $D$ denotes the disparity variable; $q$ and $p$ express pixels; $P_1$ means the penalty factor; $P_2$ indicates the constant penalty factor with larger values; $C$ represents the matching cost of pixels; $N_p$ refers to adjacent pixels of pixel $p$; $T$ denotes the judgment value. The calculation of $P_2$ is shown in Eq. (2).

$$P_2 = \left\lceil I_{lp} - I_{lb} \right\rceil$$  \hspace{1cm} (2)

In Eq. (2), $I_b$ indicates the reference map. When performing cost aggregation, the SGM global energy function is shown in Eq. (3).

$$E(D) = \sum_r C(p, D_p) + \sum_{q \in q_{lp}} P_1 \left[ |D_p - D_q| + 1 \right] + \sum_{q \in q_{lp}} P_1 \left[ |D_p - D_{lb}| \right]$$  \hspace{1cm} (3)

The sum of matching costs for pixels in disparity $D$ is achieved through term $\sum_r C(p, D_p)$. The SGM algorithm can avoid the approximate solution of equation conversion and solve one-dimensional problems in eight directions, as shown in Eq. (4).

$$L_r(p, d) = C(p, d) + \min \{ L_r(p-r, d+1) + P_1, L_r(p-r, d-1) + P_1, L_r(p-r, d) + P_2 \} - \min \{ L_r(p-r, d+1), L_r(p-r, d-1) \}$$  \hspace{1cm} (4)

In Eq. (4), $r$ stands for a direction pointing towards the current pixel $p$; $d$ expresses the value of parallax; $i$ and $k$ represent the pixel grayscale value.

**B. IS Architecture Design for Immersive 3D IEA Production**

There are three common ways to make 3D animated films, of which the first involves computer graphics technology. The second type will use parallel cameras for production, and the third type will use relevant algorithms and software [21]. To make the immersive 3D IEA better, the research uses a method that combines computer graphics technology and live shooting technology. The overall architecture of the IS system for immersive 3D IEA production is shown in Fig. 2.

As shown in Fig. 2, the IS system for immersive 3D IEA production is mainly divided into three modules, namely the 3D image source on-demand acquisition module, the ensuring parallax comfortable stitching module, and the display module. The on-demand acquisition module for stereo image sources involves calculating the viewing comfort range, determining the optimal shooting position, and promoting the development of animation plots. The module for ensuring comfortable disparity stitching mainly involves depth IS, image SM, weighted median filtering, and stitching. The display module mainly includes parallax optimized line chart and panoramic effect display. When obtaining stereoscopic image sources on demand, the positioning of virtual stereoscopic cameras is mainly achieved based on the input needs of the viewer. In addition, the manipulation of scene nodes can be completed through Maya software. After the generation of stereo images, stereo perception correspondence is required, and the corresponding of stereo perception is shown in Fig. 3.
As shown in Fig. 3, the corresponding process of stereo perception is divided into three main parts: virtual space, binocular stereo display, and real space. Virtual space includes animated scenes and cameras, binocular stereo display involves stereo image pairs and viewing screens, and real space mainly includes human eye perception of stereo effects. Immersive 3D IS uses the SIFT (SIFT) algorithm, which can observe and analyze local features in images and videos. The SIFT algorithm is mainly divided into four steps. The first step is to detect the extreme values in the scale space, the second step is to locate the key points, the third step is to determine the method, and the fourth step is to describe the key points. To provide better IS functionality, the study used random sample consistency (RANSAC) algorithm and fast library for approximate nearest neighbors (FLANN) algorithm based on tree structure to optimize the SIFT algorithm. The optimization of disparity post-processing in SM algorithms is mainly achieved through the weighted median filtering (WMF) method based on directional maps [22]. This method is mainly divided into three steps. The first step is left and right consistency detection, the second step is filling in the disparity value of singular points, and the third step is smoothing the disparity value of singular points. When the matching information is insufficient, the expression of left and right consistency detection is shown in Eq. (5).

\[
D_L(x, y) = D_R(x - D_L(x, y), y)
\]

(5)

In Eq. (5), \(D_L\) denotes the left disparity map of the left eye image pair; \(D_R\) means the right disparity map of the right eye image pair; \((x, y)\) expresses the coordinates of the interest points based on the left eye image. When the disparity value of the point in the left eye image exceeds the boundary in the right eye image, the expression of left and right consistency detection is shown in Eq. (6).

\[
x - D_L(x, y) \geq 0
\]

(6)

To preserve the high-frequency edges of the image, the WMF method is optimized. The weight calculation involved in optimization is shown in Eq. (7).

\[
W_{bf}^{\tilde{c},j} = \frac{1}{K_\tilde{c}} e^{-\frac{|f - f|}{\sigma_\tilde{c}}} e^{-\frac{|j - j|}{\sigma_j}}
\]

(7)

In Eq. (7), \(\tilde{c}\) and \(j\) denote the coordinates of two points in the guidance map; \(\sigma_\tilde{c}\) and \(\sigma_j\) indicate constants; \(K_\tilde{c}\) is used to control the weight size; \(bf\) means the balance calculation value when the feature is \(f\). The stereo display Comfort zone is \([D_{min}, D_{max}]\), and its calculation is shown in Eq. (8).

\[
\begin{align*}
D_{min}(v_d) &= \frac{p_d}{2} \cot(\arctan \frac{p_d}{2v_d} + \frac{\delta\theta}{2}) \\
D_{max}(v_d) &= \frac{p_d}{2} \cot(\arctan \frac{p_d}{2v_d} - \frac{\delta\theta}{2})
\end{align*}
\]

(8)

In Eq. (8), \(p_d\) means the distance between the binocular pupils; \(v_d\) denotes the distance from the viewer to the screen; \(\delta\theta\) expresses the difference between the convergence angle and the adjustment angle. The calculation of parallax at a certain point in the scene is shown in Eq. (9).

\[
d = I_s \cdot f \left(1 - \frac{1}{Z_p} \right)
\]

(9)

In Eq. (9), \(I_s\) expresses the distance between the axes of the cameras; \(f\) means the focal length of the stereoscopic camera; \(Z_p\) refers to the distance from the zero parallax plane to the camera plane. The mapping relationship between the depth of the scene and the disparity at a certain point in the scene is shown in Eq. (10).

\[
p(D) = I_s \cdot \left(1 - \frac{Z_p}{D} \right)
\]

(10)

By substituting Eq. (8) into Eq. (10), the mapping relationship between parallax and viewing distance can be established, as shown in Eq. (11).

\[
\begin{align*}
p_{min}(v_d) &= p_d \cdot \left(1 - \frac{2v_d}{p_d \cot(\tan^{-1} \frac{p_d}{2v_d} + \frac{\delta\theta}{2})} \right) \\
p_{max}(v_d) &= p_d \cdot \left(1 - \frac{2v_d}{p_d \cot(\tan^{-1} \frac{p_d}{2v_d} - \frac{\delta\theta}{2})} \right)
\end{align*}
\]

(11)

If \(P_P\) is the parallax of a point in virtual space, its expression derived from the off axis model is shown in Eq. (12).

\[
P_P = \left(1 - \frac{Z_P}{Z} \right) S
\]

(12)

In Eq. (12), \(Z_P\) means zero parallax; \(S\) stands for the distance between the left and right eye cameras; \(Z\) refers to the distance between the points in the scene and the stereo camera. If the perspective of the central camera is \(\alpha\), the width of the projection plane is shown in Eq. (13).

\[
W_p = 2 .* Z_P .* \tan(\alpha) / 2
\]

(13)
In Eq. (13), \( W_p \) is the virtual unit of length. The expression of parallax in real space is shown in equation (14).

\[
P_r = \frac{W_r}{W_p} P_p
\]  

(14)

At this point, if the pixel spacing is \( P_p \), the final disparity is shown in Eq. (15).

\[
P = P_r \times b
\]  

(15)

C. Design of Functional Model Implementation Methods for Immersive 3D IEA Production

To implement the functional modules of the IS method in detail, the study presents 3D IEA scenes on the basis of Maya software. During the preparation phase, the development language and library functions are set up. The Maya MEL language, which is the built-in scripting language of Maya software, is selected for development language research. The image library research selects OpenCV image library, which is powerful and has a modular structure. The functions of OpenCV can be divided into various types based on different purposes, such as video processing and graphical user interface functions. The implementation of IS method for immersive 3D IEA production is shown in Fig. 4.

In Fig. 4, the first step of the implementation of the IS method is to generate 3D image pairs, and the second step is to stitching Panorama. The third step is to generate the target and reference Panoramas on the basis of Panorama stitching, and the fourth step is to calculate the panorama parallax. The fifth step is to optimize the seam of the current Panorama by combining the calculated panorama parallax map and the comfortable parallax range. The realization of the system function can be divided into five functional modules, namely, stereo image pair on-demand acquisition module, immersive 3D IS module, comfort zone calculation module, SM module and seam disparity optimization module. The implementation of different modules is shown in Fig. 5.

As shown in Fig. 5, the implementation of the on-demand acquisition module for stereo images mainly involves determining the position of virtual stereo cameras, which involves two methods. One is to customize the camera position by professionals, and the other is to use MEL scripting language. In addition, the rendering part is also implemented using MEL scripts. The immersive 3D IS module can achieve the acquisition of data such as the coordinates of the seam and the panoramic images of the left and right eyes through Panorama stitching of depth image pairs. In addition, the RANSAC algorithm is introduced into the findHomegraph function and used to solve the homography matrix of the image matrix. The comfort zone calculation module is mainly realized by calculating the user's viewing distance, pupil distance and other data, and the final output of the module is the range value of the comfort zone. The SM module calculates the disparity map of panoramic stereo images through the optimized SGM algorithm. The flowchart of disparity optimization at the seam is shown in Fig. 6.

In Fig. 6, the first step in optimizing the disparity at the seam is to input data into the panoramic disparity map, which mainly includes the comfortable disparity range, seam coordinate positioning, and viewing distance. The second step is to input the left Panorama into the panorama parallax map, and the panorama parallax map will return to the right Panorama based on the input data. The third step is to output the panoramic disparity map data and optimize the disparity at the seam.

![Fig. 4. Implementation of IS method.](image)

![Fig. 5. Implementation of different modules.](image)
IV. RESULT ANALYSIS OF IS METHODS FOR IMMERSIVE 3D IEA PRODUCTION

To analyze the results of the IS method for immersive 3D IEA production, the functional module performance and overall performance of the IS method were studied. Among them, the performance analysis of functional modules was mainly achieved by comparing F1 values and image generation error rates under different datasets. The overall performance of IS methods was mainly analyzed through runtime and rendering effects.

A. Functional Module Performance Analysis of IS Methods for 3D IEA Production

The performance testing and analysis of SM models were mainly achieved through algorithm comparison, and the selected comparison algorithms include the sum of squared differences (SSD) algorithm and the sum of absolute differences (SAD) algorithm. Four standards Middlebury stereo image datasets were selected, namely the Tsukuba, Venus, Teddy and Cones6 datasets. The comparison indicators included F1 value and error rate of image generation. The comparison of F1 values between different algorithms is shown in Fig. 7.

From Fig. 7 (a), on the Tsukuba dataset, the max, mini and average F1 value of the SGM algorithm were 0.996, 0.982 and 0.9904, respectively. The max, mini and average F1 value of the SSD algorithm were 0.885, 0.871 and 0.8794, respectively. The max, mini and average F1 value of the SAD algorithm were 0.874, 0.86 and 0.8684, respectively. From Fig. 7 (b), on the Venus dataset, the max, mini and average F1 value of the SGM algorithm were 0.996, 0.981 and 0.9902, respectively. The max, mini and average F1 value of the SSD algorithm were 0.895, 0.88 and 0.8892. The max, mini and average F1 value of the SAD algorithm were 0.891, 0.876 and 0.8852. The performance of SGM algorithm was significantly better than the other two algorithms. To analyze the performance of the optimized SGM algorithm, the study selected SGM algorithms optimized using other filtering methods for comparison, including box filtering (Box), guided filtering (Guided), and bilateral filtering (BF). The comparison of matching error percentages for different SGM algorithms under the Tsukuba and Venus datasets is shown in Fig. 8.

From Fig. 8 (a), on the Tsukuba dataset, the error percentage of the SGM, SGM+Box, SGM+Box, SGM+BF and SGM+WMF algorithms in non-occluded areas were 3.3862%, 3.2254%, 3.0173%, 2.1268% and 0.3885%, respectively. On the Venus dataset, the error percentage of non-occluded areas in the five algorithms were 0.7217%, 0.7356%, 0.2329%, 0.5478% and 0.4743%, respectively. As shown in Fig. 8 (b), the error percentage of all regions of the five algorithms on the Tsukuba dataset were 5.9688%, 4.2336%, 3.7276%, 3.2244% and 0.8316%, respectively. On the Venus dataset, the error percentages for all regions of the five algorithms were 0.9946%, 0.8234%, 0.4562%, 0.6602% and 0.8253%, respectively. The comparison of matching error percentages for different SGM algorithms under the Teddy and Cones6 datasets is shown in Fig. 9.

From Fig. 9 (a), on the Teddy dataset, the error percentage of non-occluded areas in the SGM, SGM+Box, SGM+Guided, SGM+BF and SGM+WMF algorithms were 2.1155%, 1.9232%, 3.2346%, 1.8020% and 1.6848%, respectively. On the Cones6 dataset, the error percentages for all regions of the five algorithms were 1.9993%, 1.6732%, 2.3449%, 1.3467% and 1.34%, respectively. From Fig. 9 (b), on the Teddy dataset, the error percentage of all regions of the five algorithms were 5.0838%, 5.1033%, 4.8143%, 4.9133% and 4.3235%, respectively. On the Cones6 dataset, the error percentages for all regions of the five algorithms were 5.9187%, 5.8999%, 5.2333%, 4.6776%, and 4.1760%, respectively.
B. Overall Effect Analysis of IS Methods for 3D IEA Production

To analyze the overall effect of IS methods for 3D IEA production; the running time of different SGM algorithms was compared. The image rendering results of the 3D IEA production IS method was mainly evaluated by observer scoring. In addition, the overall performance of the IS method was analyzed through the smoothness and restoration of the image. The comparison of the runtime of different SGM algorithms on different datasets is shown in Fig. 10.

From Fig. 10 (a), on the Tsukuba and Venus datasets, the running time of the SGM, SGM+Box, SGM+Guided and SGM+WMF algorithms were 3.7446s and 3.5675s, 4.3434s and 5.3434s, 4.5467s and 5.6884s, 5.1354s and 5.6767s, respectively. From Fig. 10 (b), on the Teddy and Cones6 datasets, the running time of the SGM, SGM+Box, SGM+Guided and SGM+WMF algorithms were 3.6586s and 3.0243s, 5.2329s and 5.4245s and 5.4576s, 6.3898s, and 6.7664s, respectively. In summary, although the SGM+WMF algorithm had no significant advantage in runtime, it had no impact on the overall performance of the method. The image rendering results of the 3D IEA production IS methods are shown in Fig. 11.
From Fig. 11 (a), in the first ink painting animation, the max and mini rendering score of the first frame image were 98.5 and 81.3, respectively. The max and mini rendering scores for the second frame were 98.9 and 88.7, respectively. The max and mini rendering scores for the third frame were 99.5 and 97.3, respectively. The max and mini score for the fourth frame image rendering were 99.3 and 97.3, respectively. The max and mini score for the fifth frame image rendering were 97.2 and 94.5 respectively. As shown in Fig. 11 (b), the max and mini rendering score of the first frame image were 99.1 and 81.7, respectively. The max and mini rendering scores for the second frame were 99.6 and 90.1, respectively. The max and mini rendering scores for the third frame were 98.7 and 87.5, respectively. The max and mini score for the fourth frame image rendering were 99.1 and 98.1, respectively. The max and mini score for the fifth frame image rendering were 99.4 and 95.5, respectively. The image smoothness and restoration results of the 3D IEA production IS method are shown in Fig. 12.

From Fig. 12 (a), the max and mini smoothness scores of the first frame image were 96.3 and 91.2 respectively. The max and mini smoothness scores of the second frame image were 97.1 and 89.5 respectively. The max and mini smoothness scores of the third frame image were 97.2 and 92.1 respectively, while the max and mini smoothness scores of the fourth frame image were 98.4 and 94.3 respectively. The max and mini smoothness score of the fifth frame image were 97.3, and 94.5 respectively. As shown in Fig. 12 (b), the max and mini smoothness scores of the first frame image were 97.4 and 93.2 respectively. The max and mini smoothness scores of the second frame image were 97.7 and 93.5 respectively. The max and mini smoothness scores of the third frame image were 98.1 and 94.5 respectively, while the max and mini smoothness scores of the fourth frame image were 98.3 and 95.4 respectively. The max and mini smoothness score of the fifth frame image were 97.4 and 87.4 respectively.

V. DISCUSSION

In response to the lack of content in current immersive 3D ink element animations, it is necessary to use image stitching algorithms to transform existing classic 3D ink element animations into immersive 3D ink element animations. At present, image stitching algorithms mainly focus on the stitching of monocular images, which is difficult to directly apply to the stitching of binocular images. Therefore, starting from the horizontal parallax dependence of stereoscopic perception, the research innovatively designed and developed an image stitching method for immersive 3D ink element animation production. The method was designed using stereo matching algorithms and scale invariant feature transformation algorithms, and optimized using a weighted median filtering method based on directional maps. In addition, the study also designed the specific implementation of this method from different functional modules. The analysis of the research results mainly focuses on two aspects: one is the performance verification of the algorithm used in the study, and the other is the overall effect analysis of the image stitching method. On the Tsukuba dataset, the average F1 value of the SGM algorithm is 0.9904, while the average F1 values of the SSD and SAD algorithms compared are 0.8794 and 0.8684, respectively. On the Venus dataset, the average F1 values of the three algorithms are 0.9902, 0.8892, and 0.8852, respectively. It can be seen that on different datasets, the average comprehensive evaluation value F1 of the SGM
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algorithm is better than the other two comparative algorithms, indicating that the performance of the SGM algorithm is better. In the overall effect analysis of the image stitching method, the maximum rendering scores of the first ink wash animation for five consecutive frames were 98.5, 98.9, 99.5, 99.3, and 99.2, respectively. The maximum rendering scores of the second ink wash animation for five consecutive frames are 99.1, 99.6, 98.7, 99.1, and 99.4, respectively. It can be seen that the image stitching method designed by the research institute has good image rendering effects.

VI. CONCLUSION

To avoid the lack of innovation and repeated development problems existing in the current immersive 3D IEA production, an IS method was innovatively designed and developed. The method was constructed through SM algorithm and SIFT algorithm. The experimental findings showed that on four different datasets, the error percentages of the optimized SM algorithm in non-occluded areas were 0.3885%, 0.4743%, 1.6848%, and 1.34%, respectively. The error percentages of all areas were 0.8316%, 0.8253%, 4.3235%, and 4.1760%, respectively. The optimized SM algorithm had a smaller matching error rate. On four different datasets, the running time of the SGM+WMF algorithm was 5.1354s, 5.6767s, 6.3889s, and 6.7664s, respectively. The average values of image rendering scores were 90.88, 94.22, 98.6, 98.38, and 98.1, respectively. The average image smoothness values were 94.4, 93.2, 94.52, 96.62, and 95.7, respectively, while the average restoration values were 95.18, 95.36, 96.64, 96.56, and 93.36, respectively. Although research and development have been conducted on IS a method for immersive 3D IEA production, there are still certain shortcomings, such as the further improvement of SM algorithms, which can be improved in future research.
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Abstract—With the advancement of virtual broadcasting technology, the use of artificial intelligence animated characters in virtual scenes is becoming increasingly widespread. However, there are still a series of challenges and limitations to make the behavior of animated characters more natural, intelligent, and diverse. Therefore, this study proposes a behavior tree based animation character behavior modeling and a short-term memory action recognition method combining human geometric features. The research results indicate that when the behavior modeling model faces different obstacles, the successful avoidance rate is over 80%, and the avoidance reaction time is 0.41s-0.65s. The accuracy and loss function values of the action recognition method gradually converge to 1 and 0 with the quantity of iterations grows. For the recognition of seven types of actions, the accuracy of raising the left hand, raising the right hand, waving the left hand, and waving the right hand reaches 100%, and the recall rate of raising the right hand is 100%. The majority of action types have F-value scores above 0.9. Relative to the recurrent neural network model, the accuracy of the double-layer long-term and short-term memory model is 95.8%, which is significantly better than the former's 86.3%, showing better recognition performance. In summary, modeling and identifying the behavior of artificial intelligence animated characters can make the characters in virtual broadcasting more intelligent, natural, and realistic, thereby improving the viewing experience of virtual broadcasting, which has important practical value and research significance. This has significant practical and research value, providing insightful references for related fields.
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I. INTRODUCTION

Virtual broadcasting technology is a cutting-edge interdisciplinary field in the fields of computer graphics and artificial intelligence, playing an important role in media such as movies, television programs, and games [1]. Through the integration of virtual broadcasting technology and artificial intelligence (AI) animated characters, viewers can experience a fully immersive audio-visual encounter [2]. However, there are still challenges to achieving more natural, intelligent, and diverse behavioral representations of animated characters [3]. Traditional virtual animation character behavior modeling relies on rule design and manual programming, which limits the ability to flexibly respond to complex environments. Action recognition methods are often limited to specific action categories and are difficult in scenarios with high real-time requirements. Therefore, this study proposes a behavior tree based animation character behavior modeling and a Long Short Term Memory (LSTM) action recognition method that combines human geometric features. This study aims to improve the behavior and recognition abilities of AI-animated characters in virtual broadcasting, allowing them to display more natural and intelligent actions in intricate scenarios and interact with users in real-time.

Section I of the study introduces relevant technologies and methods, including existing research results on behavior modeling and action recognition, as well as research on behavior trees and LSTM. Section II provides a detailed explanation of related works. Section III is the establishment of an AI animation character behavior model, experiment and evaluation of animation character behavior model and action recognition is detailed in Section IV. Section V and Section VI delves into comparison and conclusion respectively.

II. RELATED WORK

Behavioral modeling (BM) refers to the process of establishing and describing the behavior of individuals or systems, which has numerous applications in various fields, including AI, computer graphics, virtual reality, game development, robotics technology, etc. As the boost of computer technology and AI, significant progress and development have been made in the field of behavior modeling. Colledanchise et al. presented a method that combines automatic planners and machine learning to automatically generate a behavior tree strategy for the application requirements of industrial robots in unpredictable environments. This approach offers a practical solution for enabling robots to operate autonomously in complex environments and has significant theoretical and practical implications [4]. Kumar proposed a deep learning (DL) classifier method on the ground of children's emotions to predict children's behavior, addressing the problems in establishing a behavioral model for predicting children's current emotional activities. This provides theoretical guidance for predicting children's emotional behavior [5].

Action recognition refers to the recognition and classification of human or objects actions through technologies such as computer vision and machine learning. At present, action recognition technology has made significant progress and has been widely applied in multiple fields. Song et al. addressed the issues of complex and overly parameterized state-of-the-art models, as well as inefficient training and inference, by embedding separable convolutional layers into early fusion multi input branch networks to construct efficient graph convolutional network baselines. It is used for skeleton action recognition, effectively improving
accuracy, reducing model parameters and training costs [6]. Gharaei introduced a novel approach to recognizing human actions by employing a self-organizing mapping system. The objective was to address the problem of identifying the start and end times of online unsegmented actions for automated recognition purposes. This method can effectively extract and cluster features of action sequences, thereby achieving accurate recognition and segmentation of actions [7].

Behavior tree is a graphical tool used to model complex behaviors, commonly used in game development and virtual character control. LSTM is a special type of recurrent neural network designed to process sequential data, such as time series or text. Junaidi A et al. presented the utilization of behavior tree algorithm to effectively manage and control the diverse behaviors of NPCs for the type of side scrolling game, to enhance the fun and realism of the game. This accomplishment led to a more precise management and control of behavior, resulting in an enhanced player experience and game quality [8]. Shen et al. proposed a framework that combines bidirectional short-term memory networks and data sorting for real-time prediction of the diameter of shotcrete columns in soft soil, providing more accurate and reliable predictions for shotcrete processing in soft soil, and further improving the design of shotcrete columns [9]. Priyadarshini et al. proposed a combined model of short-term and short-term memory, CNN, and grid search to address the increase in user generated content on the Internet and the challenge of understanding emotions and emotions involved. This model helps to better understand user attitudes, viewpoints, and emotions, providing important basis for decision-making and analysis in various application scenarios [10].

In summary, scholars have conducted in-depth research on behavior modeling and action recognition. However, in many research results, the traditional virtual animation character model is not flexible and lacks real-time performance in action recognition, which needs further research. Therefore, this study proposes an animation character behavior modeling on the ground of behavior trees and an LSTM action recognition method combining human geometric features. This provides an innovative way to improve the behavior performance and action recognition ability of AI-animated characters in virtual broadcasting.

III. ESTABLISHMENT OF AI ANIMATION CHARACTER BEHAVIOR MODEL AND ACTION RECOGNITION METHOD

As an execution method for planning models, behavior trees are widely used to construct complex AI character behaviors, enabling virtual actors to exhibit more natural, intelligent, and diverse behavior. The LSTM action recognition method involves combining geometric features of the human body with the LSTM neural network in deep learning to achieve precise recognition of actions.

A. Establishment of AI Animation Character Behavior Model Based on Behavior Tree

AI animated characters require complex behavior and diverse decision-making in virtual broadcasting. Traditional modeling techniques, such as finite state machines, have limitations in representation [11]. To overcome its shortcomings, this study adopts behavior tree modeling. The behavior tree has a parallel mechanism that supports hierarchical structure and node combination, making the behavior logic easier to understand. Its modular design reduces post maintenance costs, dynamically adjusts role behavior, and improves flexibility and scalability [12]. Visual perception possesses an essential influence on modeling the behavior of animated characters, simulating the visual cone of the real human eye, and setting appropriate field of view angles and ranges. The human eye's maximum visual range is 60°, with a comfort range limited to 30°. Only objects located within the visual cone can be perceived [13]. The human eye is more sensitive to dynamic objects, which allows for easier detection of their movements and changes. The visual perception model of animated characters is shown in Fig. 1.

In Fig. 1, assuming that a point on the observed object is P. O represents the eye of the animated character, which is the starting point of the line of sight. R represents the angle of view. D represents the field of view distance. If the distance between OPs is less than d and the angle between OP and the Z-axis is less than half of the field of view angle R, it is assumed that the observed object is within the field of view of the animated character. In a virtual environment, animated characters need to further determine whether there is an occlusion relationship. Point occlusion method is used for line of sight detection in this study. Assuming that the world coordinate of point O is \( (x_0, y_0, z_0) \) and point P is \( (x_p, y_p, z_p) \), OP is represented as shown in Eq. (1) [14].

\[
\begin{align*}
  x &= x_0 + m(x_p - x_0) \\
  y &= y_0 + m(y_p - y_0), 0 \leq m \leq 1 \\
  z &= z_0 + m(z_p - z_0)
\end{align*}
\]  

In Eq. (1), \( m \) is to be solved. Assuming that there is a rectangular object between O and P as an obstruction, it projects it onto the XY plane to obtain a rectangular projection. It sets the coordinates of the four vertices as \( (x_i, y_i, z_i), i = \{1, 2, 3, 4\} \), and the equations for each edge are shown in Eq. (2).

\[
\begin{align*}
  \frac{x - x_i}{x_{i+1} - x_i} &= \frac{y - y_i}{y_{i+1} - y_i}, i = \{1, 2, 3, 4\}
\end{align*}
\]
It brings Eq. (2) into Eq. (1) and solve for the value of \( m \). If \( m \) has no solution, then OP has no intersection with the projection rectangle, indicating that the observed object is not obstructed. If \( m \) has a solution, then the obtained value is taken into Eq. (1) to calculate the value of \( z \). If the value of \( z \) is greater than the Z coordinate value corresponding to the highest point of the obstruction, it indicates that the observed object is not obstructed. Otherwise, it is obstructed. In addition to the visual model, an auditory model should also be established. The auditory perception model of the animated character is shown in Fig. 2.

In Fig. 2, in a virtual environment, to simulate real auditory perception, the auditory range of the animated character is limited by a spherical area. Only sound located within the spherical area can be heard by the animated character [15]. It sets the auditory threshold \( V_0 \), assuming that the sound intensity is \( V \) and the distance between the animated character and the object is \( d \). Only in the case of \( V/d > V_0 \) an animated character hear sound and make decisions about it. On the contrary, it exceeds the auditory perception range of the animated character, and the animated character will not be able to perceive the sound. In virtual broadcasting, AI-animated characters are modeled through perception to construct their next behavior, which corresponds to the child nodes of the behavior tree, namely the animated character behavior nodes. To achieve complete action recognition and control, this study combines the perception model and behavior model into a whole, forming an animation character control behavior tree, as shown in Fig. 3.

Fig. 3 shows that in virtual broadcasting, the behavior tree of animated characters is composed of a parent node as the root node, connecting the selection node, the order node of different branches, and the standby behavior node. The standby behavior node maintains the initial behavior of the animated character. The decoration node lies beneath the order node and is accountable for continuous visual and auditory perception. Once the environmental information within the perception range of the animated character changes, the sequential logic nodes and decoration nodes come into play, interrupt standby behavior, and execute the corresponding behavior under the sequential nodes. Through this structure, animated characters make intelligent behavioral decisions on the ground of environmental changes, resulting in more realistic performance in virtual broadcasting.

### B. LSTM Action Recognition Method Combining Human Geometric Features

AI-animated characters in virtual broadcasting require action recognition ability to make corresponding action responses on the ground of user input or environmental changes. This study adopts the LSTM action recognition method that combines human geometric features [16]. AI characters obtain user action data through sensors, such as geometric features such as posture and joint position, as input. After processing by the LSTM neural network, they learn the temporal evolution patterns of action sequences and extract relevant features. Three different geometric structures of human bone point features, including 3D position difference, 3D angle difference, and bone vector angle feature, are proposed and normalized, and fused as input for the action recognition network model. The framework of the LSTM action recognition method combining human geometric features is shown in Fig. 4 [17].

Fig. 4 shows that the LSTM action recognition method is suitable for processing custom datasets containing sequences of human bone data points, and can effectively process data with temporal features. The method first extracts geometric features and normalizes human bone data points to ensure consistent data scales [18]. Then, the fused features are input into the LSTM network model to capture the dependencies and temporal correlations of action sequences. Next, the custom dataset trains the LSTM network to capture the dependencies and temporal correlations of action sequences. Finally, the probability distribution output by the LSTM network is converted into action classification results through the Softmax function, achieving accurate recognition and classification of human actions.
Recurrent Neural Network (RNN) is commonly used to process serialized data, which exhibit temporal properties and cyclic transitivity. Recurrent neural networks are widely used to handle serialization problems because they can have a "memory" function that links the information of the entire network together. The expression of output layer (OLA) $h^{(t)}$ in the two-layer RNN structure is shown in Eq. (3).

$$h^{(t)} = f(h^{(t-1)}, x')$$ (3)

In Eq. (3), $x'$ is the input of the current time (CTI) model. $f$ represents the model function, also known as the activation function. The RNN sequence length is independent of $f$ and is suitable for handling long sequence problems in different time dimensions. During network transmission, the output $h_t$ of RNN nodes at each time point is shown in Eq. (4).

$$h_t = \varphi(W_{sh} \cdot x_t + W_{hh} \cdot h_{t-1} + b)$$ (4)

In Eq. (4) $\varphi$ represents the activation function. $W_{sh}$ and $W_{hh}$ represent the weight matrix (WMA) in the input and output of the network nodes at the CTI, and the WMA of the hidden layer meanwhile. $b$ serves as the bias parameter. RNN transfers the output at the current moment (CMO) to the OLA and the hidden transmission at the next moment. Recursive transmission has defects, and the network gradient gradually decreases with the increase of sequence length, resulting in slower iterative updates and the issue of gradient disappearance or explosion. LSTM solves the above problems and improves the efficiency and stability of the network by adding "memory" units to the hidden layer and selectively "forgetting" long-term sequences. RNN is a standard recursive neural network, while LSTM has added three gate level control units that control the flow of information, including input gate (IGA) $i$, forgetting gate (FGA) $f$, and output gate (OGA) $o$, and has built-in hidden layer memory cell $C_t$ [20]. The FGA $f$ is utilized for controlling the degree to which information from the previous moment is retained in the current memory cell. The formula for calculating FGA $f$ at time $t$ is shown in Eq. (5).

$$f_t = \sigma(W_f [h_{t-1}, x_t] + b_f)$$ (5)

In Eq. (5), $W_f$ is the WMA of the FGA. $h_{t-1}$ is the hidden state of the previous moment. $x_t$ is the input at the CTI. $b_f$ is the bias parameter of the FGA. $\sigma$ serves as an S-type activation function, used to map the calculation results to the range $[0,1]$, representing the output value of the FGA. The calculation formula for IGA $i$ is shown in Eq. (6).

$$i_t = \sigma(W_i [h_{t-1}, x_t] + b_i)$$ (6)

In Eq. (6), $W_i$ is the WMA of the IGA. $b_i$ is the bias parameter of the IGA. The IGA controls the degree to which the input information at the CMO updates the memory cells. The calculation formula for OGA $o$ is shown in Eq. (7).

$$o_t = \sigma(W_o [h_{t-1}, x_t] + b_o)$$ (7)

In Eq. (7), $W_o$ is the WMA of the OGA. $b_o$ is the bias parameter of the OGA. The OGA controls the degree to which information in memory cells is output at the CMO. The calculation of candidate memory cell $C_t$ is shown in Eq. (8).

$$C_t = \tanh(W_c [h_{t-1}, x_t] + b_c)$$ (8)

In Eq. (8), $W_c$ is the WMA of the input and the previous hidden state. $b_c$ is the bias parameter for candidate cells. $\tanh$ is a hyperbolic function, and the candidate memory cell is a temporary memory cell calculated at each time step to store new input information. The calculation of updated memory cells is shown in Eq. (9).

$$C_{t-1} = f_t \cdot C_{t-1} + i_t \cdot C_t$$ (9)

In Eq. (9), $C_{t-1}$ serves as the memory cell of the previous moment. Updating memory cells is achieved through the weighted sum of FGAs, IGAs, and candidate memory cells. The output of memory cells is shown in Eq. (10).

$$h_t = o_t \cdot \tanh(C_t)$$ (10)

In Eq. (10), $h_t$ represents the hidden state of LSTM at the
CTI  𝑡, which is also the output of memory cells. To better capture temporal features and improve recognition accuracy, a two-layer LSTM network model is introduced to increase network depth [21]. Fig. 5 showcases the relevant structure.

![Two-layer LSTM network model](image)

Fig. 5. Two-layer LSTM network model.

Fig. 5 shows that in a two-layer LSTM network model, two LSTM models are set at the same level, with the upper layer (ULA) being the input layer (ILA), and the ULA LSTM model is as the input sequence. The lower layer is the OLA, and the lower layer LSTM model is used as the output model. The forward formula of the double-layer (DLA) LSTM network model is shown in Eq. (11).

\[
\begin{align*}
    h_{l,t} & = \sigma \left( W_{l,hl} x_t + U_{hl} h_{l,t-1} + U_{hl(l-1)} h_{l,l-1} + V_{l,cl,t-1} + b_l \right) \\
    f_{l,t} & = \sigma \left( W_{l,hl} x_t + U_{hl} h_{l,t-1} + U_{hl(l-1)} h_{l,l-1} + V_{l,cf,t-1} + b_f \right) \\
    \alpha_{l,t} & = \delta \left( W_{l,hl} x_t + U_{hl} h_{l,t-1} + U_{hl(l-1)} h_{l,l-1} + V_{l,cl,t-1} + b_o \right) \\
    C_{l,t} & = f_{l,t} \cdot C_{l,t-1} + i_{l,t} \cdot \tanh \left( W_{l,hl} x_t + U_{hl} h_{l,t-1} + U_{hl(l-1)} h_{l,l-1} + b_c \right) \\
    h_{l,t} & = \alpha_{l,t} \cdot \tanh \left( C_{l,t} \right)
\end{align*}
\]

In Eq. (11),  \( h_{l,t-1} \) and  \( h_{l-1,t} \) respectively represent the hidden states of the ULA LSTM model and the lower layer LSTM model.  \( x_t \) is the ILA.  \( U_{hl} \) and  \( U_{hl(l-1)} \) represent the weight matrices of the ULA LSTM model and the lower layer LSTM model, respectively.  \( b_r \) represents the offset parameter. All variables are classified as IGA  \( i \), FGA  \( f \), or OGA  \( o \) on the ground of  \( i, f, o \) in the table below. At moment  \( t \), the output  \( y_t \) of the model is shown in Eq. (12).

\[
y_t = U_{hl} h_{l,t} + b_f
\]

In Eq. (12),  \( U_{hl} \) represents the WMA.  \( h_{l,t} \) serves as the hidden state of the lower layer LSTM at time  \( t \).  \( b_f \) represents the offset parameter. The Softmax function is showcased in Eq. (13).

\[
\xi_t = \frac{e^{y_t'}}{\sum_{j=1}^{n} e^{y_j'}}
\]

In Eq. (13),  \( y'_i \) represents the  \( i \)-th action sequence.  \( J \) serves as the quantity of the action type.  \( n \) serves as a total of  \( n \) actions identified. When updating network parameters, the study adopts a cross entropy loss function, as shown in Eq. (14).

\[
E(y_t, y'_t) = -y_t \log y'_t = -\sum_{i=1}^{n} y_t \log y'_t
\]

In Eq. (14),  \( y_t \) represents the label of the actual action.  \( y'_t \) represents the label that identifies the action. The training process iteratively updates the network, leading to a gradual decrease in the loss function’s value. After each update, the gradient values overlay, as demonstrated in Eq. (15).

\[
\frac{\partial E}{\partial w} = \sum_{t=1}^{n} \frac{\partial E}{\partial w}
\]

In Eq. (15),  \( E \) represents a loss function.  \( w \) represents the weight parameter in the network. Through continuous iterative updates and gradient stacking, the DLA LSTM model can gradually optimize during training and adapt to features of the data to improve recognition of temporal features with increased accuracy.

IV. EXPERIMENTAL ANALYSIS OF AI ANIMATION CHARACTER BEHAVIOR MODELING AND ACTION RECOGNITION

To explore the effectiveness and superiority of the behavior tree-based animation character behavior modeling and the LSTM action recognition method combined with human geometric features; the study started with simulation experiments and tested the collision avoidance and sound source capture indicators of the behavior modeling. Meanwhile, it conducted testing experiments on the LSTM action recognition method and compared it with the RNN model.

A. Behavior Modeling Experiment Simulation Based on Behavior Tree

The objective of the experiment is to test the effectiveness of animation character behavior modeling on the ground of behavior trees in handling obstacles to prevent collisions and capture sound sources. Specifically, this study aims to evaluate the effectiveness of the system in avoiding collision objects and ensuring the safe movement of the modeled object in the environment. It also aims to determine whether the testing system can accurately detect and locate sound sources, thus simulating the modeled object’s perception and positioning ability towards sound. The relevant situation of development environment is shown in Table I.

Table I shows that the experimental computer is configured with an AMD Ryzen 5 3600X 6-Core processor,
32GB DDR5 6000MHz memory, and is equipped with an NVIDIA GeForce RTX 3070 high-performance graphics card. This configuration meets the development requirements of the experiment and enables real-time behavior modeling and simulation in complex scenarios. Unity 3D is utilized as the game engine, supporting the development of 2D and 3D games, virtual and augmented reality applications, simulators, and animations. BM adopts the free software DAZ Studio, which provides rich functionality for creating high-quality digital characters, scenes, and animations. To achieve complex AI behavior, it uses the professional behavior tree plugin Behavior Designer. Its evaluation system performance uses collision avoidance and sound source capture metrics. The collision avoidance indicator evaluates the system's contact with collision objects in different scenarios, calculates the successful avoidance ratio and average avoidance time. The experimental results are shown in Fig. 6.

Fig. 6 shows that the successful avoidance rate is above 80% when encountering different obstacles. Among them, when facing obstacle 5, the avoidance rate at position 3 reaches 96%, which means that in most cases, the system can effectively perceive the obstacle and make timely avoidance decisions, thereby successfully avoiding collisions. The reaction time for taking avoidance actions when facing obstacles is within 0.41s-0.65s, indicating that the system has relatively fast response ability in collision avoidance. The system rapidly detects the presence of obstacles and makes appropriate decisions to evade them. The sound source capture indicator uses a virtual sound source to simulate the sound in the environment, and records the system's perception and positioning of the sound source position. It evaluates the sound source capture accuracy of the system by comparing the error between the predicted position and the actual position. The experimental outcomes are showcased in Table II.

Table II shows that the percentage of capture error for different sound sources ranges from 1.40% to 1.88%, with an average error of approximately 1.56% for sound source capture. For the given experimental data, it was observed that the percentage of error between the actual position and the predicted position is not fixed under different obstacles, but fluctuates slightly. As the distance increases, the error also increases. Overall, the predicted results (PRE) captured by the sound source are all near the actual sound source location, with small errors and within an acceptable range. This suggests that the system excels at capturing sound sources with high levels of precision and accuracy.

### TABLE I. EXPERIMENTAL DEVELOPMENT ENVIRONMENT

<table>
<thead>
<tr>
<th>Hardware development platform</th>
<th>/</th>
<th>/</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Computer processor</td>
<td>AMD Ryzen 5 3600X 6-Core Processor 3.80 Ghz</td>
</tr>
<tr>
<td>2</td>
<td>Computer memory</td>
<td>32GB DDR5 6000MHz</td>
</tr>
<tr>
<td>3</td>
<td>Computer graphics card</td>
<td>NVIDIA GeForce RTX 3070</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Software development platform</th>
<th>/</th>
<th>/</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Game engine</td>
<td>Unity 3D</td>
</tr>
<tr>
<td>2</td>
<td>Modeling software</td>
<td>DAZ Studio</td>
</tr>
<tr>
<td>3</td>
<td>Action number plug-in</td>
<td>Behavior Designer</td>
</tr>
</tbody>
</table>

(a) The result of the experiment of the ratio of avoidance times  
(b) The result of avoidance time experiment

### TABLE II. TEST RESULTS OF SOUND SOURCE CAPTURE EXPERIMENT

<table>
<thead>
<tr>
<th>Sound source</th>
<th>Actual location of the sound source (m)</th>
<th>Sound source predicted bearing (m)</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.62</td>
<td>5.71</td>
<td>1.60</td>
</tr>
<tr>
<td>2</td>
<td>8.49</td>
<td>8.33</td>
<td>1.88</td>
</tr>
<tr>
<td>3</td>
<td>2.61</td>
<td>2.62</td>
<td>1.14</td>
</tr>
<tr>
<td>4</td>
<td>7.36</td>
<td>7.49</td>
<td>1.77</td>
</tr>
<tr>
<td>5</td>
<td>4.28</td>
<td>4.34</td>
<td>1.40</td>
</tr>
</tbody>
</table>
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B. Experimental Analysis of LSTM Action Recognition Method

The experiment used the UCF101 dataset, created by a team of researchers at the University of Central Florida, and a custom dataset, which included 101 different categories of movements and more than 13,000 video clips covering movements of a variety of daily life and sports. The latter was gathered utilizing a half-body camera and comprised of 12 crucial bone points and seven fundamental movements from a total of 10 participants. The cross-validation numbers are 1-10, the training set contains 634 action sequences, and the test set contains 618 action sequences. The collected 3D position difference feature is an 11-dimensional vector, the 3D Angle difference feature is a 12-dimensional one, and the bone vector Angle feature is an 8-dimensional one. To reduce the risk of overfitting, 0.1 random inactivation is added to the hidden unit of the network. The study first conducted fusion comparative experiments on three different features: 3D position difference feature, 3D angle difference feature, and bone vector angle feature. It records three different features: 3D position difference feature, 3D angle difference feature, and bone vector angle feature, which are A, B, and C. The fusion feature of A and B is D, and the fusion feature of the three features is E. The recognition rate results obtained from the experiments are shown in Table III.

<table>
<thead>
<tr>
<th>Input feature vector</th>
<th>Maximum recognition rate (%)</th>
<th>Minimum recognition rate (%)</th>
<th>Average recognition rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>78.12</td>
<td>72.48</td>
<td>75.23</td>
</tr>
<tr>
<td>B</td>
<td>72.54</td>
<td>51.89</td>
<td>65.65</td>
</tr>
<tr>
<td>C</td>
<td>86.39</td>
<td>67.73</td>
<td>76.45</td>
</tr>
<tr>
<td>D</td>
<td>89.45</td>
<td>76.28</td>
<td>84.32</td>
</tr>
<tr>
<td>E</td>
<td>98.23</td>
<td>92.46</td>
<td>95.03</td>
</tr>
</tbody>
</table>

Table III shows that the recognition rate for A is fairly consistent, ranging from a high of 78.12% to a low of 72.48%. The difference between the highest and lowest recognition rates of B is significant, making it the most unstable of the five features. Meanwhile, the average recognition rate is only 65.65%, which is also the lowest. The performance of C and D is average, but D, which combines the two features, has a marked enhancement relative to C. For E, the fusion of three features resulted in a maximum recognition rate of 98.23%, a minimum recognition rate of 92.46%, and an average recognition rate of 95.03%, indicating a significant improvement. Therefore, E was utilized as the input for the double-layer LSTM network model to obtain the accuracy change curve and loss function value (LFV) change curve, as shown in Fig. 7.

In Fig. 7, the accuracy curve shows that the accuracy gradually converges to 1 with an increase in iterations, suggesting perfect classification performance for the training data. The LFV in the LFV change curve gradually converges to 0 with the quantity of iterations grows, indicating that the error between the PRE of the model and the actual labels is effectively reduced during the training. This research uses IDLE for stationary and WALK for walking. RUN stands for running. LHU means raising the left hand. RHU stands for raising the right hand. WLH means waving to the left. WRH means waving to the right. The study evaluated and identified seven actions and obtained their accuracy, recall, and F1 score (F1 Score) results, as shown in Fig. 8.

Fig. 8 shows that the accuracy of LHU, RHU, WLH, and WRH actions is 100%, indicating that the model has no errors in the recognition and prediction of these four actions. The recall rate of action type RHU is also 100%, indicating that the model has excellent capture ability for this action and has not missed any real positive examples. The F1 Score of most action types is above 0.9, indicating that the model performs well on multiple indicators and has good classification performance. The recognition rate of action types WALK and RUN is relatively low because they belong to repetitive dynamic feature sequences. Furthermore, during the capture process, only the upper body mode was employed, thus neglecting bone points such as the knees and ankles, which offer improved distinguishing features between these movements. For demonstrating the superiority of the DLA LSTM model, comparative experiments were conducted with the RNN model. The results are shown in Fig. 9.

![Accuracy curve and LFV curve of two-layer LSTM network model](image-url)
Fig. 8. Model recognition result.

<table>
<thead>
<tr>
<th>Actual label</th>
<th>Predict label</th>
<th>Precision rate</th>
<th>Recall rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>IDLE</td>
<td>IDLE</td>
<td>0.96</td>
<td>0.04</td>
</tr>
<tr>
<td>WALK</td>
<td>IDLE</td>
<td>0.04</td>
<td>0.96</td>
</tr>
<tr>
<td>RUN</td>
<td>WALK</td>
<td>0.04</td>
<td>0.99</td>
</tr>
<tr>
<td>LHU</td>
<td>RHU</td>
<td>0.10</td>
<td>0.98</td>
</tr>
<tr>
<td>RHU</td>
<td>LHU</td>
<td>0.10</td>
<td>0.99</td>
</tr>
<tr>
<td>WLH</td>
<td>WRH</td>
<td>0.01</td>
<td>0.98</td>
</tr>
<tr>
<td>WRH</td>
<td>WLH</td>
<td>0.01</td>
<td>0.98</td>
</tr>
</tbody>
</table>

(a) Two-layer LSTM model confusion matrix

(b) RNN model confusion matrix

Fig. 9. Comparison of experimental results between two-layer LSTM model and RNN model.

Fig. 9 shows that the RNN model lacks a “rgetting unit” resulting in a significant increase in misclassification of actions during the recognition process compared to the DLA LSTM model. The diagonal elements of the confusion matrix represent the recall rate of the current model, which is the probability of accurately predicting actions. When comparing the F1 Score values of the DLA LSTM model and the RNN model, it is evident that the LSTM model outperforms the RNN model in all seven classification actions. After calculation, the accuracy of the DLA LSTM model is 95.8%, surpassing that of the aforementioned [22] method, thus demonstrating the superiority of this study.

V. COMPARISON

The conclusions of study [22] were compared with the conclusions of the research, in which study [22] mentioned the application of transformer-based deep neural networks to human action recognition, and the overall success rate reached 94.96% for six kinds of actions. The accuracy rate of the two-layer LSTM model proposed in this research was 95.8%, surpassing that of the aforementioned [22] method, thus demonstrating the superiority of this study.
VI. CONCLUSION

In response to the limitations in traditional virtual animation character behavior modeling and action recognition methods, this study proposes a behavior tree based animation character behavior modeling and an LSTM action recognition method combining human geometric features, and verifies the performance and effectiveness of both methods. The research results indicate that when the behavior modeling model faces different obstacles, the proportion of successful avoidance is over 80%, and the avoidance response time is within 0.41s-0.65 seconds, indicating that the system can effectively perceive obstacles and make avoidance decisions in a timely manner. The accuracy and LFVs of the LSTM action recognition method gradually converge to 1 and 0 as the number of iterations increases. This indicates the model's ability to perform perfect classification on the training data and effectively reduce the error between the PRE and real labels during the training process. Meanwhile, the LSTM action recognition method achieves 100% accuracy in identifying seven types of actions, including LHU, RHU, WLH, and WRH. The RHU achieved a recall rate of 100%, and most action types received an F1 Score higher than 0.9. In the comparative experiment between the DLA LSTM model and the RNN model, the accuracy of the DLA LSTM model was 95.8%, and the accuracy of the RNN model was 86.3%, demonstrating that the DLA LSTM model has better recognition performance. Overall, the behavior modeling and action recognition methods studied and designed have high effectiveness and certain advantages, providing an effective solution for AI animation character behavior modeling and action recognition in virtual broadcasting. However, this study used upper body mode for behavior capture, ignoring bone points such as knees and ankles that are more likely to distinguish between the “walking” and “running” categories, and further discussion is needed.
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Abstract—A bidirectional phonetizer, morphologizer, and diacritizer pipeline (FSPMD) for modern standard Arabic (MSA) that integrated pronunciation, concatenative and templatic morphology, and diacritization were developed. Grammar and segmental phonology rules were applied in the forward direction to ensure the order of the proper rules, which were supplemented with special backward direction rules. The FSPMD comprises bidirectional finite-state transducers (FSTs) consisting of an ordered composition of FSTs, unordered parallel FSTs, unioned FSTs, and for validity, finite-state acceptors. The FSPMD has unique, innovative features and can be used as an integrated pipeline or standalone phonetizer (FSAP), morphologizer (FSAM), or diacritizer (FSAD). As the system is bidirectional, it can be used in forward (generation, synthesis) and backward (analysis, decomposition) directions and can be integrated into systems such as automatic speech recognition (ASR) and language learning tools. The FSPMD is rule-based and avoids stem listings for morphology or pronunciation dictionaries, which makes it scalable and generalizable to similar languages. The FSPMD models authentic rules, including fine granularity and nuances, such as rewrite and morphophonemic rules, subcategory identification and utilization, such as irregular verbs. FSAP performance regarding text from the Tashkeela corpus and Wikipedia demonstrated that the pronunciation system can accurately pronounce all text and words, with the only errors related to foreign words and misspellings, which were out of the system's scope. FSAM and FSAD coverage and accuracy were evaluated using the Tashkeela corpus and a gold standard derived from its intersection with the UD_PADT treebank. The coverage of extraction of root and properties from words is 82%. Accuracy results are roots computed from a word (92%), words generated from a root (100%), non-root properties (97%), and diacritization (84%). FSAM non-root results matched and/or surpassed those from MADAMIRA; however, root result comparisons were not conducted because of the concatenate nature of publicly available morphologizers.
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I. INTRODUCTION

Natural language processing technologies, such as automatic speech recognition (ASR) systems, rely on pronunciation dictionaries that provide word listings and corresponding phone pronunciations for both training and recognition. In the ASR training phase, an orthographic text passage is transformed into its phonetic transcription (pronunciation), which comprises a sequence of phonemes or phones. In the recognition phase, the phonetic transcription is transformed into its associated word sequence orthographic text (1).

Because effective ASR requires a large dictionary that lists the words and their pronunciation, the system perplexity increases, and the accuracy declines. One possibility to reduce the size for languages that have deep orthography and highly irregular mapping, such as English, French, and Danish, is to list the affix and stem pronunciations rather than the words; however, this requires a concatenative morphologizer (prefix, stem, and suffix). At the other end of the spectrum, languages that have shallow orthography (phonetic languages) and a one-to-one correspondence between the letters and phonemes, such as Finnish and Turkish, only require a very simple dictionary of letters and the associated phonemes. Because middle-spectrum languages, such as Russian, German, and Spanish, have complex correspondences between the letters and pronunciation, they are not amenable to rules (2).

However, other languages in the middle spectrum, such as Arabic and Hebrew, do have rules-based pronunciation, which means that rule-based transducers between the words and their phonemic transcriptions could resolve the need for large pronunciation dictionaries. If a transducer is bidirectional, it could be used for both the ASR training and recognition phases. In the backward direction, in which a phonetic sequence is mapped to an orthographic text, a word acceptor based on morphemes is needed to avoid invalid words, the use of which could avoid large word lists that would require an integrated phonetizer and morphologizer. While building a more efficient, accurate ASR could be a valid motivation for designing a bidirectional rule-based pronunciation transducer (phonetizer), such automata would be useful in its own right as it could be applied to other domains, such as text-to-speech synthesis, that require the identification of both suprasegmental features and segmental phonology. In addition to designing and constructing a bidirectional rule-based phonologizer that maps the relationships between orthographic text and its phonetic transcription, this study also developed a bidirectional concatenative (prefixes, stems, suffixes) and templatic (roots, patterns) morphologizer that generates words from morphemes and decomposes words into morphemes. Templatic morphology is another major feature not present in languages such as English.

Besides being important in its own right in multiple technologies, there are two main reasons a morphologizer is required in phonetizers: as an acceptor to filter out invalid words without the need for a large word list and as a phonological morphology-based rules regulator to determine whether a word is a noun or a verb to reduce pronunciation ambiguity.

In languages such as Arabic and Hebrew, the written script

is either undiacritized or diacritized. As phonetizers and morphologizers generally require diacritized text, a diacritizer is also needed to complete the pipeline. In the system developed in this study, the diacritizer is independent of the phonetizer and morphologizer; however, it uses the same constructs as the morphologizer.

The links between morphology, phonology, morphology, and diacritics result in an integrated system. Therefore, this study proposes a method and structure that can exploit the innate grammar of a language. While Arabic is used as the demonstration language in this study, the proposed method can be equally applied to other such languages. Semitic languages, such as Arabic and Hebrew, have form-based morphology and rules-based pronunciation and are usually undiacritically written.

An integrated bidirectional finite-state (FSPMD) system was designed and constructed that incorporates a phonetizer (FSAP), a morphologizer (FSAM) that can work with both diacritized and undiacritized text, and a diacritizer (FSAD). The various linguistic and segmental phonological rules were fully incorporated and finite-state transducers (FST) were solely employed to build the system; therefore, it was not necessary to include the additional features found in other systems, such as two-level finite states and flags.

In the forward direction, the FSAP transforms a diacritized passage into its corresponding pronunciation; FSAM generates words from the patterns, roots, prefixes, and suffixes; and FSAD inserts diacritics into undiacritized words. In the backward direction, the FSAP produces a text passage for a sequence of phones; FSAM decomposes the words into their prefixes, patterns, roots, suffixes, and linguistic features, such as gender and part of speech; and FSAD strips the diacritics from diacritized words. The FSAM can also work as an acceptor for morphologically valid words.

The FSPMD, therefore, connects phonetic transcriptions and diacritization to morphology to create a tight system that among other constraints, limits words corresponding to a pronunciation when there is an absence of listings. The FSPMD’s bidirectional pipeline synthesizes words from affixes, patterns, and roots, computes the pronunciation from texts based on segmental phonological units, and diacritizes words, and in the opposite direction, analyzes a word into its morphemes, transforms pronunciation into text, and undiacritizes words.

This study excluded end-of-word diacritics as these are governed by syntactic rules that are unable to be formulated as regular expressions that can be realized as finite-state transducers (FSTs), that is, they require higher-order formal language, such as context-sensitive grammar. Particular attention was paid to authentic grammar rules and many details and nuances were incorporated, such as the effects of text marks in phonology and the inclusion of rewritten rules for the morphological orthography.

The remainder of this paper is organized as follows. Section II details the problem and the integrated architecture, Section III presents the phonetizer, Section IV presents the morphologizer, and Section V presents the diacritizer. Appendix A presents the phonetizer and morphologizer literature reviews. Appendix B presents additional phonetizer and morphologizer evaluation results. Transliterations of Arabic to Roman letters were not used to reduce confusion. Supplementary material 1 is a compendium for Arabic orthography, phonetics, and morphology and provides details not necessary to understand the main paper. Supplementary material 2 gives the finite-state automata and their earlier usages in linguistics and phonology and a related literature survey.

II. PROBLEM FORMULATION AND INTEGRATED ARCHITECTURE

An orthographic text is a sequence of characters that make up words and marks such as tabs, text beginnings, and commas. An Arabic word comprises a sequence of graphemes that include alphabetic and non-alphabetic letters and diacritics. In addition to syntax, which governs the end-of-word diacritics, diacritized text has all the diacritics mandated by the associated spelling and morphological rules; however, undiacritized texts only have Shaddah and sometimes Taween and Sukoon as diacritics. Because syntactic processing may not be realized by FSTs, in this study, the undiacritized Arabic texts also included end-of-word diacritics. A phonetic transcription (pronunciation) is a sequence of phones consisting of phonemes and fermatas that represent pauses of various durations and continuation. These graphemes, marks, phonemes, and fermatas are described in Supplementary material 1 along with the mappings between the marks and fermatas. If there is more than one realization based on the context, the phonetic transcriptions may also contain an allophone variation of a phoneme.

Phonetically transcribing an orthographic text produces phonemes and fermatas that depend on both graphemes and marks, that is, the transformation of phonetic transcription to orthographic text depends on both phonemes and fermatas, which is why the fermata plays a more important transformation role in Arabic than in other languages.

The proposed system has various FSTs to transform the input sequences into output sequences. The transducer also acts as an acceptor, which produces a FALSE notification if the input is not valid according to the transducer rules. As the forward direction FST was designed to utilize linguistic grammar rules, depending on the particular FST, the forward direction could be either generation/synthesis or analysis/decomposition. Bidirectional FSTs were employed to enable generation as well as analysis using analysis rules. This was made possible by the method used to construct the FSTs, which incorporated some unidirectional limiting rules exceptions and some additional rules for the opposite direction only. The rules were written as regular expressions, which were then transformed into non-probabilistic FSTs using the open-source Foma compiler.

The FSAP mapped between the diacritized texts and the phonetic transcriptions, with the forward direction producing the pronunciation from the diacritized orthographic texts, which was represented by International Pronunciation Association (IPA) and fermata symbols. Because the phonetizer can realize segmental rules, it did not embody phonological suprasegmentals, such as syllables, stress, or intonation. The FSAM mapped between the diacritized words and the corresponding undiacritized words, with the forward direction generating diacritized words from an undiacritized word. The FSAM mapped between the words and associated morphemes (pattern, root, prefix, suffix), with the backward direction generating words...
from the morphemes. While these FSTs were constructed from multiple FST components, as described in the various sections, each can also be used as a standalone system.

The three FSTs were integrated into a pipeline structure to compute the phonetic transcriptions for the undiacritized (or diacritized) texts or to decompose an undiacritized word into its morphemes. The integrated pipeline system’s (Fig. 1) forward and backward direction functions are detailed in the following.

### III. Phonetic Transducer (FSAP)

The phonetic transducer was constructed using a combination of an ordered composition of FSTs and unordered parallel FSTs, with the finite-state automata (FSAs) being the acceptors to define the grapheme, marker, phoneme, and fermata subsets. The unordered FSTs embodied non-contextual rules and the ordered FSTs realized the contextual grammar, which required a thorough and precise ordering of the rules to ensure precise results.

In contrast to the current approaches outlined in Appendix A, FSTs rather than procedural methods were utilized, which avoided the need for a two-level FST that makes multiple transformations in favor of a single level; syllabic structures to compensate for shortcomings in the realization of the rule; the incorporation of context-dependent rules in a specified order, which is generally ignored; and the realization of all MSA rules, including those related to text markers, which can significantly affect phonetization.

Geminated consonants and long vowels were also considered phonemes in their own right. Previous studies have tended to consider gemination by doubling a singleton consonant or mapping it into its singleton version, which has been shown to be phonetically inaccurate, as demonstrated by geminated plosives that have a single voice onset time and release. Similarly, long vowels have previously been dealt with by doubling the short version; however, the spectral characteristics of long vowels are noticeably different from their short vowel counterparts.

Rather than applying simplifications to these rules, special attention was paid to the precise complex rules regarding Wasl (ﻱﻭﺍ) and Illah (ﻱﻭﺍ) characters, including those in the Sukoon (ْـ) context. Rules regarding the noun versus verb factors in the pronunciation of diacritized words were also considered as diacritized words still have some pronunciation ambiguity in Alif Wasl (ﻱﻭﺍ).

The following subsections present the contextual and non-contextual orthography: phoneme mappings and contextual phonemes; allophone rules and backward phonemes; and orthography results. The section ends with the phonetic transducer evaluations.

#### A. Orthography: Phoneme Mappings

The orthographic and phonetic representation mappings were divided into non-contextual and contextual rules. The first two subsections present the non-contextual diacritics; vowel and character and phoneme mappings; and the latter three sections present the contextual letters; the phoneme mappings and pronunciation rules governed by a word’s part of speech, such as noun or verb. The markings affecting the way the letter/diacritic is pronounced are also detailed in the following rules.
1) Diacritics: vowels mappings: A Harakat (‘) grapheme can be mapped to its corresponding short vowel (/a/, /u/, and /i/) in all contexts; however, it is not pronounced (‘) when it precedes its corresponding ‘vowel characters’ (َ, ُ, ُّ). A Tanween (‘) grapheme only diacritizes the end of words and generally maps to its corresponding vowel when followed by /n/ (/a/ /n/, /u/ /n/, /i/ /n/); however, Tanween is not pronounced (‘) if it diacritizes a word that ends the sentence.

2) Non-contextual characters: phoneme mapping: The diacritic َـ (shaddah) causes a gemination in the sound of the preceding letter it diacritizes, and _ maps to a zero duration pause /•/. The Hamza set (اءﺇﺉﺅ) is pronounced as /ʔ/, and the other mappings are as follows: (‘ : /a/), (‘ : /a/), (َ : /a/), (ّـ : /ʔ/), (َ : /d/), (َ : /ʔ/), (َ : /ʔ/), (َ : /ʔ/), ( ﺟ : /ʔ/), (َ : /ʔ/), (َ : /ʔ/), (َ : /ʔ/), (َ : /ʔ/), (َ : /ʔ/), (َ : /ʔ/), (َ : /ʔ/), (َ : /ʔ/), (َ : /ʔ/), (َ : /ʔ/).

3) Contextual letters: phoneme mapping: The context determines the pronunciation for ( َ, ُ, ُّ, ّـ), the rules are presented from the simplest to the most complex for the Wasl letters (ясн), the Alef Wasl (ب), the definite article (ال), and the other rules. The following are the contextual mappings for the letters and letter combinations.

The letter َ is always at the end of a word followed by a Haraka and maps to /ʔ/ or /ʔ/. َ: /ʔ/ if it is in a word in the middle/start of a sentence and not followed by _; َ: /ʔ/ if followed by _ or in a word that ends a sentence. The letter ُ always ends a word and maps to /ʔ/ or /ʔ/; _ maps to /ʔ/ if it ends in a word that precedes a word that starts with َ, and ُ and /ʔ/ if it is in a word that ends a sentence or precedes a word that doesn’t start with َ.

The letter ُ maps to /ʔ/, /ʔ/ or /ʔ/; _ maps to /ʔ/ if followed by a diacritic or other than َ and preceded by _ and preceded by _ and _: /ʔ/ if preceded by _; _ and _ maps to /ʔ/ or /ʔ/; _ maps to /ʔ/ if preceded by _ or _ and followed by a diacritic other than _; _: /ʔ/ if preceded by _ or _ and followed by a diacritic other than _; and _: /ʔ/ if preceded by _.

The letter ې maps to /ʔ/ or is not pronounced (~), ې: /ʔ/ if it starts a word and is followed by a Harakah; ې, and ~: /ʔ/ if it is preceded by a Wasl letter (دید). The combination _ maps to /ʔ/ if it ends a word, and maps to /ʔ/ or /ʔ/ if it is between letters.

The letter ې maps to /ʔ/ or /ʔ/ (not pronounced) when it is part of the definite article (ال); otherwise, it is pronounced /ʔ/. The letter combination ې (the definite article) maps to /ʔ/ or /ʔ/ or /ʔ/ (not pronounced), ې: /ʔ/ if it is followed by a Harakah; ې: /ʔ/ if it is followed by a Solar letter, ې: /ʔ/ if it is preceded by a Wasl letter, and ې: /ʔ/ if it is preceded by a Wasl letter and followed by a Solar letter. The pronunciation of ې and ې at the beginning of a word also depends on whether the word is a verb or a noun, as detailed in Subsection III-A.4.

4) Noun and verb rules pertaining to Alif Wasl: When it occurs at the start of the word without diacritization and as part of the spelling, the pronunciation of Alif Wasl (ا) is ambiguous and requires knowledge of the word’s part of speech, particularly whether it is a noun or verb. Specifically, the situations are as follows: (1) : /ʔ/ if ې is part of ې at the beginning of a verb and not a noun, that is, it is not treated like ې the definite article; for example, في : /ʔ/; and الجم : /ʔ/; (2) : /ʔ/ if ې is at the beginning of a verb in which the third letter is diacritized _; for example, : /ʔ/; (3) : /ʔ/ if ې is at the beginning of a noun and not part of the definite article (ال); for example, مازو : /ʔ/; اسم : /ʔ/; ابن : /ʔ/.

B. Contextual Phoneme: Allophone Mappings

Multiple phoneme to allophone mappings exist and have several variations, is at the end of a verb in which the third letter is diacritized _; for example, : /ʔ/; is at the beginning of a verb in which the third letter is diacritized _; for example, : /ʔ/; is at the beginning of a noun and not part of the definite article (ال); for example, مازو : /ʔ/; اسم : /ʔ/; ابن : /ʔ/.

C. Phonetic Transcription to Orthographic Text

The previous subsections presented the bidirectional mappings formulated in the forward direction. As mentioned, the FST’s bidirectional nature allows the system to map from phonetic transcription to orthographic text. Some mappings, however, need to be explicitly expressed in the backward direction only. Table I[4] provides some examples of these rule occurrences.

D. FSAP Evaluation

In the presence of a pronounced corpus with a sufficient number of examples to gain a numeric accuracy and recall evaluation, fully diacritized pronunciation examples, which were independently verified by a linguist, were produced to test the FSAP’s scope and accuracy, with the performances being assessed based on: 1) individual words and small sentences with the associated pronunciation to test the specific context and check the inclusion and accuracy of all rules; 2) passages from Tashkeela[4] to test the ability to deal with multiple contexts at a time and to handle unknown words; and 3) examples from Wikipedia[4] with the associated transcription to assess the validity of the system. The evaluation of the examples demonstrated that the pronunciation system was able to accurately pronounce all text and words, with the only errors being foreign words and misspellings, such as a missing Mad character, which was out of the system scope.

Table I. Sample Allophonic Changes in Modern Standard Arabic

<table>
<thead>
<tr>
<th>Word</th>
<th>Gloss</th>
<th>Phonemic</th>
<th>Allophonic</th>
<th>Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>استصلح</td>
<td>consider useful</td>
<td>/ʔis.tas³.la. ha/</td>
<td>[ʔis³.tas³.la.ha]</td>
<td>pharyngealization</td>
</tr>
<tr>
<td>فرعون</td>
<td>Pharaoh</td>
<td>/fîr.ʔawn/</td>
<td>[ fir³.ʔawn ]</td>
<td>pharyngealization</td>
</tr>
<tr>
<td>انبث</td>
<td>regain one’s strength and vividness</td>
<td>/ʔin.ba.ʔa.ʔa/</td>
<td>[ʔim.ba.ʔa.ʔa]</td>
<td>Homorganic nasal place assimilation</td>
</tr>
<tr>
<td>من بعد</td>
<td>after</td>
<td>/min baʔ.ʔi/</td>
<td>[min–baʔ.ʔi]</td>
<td>Homorganic nasal place assimilation</td>
</tr>
</tbody>
</table>

Table II. Phonetic to Orthographic Transformation: Φ: Zero Duration Pause, µ: Short Duration Pause (such as the Breath Taken between each Word), ω: Medium Duration Pause, α: Long Duration Pause, —: Continuation, •: Not Pronounced

<table>
<thead>
<tr>
<th>Phonetic</th>
<th>Orthographic</th>
<th>Phonetic</th>
<th>Orthographic</th>
<th>Phonetic</th>
<th>Orthographic</th>
</tr>
</thead>
<tbody>
<tr>
<td>/ma~ • smik/</td>
<td>ما اسمك</td>
<td>/ʔatamarΦ/</td>
<td>التمَر</td>
<td>/bim • a:/</td>
<td>بما</td>
</tr>
<tr>
<td>/ʔinbaʔa.ʔa/</td>
<td>انبث</td>
<td>/baʔi?:/</td>
<td>يّبئي</td>
<td>/masʔuʔlin/</td>
<td>مسؤولاً</td>
</tr>
<tr>
<td>/min µ baʔ.ʔi/</td>
<td>من بعد</td>
<td>/bima/</td>
<td>يّم</td>
<td>/ʔum:ʔi/</td>
<td>أم</td>
</tr>
<tr>
<td>/bima:/</td>
<td>بما</td>
<td>/wa • stas³.laha/</td>
<td>واستصلح</td>
<td>/kataba:/</td>
<td>كنتا</td>
</tr>
</tbody>
</table>

1) Evaluation of the words and phrases: A rich listing of valid diacritized words and phrases was produced to test the edge cases. The following words were a test bed for Haraket: vowels and non-contextual graphemes; phonemes and contextual graphemes; phonemes; and words may have multiple pronunciations. Words and short sentences were then chosen that contained characters that had varied context pronunciation, specifically, the definite article (ِ), Haraket (ْـِ،ْـَٔـَـًـ)، Tanween (ِـِ،ِـَٔـَٔـَـًـ)، ta’ marbutah (ِـِ)، alif (ِ)، lam (ِ)، wav (ِ)، and ya (ِ). Table XII gives the comprehensive evaluation of the phonotizer to ensure that all edge cases were tested. A comparison of the system outputs with the IPA transcription by a language specialist revealed the transducer’s accuracy and coverage. Notice that phonotizer output symbols, such as zero duration pauses and deletions, were not present in the transcription. Table XII presents the system output of various inputs and is a subset of Table XIII in Appendix III.

2) Tashkeela corpus evaluation: Table XIII in the evaluation appendix details the system results for a random sample of sentences from Tashkeela corpus that are fully diacritized MSA texts taken from various internet sources, such as Al Jazeera and al-kalema.org. Numbers, foreign words, misspellings, partially diacritized text, and colloquial dialects were out of the system scope.

The phonotizer output was compared with the output from a native Arabic speaker trained in reading IPA and MSA, who provided an IPA transcription of the texts as this was not provided in the Tashkeela corpus. Table XIII indicates that the proposed system performed accurately on a large variety of texts.

Differences between the proposed system’s output and the expected transcription were due to missing diacritization, the lack of Mad character in a word, and loan words that had a lack of diacritization and sometimes irregular pronunciation. Detailed explanations for these specific differences are shown in Table XIII in Appendix III.

3) Wikipedia sentence evaluation: Table XIV in Appendix III compares the phonotizer output and the IPA transcription for the selected Wikipedia examples. These examples were used because there were no corpora available that contained both orthographic texts with phonetic transcriptions. As can be seen, no deviations were found between the two.

IV. MORPHOLOGICAL TRANSDECUR (FSAM)

A morphological FST was designed that generates/synthesizes words in the forward direction from morphemes and in the backward direction, decomposes a word into its morphemes. The morphologizer concatenates morphemes that are prefixes, stems, or suffixes and also works on a templatic level when morphemes are interdigitized patterns and roots that make a stem and are meaning-bearing units. Interdigitation refers to the insertion of root components into the corresponding placeholders in the pattern.

In contrast to the existing approaches outlined in Appendix III, the proposed morphologizer is both concatenative and templatic, with the FST used instead of tabulation for the con-
Table III. Context-Dependent Pronunciation Examples for Various Rule Categories and the Expected (IPA) vs Output

<table>
<thead>
<tr>
<th>Phrase</th>
<th>IPA</th>
<th>Output(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alif mad (l)</td>
<td>อำเภอ</td>
<td>อำเภอ</td>
</tr>
<tr>
<td>Alif (l)</td>
<td>อำเภอ</td>
<td>อำเภอ</td>
</tr>
<tr>
<td>Harakat (•)</td>
<td>ชื่อ</td>
<td>ชื่อ</td>
</tr>
<tr>
<td>Waw (g) and Ya (y)</td>
<td>มะวะ</td>
<td>มะวะ</td>
</tr>
<tr>
<td>Tanween (••)</td>
<td>อาจิน</td>
<td>อาจิน</td>
</tr>
</tbody>
</table>

Fig. 2. Arabic word morpheme breakdown. A word is a concatenation of a prefix, stem, and suffix (concatenative). A stem is a meaning-bearing unit that can be further decomposed into its root and pattern (templatice). The root gives the core meaning and the pattern provides the part of speech (POS, category) and other linguistic properties, such as number, tense, and gender. This image uses the Buckwalter transliteration scheme (www.qamus.org/transliteration.htm).

catenative rules. The proposed FST has a single level rather than two levels, into which patterns and roots are input. The morphologizer has a distinct rewrite rules layer to interdigitate the patterns and roots and concatenate the affixes and stems.

Fig. 3 illustrates the proposed FST’s inputs and outputs using the word example fasamiEahaA (so he heard her), which was decomposed to the prefix fa (so), the stem samiEa (he heard), and the suffix haA (her), and the stem was further analyzed to the root s m E (to hear) and the pattern faEila (he did). The forward direction FST analysis produced the morphemes and the linguistic features, such as gender, and in the backward direction, generated a word.

The FST works as an acceptor, a synthesizer, and an analyzer and uses the same architecture for both diacriticized and undiacriticized words. The diacriticized version has diacritized morphemes and the undiacriticized version has undiacritized morphemes. The morphemes and allowable combinations were derived from multiple linguistic sources (7), (8), (9).

State-of-the-art concatenative morphological formalism comprises three components: lexical automaton, morphotactic rules, and rewrite rules. FSAs are constructed to represent prefixes, stems, and suffixes, which are concatenated with markers based on morphotactic rules that specify valid combinations to separate them into lexical forms, that is, the morphotactic (governing the morphemic combinations, which are meaning-bearing units) and orthographic (spelling) rules are programmed into the FST. The orthographic changes that need to be made to the lexical form to yield the surface form (word) that incorporates contextual mapping are coded using rewrite rules in the FST.

The automaton utilizes morphotactic MSA grammatical rules that govern the allowable affixes and stem concatenations, and the Arabic grammar licit templatic morphological pattern and root combinations, which ensures that there are no invalid words. The proposed architecture incorporates roots and a wide variety of patterns, thereby generating a rich set of valid forms and an average of around 28 analyses per undiacritic word, which compares favorably to the table-based unidirectional universal machines in leading morphologizers that only provide a single analysis and do not have any root-based generation capabilities.

FSAM can be used as a forward direction generator and as a backward direction analyzer for both diacritic and undiacritic words. Therefore, finite-state machines (FSM’s) benefits are its unified architecture, its bidirectionality, and its ability to hardwire patterns, which allows for the synthesis, analysis, and diacritization of words without the need for a lookup table.

The generator input is a root that can be either a pattern, an affix, or “print lower-words,” and the output is all licit root, pattern, and affix combinations. A word that cannot be decomposed into a pattern and root is a fixed word, such as Washington, which is represented by the root being recognized as a fixed word without affixes and with the pattern being the identity.

The analyzer input is a word and the output is valid alternative morpheme decompositions (prefix, root, and suffix), patterns, parts-of-speech (category), and morphosyntactic features such as number and gender.

FSAM is a composite of three main automata layers, as
Table VI of Appendix B shows the related statistics. That can combine with a morphological pattern. As morpheme tomatas strictly enforce the allowable prefixes, suffixes, and roots that combine with a pattern are removed but the precisely known hardwired patterns are retained.

An example of a pattern is قَضِيَّةُ (‘has done’), which could have the restricted sets َوَفَ،َءَلَّا،ْرَسَ،ْفَهْمَ as roots ُءَلَّا،ْرَسَ،ْفَهْمَ as prefixes, and ُءَلَّا as suffixes. Therefore, if the word ُءَلَّا is input into the proposed system, which does not have the root ُءَلَّا in the sets related to the ُءَلَّا pattern, it can be analyzed using the open system and then added to the closed system, which only allows valid words to be analyzed, to improve the coverage.

If a trilateral pattern is allowed to correspond to any three-letter root, there is an unrestricted subsystem that allows valid words to be analyzed and the list of roots in the restricted system to be expanded. However, as this subsystem also admits many invalid words, it can only be used by a language specialist to expand the morpheme list.

C. Evaluation

Different data sets and sources were employed to evaluate the various system parts. As detailed in Appendix B, to ensure there were no invalid or dialectal words that ignored the OOV and punctuation, a gold standard treebank was developed from the intersection of the PADT UD treebank and the Tashkeela corpus to test the morphologizer generation and analysis (synthesis) tasks for both the undiacritic and diacritic words.

The FSAM and FSAD results were compared to the leading Arabic morphologizer, MADAMIRA, which is a concatenative morphological analyzer that uses a Penn Arabic treebank as part of its training set and overlaps with the UD PADT. MADAMIRA[10] is a combination of the MADA (Morphological Analysis and Disambiguation of Arabic), which was built based on the SAMA (Standard Arabic Morphological Analyzer) and AMIRA (a morphological system for colloquial Egyptian Arabic). Different from MADAMIRA, FSAM and FSAD’s rule-based system conducts an MSA templatic morphological analysis that yields a root and pattern, generation, and diacritization.

1) Synthesizer evaluation: FSAM synthesizes words in two ways: 1) it inputs the prefix-root-suffix to the system and outputs all words resulting from the many pattern and root combinations; and, 2) it issues a “print lower-words” command to the transducer to synthesize all stems that are valid pattern and root combinations or all words that are valid pattern, root, prefix, and suffix combinations. FSAM synthesizes the word vocabulary corresponding to the gold standard by inputting the root, prefix, and suffix combinations, which are decompositions of the gold standard words in the treebank. Consequently, the vocabulary is larger than the gold standard because of the additional patterns applicable to the prefix-root-suffix combinations. Table IX in the appendix illustrates the tremendous effect that the patterns have.

To evaluate the root generation ability, the root provided by the gold standard and the prefix and suffix provided by the gold standard word segmentation were used to generate possible combinations occur, they need to be added to the system sets. To allow for this expansion, a morphological automata version is constructed in which the restrictions on the roots, prefixes, and suffixes that combine with a pattern are removed but the precisely known hardwired patterns are retained. As morpheme tomatas strictly enforce the allowable prefixes, suffixes, and roots that combine with a pattern. As morpheme

Fig. 3. Architecture for the bidirectional Finite-State Machine based morphological system. The top portion is the rule-based concatenative morphologizer and the bottom portion is the rule-based templatic morphologizer that produces the root, morphological pattern, and properties, such as the category (PoS) and the morphophonemic features. All of these are optional inputs in the generation (synthesis) direction.

shown in Fig. 3: (1) a templatic rule-based automaton that generates the pattern and root combinations into a word; (2) a concatenative rule-based automaton that generates prefix-stem-suffix combinations into a word; and (3) a rewrite rule transducer that applies orthographic and morphophonemic rules to the raw words.

A. Stem Vocabulary Coverage

Stem vocabulary is synthesized in the transducer using a “print lower-words” command, from which a full list of stems is produced, all of which are valid words. The focus is on the stems (base words) rather than the words because of the large vocabulary that arises from additional prefix and suffix combinations. Table VI of Appendix B shows the related statistics.

When the undiacritized stem vocabulary was compared to the undiacritized words in the Tashkeela corpus, an overlap of 88,784 stems was found between the generated FSAM stems and the Tashkeela words, which contrasted favorably (six times more) with the 14,951 stem overlaps between MADAMIRA and the Tashkeela corpus.

B. Expanding Coverage

Based on the compiled morpheme, the morphological automata strictly enforce the allowable prefixes, suffixes, and roots that can combine with a morphological pattern. As morpheme
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Table IV. FSAM-generated Words from the Gold Standard
Roots. The ‘generated’ Column Shows the Percentage of
Roots the Model Generated from the Words; for example,
Root ‫ ﻙ‬is not Considered a Root in Arabic, and Therefore,
no Words were Yielded. The ‘correct’ Column is the
Percentage of FSAM-generated Words that Matched the
Gold Standard.

Generated/Synthesized Words from Roots
UNDIAC
generated correct
verb
94.96
100
tool word
90.71
100
noun
91.71
100
proper name
91.28
100
noun+verb
92.48
100
all
91.89
100
words from the prefix, root, pattern, and suffix combinations.
Table IV shows that 100% accuracy and 92% coverage were
achieved when generating words from the root and its prefix
and suffix.
2) Analyzer evaluation using the gold standard: The
analyzer input is a word and the FSAM output is the root, pat­
tern, category, or other linguistic information, such as number,
gender, case, definiteness, and aspect. As the MADAMIRA
output does not include the root or pattern, MADAMIRA was
run in analysis­only mode.
A full analyzer evaluation should only be conducted against
a gold standard reference. The Tashkeela corpus, however,
is only a collection of morphologically valid Arabic words,
whereas the gold standard treebank has root, category, and other
linguistic information. For the undiacritized evaluation, all
treebank words were input into the analyzer and matched against
the analysis. The gold standard no OOV treebank was then used
to evaluate the systems. Both systems had around 99% accuracy
when computing gender, definiteness, person, case, aspect, and
voice; however, the FSAM performed well for mood (99.7% vs
93%) and number (97.8% vs 90.5%) and was able to determine
the root correctly about 92% of the time. Appendix B provides
more details on the FSAM evaluation.
The advantage of the proposed system is that it can extract
the word roots and patterns, that is, it can provide a shallow
analysis of a word based on the pattern without needing to refer
to a table of stems and their properties. Both systems’ properties
could produce the category, case, gender, mood, definiteness,
number, person, voice, and aspect.
3) Analyzer coverage evaluation: The model coverage
was evaluated by computing the percentage of analyzed words
using a large corpus (Tashkeela). The FSAM analyzed 81.83%
of the undiacritized words in the Tashkeela corpus and ana­
lyzed 82.24% of the undiacritized words in MADAMIRA (in
analyses­only mode and no backoff). The backoff mode in
MADAMIRA was not used because it admits invalid words.
The reduced coverage was largely because of the invalid
words in the corpus. Invalid words are words that are
misspelled, not words in the Arabic language, or a concatenation
of words. Examples of words that could not be analyzed
by both systems and were deemed invalid were ,‫للي‬
‫شرنب ا‬
‫ فوشيكوﺱ‬, ‫ ﺍلسنبوسك‬, and words that were not separated by

whitespace and were considered to be one word (the dash
(­) indicates where the words should be separated), such
as : ,‫ﺍلعدﻭ­عليكم‬,‫ﺍلمصلين­ﻭﺍلوجه‬, ‫لباحة‬
‫بالليل­ﻭﺍ إ‬,‫عباﺱ­ﺍلفوﺍحش‬
,‫ ﻭغيرها­ﻭﺇني‬,‫ ﺍلمسلمين­حاﻝ‬,‫لﻭﺍﻩ­ﺍلذﻱ‬
‫ ﺍ أ‬,‫ ﺍلسدﻱ­ﻭخرﺝ‬,‫ﺍلشعثاﺀ­في‬
,‫يعني­ﺍلبيناﺕ‬
,‫فأخبرني­محمد‬
,‫ل‬
‫ﺍلمساجد­ﺇ ا‬
,‫مالك­ﻭﺍلشافعي‬
‫ ﺃﻭﻝ­ﺍحتباسها‬,‫ سفياﻥ­ﺃﻥ‬,‫ قوله­ﻭهذﺍ‬,‫عصير­ﻭﺍلوجه‬
V.

As illustrated in Fig. 5, the system’s diacritizer was devel­
oped using diacritized fixed words, the prefix and suffix listing
for the simple diacritizer, and the diacritized MSA patterns for
the pattern­based diacritizer. The simple diacritizer was used
for the fixed words and affixes because they did not follow any
pattern.
The diacritizer was designed in the forward direction, in
which diacritics were inserted. The FST for the fixed words and
affixes is a table that maps between the diacritized and undia­
critized versions. The model used for the pattern­based words
was an insertion FST that inserted diacritics into an undiacritic
pattern to create the diacritic counter parts; for example, 8 ΩΓΛ
ΩaΓaΛa, ΩaΓ∼aΛa, ΩaΓiΛa, ΩuΓiΛa, where Ω, Γ, and Λ
were placeholders for the root.

Fig. 4. Architecture for the finite-state machine-based diacritizer.
The downward (forward) direction outputs diacritized words from
an input undiacritized word. The segmenter decomposes the word
into its prefix-stem-suffix. The pattern-based diacritizer inserts the
diacritics into an undiacritized pattern to produce corresponding
diacritized patterns; for example, ‫فعل‬
‫َفَعَل‬, ‫ُفِعْل‬, ‫ِفِعْل‬. To diacritize
the stem using the pattern diacritizer, the stem is matched with the
corresponding undiacritized pattern to produce the diacritic stem.
The simple diacritizer inserts the diacritics directly into the
undiacritized affix.

The segmenter decomposes a word into its prefix­stem­
suffix components for which the stem could be a pattern­based
word or a fixed word. After the word components are dia­
critized, they are then concatenated to form the diacritic word.
The system diacritizer is illustrated in Fig. 4. A sample input
and output(s) to this system is ‫َﻭَﺩَﺭَسَها ﻭﺩﺭسها‬, ‫َﻭَﺩَّﺭَسَها‬.
The diacritizer was evaluated by selecting all undiacritized
words in the gold standard treebank, passing them into the
diacritizer, and checking the output against the diacritized word
contained in Vform. The diacritizer output was evaluated ac­
cording to standard Arabic spelling rules. Note that the gold
8 Please note we are using Buckwalter transliteration when not
using Arabic script: http://www.qamus.org/transliteration.htm
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standard meets these standards with some exceptions that are only apparent upon visual inspection.

Table V. Diacritization Accuracy for the Treebank. The Pattern-based Model Had Significantly Higher Accuracy

<table>
<thead>
<tr>
<th>Word</th>
<th>FSAD</th>
<th>MADAMIRA</th>
</tr>
</thead>
<tbody>
<tr>
<td>verb</td>
<td>85.91</td>
<td>80.99</td>
</tr>
<tr>
<td>proper name</td>
<td>82.46</td>
<td>50.78</td>
</tr>
<tr>
<td>noun</td>
<td>83.67</td>
<td>53.49</td>
</tr>
<tr>
<td>noun+verb</td>
<td>84.01</td>
<td>58.76</td>
</tr>
<tr>
<td>toolword</td>
<td>83.34</td>
<td>53.43</td>
</tr>
<tr>
<td>all</td>
<td>83.65</td>
<td>58.59</td>
</tr>
</tbody>
</table>

The evaluation in Table V indicates that the FSAD performed better than the MADAMIRA for the full diacritization (84% vs 59%) because the FSAD does not learn the diacritization from the corpus but deduces it based on the patterns that exist in the Arabic language, whereas MADAMIRA trains its model on corpora and, therefore, has a more partial diacritization.

Because the gold standard has spelling inconsistencies between the diacritized and undiacritized words, the performance was reduced, as shown in Table V. The following examples had the following (inconsistencies), which could have had a significant effect on the evaluation.

- Using غinstead of ﻏغ, ﻖغ, (e.g., ﻖغط, ﻖغئ), ﻖغئ (افغ) = ﻖغئ (اـغي) = ﻖغئ
- Using ﻖت instead of ﻖت, ﻖت (الاسئلة = ﻖت) = ﻖت (اب = ﻖت) = ﻖت (اـﺦ) = ﻖت
- Using ﻖت instead of ﻖت, ﻖت (الاسئلة = ﻖت) = ﻖت (اب = ﻖت) = ﻖت (اـﺦ) = ﻖت

VI. Conclusion

This study designed and constructed a bidirectional integrated phonetizer, morphologizer, and diacritizer system (FSPMD), the coverage of which could be increased by adding foreign words and special morpheme roots with the associated rules in the appropriate order. The FSPMD structure could be mimicked to build morpho-phonological systems for rule-based languages, such as Hebrew and Aramaic. The system could also be used in many language technologies, such as speech recognition, information retrieval, and spelling and grammar checkers, without the need to incorporate large tabulations that increase system complexity, out-of-vocabulary words, and perplexity. The system could also be used to construct a semantic analyzer and word translator and as part of a suprasegmental phonologizer that applies syllables, stress, and intonation rules, which would make it useful for text-to-speech technologies. On the text side, the syntactic parser has greater scope than most FSMs, which means it can deal with long-distance rules beyond formal languages, such as context-sensitive grammar or tree adjoining grammar.
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Analyzer for Arabic (BAMA)(16), the Standard Arabic Morphology of Kiraz’s(22) work using AT&T’s finite-state machine toolkit(23), constructed as two-level morphology by Antworth and K-buckwalter, which was founded on PC-KIMMO. This tool was reconstructed the vowel marks, and provides an English glossary 4,930 roots and 400 patterns that generate 90,000 stems; can also morphological analyzer adopts a root-and-pattern approach, it can uses Xerox finite-state language modeling tools, is rule-based finite-state transducer advancements to handle morphology and orthographic rewrite rules that extend Kiraz’s analysis by introducing a fifth tier: Tier 1: pattern and affixational morphemes; Tier 2: root; Tier 3: vocalism; Tier 4: phonological representation; and Tier 5: orthographic representation. In the generation direction, tiers 1 through 3 are always the input tiers, Tier 4 is first, an output tier and then, a subsequent input tier, and Tier 5 is always an output tier.

The AraComLex is an open-source data-driven Arabic morphologizer that utilizes a bidirectional FST and uses the lemma as its base form. As a lemma is a marked form of a word without affixes and is not inflected, it has shorter lexicons than stem-based methods and can benefit from generalized rules rather than listings. For Arabic, this is typically the perfective, 3rd person singular verbs or the singular indefinite form for nouns and adjectives. Other inflected forms are derived from the lemma using alteration rules, which is different from the root-based Xerox morphologizer and the stem-based BAMA/SAMA morphologizers.

Darwish’s(15) tabular method is a morphological analyzer that uses automatically-derived rules and statistics from the “Build-Model” module in the morphologizer. This module takes a list of word-root pairs as the input, which allows it to extract a list of prefixes, suffixes, and stem templates. The probability of each item’s occurrence in these lists is then used to generate the statistical rules. The Darwish Morphologizer has been found to have an 84% success rate(15). Its “Detect-Root” module extracts all possible roots for an input word by generating a prefix, suffix, and stem, removing the prefix and suffix from the stem, and matching the stem against the templates, with the resultant template (along with the stem) being used to determine the root.

The BAMA was first developed by Buckwalter and has since had three versions; BAMA 3.1.; all of which are available as source codes from LDC. The input and output are in transliterated Roman letters and the program is written in Perl.

SAMA’s input is isolated words, that is, sentence context is not considered in the disambiguation. The input word may be either diacritized or undiacritized, with the output being all possible prefix, stem, and suffix combinations, that is, it is a stemmer rather than a deep morphologizer. As SAMA is non-bidirectional, words may not be generated from the prefix, stem, and suffix inputs. In addition to stemming, the BAMA/SAMA also provides a part of speech tag. Rather than incorporating grammatical rules, BAMA/SAMA uses manually entered lexicons and morphotactic rules as its tables, which makes it difficult to generalize and requires significant manual effort to scale. In addition to the tables that specify the allowable prefix, suffix, and stem set combinations, the lexicons also include prefix, suffix, and stem sets. BAMA 1.0 has 299 prefixes, root, and suffix and generates words from input morphemes, that is, it is a bidirectional morphologizer. MAGEAD also provides linguistic features, such as word class, in a hierarchical form; however, it is currently restricted to verbs. MAGEAD, which is based on a multitape finite-state transducer similar to the Xerox-based work of Beesley and Kiraz, has morphophonemic and orthographic rewrite rules that extend Kiraz’s analysis by introducing a fifth tier: Tier 1: pattern and affixational morphemes; Tier 2: root; Tier 3: vocalism; Tier 4: phonological representation; and Tier 5: orthographic representation. In the generation direction, tiers 1 through 3 are always the input tiers, Tier 4 is first, an output tier and then, a subsequent input tier, and Tier 5 is always an output tier.

Appendix A

Related Work

A. Arabic Morphologizers

The most significant morphological analyzers are those that utilize finite-state transducer formalism, such as Xerox(11), the morphological analyzer and generator for the Arabic dialects (MAGEAD)(12; 13), and the Arabic Computer Lexicon (AraComLex)(14), and those that utilize a tabular approach, such as Darweesh(15), the Buckwalter Morphological Analyzer for Arabic (BAMA)(16), the Standard Arabic Morphological Analyzer (SAMA)(17), ElxiirFM(18), a high-level implementation of functional Arabic morphology, Morphological Analysis and Disambiguation of Arabic (MADA)(19), and MADAMIRA(10).

The Xerox Arabic morphologizers, which are bidirectional morphologizers that take diacritized or undiacritized words as the input and compute the prefix, pattern, root, and suffix, were based on a finite-state transducer (FST) and utilize grammar rules rather than listing the stems. For example, Beesley’s(11) Xerox finite-state morphological analyzer, which was built on finite-state transducer advancements to handle morphology and uses Xerox finite-state language modeling tools, is rule-based and has a large coverage. Because the Xerox finite-state morphological analyzer adopts a root-and-pattern approach, it can generate all possible morphological features for each word; 4,930 roots and 400 patterns that generate 90,000 stems; can also reconstruct the vowel marks, and provides an English glossary for each word. The Xerox finite-state morphological analyzer was based on the ALPNET developed earlier by Beesley and Buckwalter, which was founded on PC-KIMMO. This tool was constructed as two-level morphology by Antworth and Kartenkun(20)21.

The MAGEAD morphologizer system, which extended Kiraz’s(22) work using AT&T’s finite-state machine toolkit(23), decomposes an isolated diacritized word into prefix, pattern,
Arabic treebank (29). While some of the problems in previous publications were resolved, duplication rather than gemination was employed and Sokoon is excluded from the rules when it uses the Penn Arabic treebank as part of its training set. MADAMIRA is a concatenative morphologizer (a morphologizer that gives the features of the words such as number, gender, case, and mood) rather than a templatic morphologizer, etc. but does not give the composition of the word in terms of its pattern and root) rather than a templatic morphologizer, which is a concatenative morphologizer that works at pattern and root levels, as FSAM performs generation, analysis, and diacritization tasks that cover both undiacritic and diacritic words, a corpus of diacriticized Arabic was needed to evaluate the proposed system. Tashkeela is one of the few available corpora that satisfied our requirements as it is a collection of diacriticized passages in Classical and modern standard Arabic. Further, as our system is a deep morphologizer that works at pattern and root levels, the PADT_UD treebank, which was built on the Prague Arabic Treebank (Hajic et al. 2004), was the only resource available for a granular generation and analysis evaluation because alternatives such as the Penn Arabic treebank (Maamouri et al. 2004) lack root information. The PADT_UD is the Universal Dependencies Prague Arabic Treebank of modern standard and colloquial Arabic that contains undiacriticized words, with the analysis consisting of the root, the Vform (the diacritized word), gender, number, case, definite, voice, and others. The FSAM was compared with the MADAMIRA (in analysis-only mode), which is a concatenative morphologizer (a morphologizer that gives the features of the words such as number, gender, person, etc. but does not give the composition of the word in terms of its pattern and root) rather than a templatic morphologizer, which partially makes up for the absence of patterns and roots by utilizing the SAMA stem categories to provide some granular analysis.

A. Reference Corpus for Evaluation

1) Fully diacriticized text and corpus and treebank vocabulary: The diacriticized texts in the Tashkeela corpus were utilized to manually test the ability of our orthography to phonemic analysis and generation capabilities. A gold standard must be used to transcribe the MSA fully diacriticized sentences from Wikipedia.

The undiacriticized and diacriticized word vocabulary was computed in Tashkeela and PADT_UD Table [V] conveys the word statistics after the punctuation was removed.

2) Gold standard : A gold standard was generated from the PADT_UD treebank as a reference for the evaluation of the analysis and generation capabilities. A gold standard must be free from punctuation, abbreviations (e.g., كم “km”), foreign words (e.g., واشنطن “Washington”), affixes (e.g., ل), and single-character graphemes (ت); which are not considered words in the Arabic language.

To eliminate words that were colloquial rather than modern standard Arabic, PADT_UD was intersected with Tashkeela, followed by the serial removal of affixes, single-character graphemes (letters), foreign words, and abbreviations. Table [V] also details the statistics for the intersection between...
PADT_UD, Tashkeela, and the gold standard, which is the intersection that excludes affixes, foreign words (determined by Foreign = Yes in the PADT_UD analyses), and abbreviations (determined by Abbr = Yes in the PADT_UD analyses).

3) Category correspondence: There is a mismatch in groupings and terminologies between our system, PADT_UD, and MADAMIRA. As the proposed system is based on Arabic language constructs, it uses intrinsic categories; verb, noun, tool word, and proper name. The verbs and nouns are further classified as regular and irregular. In contrast, PADT_UD labels words according to the standard part-of-speech classification scheme in English, and MADAMIRA labels words according to stem classes in the underlying SAMA corpus.

Table VII. PADT_UD label correspondence to the noun, verb, tool word, and proper name categories, and the diacritized (diac) and undiacritized (undiac) statistics for each label

<table>
<thead>
<tr>
<th>LABEL</th>
<th>CATEGORY</th>
<th>DIAC</th>
<th>UNDIAC</th>
</tr>
</thead>
<tbody>
<tr>
<td>NOUN</td>
<td>proper name</td>
<td>14,405</td>
<td>8,424</td>
</tr>
<tr>
<td>X</td>
<td>verb tool word noun</td>
<td>2,693</td>
<td>2,679</td>
</tr>
<tr>
<td>VERB</td>
<td>verb tool word noun</td>
<td>4,603</td>
<td>3,551</td>
</tr>
<tr>
<td>PART</td>
<td>tool word</td>
<td>19</td>
<td>21</td>
</tr>
<tr>
<td>CCONJ</td>
<td>tool word proper name</td>
<td>83</td>
<td>49</td>
</tr>
<tr>
<td>AUX</td>
<td>tool word</td>
<td>99</td>
<td>90</td>
</tr>
<tr>
<td>PRON</td>
<td>tool word</td>
<td>12</td>
<td>34</td>
</tr>
<tr>
<td>ADV</td>
<td>tool word</td>
<td>22</td>
<td>25</td>
</tr>
<tr>
<td>DET</td>
<td>tool word</td>
<td>34</td>
<td>37</td>
</tr>
<tr>
<td>PROP</td>
<td>proper name</td>
<td>29</td>
<td>28</td>
</tr>
<tr>
<td>ADJ</td>
<td>proper name</td>
<td>5199</td>
<td>3587</td>
</tr>
<tr>
<td>INTJ</td>
<td>proper name</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>ADP</td>
<td>proper name</td>
<td>94</td>
<td>105</td>
</tr>
</tbody>
</table>

A label can map onto more than one category. For instance, a noun in PADT_UD may be a noun, proper name, or tool word as it contains words such as “noun,” “proper name,” and “tool word.” Therefore, a word that is analyzed as a noun in PADT_UD and analyzed as a tool word in the proposed model is marked as a tool word and a match occurs.

Table VII details the correspondence between the PADT UD labels and the categories in the proposed system. Table VIII details the MADAMIRA label correspondence to the various categories: noun, verb, tool word, and proper name.

B. FSAM analysis evaluation

Table XI compares the MADAMIRA’s and FSAM’s verb and noun analyses. Because of the overlap between Penn Arabic treebank, which is used as the MADAMIRA training corpus, and UD_PADT, the basis of our gold standard, MADAMIRA analyzed around 100% of the gold standard verbs and nouns, whereas FSAM analyzed around 84% of verbs and nouns.

MADAMIRA categorized the word correctly 100% of the time and FSAM categorized it correctly 97% of the time. Both systems had similar performances at around 99% accuracy when computing gender (99.5% vs 99.4%), definitiveness (99.3% vs 98.0%), person (98.2% vs 99.9%), case (99.4% vs 99.9%), aspect (99% vs 99.9%), and voice (99.8% vs 97.9%). FSAM performed better for mood (99.7% vs 93%) and number (97.8% vs 90.5%), and found the root with approximately 92% correctness.

C. FSAP (Phonetic Transducer) Evaluation

The full range of examples to test FSAP are provided in Tables XII-XIV. In addition to the IPA non-phonemes of continuation (’), medium duration pause ([), and long duration pause (’), we used zero duration pause, short duration pause, and not pronounced to more comprehensively reflect the morphophonetic relationships. These are the only expected differences between the Expected IPA and Output.

Table XII tests FSAP in all context dependent pronunciation environments, and as can be observed from the table, the system performs with 100% accuracy in those examples. Table XIII uses diacritized text from the Tashkeela corpus to evaluate the system on diverse examples. Both tables XII and XIII don’t have the expected IPA transcription as part of the corpus, so we used a language expert to transcribe the sentences into IPA to get the expected output.
Table IX. FSAM-generated stem vocabulary for each sub-category and category (Top), and MADAMIRA tabulated stem vocabulary (Bottom). *UNK means that the reference has no stem categorization. No counterpart in MADAMIRA unless their reference - SAMA (has a listing of stems) - is directly utilized. Noun, verb, tool word, and proper name categories are based on the label correspondence in the MADAMIRA reference table shown in Table VIII. Note that a stem has multiple labels in the reference.

<table>
<thead>
<tr>
<th>Stem Vocabulary</th>
<th>FSAM undiacritized</th>
<th>diacritized</th>
<th>MADAMIRA undiacritized</th>
<th>diacritized</th>
</tr>
</thead>
<tbody>
<tr>
<td>regular verb</td>
<td>579,522</td>
<td>1,882,047</td>
<td>verb</td>
<td>4,269</td>
</tr>
<tr>
<td>irregular verb</td>
<td>98,668</td>
<td>282,611</td>
<td>noun</td>
<td>11,950</td>
</tr>
<tr>
<td>regular noun</td>
<td>716,177</td>
<td>2,192,815</td>
<td>toolword</td>
<td>32</td>
</tr>
<tr>
<td>irregular noun</td>
<td>157,322</td>
<td>405,834</td>
<td>proper name</td>
<td>544</td>
</tr>
<tr>
<td>toolword</td>
<td>238</td>
<td>261</td>
<td>UNK*</td>
<td>8,849</td>
</tr>
<tr>
<td>proper name</td>
<td>7,681</td>
<td>8,352</td>
<td>TOTAL</td>
<td>24,055</td>
</tr>
<tr>
<td>TOTAL</td>
<td>1,196,895</td>
<td>4,018,302</td>
<td>TOTAL</td>
<td>24,055</td>
</tr>
</tbody>
</table>

Table X. Overlap count between the synthesized undiacritized stems and the gold standard stems. The intersection is between the gold standard and synthesized stems. Missing is the set gold standard stems, that is, the synthesized stems. As there is no reference to MADAMIRA for the generation of stems from roots, the overlap of stems was checked from the underlying listing for the gold standard stems (8,536 stems).

<table>
<thead>
<tr>
<th>Generated Stem Overlap with the Gold Standard Stems</th>
</tr>
</thead>
<tbody>
<tr>
<td>UNDIAC</td>
</tr>
<tr>
<td>Intersection</td>
</tr>
<tr>
<td>Missing</td>
</tr>
<tr>
<td>Total</td>
</tr>
</tbody>
</table>

Table XI. Analysis accuracy for the undiacritized words for the gold standard treebank. On the left is FSAM (F) and on the right is MADAMIRA (M). To produce roots, the model outperformed in mood, number, and voice properties. MADAMIRA had almost full coverage of the gold reference because of the overlap between the training data and the reference.

<table>
<thead>
<tr>
<th>Analysis Performance FSAM (F) vs MADAMIRA (M)</th>
</tr>
</thead>
<tbody>
<tr>
<td>UNDIAC</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>analyzed</td>
</tr>
<tr>
<td>category</td>
</tr>
<tr>
<td>root</td>
</tr>
<tr>
<td>case</td>
</tr>
<tr>
<td>gender</td>
</tr>
<tr>
<td>mood</td>
</tr>
<tr>
<td>definite</td>
</tr>
<tr>
<td>number</td>
</tr>
<tr>
<td>person</td>
</tr>
<tr>
<td>voice</td>
</tr>
<tr>
<td>aspect</td>
</tr>
</tbody>
</table>

Table XIV tests the system on peer reviewed examples from Wikipedia[11] which contains the diacritized text and the corresponding expected IPA transcription.

Table XII. Context-dependent pronunciation examples; expected vs output

<table>
<thead>
<tr>
<th>Phrase</th>
<th>Expected IPA</th>
<th>Output(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Definite Article (ال)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>walaq bā</td>
<td>walaqΦ bā α</td>
<td></td>
</tr>
<tr>
<td>al-furqān</td>
<td>7aľqahΦ bā α</td>
<td></td>
</tr>
<tr>
<td>al-walīd</td>
<td>wa • tamarΦ</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Λtamar</td>
<td></td>
</tr>
<tr>
<td>halāq bā</td>
<td>halāqΦ bā α</td>
<td></td>
</tr>
<tr>
<td></td>
<td>halāqΦ bā α</td>
<td></td>
</tr>
<tr>
<td>Darj as-l-īkātha</td>
<td>darjus-l-īkātha Λfl-īkātha fli-īkātha fli-īkātha</td>
<td></td>
</tr>
<tr>
<td></td>
<td>flī-īkātha flī-īkāθb</td>
<td></td>
</tr>
<tr>
<td></td>
<td>al-fālūw</td>
<td>tīl a-īfāl</td>
</tr>
<tr>
<td><strong>Hamaz and her sisters (اٰ, أ, ٱ, ؑ)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>az-lamaz a</td>
<td>az-lamazΦ a</td>
<td></td>
</tr>
<tr>
<td>bāri</td>
<td>bāri</td>
<td></td>
</tr>
<tr>
<td></td>
<td>sāli a</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ṭāraťa a</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ṭāraťa</td>
<td>Ṭāraťa</td>
</tr>
<tr>
<td></td>
<td>Ṭāraťa</td>
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Table XIII. Evaluation of Fully Diacritized Teskeela Sentences. IPA is the Expected Phonetic Transcription From a Language Specialist, Out is the System Output, and Differ Explains the Variance Between IPA and Out. As illustrated in the examples, it can be seen that the system performed well on a Large Variety of Texts. Note that we Removed /•/ and /š/ for Readability; the Differences are in Red.

<table>
<thead>
<tr>
<th>IPA</th>
<th>Out</th>
<th>Differ</th>
</tr>
</thead>
<tbody>
<tr>
<td>قلبه لحظه‌ای بی‌روحی در برابر عشق درآمده است</td>
<td>قلبها لحظه‌ای بی‌روحی در برابر عشق درآمده است</td>
<td>None</td>
</tr>
<tr>
<td>دیگر زندگی‌ها در لیست انتظارم قرار دارند</td>
<td>دیگر زندگی‌ها در لیست انتظارم قرار دارند</td>
<td>None</td>
</tr>
<tr>
<td>خداوند می‌گوید: ...</td>
<td>خداوند می‌گوید: ...</td>
<td>None</td>
</tr>
</tbody>
</table>
### Table XIV. Evaluation of the Fully Diacritized Wikipedia Sentences. IPA is the Expected Phonetic Transcription from Wikipedia, Out is the System Output, and Differ Explains the Variance between IPA and Out. As Illustrated Below, the System Achieved a Perfect Score on the Examples. Please Note we Removed /Φ/ and /•/ from the Output to Improve Readability

<table>
<thead>
<tr>
<th>Input</th>
<th>IPA</th>
<th>Out</th>
<th>Differ</th>
</tr>
</thead>
</table>
| ??????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????]
Supplement 1: Arabic Orthography, Phonology, and Morphology Compendium
Abstract—Concise and specific information on modern standard Arabic (MSA), which can also be used as a standalone MSA reference, is given as a background to the main text and covers topics, such as textual marks and fermata that significantly affect the phonetic transcription of text transformations that are not normally discussed in other texts in English. Minimal consonant pairs, geminates, and vowels to indicate phonemic contrasts are also given. To avoid confusion, the original Arabic symbols were retained rather than using Roman transliteration. Other than minimal pairs, the compendium was compiled from various Arabic references.

A Orthography

Modern Standard Arabic (MSA) is written cursive from right to left, with the letter shapes changing according to the position. MSA has forty-six characters; twenty-eight alphabet letters, ten non-alphabet letters, and eight diacritics; and ligatures (ٰ) which are letter combinations used when writing but are not counted as characters because they are only graphical representations. Tables XV and XVI show the MSA script alphabet and non-alphabet letters and the diacritics. Table XVII presents the alphabet letter shapes based on their position in an IPA transcription using segmental phonology, and the word meaning.

Table XVI introduces the ten non-alphabet letters, four (أ، ـ، ٰ، ٰ) of which are part of the five-member “Hamza sisters,” and the fifth being the alphabet letter (ذ). Five of the non-alphabet letters (أ، ـ، ٰ، ٰ، ٰ) produce complexities as they map to one or more sounds based on their position in the word and the surrounding words; this is discussed in more detail in later sections. Kasheeda (ـ) is used for graphical justification and elongation and has no underlying pronunciation. The letter mad (ٰ) is part of MSA but is non-existent on computer keyboards and, therefore, is missing in modern texts and needs to be added to the thirteenth words that contain it before any processing.

Table XVII lists the diacritics, which may not be at the start of a word, and divides the diacritics into three categories: Harakah (أ، ـ، ـ، ـ)، Tanween (أ، ـ، ـ)، and other (Shaddah، Sukoon). A Harakah character is pronounced as a short vowel, a Tanween character is pronounced as a combination of a short vowel and /w/ and can only occur at the end of a word, Sukoon (ـ) is a zero-length pause, and as Shaddah (ـ) indicates the gemination of the sound it follows, it cannot be preceded by a diacritic.

Diacritics cannot be consecutive, except for Shaddah (ـ)، which is generally followed by Harakah and sometimes by Tanween or Sukoon. Other rules restrict a sequence of characters; for example, /l/ can only be followed by a kasra، /l/ is only followed by Sukoon، dhamma، or fatha، ـ may not be followed by kasra، shaddah، and ya and can only be preceded by dhamma، ـ cannot be followed by a shaddah and is only preceded by kasra، and ـ cannot start a word.

Five MSA letter groupings are related to pronunciation: Hamza، Wasl، Solar، and Lunar. The Hamza set (أ، ـ، ـ، ـ) are pronounced as glottal stops، and the Wasl symbols (ـ، ـ، ـ، ـ) are characters that affect the pronunciation of /l/، for example، any of the Wasl symbols precede /l/ when /l/ is at the start of the word، then /l/ is not pronounced.

The Solar set (ـ، ـ، ـ، ـ) and the Lunar set (ـ، ـ، ـ، ـ) are grouped because the Solar and Lunar letters affect the pronunciation of /l/ in a very specific character environment (when it is part of the definite article in Arabic: الـ)، for example، when a Solar letter follows /l/، then /l/ is not pronounced، but when a Lunar letter follows /l/، it is pronounced.

It is also important to describe the text markings as they not only correspond to “sounds” but also regulate the contextual pronunciation of the consonants as detailed in the rules presented in the main manuscript. Table XV details the marks and their corresponding fermata.

Table XV. Marks and their Corresponding Pauses and Continuations

Table XVI. Alphabetic Letters and Their Shapes in Different Word Positions. I: Isolated، B: Beginning، M: Middle، and E: End. Example Words and Meanings (Gloss) are given in IPA with their Broad Segmental Pronunciation Transcriptions

Table XVII. Diacritics with Example Usage، Their Broad Segmental Pronunciation Transcriptions in IPA، and Meanings

B Segmental Phonology

MSA is a Semitic language with 55 consonants and six vowels. In addition to labio-dental and velar sounds، MSA is rich in glottal، uvular، and pharyngeal sounds such as /h/، and has regular and velarized or pharyngealized pairs، such as /d/.
and /dˤ/. The geminated counterparts of the phonemes are also MSA phonemes.

MSA has eight plosives; one bilabial /b/, four alveolars /t/, /d/, /tˤ/, /dˤ/, one velar /k/, one uvular /q/, and one glottal /ʔ/. two nasals; bilabial /n/ and alveolar /nˤ/; one alveolar trill; /r/; thirteen fricatives; one labiodental /f/, three dental /θ/, /ð/, /θˤ/, three alveolars /s/, /z/, /sˤ/, one postalveolar /ʃ/, two uvular /j/, /h/; two pharyngeal /hˤ/, /ʃˤ/, and one glottal /h/; two approximants; one bilabial /w/ and one palatal /j/; one postalveolar affricate; /dʒˤ/; and an alveolar lateral approximant; /l/. MSA has only six long and short vowels: /aː/, /iː/, /aː/, /oː/, /eː/, /uː/. Table XIX shows the consonant chart, with the consonants based on voicing, pharyngealization, place of articulation, and manner of articulation. Table XX enumerates the geminated consonantal phonemes with examples. Table XVIII presents the vowel chart. Minimal pairs that validate the phonemes are in Appendix A.

Phonemes are also grouped based on the pronunciation of their related character: coronals; dental, alveolar, and postalveolar, with /θ/, /ð/, /θˤ/, /ðˤ/, /t/, /d/, /tˤ/, /dˤ/, /θ/, /ð/, /θˤ/, /ðˤ/, /s/, /z/, /sˤ/, /zˤ/, /ʃ/, /ʒ/, /ʃˤ/, /ʒˤ/ being the phonemes the Solar letters map to; and non-coronals; bilabial, labiodental, palatal, velar, uvular, pharyngeal, and glottal, with /b/, /n/, /w/, /l/, /ʃ/, /k/, /q/, /ʔ/, /h/, /hˤ/, /ʃˤ/, and /h/ being the phonemes Lunar letters map to. Hamzah sisters map to the glottal stop, Harakah map to short vowels, Tanween / depending on the context, and Shadda causes gemination.

### Table XVIII. Vowel Chart: Upper Left is Normal Unrounded, Upper Right is Normal Rounded, Lower Left is Lengthened and Unrounded, and the Lower Right is Lengthened and Rounded

<table>
<thead>
<tr>
<th>Front</th>
<th>Central</th>
<th>Back</th>
</tr>
</thead>
<tbody>
<tr>
<td>Close (high)</td>
<td>ำ</td>
<td>ु</td>
</tr>
<tr>
<td>Mid</td>
<td>ำ</td>
<td>ु</td>
</tr>
<tr>
<td>Open (low)</td>
<td>ำ</td>
<td>ำ</td>
</tr>
</tbody>
</table>

### Table XIX. Consonant Chart: The Symbol on the Top Right is Normal Voiced, the Symbol on the Top Left is Normal Unvoiced, the Symbol on the Bottom Right is Pharyngealized Voiced, and the Symbol on the Bottom Left is Pharyngealized Unvoiced

### C Morphology

Morphology deals with the internal structure of words. More specifically, it dictates the composition of a word from smaller meaningful units called morphemes. There are two approaches to morphology: form-based and functional. Form-based morphology considers the form of the units making up a word, their interactions, and how they relate to the word’s overall form. Functional morphology is about the function of the units inside a word and how they affect its overall syntactic and semantic behavior.

Fig. 5 illustrates the structure of Arabic words. Arabic utilizes form-based morphology and has concatenative and templatific morphemes (smallest units in a word). Concatenative morphology is centered on stems and affixes (prefixes, suffixes, circumfixes), and the morphemes are generally concatenated in a sequence to produce a surface form (word). Morphological grammar that constructs stems from the interdigitation (interleaving) of the root and pattern is called templative morphology. In Arabic, morphological form and function are independent although most templatic processes are derivational and most concatenative processes are inflectional. Derivational functional morphology is concerned with creating new words from other words, and in inflectional morphology, the meaning and part of speech remain the same.

The two broad morpheme classes in concatenative morpholog physically are stems and affixes. Stems are the core meaning-bearing units, and affixes are added before and after stems to alter the meaning and function. An affix may be a prefix (concatenated before the stem), a suffix (concatenated after the stem), or a circumfix, with parts added before and after a stem. The stem can be templatic (derived) or non-templatic (fixed). Templatic stems are stems that can be formed using templatic morphemes, whereas non-templatic word stems are not derivable from templatific morphemes and tend to be of foreign origin or names.


APPENDIX A

A. Minimal Pairs/near-minimal Pairs (Evidence for the MSA Phonemic Inventory)

The sounds of Modern Standard Arabic (MSA) could be classified as phonemes or allophones. In order to differentiate between phonemes and allophones, a list of minimal or near-minimal pairs have been found for all the phonemes in MSA. Two things to note include: (1) The diacritics convey the vowel sounds, which is why the correct diacritics are important to correctly phonetically transcribe orthography. (2) There are MSA characters that convey the vowel sounds.

Table [XXI] lists the minimal / near minimal pairs for non-geminated consonants. Table [XXII] lists the minimal / near minimal pairs for geminated consonants that are compared to the non-geminated version of the consonant. Table [XXIII] list the minimal / near minimal pairs for the short and long vowels, and Table [XXIV] conveys that the long and short vowels are contrastive.
Table XXI. Minimal Consonant Pairs

<table>
<thead>
<tr>
<th>Contrastive Phones</th>
<th>Phone 1</th>
<th>Phone 2</th>
<th>Shared Property</th>
<th>Minimal Pair / Near-Minimal Pair</th>
</tr>
</thead>
<tbody>
<tr>
<td>/l/ /l̥/</td>
<td>liquids</td>
<td>/l/ /l̥/</td>
<td>liquids</td>
<td>/l/ /l̥/</td>
</tr>
<tr>
<td>/k̡/ /k̡/</td>
<td>pharyngeal fricatives</td>
<td>/k̡/ /k̡/</td>
<td>pharyngeal fricatives</td>
<td>/k̡/ /k̡/</td>
</tr>
<tr>
<td>/q̡/ /q̡/</td>
<td>voiceless palatal fricatives</td>
<td>/q̡/ /q̡/</td>
<td>voiceless palatal fricatives</td>
<td>/q̡/ /q̡/</td>
</tr>
<tr>
<td>/m/ /m̥/</td>
<td>voiceless nasals</td>
<td>/m/ /m̥/</td>
<td>voiceless nasals</td>
<td>/m/ /m̥/</td>
</tr>
<tr>
<td>/v̥/ /v̥/</td>
<td>voiceless dental fricatives</td>
<td>/v̥/ /v̥/</td>
<td>voiceless dental fricatives</td>
<td>/v̥/ /v̥/</td>
</tr>
</tbody>
</table>

Table XXII. Geminated Characters are Language Phonemes and Contrast the Nongeminated Phonemes

<table>
<thead>
<tr>
<th>Phone 1</th>
<th>Word (geminated)</th>
<th>IPA</th>
<th>Gloss</th>
<th>Phone 2</th>
<th>Word (nongeminated)</th>
<th>IPA</th>
<th>Gloss</th>
</tr>
</thead>
<tbody>
<tr>
<td>/l/l̥/</td>
<td>لين</td>
<td>/l/l̥/</td>
<td>/l/l̥/</td>
<td>/l/l̥/</td>
<td>لين</td>
<td>/l/l̥/</td>
<td>/l/l̥/</td>
</tr>
<tr>
<td>/k̡/k̡/</td>
<td>كأ</td>
<td>/k̡/k̡/</td>
<td>/k̡/k̡/</td>
<td>/k̡/k̡/</td>
<td>كأ</td>
<td>/k̡/k̡/</td>
<td>/k̡/k̡/</td>
</tr>
<tr>
<td>/q̡/q̡/</td>
<td>كأ</td>
<td>/q̡/q̡/</td>
<td>/q̡/q̡/</td>
<td>/q̡/q̡/</td>
<td>كأ</td>
<td>/q̡/q̡/</td>
<td>/q̡/q̡/</td>
</tr>
<tr>
<td>/m/m̥/</td>
<td>مال</td>
<td>/m/m̥/</td>
<td>/m/m̥/</td>
<td>/m/m̥/</td>
<td>مال</td>
<td>/m/m̥/</td>
<td>/m/m̥/</td>
</tr>
<tr>
<td>/v̥/v̥/</td>
<td>فن</td>
<td>/v̥/v̥/</td>
<td>/v̥/v̥/</td>
<td>/v̥/v̥/</td>
<td>فن</td>
<td>/v̥/v̥/</td>
<td>/v̥/v̥/</td>
</tr>
</tbody>
</table>

Table XXIII. Minimal Vowel Pairs

<table>
<thead>
<tr>
<th>Contrastive Phones</th>
<th>Phone 1</th>
<th>Phone 2</th>
<th>Shared Property</th>
<th>Minimal Pair / Near-Minimal Pair</th>
</tr>
</thead>
<tbody>
<tr>
<td>/a/ /a/</td>
<td>vowel - front</td>
<td>/a/ /a/</td>
<td>vowel - front</td>
<td>/a/ /a/</td>
</tr>
<tr>
<td>/a/ /a/</td>
<td>vowel - front-long</td>
<td>/a/ /a/</td>
<td>vowel - front-long</td>
<td>/a/ /a/</td>
</tr>
<tr>
<td>/e/ /e/</td>
<td>vowel - high</td>
<td>/e/ /e/</td>
<td>vowel - high</td>
<td>/e/ /e/</td>
</tr>
<tr>
<td>/o/ /o/</td>
<td>vowel - high</td>
<td>/o/ /o/</td>
<td>vowel - high</td>
<td>/o/ /o/</td>
</tr>
</tbody>
</table>

Table XXIV. Minimal Pairs to Show that Long and Short Vowels are Contrastive

<table>
<thead>
<tr>
<th>Contrastive Phones</th>
<th>Phone 1</th>
<th>Phone 2</th>
<th>Minimal Pair / Near-Minimal Pair</th>
</tr>
</thead>
<tbody>
<tr>
<td>/a/ /a/</td>
<td>[aː]</td>
<td>/a/</td>
<td>type of Levantine bean dish</td>
</tr>
<tr>
<td>/a/ /a/</td>
<td>[aː]</td>
<td>/a/</td>
<td>type of Levantine bean dish</td>
</tr>
<tr>
<td>/e/ /e/</td>
<td>[eː]</td>
<td>/e/</td>
<td>your mother - 'to make'</td>
</tr>
<tr>
<td>/e/ /e/</td>
<td>[eː]</td>
<td>/e/</td>
<td>your mother - 'to make'</td>
</tr>
<tr>
<td>/o/ /o/</td>
<td>[oː]</td>
<td>/o/</td>
<td>it was said</td>
</tr>
<tr>
<td>/o/ /o/</td>
<td>[oː]</td>
<td>/o/</td>
<td>it was said</td>
</tr>
</tbody>
</table>
Supplement 2: Finite-state Machines for Linguistics
A Automata Hierarchy and Power

In comparison to other automata, finite-state machines (FSMs) have the least computing power beyond finite languages and can process regular expressions. More powerful complex automata and languages are push-down automata for context-free languages; embedded push-down automata for mildly context-sensitive (linear indexed) language; nested stack automata for indexed language; linear bounded automata for context-sensitive language; always halting Turing automata for recursive language; and the Turing machine for recursively enumerable language (all formal languages). Fig. 6 illustrates the hierarchy of formal languages

B Development FSM and Compilation Tools

Finite-State Machines (FSMs) are either finite-state automata (FSA), which are acceptors of strings constructed to define sets of characters, or finite-state transducers (FSTs), which convert an input string into an output string using contextual or non-contextual replacement, insertion, or deletion. FSAs and FSTs are written using regular expressions and are closed under operations such as concatenation and union. FST is bidirectional and hence input and output can be inverted for the same FST.

The author in (33) constructed cascaded FSTs, with an FST mapping one character at a time between input and output. (34) developed an FST in which the rules were executed in parallel and obligatory or optional single-character mapping rules were allowed. This approach was implemented in various systems such as KIMMO and PC-KIMMO (35).

Bear introduced a unification-based grammar for morphotactic parsing and used diacritics coded in lexical entries to allow the rules to apply to a subset of the lexicon (36). This formalism was adapted by various implementations, which allowed a rule to map between equal-sized input and output string subsequences rather than single characters (38).

Ruessink’s formalism allows unequal size sequences and explicit contexts; however, this results in some invalid combina-

C FST for Computational Linguistics

A finite-state transducer (FST) can model most phonological rules, possibly with exceptions related to some stress and tone rules (47), which has been independently verified by (33) (21). Many finite-state models are also available for phonology (49). Cascade and other extensions of finite-state technology are also available (50).

An important FST class is a two-level finite-state formalism that allows the mapping rules between input and output strings to be implemented with finite-state transducers. The same automaton can be used for analysis (decomposition) and synthesis (generation), thereby providing bidirectionality. The two-level formalism and its generalization to multi-levels are used for the phonological analyzer and the concatenative and templatic morphology analyzer.

D Multi-level Finite-state Formalism

(51) described a root-and-pattern morphology FST. (35) proposed a two-level system for language morphology. (32) proposed a framework in which each of the autosegmental tiers was assigned a tape in a multitape finite-state machine, with an additional tape for the surface form. Kay's approach followed the CV model and used four-tape automata, which was an extension of the traditional FST. (32) also proposed a framework for handling templatic morphology in which each templatic morpheme was assigned a tape in a multitape finite-state machine and an additional tape for the surface form.

The two-level formalism has been extended to multiple levels, as illustrated in Fig. 7 in which the templatic morphemes are roots, patterns, and vocalisms. The vocalism morpheme specifies the short vowels to use with a pattern; in contrast, traditional accounts of Arabic morphology collapse the vocalism into the pattern.

The advancement to templatize morphology was achieved by having multiple inputs (tapes) to the FSTs based on linguistic abstractions of Semitic nonlinear morphology. However, such constructs handle only a subset of Arabic words, such as verbs, nouns, or broken plurals.
McCarthy’s CV-based model was presented for Arabic morphology under an autosegmental phonology framework to handle verbs \((51,53)\). A stem is represented by three tiers: the root, vocalism, and a CV pattern. Associations are made based on well-formed conditions, association conventions, and additional rules. The Moraic model uses a different vocabulary to represent the pattern morph based on the noun prosody \((54)\), while the Affixational model derives several templates using affixation under prosodic circumscriptio for verbs \((55)\).

Infixation and reduplication are handled within the standard two-level morphology using diacritics \((20)\). Kay’s approach followed the CV model using a four-tape automaton, which was an extension of the traditional FST \((52)\). \((56)\) used a lexical component that takes the intersection of rules and pattern expressions and produces verbal stems, with the stems being the input for a standard two-level system. \((56)\) also presented a system for handling Akkadian root-and-pattern morphology by adding an additional lexicon component to Koskenniemi’s two-level morphology \((34)\). Beesley’s intersection approach is probably the largest system for Arabic morphology \((57,59,58)\). Beesley later compiled all combinations into a transducer \((59)\).

**E Concatenative Morphological Formalism**

The state-of-the-art concatenative morphological formalism consists of three components: lexical automata, morphotactic rules, and rewrite rules \((60)\). Finite-state automata are constructed to represent prefixes, stems, and suffixes. The prefix, stem, and suffix are concatenated with markers separating them to form a lexical form based on morphotactic rules that specify valid combinations. Orthographic changes that need to be made to the lexical form to yield the surface form (word) are coded using rewrite rules incorporating contextual mappings and are implemented using an FST.

Morphotactic rules can be implemented in an FST with continuation classes using filters \((34,20,21)\). Continuation classes are, however, inappropriate for handling separated dependencies, interdigitation, infixation, and reduplication, and, therefore, flag diacritics are used to address the separated dependencies, discontinuous dependencies, and long-distance dependencies within the FST framework. However, as using FSTs can be awkward, context-free grammar (with feature unification if necessary) is used to address the complex dependencies \((36,39,40,41,42,49)\).

**F Templatic Morphological Formalism**

\((61)\) embedded pattern and vocalism morphs in the surface expression of the rules, \((62)\) extended the two-level model by adding a third abstract level for inflection patterns, and Kiraz (1994) developed a two-level formalism based on Kay’s approach that could handle CV, Moraic, and Affixational models. The first large-scale Arabic morphology implementation within finite-state method constraints, which was conducted by \((39)\), included a ‘detouring’ mechanism to access multiple lexica, which was the forerunner to other studies by \((63)\). \((33)\) constructed cascading FSTs, in which an FST mapped one character at a time between the input and output. Subsequent advancements in this approach can be found in \((63)\), \((50)\), and \((16)\). Cascade and other extensions of finite-state technology are also available \((16)\). \((64)\) extended Kay’s approach and implemented a multi-tape system for MSA.

**G Phonology Formalism**

\((65)\) modeled autosegmental phonology using FSTs, in which the autosegmental phonology was coded as linear strings, \((49)\) used a one-level phonological approach to code autosegmental representations as a triangular prism, and \((65)\) used multilinear coding that was processed using state labeled finite automata, which were shown to be more powerful than FSTs.
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Abstract—Information diffusion prediction is essential in marketing, advertising, and public health. Public health officials may avoid disease outbreaks, and businesses can optimize marketing campaigns and target audiences. Information diffusion prediction helps identify influential nodes in social networks, enabling targeted interventions to spread positive messages or counter misinformation. Organizations can make informed decisions and improve society by analyzing information propagation patterns. This research study investigates the prediction of information diffusion on social media platforms using a diverse set of features and advanced machine learning and deep learning models. We explore the impact of network structure, early retweet dynamics, and tweet content on social media, provided by the publicly available dataset Weibo, a social network like Twitter. By applying the training of the models on set of features separately, we observed different performances. The Random Forest model using all features achieved an R-squared of 76.690%. The Random Forest (RF) model focusing on the following network structure achieved an R-squared of 90.773%. The RF model analyzing the retweeting network structure achieved an R-squared of 98.161%.

Keywords—Information diffusion; social media data; machine learning; deep learning

I. INTRODUCTION

In our current digital age, the number of Internet users has increased, which has been accompanied by an increase in the number of users of social media. This was reflected significantly in the speed of exchanging and sharing information through social media platforms. Information is divided by its nature into useful and harmful, directly affecting society in economic, political and commercial terms [1]. The dissemination of this information can be studied and predicted in terms of and is affected by many variables, such as the timing of the publication [2], as well as the content of the publication, and the characteristics of the participating users [3,4]. A comprehensive understanding of the dynamics of information spread on social media platforms can provide valuable insights in various domains, including marketing, disaster management, and community detection. The dissemination of information via social media is a multifaceted process that relies not only on the substance of the communicated content but also on the method of transmission. The comprehension of the mechanisms by which information is conveyed through these networks is progressively imperative due to the escalating migration of various aspects of our existence to online platforms. The spread of information through social media sites like Twitter and Facebook has greatly impacted. The study of how information spreads on these platforms is complex and constantly changing, which is why it’s attracted so much attention from researchers. By understanding how information spreads, we can predict how popular information will become, maximize the influence spread, and monitor how cascades develop. On Twitter, users can "retweet" or share a tweet with their followers, which helps information spread even faster. The Popularity of a tweet is measured by its content and how many times it's been retweeted. By understanding how information spreads on social media, platforms can better monitor and guide the spread of information in different scenarios like online advertising, viral marketing, and fake news detection. Several approaches to predicting information diffusion exist but machine learning and deep learning techniques [5, 6] have recently shown much promise.

In this study, the authors proposed Machine learning and deep learning models to improve our forecasts using a publicly available dataset provided by authors in [7]. This dataset was collected from Weibo, a social network like Twitter. The authors applied the models to features such as following network structure, retweeting network structure, early-stage popularity dynamics, and tweet content. Our study offers significant contributions to the domain of predicting information diffusion on social media platforms.

1) Comprehensive examination: Our study delves into the dissemination of information on social media platforms through the utilization of an extensive array of features and sophisticated machine learning and deep learning models.

2) An examination of essential factors for comprehension: In this study, we investigate the influence of network structure, early retweet dynamics, and tweet content on information diffusion. Through our analysis, we aim to gain valuable insights into the underlying factors that contribute to information propagation.

3) Model performance: The models trained using distinct sets of features in order to evaluate their performance. The RF model based on all features demonstrated an R-squared value of 76.690%, whereas the model that specifically targeted the indicated network structure exhibited an R-squared value of 90.773%. The RF model utilized for analyzing the retweeting...
network structure exhibited a high R-squared value of 98.161%.

4) *Real-world applications*: It refers to the practical utilization of knowledge, theories, and concepts in various fields. These applications involve The results of our study have the potential to assist the organizations in enhancing their decision-making processes, contribute to societal improvement by facilitating comprehension of information diffusion, and enable the identification of influential individuals within social networks for the purpose of implementing targeted interventions. The aforementioned findings carry significant ramifications for the fields of marketing, advertising, and public health. The remains sections of this research article are as follows: a comprehensive review of related work in Section II, followed by the methodology in Section III. Section IV delves into evaluation metrics. Experimental results, discussion, and conclusion in Section V, Section VI and Section VII respectively.

II. RELATED WORK

A. Background of the Information Diffusion

Sharing content on social media platforms like Twitter and Facebook spreads information. Social media is about sharing content. Businesses, advertisers, and marketers should address this important issue. They may effectively communicate with their target audience, strategically advertise their products and services, and remain competitive. Social media is crucial for marketing. Companies can grow their market and build client relationships [8]. Commercial organizations can improve their business strategies, increasing their expertise in efficiently spreading their message and news, and leverage social media platforms to amplify their brand by researching information dissemination that helps promote their products and services further in this section. In information diffusion, there are three main elements Sender, Receiver, and Medium, as shown in Fig. 1. The sender, whether an individual or a group, initiates the dispersion process. They are the ones who are in charge of spreading the information that needs to be spread. The receiver, or group of receivers, denotes the individuals who have received the information that has been spread. The process of dispersion generally has a wider scope of influence, as evidenced by the fact that the number of receivers usually be more than the number of senders. The medium is the way information about diffusion travels from sender to receiver. There are many communication channels for information spreading such as TV, newspapers, and social media platforms like Twitter. Additionally, personal connections play a dynamic role in communication. Furthermore, factors such as airborne diseases can also impact the way information is disseminated. Understanding diffusion is crucial process. It shows us how information spreads and changes behavior in a system. Researchers can study the sender-receiver relationship and the medium used. This helps them learn about diffusion and find ways to manage and control it.

B. Literature Review

Twitter has become a powerful tool for spreading information. People can share information with followers and beyond through retweets, posts, and hashtags. Various research studies have observed what makes people retweet and how information spreads on these networks. Factors can include the tweet's content, the source of the information, emotional appeal, timing, and social influence. Researchers found Twitter as a way to study diffusion patterns and how different factors affect information spread. But knowing how information spreads efficiently on Twitter is still a challenge. Machine learning and deep learning techniques are being used to analyse and predict diffusion patterns on Twitter. These techniques can find hidden patterns in large datasets. They can help us understand what drives information to spread.

The Research domain of information diffusion on Twitter has a variety of approaches. Study conducted by authors [9] aimed to determine the characteristics that predict the level of engagement a tweet receives. The findings suggest that tweets with positive sentiment and positive arousal receive more retweets and favourites, although the effect size is small. Predicting information diffusion has been another focal point of research. A study by authors in [10] suggest that modelled tweet popularity as the number of retweets and developed machine learning models predict the same, achieving an accuracy of up to 60% and an F1 score of 67%. Another researcher proposed approach to predict information diffusion based on user-based, time-based, and content-based features, resulting in a model that improves the F-measure by about 5% compared to the state-of-the-art Masud et al. Authors in [5] in their study Twitter hate speech based on topics. The researchers analyze a massive collection of tweets, retweets, user activity logs, and follower networks. They also collect online news stories. The authors provide feature-rich methods for predicting hashtag-related hate speech. The best model scored 0.65 macro F1. RETINA, a neural network for Twitter retweet prediction, is also presented. This design has a macro F1-score of 0.85. Their study sheds light on how Twitter users start hate speech and spread it through retweets. Authors in study [11], introduce an approach for predicting the spread of information prompted by a Twitter user's tweet. They leverage six user features, like number of followers and tweet frequency, along with 80 linguistic and psychological aspects provided by the Linguistic Inquiry and Word Count (LIWC) software. Their approach comprises a module that formulates regular basic tweet propagation patterns and a classifier that anticipates the tweet pattern associated with a specific user tweet. The study uses Tree-Shaped Tweet Cascades for the dataset, achieving significant accuracy in predictions, notably an F-measure of 0.89 with the JRIP model.

![Fig. 1. Demonstrating the information diffusion process on social media.](image-url)
The propagation on Twitter is the current problem, with a particular emphasis on influence and prediction. The authors of [3] examine Twitter's information diffusion model, which sees the spread of information on the platform as a problem with several variables over time. It focuses on tweet quantity, emotional tone, and influence. Time series clustering reveals Twitter information transmission patterns. The study clusters hashtags with similar patterns using time series clustering methods. This study forecasts three-dimensional parameters using Autoregressive Integrated Moving Average and LSTM linear and non-linear time series models. LSTM models attained an accuracy of 80%.

Previous studies have directed their attention towards more granular facets of information dissemination on the Twitter platform. The study proposed an information diffusion model that conceptualized information diffusion as a problem of multivariate time series analysis. This model specifically addressed the variables of tweet volume, tweet sentiment, and tweet influence [12]. In their study, the authors introduced an algorithm named SentiDiff, which integrates textual data and sentiment diffusion patterns to effectively forecast sentiment polarities conveyed in Twitter messages. The algorithm that has been suggested demonstrates improvements in PR-AUC, ranging from 5.09% to 8.38% for classification tasks, in comparison to existing sentiment analysis algorithms that rely on textual information [12, 13].

Other approaches are based on the anticipated graph information diffusion node activations; the Topological Recurrent Neural Network (Topo-LSTM) was introduced in [14]. Diffusion topologies are used to characterize the cascade structure. This DAG model depicts the cascade. The Topo-LSTM is a diffusion-prediction-specific LSTM architecture. A MAP increases from 20.1% to 56.6%. The researchers found that using dynamic directed acyclic graphs (DAGs) with the innovative data model and Topo-LSTM architecture improves diffusion structure representation.

Authors in [15] presented a model that predicts how information flows on Twitter. The model learns the probability of influence between users. It considers both time-based and structural aspects of influence spread. The effectiveness of the suggested models is examined on two datasets, Darwin and MelCup17. The TDD-CP model achieved a balanced precision of 94.64% and a recall of 95.9% on the Darwin dataset. The MelCup17 dataset achieved a balanced precision of 95.13% and a recall of 98.2. Authors in the study [16] developed a Twitter information spread model. To improve predictions, the model has used custom-weighted word characteristics. A Custom Weighted Word Embedding is proposed to measure content diffusion via retweets. Twitter postings are used to extract lexical units, build a matrix with word sequences, and apply specific weights based on the sentence's presence index. Long Short-Term Memory (LSTM) and Convolutional Neural Networks (CNN) are used to predict information dissemination and improve accuracy and training time. The CWWE framework improves the deep learning framework model accuracy, according to experiments. The researchers collected 230,000 tweets from over 45,000 users over six months. Model accuracy increased from 53% to 80%. The authors in [32] introduced the LARM (Lifetime Aware Regression Model), a groundbreaking method for tackling the problem of online content popularity long-term prediction in dynamic YouTube networks. One way that LARM sets itself apart is by considering content longevity as a significant aspect, which helps to mitigate the drawbacks that come with a large amount of historical data and inappropriate model assumptions. The model exhibits flexibility to different observation intervals and is fitted using a forecast lifetime metric that is derived from early-accessible variables. The varied lives of video content are accommodated by specialized regression models. Based on two YouTube datasets, the experimental findings demonstrated the significant advantage of LARM, with prediction error reductions of up to 20% and 18%, respectively.

Despite the considerable body of research that has been conducted on the phenomenon of information diffusion on the social media platform Twitter, there remains a notable gap in the existing literature that necessitates further investigation and exploration. The authors in [34] explored the intricacies of information dissemination on social media, focusing on the Sina microblog controversy around the L group Double 11 fraudulent advertising incidents. Using a strong data analytics methodology that combines time series regression and data mining, the study reveals the key variables influencing the dissemination of information. User activity, emotional shifts, and media attention have been recognized as important drivers, with sentiment polarity and reposting being critical factors in various dissemination phases.

The area of utilizing the number of retweets and retweeted counts, in combination with advanced machine learning techniques, is currently lacking in comprehensive exploration. The comprehension and anticipation of diverse aspects of information diffusion, encompassing the factors that impact the dissemination of information and the dynamics of diffusion patterns, constitute significant areas of scholarly inquiry that merit consideration. This study addresses the identified research gap by proposing using machine learning and deep learning models. Through utilizing these models, significant insights can be obtained regarding the intricacies of information dissemination on the social media platform Twitter. This research endeavor aims to augment our comprehension of the mechanisms through which information propagates on social media platforms. This pursuit aims to establish a basis for enhanced prediction and awareness of the intricate dynamics of disseminating information.

III. METHODOLOGY

This study proposed a methodology for predicting information diffusion in social media based on retweets and retweeted counts. Deep learning and machine learning techniques are used to predict information dissemination. The methodology involves data preparation and training models on large-scale social media datasets. The choice of the features and the proposed framework used in our study was a carefully considered process aimed at comprehensively understanding social media information diffusion. The elected features, such as Following Network Structure (FNet), Retweeting Network Structure (RNet), and Early Popularity (early), were strategically picked to capture dissimilar dimensions of the
diffusion phenomenon. The proposed framework of the information diffusion prediction is demonstrated in Fig. 2.

![Fig. 2. The proposed framework for information diffusion prediction.](image)

**A. Data Source**

Sina Weibo is a popular social network site like Twitter. We used a large dataset from Sina Weibo [7] for our research. The dataset provides by DataCastle. It has 30,010 original tweets. Each tweet has its own ID. The ID has information like the user's ID, the time the tweet was posted, and the tweet's content. The tweets were posted between January 1, 2015 and May 20, 2016. This dataset was developed by authors in [7]. It is publicly available online. The dataset is large, so we can study how information spreads on Weibo. We can learn more about predicting information cascade scales based on analyzing set of features.

**B. Feature Extraction**

The dataset developers categorized data features into four groups: following network structure, retweeting network structure, early-stage popularity dynamics, and tweet content. We aim to capture various aspects of information diffusion dynamics by extracting and incorporating these features.

1) **Following network structure**: The following network structure plays a crucial role in information diffusion. The constructs a network (G\_F) based on the relationships among users who follow each other. Five network structural features are derived from measuring user influence in this network, including out\_degree\_F, in\_degree\_F, all\_degree\_F, bi\_degree\_F, and pagerank\_F, as described in Table I [7].

2) **Retweeting network structure**: Retweeting is a key mechanism for information diffusion. The builds a retweeting network (G\_R) using retweet data from the first 60 minutes. Similar to the following network, by extracts five network structural features to quantify user influence in the retweeting network: out\_degree\_R, in\_degree\_R, all\_degree\_R, bi\_degree\_R, and pagerank\_R, as described in Table I [7].

3) **Early retweet dynamics**: The early-stage retweet time series contains valuable temporal information. We construct four types of temporal features to capture trends and fluctuations in cascade sizes over time. These features include cascade (cumulative cascade sizes in one minute intervals), burstiness (measuring the burst of popularity), stability (assessing the stability of Popularity), and release_time (hour of original tweet release), as described in Table I [7].

4) **Tweet content**: The initial tweets' content also plays a role in how the information spreads. To get feature vectors out of the tweet content, the dataset developers [18] used the word frequency-inverse document frequency algorithm. In addition, they get topic distributions using the latent Dirichlet allocation (LDA) topic model. Contentgory (themes category), wordlength (text length), URL presence, hashtag presence, photo presence, and mention presence are the six features retrieved from tweet content, as described in Table I [7].

### TABLE I. ILLUSTRATES THE FOUR CATEGORIES OF FEATURES USED IN THE PREDICTION OF CASCADES

<table>
<thead>
<tr>
<th>Features</th>
<th>Description</th>
<th>Representation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Following network structure (FNet)</td>
<td>The count of individuals who are following the user who made the post.</td>
<td>out_degree_F [7,17,18,19,20].</td>
</tr>
<tr>
<td>Following network structure (FNet)</td>
<td>The count of individuals whom the posting user follows.</td>
<td>in_degree_F [7,17,18,19,20].</td>
</tr>
<tr>
<td>Following network structure (FNet)</td>
<td>The count of individuals who either follow or are followed by the posting user.</td>
<td>all_degree_F [7].</td>
</tr>
<tr>
<td>Following network structure (FNet)</td>
<td>The count of individuals who both follow and are followed by the posting user.</td>
<td>bi_degree_F [7].</td>
</tr>
<tr>
<td>Retweeting network structure (RNet)</td>
<td>The count of individuals who retweet the tweets of the posting user.</td>
<td>out_degree_R [7]</td>
</tr>
<tr>
<td>Retweeting network structure (RNet)</td>
<td>The count of individuals who have been retweeted by the posting user.</td>
<td>in_degree_R [7]</td>
</tr>
<tr>
<td>Retweeting network structure (RNet)</td>
<td>The count of individuals who either retweet or are retweeted by the posting user.</td>
<td>all_degree_R</td>
</tr>
<tr>
<td>Retweeting network structure (RNet)</td>
<td>The count of individuals who both retweet and are retweeted by the posting user.</td>
<td>bi_degree_R</td>
</tr>
<tr>
<td>PageRank centrality in G_F</td>
<td>pagerank_F [7]</td>
<td></td>
</tr>
<tr>
<td>Early Popularity (early)</td>
<td>the sizes of cascades during the observation period, divided into intervals of 1 minute</td>
<td>cascade</td>
</tr>
<tr>
<td>Early Popularity (early)</td>
<td>the measure of how quickly and intensely popularity increases in the early period</td>
<td>burstiness</td>
</tr>
<tr>
<td>Early Popularity (early)</td>
<td>the measure of how consistent and stable the popularity remains in the early period</td>
<td>stability</td>
</tr>
<tr>
<td>Early Popularity (early)</td>
<td>The timestamp indicating when the original tweet was posted.</td>
<td>Release_time</td>
</tr>
</tbody>
</table>

**C. Data Pre-processing**

A rule-based methodology has been employed to label the dataset to encode the variable 'all\_degree2', which signifies the number of retweets and retweeted counts. This study aimed to minimize the level of variability in the chosen variable and enhance the ease of analyzing diffusion patterns. The encoding procedure entailed the categorization of values into three distinct groups: 'low diffusion' (set as '10'), 'medium diffusion' (set as '20'), and 'high diffusion' (set as '30'). The encoding scheme offers a distinct representation of the levels of diffusion linked to the number of retweets and retweeted counts.
Assigning discrete levels to the variable 'all_degree2' enhances comprehensibility and facilitates the analysis of diffusion patterns in the dataset. Fig. 3 represents the retweet counts in the dataset.

Fig. 4 provides a visual representation of the encoded values, thereby offering valuable insights into the distribution patterns of diffusion levels. This methodology streamlines the inspection of information propagation dynamics and deepens our comprehension of the dataset samples.

**D. Data Normalization**

In this study, the standard scalar is used on features for predicting information spread on social media. It makes the features have a similar scale values. This helps some machine learning algorithms that are sensitive to the scale of input data. This step makes all features contribute equally to the prediction task at hand. No feature dominates the learning process because of its original scale. The standard scaler calculates the mean and standard deviation of each feature. Then it transforms the values based on these statistics. The scaled features have a mean of zero and a standard deviation of one [21]. Using the standard scaler on this study’s features enhances the model's comparability and interpretability. This leads to more accurate predictions and analysis.

**E. Dimensionality Reduction**

The Principal Component Analysis (PCA) uses to remove unimportant elements from high-dimensional data to ease interpretation. Dimensionality reduction shortens data analysis and interpretation without sacrificing essential features. A PCA finds the dataset’s most variable eigenvectors. PCA selects the most significant eigenvectors while retaining the most variation by reducing data dimensionality. The PCA projects data onto eigenvectors for visualization task. This helps identify data patterns and simplifies multidimensional data. It facilitates complex data, focuses on critical issues, and aids interpretation [22].

**F. Data Split**

In research, it is common practice to split the data into training and testing sets, usually using 80:20 ratios. The training set is used to train the model, while the testing set is used to evaluate the model's performance on test data. This split allows researchers to assess how well their models generalize to new, unseen data and make reliable results based on their research findings.

**G. Prediction Models**

This subsection details of machine learning and deep learning model architecture to analyze and model information diffusion patterns in social media networks.

1) **Machine learning models**: Machine Learning is a subfield within the realm of artificial intelligence that facilitates the acquisition of knowledge and improvement of systems through experience, thereby enhancing their performance without the need for explicit programming [23]. Regression is a widely employed machine learning methodology that aims to forecast continuous outcomes by utilizing statistical techniques to establish the association between independent and dependent variables.

   a) **Linear regression model**: Linear Regression (LR) is a Statistical analysis method. This analysis considers several independent factors and one dependent variable and the relations between them [24]. The LR technique can help one understand how social media spreads information. In study of RL analysis for information dissemination, dependent variable is information dispersion or an analogous indicator like retweets or post spread. Independent variables include content features, network design, and other external factors that may affect content transmission. Fitting a linear regression model to the data estimates the coefficients for each independent variable. They control the variable. This model assumes a linear relationship between characteristics and diffusion strength. Linear regression helps us understand how features affect diffusion levels. Positive coefficients mean an increase in the feature leads to an increase in diffusion. Negative coefficients mean the opposite. The intercept shows the baseline diffusion when all features are zero, giving us insight into the content's inherent diffusion capacity.

   b) **Random forest regressor model**: The Random Forest Regressor (RFR), a machine learning technique, is well-suited for modelling information diffusion. It predicts information dissemination by averaging the results of several decision trees. This prediction aggregation reduces variance, improving the model's test set generalization [25]. The RFR model can handle diverse, noisy data because it resists outliers. This is one of the RFR main advantages. It can also discover non-linear data linkages, which helps it produce accurate forecasts.
even in challenging settings. It distributes errors evenly across classes to handle unbalanced datasets. The RFR also helps assess the model’s numerous variables’ relative importance. It assigns significance scores to qualities, indicating their relevance to the prediction task. This knowledge can help researchers comprehend information spread factors.

2) Deep learning models: CNNs and RNNs can be used to model how information spreads through social networks and communication channels. CNNs can identify important elements or patterns that spread information by extracting relevant textual or visual input features. The ANN, BiLSTM [26], and GRUs models can sequential data well for temporal information diffusion analysis. These architectures can identify critical diffusion nodes and anticipate future spread by capturing relationships and patterns in interaction or event sequences. Deep learning approaches can help to predict, analyze, and intervene in information diffusion by revealing its mechanisms and dynamics.

a) The ANN Model: In this study, ANN Regression has been proposed for information diffusion prediction in online social media. This sequential regression neural network model architecture consists of the input, output, and hidden layers [27]. The input data passed to two hidden layers with 64 units with rectified linear unit (ReLU) activation function. Those layers can capture non-linear relationships and complex patterns present in the data. The model's output is a single unit for predicting the continuous variables related to information diffusion. The model Parameter describes in Table II.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Dilates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input Shape</td>
<td>(4, 1)</td>
</tr>
<tr>
<td>Input Dimensions</td>
<td>Input shape</td>
</tr>
<tr>
<td>Hidden Layers</td>
<td>2</td>
</tr>
<tr>
<td>Output Units</td>
<td>1</td>
</tr>
<tr>
<td>Optimizer</td>
<td>Adam</td>
</tr>
<tr>
<td>Epochs</td>
<td>100</td>
</tr>
</tbody>
</table>

The mean squared error (MSE) has been used to measure the average squared difference between predicted and actual values. The Adam optimizer dynamically adjusts the learning rate based on the gradients’ first and second moments to update the model’s weights. MSE and MAE are used to evaluate model performance. These metrics reveal the model’s accuracy and precision, helping researchers assess its ability to predict information diffusion patterns in online social media.

b) CNN-BiLSTM Model: This paper introduces a neural network model designed to predict information diffusion on online social media platforms. The model was constructed utilizing the Keras library and incorporates a range of components designed to effectively capture complex patterns and dynamics associated with information propagation. The architecture has proposed adheres to a sequential structure, wherein each component has been meticulously considered. The initial stage involves utilizing one-dimensional convolutional layer (Conv1D) comprising ten filters and a kernel size of 3. The function of this particular layer is to detect and analyze localized patterns and connections within the given input data. This process aids in identifying and extracting significant features associated with the diffusion of information. To avoid the overfitting issue, a dropout layer is incorporated into the model architecture, wherein a random selection of 20% of the input units are dropped or deactivated during the training process. The utilization of this regularization technique facilitates the process of generalization and diminishes dependence on particular features, thereby enhancing the resilience of diffusion predictions. Subsequently, a bidirectional Long Short-Term Memory (LSTM) layer [26], consisting of 10 units, is incorporated. Long Short-Term Memory (LSTM) networks demonstrate exceptional performance in modeling sequential data and effectively capturing temporal dependencies. The model's bidirectional characteristic enables it to consider both preceding and subsequent time steps, thereby facilitating a holistic comprehension of diffusion dynamics.

Two dense layers follow the LSTM layer. The first dense layer consists of 10 units with the rectified linear unit (ReLU) activation function, enabling the extraction of higher-level features. The second dense layer, with a single unit, generates the final diffusion predictions. To prepare the output for the dense layer, a flatten layer is added, reshaping the preceding layer's output into a one-dimensional vector. The model Parameter describes in the Table III. The evaluation metrics, such as MSE and mean absolute error (MAE), were used to assess the model’s performance in accurately predicting the diffusion patterns.

c) CNN-GRU Model: In this study, the CNN-GRU deep learning model architecture uses to predict information diffusion in social media platforms. We define a sequential model to build linear information diffusion. The model consists of one-dimensional convolutional layer employs 10 filters and a kernel size of 3, while utilising the Rectified Linear Unit (ReLU) activation function. This layer is responsible for extracting pertinent features and patterns from the input data to comprehend the information diffusion processes. During training, the dropout layer is employed to randomly deactivate 20% of the input units to mitigate the
overfitting risk. Regularization techniques enhance generalization capabilities of prediction models by reducing feature dependence, thereby increasing their robustness. A Gated Recurrent Unit (GRU) layer follows, consisting of 10 units. This recurrent layer captures temporal dependencies in sequential data, allowing the model to capture the dynamics of information diffusion over time. The model architecture also includes two dense layers. The first dense layer has 10 units with the ReLU activation function, extracting higher-level features. The second dense layer, with a single unit and no activation function, generates the final predictions. The evaluation metrics, such as MSE and mean absolute error (MAE), were used to assess the model's performance in accurately predicting the diffusion patterns. Table IV provides the summarization of the CNN-GRU used parameters.

### Table IV. The CNN-GRU Model Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Dilates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input shape</td>
<td>(4,1)</td>
</tr>
<tr>
<td>Conv1D Filters</td>
<td>10</td>
</tr>
<tr>
<td>Activation</td>
<td>ReLU</td>
</tr>
<tr>
<td>Dropout Rate</td>
<td>0.2</td>
</tr>
<tr>
<td>GRU Units</td>
<td>10</td>
</tr>
<tr>
<td>GRU Dropout</td>
<td>0.3</td>
</tr>
<tr>
<td>Dense Units</td>
<td>10</td>
</tr>
<tr>
<td>Dense Activation</td>
<td>ReLU</td>
</tr>
<tr>
<td>Flatten</td>
<td>-</td>
</tr>
<tr>
<td>Dense Units</td>
<td>1</td>
</tr>
<tr>
<td>Optimizer</td>
<td>Adam</td>
</tr>
</tbody>
</table>

### IV. Evaluation Metrics

In this study, the researchers used various fundamental measurement metrics to evaluate the models' performance, including Mean Squared Error (MSE), Mean Absolute Error (MAE), R-squared (R2), and Root Mean Squared Error (RMSE). These metrics function as significant indicators of the accuracy and predictive capabilities of the models, allowing for a precise evaluation and comparison of their performance.

#### A. Mean Squared Error (MSE)

The Regression analysis uses MSE to evaluate prediction models. The MSE method calculates the averages of the squared deviations between predicted and actual values. Squaring large deviations makes the MSE more sensitive to outliers [28]. The RF model performs best with a low MSE. The following formula can calculate the MSE [28].

\[
MSE = \frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2
\]

#### B. Root Mean Squared Error (RMSE)

The Root Mean Squared Error (RMSE) is a commonly employed evaluation metric especially for regression analysis. It calculates the square root of the mean of the squared differences between the predicted and actual values [31]. Root Mean Square Error (RMSE) is a statistical metric that quantifies the typical magnitude of errors and indicates the standard deviation of the residuals. This technique proves to be highly advantageous in scenarios where substantial errors notably influence the model's overall performance. Smaller root mean square error (RMSE) values indicate enhanced model accuracy and a stronger alignment with the observed data. The following formula can calculate the RMSE [31].

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2}
\]

#### C. Mean Absolute Error (MAE)

Mean Absolute Error (MAE) is an alternate evaluation metric frequently used in regression analysis. It calculates the average absolute discrepancy between forecasted and actual values in a dataset. This discrepancy evaluates the accuracy of forecasts. Unlike Mean Squared Error (MSE), which squares errors before averaging, MAE doesn't square errors [29]. This makes it less influenced by outliers or extreme values. It provides an indication of the average error magnitude in predictions. Smaller MAE values signify improved model performance, similar to MSE. A value of zero denotes perfect correspondence between forecasted and actual values. MAE is particularly helpful where the focus is on absolute error magnitude rather than squared discrepancies. This is because MAE considers absolute error magnitude. Eq. (3), calculates the MAE metric [29].

\[
MAE = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i|
\]

#### D. R-squared (R2)

R-squared, or coefficient of determination, is a statistical measure assessing the goodness-of-fit of a regression model. It represents the proportion of variance in dependent variables explained by the model's independent variables [30]. The R-squared value ranges from 0 to 1. 1 indicates a perfect fit where the model presents all variability in data. 0 indicates model doesn't show any variability. R-squared can be interpreted as the percentage of variance in dependent variables accounted for by independent variables in the model. Eq. (4) calculates the R-squared [30].

\[
R^2 = 1 - \frac{S_{res}}{S_{tot}}
\]

### V. Experimental Results and Discussion

In this section, we present the experimental results of our study, conducted on a laptop equipped with an 8th generation Intel Core i7 processor, 16GB of RAM, and an NVIDIA GeForce GTX GPU with 8GB. We evaluated the performance of our models using three metrics: Mean Squared Error (MSE), Mean Absolute Error (MAE), and R-squared.

#### A. Models Performance Based on All Feature

The RF model has the best performance among these for modelling information diffusion on social media using All Features, as described in Table V. Based on R-squared value, a statistical measure representing a proportion of variance for dependent variables explained by independent variables in the regression model, the RandomForest model appears best performing. It has the highest R-squared value of 0.767, explaining approximately 76.7% of the variance in the dependent variable. Moreover, for MSE and MAE measures of prediction error, the RF model has the lowest scores on the test set. This signifies the smallest prediction errors among models. Therefore, based on provided metrics (R-squared, MSE, and
MAE), the RF model models is provided the best results among used models.

B. Models Performance Based on Early Retweet Dynamics Features

The ANN model has the best performance for modelling information diffusion on social media using early retweet dynamics features. Based on the R-squared value described in Table VI, the highest R-squared value was achieved by the ANN model, which indicates that it explains approximately 24.30% of the variance in the dependent variable. It is essential to consider that this value is relatively low, which indicates that there is only a limited amount of goodness of fit to the data. Every model could be improved by performing additional tuning or using additional or different features.

<table>
<thead>
<tr>
<th>Model</th>
<th>MSE</th>
<th>RMSE</th>
<th>MAE</th>
<th>R-squared (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear Regression</td>
<td>46.364</td>
<td>6.811</td>
<td>5.864</td>
<td>33.995</td>
</tr>
<tr>
<td>CNN-BiLSTM</td>
<td>29.610</td>
<td>5.440</td>
<td>4.482</td>
<td>57.846</td>
</tr>
<tr>
<td>CNN-GRU</td>
<td>24.400</td>
<td>4.939</td>
<td>3.953</td>
<td>65.264</td>
</tr>
<tr>
<td>ANN</td>
<td>18.679</td>
<td>4.323</td>
<td>3.277</td>
<td>68.021</td>
</tr>
<tr>
<td>RF</td>
<td>16.374</td>
<td>4.048</td>
<td>2.599</td>
<td>76.690</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model</th>
<th>MSE</th>
<th>RMSE</th>
<th>MAE</th>
<th>R-squared (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear Regression</td>
<td>46.669</td>
<td>6.836</td>
<td>5.155</td>
<td>20.1</td>
</tr>
<tr>
<td>CNN-GRU</td>
<td>25.957</td>
<td>5.095</td>
<td>4.086</td>
<td>55.6</td>
</tr>
<tr>
<td>CNN-BiLSTM</td>
<td>22.762</td>
<td>4.767</td>
<td>3.970</td>
<td>57.5</td>
</tr>
<tr>
<td>ANN</td>
<td>20.031</td>
<td>4.475</td>
<td>3.549</td>
<td>65.7</td>
</tr>
<tr>
<td>RF</td>
<td>5.389</td>
<td>2.322</td>
<td>0.999</td>
<td>90.8</td>
</tr>
</tbody>
</table>

C. Models Performance Based on Following Network Structure Features

The Random Forest model has the best performance among these for modelling information diffusion on social media using the following network structure features. Based on R-squared value, Random Forest model is the best performing among these for models, as described in Table VII. It has highest R-squared value of 0.907, explaining approximately 90.7% of the variance in dependent variable. RandomForest model also has lowest MSE and MAE values on the test set, implying smallest prediction errors among models.

D. Models Performance Based on Retweeting Network Structure

Based on R-squared value, Linear Regression model is best performing among these for modelling information diffusion on social media using retweeting network structure features, as described in Table VIII. It has highest R-squared value of 0.982, explaining approximately 98.2% of the variance in dependent variable.

Although RF model has slightly higher MSE and MAE values on test set compared to Linear Regression, its R-squared value is also very close, making it a strong competitor.

E. Models Performance Based on Tweet Content Features

The ANN model achieved a higher level of effectiveness in representing the spread of information on social media platforms using tweet content features, as evidenced by the R-squared value. The R-squared of the ANN model is 0.055, suggesting that it explains approximately 5.5% of the variability observed in the dependent variable. Nevertheless, it is crucial to acknowledge that all models exhibit low or negative R-squared values that suggest inadequate alignment with the observed data. Table IX below summarizes the results using Tweet content features.

<table>
<thead>
<tr>
<th>Model</th>
<th>MSE</th>
<th>RMSE</th>
<th>MAE</th>
<th>R-squared (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN-BiLSTM</td>
<td>5.846</td>
<td>2.416</td>
<td>1.392</td>
<td>80.1</td>
</tr>
<tr>
<td>CNN-GRU</td>
<td>11.601</td>
<td>3.405</td>
<td>2.280</td>
<td>80.1</td>
</tr>
<tr>
<td>ANN</td>
<td>5.253</td>
<td>2.293</td>
<td>1.486</td>
<td>91.0</td>
</tr>
<tr>
<td>Random Forest</td>
<td>1.097</td>
<td>0.048</td>
<td>0.174</td>
<td>39.8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model</th>
<th>MSE</th>
<th>RMSE</th>
<th>MAE</th>
<th>R-squared (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear Regression</td>
<td>68.593</td>
<td>8.289</td>
<td>6.708</td>
<td>-0.174</td>
</tr>
<tr>
<td>Random Forest</td>
<td>68.548</td>
<td>8.284</td>
<td>6.707</td>
<td>-0.174</td>
</tr>
<tr>
<td>CNN-BiLSTM</td>
<td>56.095</td>
<td>7.491</td>
<td>6.289</td>
<td>0.040</td>
</tr>
<tr>
<td>CNN-GRU</td>
<td>55.754</td>
<td>7.468</td>
<td>6.329</td>
<td>0.045</td>
</tr>
<tr>
<td>ANN</td>
<td>54.834</td>
<td>7.404</td>
<td>6.257</td>
<td>6.124</td>
</tr>
</tbody>
</table>

V. Discussion

Our findings have significant implications for predicting the spread of information through social media. The models were evaluated based on their ability to capture the intricacies of the information diffusion process. Their performance was measured using various feature sets such as all features, early retweet dynamics, Following network structure, Retweeting network structure and Tweet content. The RF model performance is higher than other models. The model's MSE was 16.374, RMSE was 4.049, MAE was 2.599, and R-squared was 76.690. This result indicates that more accurate predictions of the extent of information dispersion can be achieved by including a wide variety of features. The RF model reduces variation and improves generalization performance by averaging predictions from multiple decision trees.
We also explored how tweet content features play a role in prediction. The ANN model was run on these features, and the results showed that the MSE, RMSE, MAE, and $R^2$ values were as follows: 44.212, 6.645, 5.776, and 24.309, respectively. The model performance was not good when we concentrated most of our attention on early retweet dynamics. Consequently, it would appear that the dynamics of early-stage popularity may not be adequate to accurately predict the extent of information cascades, even though they do play a part in the process of information dissemination.

The impact of network structural features on prediction performance was then examined. The MSE, RMSE, MAE, and $R^2$-squared for a RF model trained on the following network architecture were 5.389, 2.321, 0.999, and 90.773, respectively. This shows how the extent of information cascades heavily depends on the level of user influence in the subsequent network. Similar success was seen with a RF model that was trained using variables extracted from the retweeting network; this model achieved an excellent MSE of 1.074, RMSE of 1.036, MAE of 0.233, and an astounding $R^2$-squared of 98.161. These findings underline the significance of taking into account the topology of the retweeting network when estimating the rate of information diffusion in a Twitter stream.

Finally, we investigated the significance of tweet content features in the context of prediction. The ANN model, which was exclusively trained using the content of tweets, demonstrated performance metrics including a mean squared error (MSE) of 54.834, root mean squared error (RMSE) of 7.404, mean absolute error (MAE) of 6.257, and a relatively low $R^2$-squared value of 6.124. This implies that the sole consideration of tweet content may not be adequate in accurately predicting the sizes of cascades. Including network structure and the dynamics of early-stage popularity appears essential to understand the intricacies of information diffusion comprehensively.

This study emphasizes the significance of considering various factors in predicting the scale of information diffusion on social media. The optimal predictive performance is achieved by considering a combination of network structure features, early-stage popularity dynamics, and tweet content. The RF models’ efficacy in capturing network structure's impact has been demonstrated. In contrast, the ANN model offers valuable insights into the significance of early-stage popularity dynamics.

Subsequent investigations may prioritize examining supplementary attributes and integrating more sophisticated machine learning and deep learning methodologies to enhance the precision of predicting information dissemination on social media platforms. Fig. 5 shows the regression plots for the best models performance for information diffusion.

![Regression Plot](image1)

(a) The RF regression performance using all features.

![Regression Plot](image2)

(b) The RF regression performance using following network structure features.

![Regression Plot](image3)

(c) The RF regression performance using Retweeting network structure.

![Regression Plot](image4)

(d) The ANN regression performance using Early retweet dynamics.

![Regression Plot](image5)

(e) The ANN regression performance using Tweet content features.

Fig. 5. Shows the combination of various regression models performance plots for predicting information diffusion.
Table X summaries the best results obtained from our experimental work carried out in this study.

### TABLE X. PRESENTING THE BEST RESULTS OF OVERALL

<table>
<thead>
<tr>
<th>Features Used</th>
<th>Best Model</th>
<th>MSE</th>
<th>RMSE</th>
<th>MAE</th>
<th>R-squared (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>All features</td>
<td>Random Forest</td>
<td>16.374</td>
<td>4.049</td>
<td>2.599</td>
<td>76.690</td>
</tr>
<tr>
<td>Early retweet dynamics</td>
<td>ANN</td>
<td>44.212</td>
<td>6.645</td>
<td>5.776</td>
<td>24.309</td>
</tr>
<tr>
<td>Following network structure</td>
<td>Random Forest</td>
<td>5.389</td>
<td>2.321</td>
<td>0.999</td>
<td>90.8</td>
</tr>
<tr>
<td>Retweeting network structure</td>
<td>Random Forest</td>
<td>1.074</td>
<td>1.036</td>
<td>0.233</td>
<td>98.2</td>
</tr>
<tr>
<td>Tweet content</td>
<td>ANN</td>
<td>54.834</td>
<td>7.404</td>
<td>6.257</td>
<td>6.124</td>
</tr>
</tbody>
</table>

As shown in above cited X table, the best results gained for information diffusion on social media by the ANN and RF models. The results emphasizes on important findings with various characteristics that perform differently in terms of models, and some features have better predictive ability and accuracy when it comes to comprehending the dynamics of information dissemination on social media platforms. The R-squared values provide information about how well the models represent the diffusion process's variability. These results advance our knowledge of information distribution inside social media networks in a more complex way.

Fig. 6 presents the visualization of the best results for the proposed models.

![Graphical representation showing the best models performance and results.](image)

In our research study, we compared how well our models predicts the spread of information based on retweets and retweet counts versus another study that used XGBoost modeling. We aim methodically to evaluate our model's performance with exist ones. We observed the root mean squared error (RMSE) - a standard way of measuring how closely regression models predict values. We investigated the RMSE for different features, like, all features, early retweet dynamics, Following network, Retweeting network, Tweet content. Authors in study [7] used XGBoost model, which had RMSE ranging from 134 to 237 for the different features. Our models using RF and neural networks performed much better, with RMSE from 1.036 to 7.404 as described in Table XI. These results demonstrate our models predict information diffusion from retweets and retweet counts far more accurately than the XGBoost models in the other study. Our models matched the real dynamics of information spreading much closer, as shown by the lower RMSE values.

### TABLE XI. A COMPARISON BETWEEN THE RESULTS OF OUR APPROACH WITH EXISTING ONES

<table>
<thead>
<tr>
<th>Features Used</th>
<th>Result from Study [7]</th>
<th>Our Study (RF / ANN)</th>
</tr>
</thead>
<tbody>
<tr>
<td>All features</td>
<td>196</td>
<td>4.049</td>
</tr>
<tr>
<td>Early retweet dynamics</td>
<td>237</td>
<td>6.645</td>
</tr>
<tr>
<td>Following network structure</td>
<td>151</td>
<td>2.321</td>
</tr>
<tr>
<td>Retweeting network structure</td>
<td>134</td>
<td>1.036</td>
</tr>
<tr>
<td>Tweet content</td>
<td>205</td>
<td>7.404</td>
</tr>
</tbody>
</table>

VI. CONCLUSION

This study predicted social media information diffusion based on the number of retweets and retweet counts. The deep learning and machine learning models were trained on Weibo, a social network platform similar to Twitter. Those models used various features such as all features, early retweet dynamics, following network structure, Retweeting network structure, and Tweet content. The best result was achieved by RF 98.161 using Retweeting network structure features. The results of our study provide insights into mechanisms of information dissemination on social media platforms and provide guidance for predicting potential influence of forthcoming news events. Optimal predictive performance is attained by considering interplay of network structure, early popularity dynamics, and features inherent to tweet content. Accurate information diffusion prediction helps businesses improve their marketing strategies, public health officials respond to disease outbreaks, and identify social network influencers. The present study has potential to establish a fundamental basis for future investigations integrating cutting-edge machine learning and deep learning techniques to explore supplementary variables and other social media features that can enhance precision of predictions of information diffusion on online platforms. Enhancements in capacity to forecast extent of information dissemination hold significant potential for various domains, including advertising, crisis management, and examination of online social dynamics.
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