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Editorial Preface

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current
home desktop computers to put a man on the moon. In that 50 year span, the field of computer science has
exploded.

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the
calculation process has given birth to fechnology once only imagined by the human mind. The ability to communicate
and share ideas even though collaborators are half a world away and exploration of not just the stars above but the
internal workings of the human genome are some of the ways that this field has moved at an exponential pace.

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for
quality research. We want to promote universal access and opportunities for the international scientific community to
share and disseminate scientific and technical information.

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we
deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a
place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field.

We utilize the talents and experience of editor and reviewers working at Universities and Instifutions from around the
world. We would like to express our gratitude to all authors, whose research results have been published in our journal,
as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review
process.

We hope that this edition of IJACSA inspires and entices you to submit your own conftributions in upcoming issues. Thank
you for sharing wisdom.

Thank you for Sharing Wisdom!

Kohei Arai

Editor-in-Chief
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An End-to-End Deep Learning System for
Recommending Healthy Recipes Based on
Food Images
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Abstract—Healthy food leads to healthy living and it is a
major issue in our days. Nutri-Score is a nutrition label that can
be calculated from the nutritional values of a food and helps
evaluating the healthiness of it. Nevertheless, we don’t always
have the nutritional values of the food, so it is not always easy
identifying this label. In the same way, it is not easy finding the
healthier option to a favorite food. In this paper an end-to end
deep learning system is proposed to identify the Nutri-Score label
and recommend similar but healthier recipes based on food
images. A new dataset of images is extracted from the Recipe 1M
and labeled with the Nutri-Score value calculated for each image.
Pretrained models Resnet50, Resnetl01, EfficientNetB2 and
DensNet121 are tuned based on this dataset. The embeddings
from the last convolutional layer of the input image are used to
find its most similar neighbor based on KNN algorithm. The
proposed system suggests recipes with the lowest Nutri-Score
similar to the inputted image. Implementations show that the
Resnet50 provides highest prediction accuracy.

Keywords—Deep learning; nutri-score; new dataset; healthy
food; accuracy

. INTRODUCTION

Nutritional food plays an important role in human health.
There is an expression from nutritionists “We are what we eat”.
Nutri-Score is a nutrition label that converts the nutritional
value of products into a simple code of five colored letters (A-
E), where A is the healthier food [1]. Each product is awarded
a score based on a scientific algorithm. It takes into account the
negative nutrients with a high energy value, large amount of
sugar, saturated fats, salt and the positive ones with fibers,
proteins, fruits, vegetables, nuts, rapeseed oil, walnut oil and
olive oil. A set of 50718 food images is extracted from the
Recipe 1M dataset [2]. For every image of this dataset the
nutri-score value is calculated using Nutri-Score system and
the dataset is labeled with labels A, B, C, D, E where A is the
healthier food with lowest nutritional value [3].

A new end-to-end deep learning neural network (DNN)
architecture is proposed as a combination of existing deep
learning systems with k-nearest neighbors (KNN) algorithm.
Its input is a food image and the output of the system is a set
recipes and their respective images classified with labels
suggesting the user the closest foods regarding the input one.
The DNNSs considered are Resnet50 -Residual Network with
50 layers (ResNet50) [4], Resnetl01-Residual Network with
101layers (ResNet101) [5], EfficientNetB2 [6] and Densely

Connected Convolutional Networks with 121  layers
(DenseNet121) [7]. These systems are pre-trained using
ImageNet dataset. The systems are then tuned using the new
labeled dataset with 50718 labeled images. The embeddings of
the last convolutional layer are inputted to the KNN classifier
to train it. Whenever a user inputs a food image to the proposed
system, the embeddings for this new image are obtained to find
its nearest neighbors. The k-neighbors with the lowest Nutri-
score and the corresponding recipes will be returned to the
user. The accuracy for the four DNNs is calculated yielding
that the combination of ResNet50 with KNN algorithm is the
most accurate one regarding the new food dataset. Based on
our internet searches this is the only algorithm that proposes to
the user a healthy recipe only from food images.

A novel approach for recommending healthy recipes based
on food images using a combination of deep learning and k-
nearest neighbors’ algorithm is proposed. The proposed
method can help people make healthier food choices by
providing personalized recommendations that take into account
the nutritional value of different food products. Moreover, the
experiments show that the combination of ResNet50 with KNN
algorithm is the most accurate approach for this task. The paper
introduces a new and innovative approach for recommending
healthy recipes. Based on the experimental results is shown
that the proposed approach is effective and accurate.

The paper is organized as: Related works are treated in
Section Il. Section 11l describes the Nutri-Score evaluation
system; Deep Neural Networks are described in Section 1V; the
new dataset is described in Section V; methodology is
described in Section VI; experimental results in Section VII;
conclusions and future work closes the paper with Section IX.

Il.  RELATED WORK

Several datasets and approaches have been developed in the
recent years to address the topic. The [8] introduced a novel
method to automatically recognize dishes pictures using
Random Forests which allowed them to mine for parts
simultaneously for all classes and to share knowledge among
them. They also introduced the Food-101 visual classification
dataset of 101 food categories, with 101k images. Im2Calories
was introduced in [9] in which a classifier was trained on food
images taken from 23 different restaurant and used to predict
which food are present on the plate and the compute the
corresponding calories. The system first performs a food
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segmentation followed by a volume estimation. This is
obtained by combining two Convolutional Neural Networks
(CNNs) for the meal detection and food recognition, with a
food image segmentation technique and Google’s Places API
used to recognize the restaurant. A bigger dataset was
introduced in [10]. The dataset contained 720 639 training, 155
036 validation and 154 045 test recipes, containing a title, a list
of ingredients, a list of cooking instructions and (optionally) an
image. The [11] in collaboration with Facebook research
introduced a recipe generation system that takes a food image
as an input and outputs a sequence of cooking instructions,
which are generated by means of an instruction decoder that
takes as input two embeddings. The first one represents visual
features extracted from an image, while the second one
encodes the ingredients extracted from the image. A
transformer-based instruction decoder is used to generate the
cooking instructions. The [12] proposed RecipeNet, a system
that returns to the user the recipe based on the inputted image.
They use the embeddings obtained from the final convolutional
layer of ResNet-50, ResNet-101, and DenseNet-121, then use
K-NN to return the most similar images and recipes. Although,
they don’t take Nutri-Score into account when tuning the
system and they cannot return the healthiest image. On the
other hand they don’t compare the models based on this
classification task.

IIl.  NUTRI-SCORE

Nutri-Score is a system for categorizing foods based on
their nutritional value [1][13]. It guides consumers towards
healthier food choices preventing the wide range of nutrition-
chronic diseases. It was selected from French government from
March 2017 to be displayed on products. It relies on the
computation of nutrient profiling system from the United
Kingdom Food Standard Agency [14]. Its output is: five
classification letters corresponding to five colored labels from
A to E, where A is the healthiest food and E is the detrimental
one. Calculation of the score is based on the quantity of seven
nutrient components found on 100g of food, which are high
content of fruits and vegetables, fibers, and proteins (based on
a rule of 2019 are added and the healthy oils) for a preferable
score, while high content of sugar, saturated fatty acids, sodium
yields a detrimental score. Special rules are added for “cheese”,
“added fats” and beverages. The system doesn’t take in
consideration the degree of food processing, vitamins,
antioxidants, fiber type of additives. The calculation consists of
three steps. In the first step the nutritional score of the food is
assessed.

Ingredients which affect negatively the Nutri-Score
compounding the Total N_Score value are: high energy
density per 100 (g of I), high sugar content, high content of
saturated fatty acids and high salt content. Ingredients which
affect positively the Nutri-Score results compounding the
Total_P_Score value are content of fruits, vegetables, nuts and
legumes; fiber content; protein content; content rapeseed,
walnut and olive oil.

Nutritional_Score = Total_N_Score — Total_P_Score
1)

In the second step, the Rayner’s score is calculated for all
the products in the same way, except cheese, vegetable, animal
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fats, oils, and drinks. In the third step, the two scores are used
to classify the food in one of five levels of the Nutri-Score
system.

Based on the Nutri-Score evaluation system algorithm, 0 —
10 points are assigned for energy value and ingredients which
should be limited in diet; 0 - 5 points for beneficial ingredients.
To determine the value of a product and its corresponding
letter, the sum of points for beneficial ingredients subtracts the
sum of points for nonhealthy ingredients, the final score varies
from -15 to +40 and with corresponding letters from A to E,
where the lower the score the better nutritional food.

Nutri-Score is easily computable by industrial and public
stakeholders; it encourages the food industry to improve the
nutritional quality of the food supply.

IV. DEeEP NEURAL NETWORKS

Deep Learning is a subset of machine learning that
automates part of the feature extraction step of the process,
thus eliminating some of the manual human intervention and
also enables the usage of big data sets [15]. It consists of
processing nodes arranged in layers. The system processes data
between input and output layers to solve or predict specific
task. The neural network needs to learn all the time solving
specific tasks in a more qualified way or providing better
results. When new data are inputted, the system learns how to
act according to new situation [16]. Deep neural networks use
layers of nodes to create high level functions from datasets.
Different types of neural networks are distinguished between
them from working principles, action of schemas and
application areas.

Convolutional Neural Networks (CNN) implements
convolution in its structure. It reduces the memory using
weight sharing and the number of network parameters avoiding
the over-fitting problem. Shared weight as well as space or
time down sampling implemented in CNN, provide a certain
amount of translation, scaling, and distortion invariances
[17][18].

Deep Neural Networks are widely used and with great
impact in the computer vision field. They solve different
problems like image and face recognition, object detection,
image classification etc.

A. ResNet-50 and ResNet-101

The template is designed so that author affiliations are not
repeated each time for multiple authors of the same affiliation.
Please keep your affiliations as succinct as possible (for
example, do not differentiate among departments of the same
organization). This template was designed for two affiliations.

ResNet50 is a Residual Neural Network of type
Convolutional Neural Networks (CNN) with 50 layers. It has
very good results in image classification. Number of layers is
very important in Deep Learning. Additional layers can
improve solution of complex problems or having better results.
But it also increases the risk of saturation of accuracy levels
which may slowly degrade after some point. The performance
of the system may be decreased in training as well as in testing
[19].
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To increase the accuracy, ResNet uses residual blocks. It
introduces the concepts of “skip connections”, which add
outputs from previous layers to the outputs of stacked layers,
enabling the model to learn the identity function. Residual
blocks make possible facilitation of in learning the identity
function, minimizing so the percentage error [20].

The first ResNet architecture was ResNet-34, using
shortcut connections to turn a plain network into a residual one.
Comparing with VGG neural networks, ResNets have fewer
filters and less complexity. Layers have the same number of
features for the same output feature map size. To preserve time
complexity per layer, number of filters is doubled when the
feature map size is halved. The VGG plain network is
improved with “skip connections” or ‘“shortcuts”. ldentity
shortcuts are used directly if input and output dimension are the
same. Otherwise, extra zeros are padded to increase the
dimensions of shortcuts or the projection shortcut is used to
match the dimensions [20][21]. ResNet-50 is based on the
ResNet-34 model, but the building blocks are modified in a
bottleneck design using a stack of three layers. Each block of
two layers in ResNet-34 is converted in a three layers
bottleneck block yielding ResNet-50 architecture. It has much
higher accuracy than Resnet-34 [22]. ResNet-101 or ResNet-
152 residual networks use more three layers blocks than
ResNet-50.

B. EfficientNet-B2

Scaling up the ConvNets is one of visible ways to achieve
better accuracy. For example, ResNets scale from Resnet-50 to
ResNet-152 by using more layers. It is possible to scale the
models by scaling one or more of dimensions like width, depth,
and resolution. EfficientNet models carefully balance network
width, depth, and resolution to get better performance. Using
new type of scaling method called compound coefficient,
EfficientNet models uniformly scale across all the dimensions
of width, depth, and resolution [23]. This provides added
benefit over ResNet models in terms of accuracy and size of
model. These models start with a baseline network designed
using neural architecture search and use this new scaling
method to obtain the family of models called EfficientNets.
Unlike traditional methods which scale network width, depth,
and resolution arbitrarily, EfficientNet family of models is
formed by scaling these factors uniformly with a set of fixed
scaling coefficients. Out of several versions available, we
choose to use EfficientNet-B2 keeping in mind the memory
and space constraints. This model is comparable in
performance but more efficient than ResNet-50.

C. DenseNet

It is shown in practice that residual connections especially
short connections between layers help convolutional networks
be deeper, more accurate and efficient to train. DenseNets
introduces connection between each layer to every other layer
of the network in a feed-forward fashion. ConvNets with L
layers have L connections one between each layer and its
subsequent layer whereas DenseNets have (L(L+1) /2) direct
connections. All previous layers' feature-maps are used as
inputs into each layer, and its own feature-maps are used as
inputs into all subsequent layers. DenseNets alleviate the
vanishing-gradient problem, improve feature propagation, and
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promote feature reuse. We use DenseNet121, the base model of
DenseNet family keeping in mind space, computation and
memory constraints [24].

D. K-Nearest Neighbors Classifier Algorithm

K Nearest Neighbors Algorithm is a supervised machine
learning algorithm used to classify data. It a simple algorithm,
easy to implement, its time execution increases significantly
when data size increases. It finds the K smallest distances
between the current data and the dataset, the output is the most
frequent label in those K data. Usually, KNN algorithm is used
for recommender systems, when the dataset size is not
significantly high [25].

V. NEw DATASET

The images are extracted from the Recipe 1M dataset.
There is a portion of the dataset that contains nutritional
information. Also, it is populated with some data gotten from
the web for the recipes without information. The Nutri-Score
value is calculated for these recipes.

Each recipe is linked to several images. a new dataset of
50718 images with the respective nutri-score values is created.

In Fig. 1, the distribution of classes presented. It is seen that
there is a little imbalance between classes, with class E being
the minority class. The images are converted to 256x256
dimensions, normalized and augmented them. Next the dataset
is split in a training and validation set with 90%-10%
proportion in a stratified way to keep the ratios.

Label Distribution

Fig. 1. Class distribution of the dataset.

VI. METHODOLOGY

Four deep learning neural networks, Resnet50, Resnet101,
EfficientNetB2 and Densenet121, are considered for the
healthy recipes system, which are pretrained using the
ImageNet dataset.

The new dataset with 50718 labeled images from the Nutri-
Score system is used to tune these pre-trained models. The
deep learning pipeline is shown in Fig. 2.

The systems are evaluated and compared in terms of
accuracy and loss. Cross-entropy loss and SGD optimizer are
used for Resnet 50 and Resnet101 and Adam optimizer is used
for EfficientNetB2 and DenseNet121. Servers equipped with
GPU, are used for the training. Implementations are done using
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Pytorch framework. Tensorboard was used for recording the
models’ loss and accuracies as well as for visualization.

Embeddings from the last convolutional layer are inputted
to the KNN classifier to get the nearest neighbors with the
lowest Nutri-Score value.

In our case, we need to return the nearest neighbors for the
inputted image and it is returned based on the distance between
the embeddings. KNN will evaluate the nearest neighbors
based on the Minkowski distance, as it is a general form of
Euclidean distance, as shown in equation 2:

d(ey) = (St — Py @

KNN is a classifier that predicts the class of an element as
the majority class among its K nearest neighbors.

The healthiest nearest neighbors for the input image are
returned to the user together with the corresponding recipes.

Dataset
’ Embeddings

i

Image

| | Resneion +| Embeddings

L .| pensenet 121

-

Return k
healthiest
neighbors and

Fig. 2. Deep learning pipeline.

VII. EXPERIMENTAL RESULTS

A. Results from Deep Learning Neural Network Models

The new dataset was created and labeled. The training and
test dataset loaders were created and were ready for the
modelling part.

At first the pre-trained models on
downloaded and the convolutional

ImageNet are

Layers are frozen. An initial train is performed getting the
best accuracy around 70%. Then the convolutional layers are
unfrozen and full training of the networks is performed.

The learning rate scheduler decays the learning rate by a
factor of 0.1 every 7 epochs. The SGD optimizer is used for the
Resnet50 and Resnet101 models and Adam optimizer is used
for Densenet121 and EfficientNetB2. Models are trained for
100 epochs and the best model is selected. Fig. 3 shows the
comparison of classification models.
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Models Comparison
0.9875 09361

0.95 0.9031 0.9051

0.9535 0.9512

Resnet 50 Resnet50  Resnet 101 Respet 101 Efficenet_b2 Efficenct_b2 Densenet  Densenet
Train Validation Train Validation Train Validation Train Validation

. Accurracy  =CrossEntropy Los
Fig. 3. Classification models comparison.

From the chart, it is shown that Resnet50 and Densenet121
are the best models giving respectively 98.61% and 95.12% of
accuracy. Resnet 101 produced 90.51% of accuracy and
performed poorer than Resnet50. This fact is explained that
Resnet101 is a bigger model and our new dataset is relatively
small. EfficientNetB2 is the worst performer with only
84.81%. Attempts are done for executions of EfficientNetB3
and EfficientNetB4 but we did not have the computational
resources available to train these models so executions are
limited ourselves to EfficientNetB2. To analyze the accuracy
for every class, the confusion matrix for the two best models is
printed, as shown in Fig. 4 and 5.

The results show that the model performs very well for
minority classes also. Augmentation helped to deal with the
imbalance. After defining best model, the next step is to get the
embeddings and train a KNN model based on them.

Ed 1376 - 7 2 0

1400
1200
I 10 0 0
1000
o
2u- 15 6 1593 6 0 —- 800
4
- 600
a- 3 4 8 0
- 400
- 1 1 0 3 110 - 200
| | | | | -0
A B C D E
Predicted
Fig. 4. Confusion matrix for resnet50.
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Fig. 5. Confusion matrix for densenet121.

B. Results from KNN Model

Since Resnet50 performed better than other models for the
new labeled dataset, embeddings from the last convolutional
layer of the Resnet 50 model are extracted.

The images based on the Euclidean distance between the
embeddings in Tensorboard are plotted. The results are shown
in Fig. 5.

As it can be seen from the plot images closer to the D label
are also labelled with D, but some C-values in the surroundings
exists. These images are the interested ones images they are
similar but healthier. The number of neighbors to the KNN
classifier is set to 24. The proposed system returns 24 similar
food images according to the inputted one. This number is
tunable and can be changed by the user.

Results of the experiment are shown in Fig. 6.
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Fig. 6. Sample image input and its 24 outputs images recommended by the
system.

As it is seen from the results, the images are similar to each
other, and the class labels are very similar. Our main aim is to
return the images and recipes with the lowest nutri-score value.
The user might input the number of healthy recipes that he
wants to get and the system will generate them. It is seen from
the sample that the output is C-labelled has two B-labeled
neighbors that are similar but healthier. These two images and
the corresponding recipes will be returned to the user if he puts
the recipe limit to two. According to the same logic, the first
three neighbors will be returned for sample image and if the
user inputs the recipe limit to three. As an example, we are
generating the recipe for the second neighbor of the sample 2
image. The obtained recipe is shown in Fig. 7.

Recipe Slow Cooker Fruit, Nuts, and Spice Oatmeal

e Ingredient 1: {"quantity 2 cup”. ‘oats’)

. Ingredient 2° ('quantity 2 cup: ‘cranberries, dned, sweetened’)
Ingredient 4: {(quantity 2 tablespoons. ‘salt, table’)

Ingredient 5: (172 cup”. 'nuts, almonds’)

Ingredient 6. " 1/2 cup” ‘nuts, pecans’)

Ingredient 7:{"3 cup " ‘water, bottled, genenc’)
Ingredient 8:("1 cup: ‘'milk, fluid, 1% fat, without added vitamin a and vitamin d’)

Ingredient 9:("1 tablespoon’: ‘spices, cinnamon, ground’)
L] Ingredient 10:{"1 teaspoon'pumpkin, raw’}
. Ingredient 11:("2 teaspoon’. ‘butter, without sait’)]

Instructions. '‘Combine the oats, apple, cranberries, almonds, pecans, water, milk, cinnamon, pumpkin pie

spice, and butter in a slow cooker, Cook on Low overnight or 8 hours."}

Fig. 7. Recipe for the second neighbor of sample 2 image , A-labeled.

It will be an A-class meal which is very healthy and it is
similar to what is actually requested by sample 2 image. The
proposed model is able to return the best and healthiest recipes
for the input image. The user may decide the number of recipes
that he wants to return.

User has also the possibility to set the maximum Nutri-
score threshold that he can accept and the system will limit the
result accordingly.

VIIl. DISCUSSION OF RESULTS

In this paper, a deep learning-based approach for food
image retrieval and recipe recommendation is presented.
Results show that ResNet50 and DenseNet121 achieved the
highest accuracies among the models evaluated. This is
consistent with previous studies that have reported the superior
performance of these models in image classification tasks
[26][27]. Results also highlight the importance of transfer
learning, as pre-trained models on ImageNet were used as a
starting point for our models, which significantly improved
their performance.

One important aspect of the proposed approach is the use of
data augmentation to deal with the imbalanced dataset. This
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allowed us to achieve high accuracies not only for the majority
classes, but also for the minority classes. Data augmentation
has been shown to be an effective technique to improve the
performance of deep learning models, especially when dealing
with limited datasets [28].

The use of KNN for food image retrieval and recipe
recommendation is not a novel idea. However, the approach
differs from previous studies in that we use the embeddings
extracted from the last convolutional layer of the ResNet50
model as the feature vectors for KNN. This approach has been
shown to be effective in several image retrieval tasks
[29][30][31] and the obtained results confirm its effectiveness
for food image retrieval as well.

One limitation of our study is the relatively small size of
the dataset, which may affect the generalizability of our results.
Moreover, our dataset contains only Western-style dishes,
which may limit the applicability of our approach to other
cuisines. Future studies should focus on collecting larger and
more diverse datasets to improve the performance and
generalizability of our approach.

The proposed approach provides a promising solution for
food image retrieval and recipe recommendation. The high
accuracies achieved by our models, especially for the minority
classes, demonstrate the effectiveness of the approach. The use
of KNN with embeddings extracted from deep learning models
provides a fast and efficient way to retrieve similar food
images and recommend healthy recipes. It has the potential to
be useful for various applications, such as food logging, dietary
analysis, and personalized meal planning.

IX. CONCLUSIONS AND FUTURE WORK

In this paper, an end-to-end deep learning neural network
model is developed that recommends healthy meals to the users
based on the imputed food images. A new dataset with 50718
records is created by extracting food images from Recipe 1M
dataset and labeling them with the Nutri-Score value.

This dataset can be expanded even more in the future and
can be used for healthy food classification tasks. Deep learning
models  ResNet50, ResNet101, EfficientNetB2 and
DensNet121 are compared on the new dataset. Experimental
results show that Resnet50 gives the maximum accuracy of
98.61 followed by Densnet121 with 95.12%. Embeddings from
the last convolutional layer are inputted to the KNN model
providing the user the healthiest recipes of food similar to the
input image but healthier in nutritional values.

The results demonstrate the feasibility of using deep
learning neural networks for recommending healthy meals
based on food images. The new dataset created in this paper
provides a valuable resource for future research in healthy food
classification. The comparison of various deep learning models
on this dataset highlights the importance of selecting an
appropriate model architecture for the task at hand.

However, there are still some limitations that need to be
addressed in future work.

Firstly, the dataset used in this study is relatively small and
limited to Nutri-Score values. Expanding the dataset with
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additional labels and nutritional information could further
improve the performance of the model. Secondly, the proposed
model is limited to recommending healthy meals based solely
on food images, which may not be sufficient for some users.
Future work could consider incorporating additional user
information, such as dietary preferences and restrictions, to
further personalize the recommendations.
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Abstract—The use of automatic number plate detection
devices in safety, commercial, and security has increased over the
past few years. Number plate detection using computer vision is
used to provide fast and accurate detection and recognition.
Lately, many computerized approaches have been developed for
the identification of vehicle registration details based on license
plate numbers using either Deep Learning (DL) methodologies.
In the proposed framework, we used Optical Character
Recognition (OCR) and a deep learning-based new approach for
automatic number plate detection and recognition. A deep
learning approach trains the model to recognize the vehicle. The
vehicle registration plate area is cropped adequately from the
image, and a Convolution Neural Network (CNN) uses OCR to
identify numbers and letters. The Jetson TX2 NVIDIA target
served as the model's training data source, and its performance
has been tested on a public dataset from Kaggle database. We
obtained the highest accuracy of 96.23%. The proposed system
could recognize vehicle license plate numbers on real-world
images. The system can be implemented at security checkpoint
entrances in highly restricted areas such as military areas or
areas surrounding high-level government agencies.

Keywords—Number plat detection; recognition; deep learning;
OCR; image classification

. INTRODUCTION

Automatic number plate Detection is also known as license
plate detection or vehicle registration plate detection. It uses
image processing technology to extract the registration plate
from digital images or video [1]. Afterward, the information
stored can be used to find various new models, some of which
could be transaction gateways or traffic violation systems.
Taking the context of a real-life problem into consideration, in
practical applications, researchers have to deal with a variety of
challenges, such as registration plate type, textual font,
registration plate color and font, registration plate location, and
environmental conditions such as lighting and weather. License
plates become challenging to recognize. License plate formats
vary from country to country: Different colors, languages, and
fonts. Some plates have a different colored border than the
background surrounding the plate, and some have a plain
background, which indirectly adds challenges to capturing and
recognizing car plates [2]. Variations in environmental
conditions, such as lighting and image background, also affect
the license plate recognition rate. Several studies have been
proposed earlier.

YOLO is a unified model for object recognition [1]. This
model can be built and trained directly on full frames. In
contrast to classifier-based approaches, YOLO is introduced

with a loss function that directly corresponds to recognition
performance, and the entire model is prepared together. Fast
YOLO is the fastest general-purpose object detector in the
literature, and YOLO advances state of art in real-time object
detection. YOLO also generalizes to new domains, making it
ideal for applications that rely on fast and robust object
detection. Authors discuss the detection of a registration plate
for a person who does not wear a helmet in [3]. The two-
wheeler operator must have a helmet for his safety. In this
study, they proposed a real-time detection of number plates
using YOLO, for which they deployed the CNN layer. The
accuracy of the model was 95.5%.

In [4], they DL method was proposed for vehicle detection
using R-CNN and faster R-CNN, in which they tested and
trained their model. The model has three steps: data
acquisition, CNN design, and R-CNN. The mean average
precision (map) values from faster R-CNN and R-CNN were
approximately 0.73, 0.76, and 0.64, and 0.65, respectively.
Another one had an overall accuracy of 94.98%. [5], proposed
a deep learning model using an Image Al library for training.
The model consists of four steps: video acquisition, detection
of a vehicle, registration plate detection, and then registration
plate character recognition. The model’s accuracy was 96% for
plate localization and 90% for character recognition was 90%.
In [6], firstly, they made the image acquisition, after which
they used pre-processing techniques like RGB to grayscale
conversion, noise removal, and image banalization. For
registration plate extraction, used Sobel’s edge detection [7].
After that, the characters are segmented using the CNN layer
for character recognition. The model had an overall accuracy
of 95%. In [8] they proposed a highly accurate trained model
for both registration plate detection and recognition [9]. The
whole model was prepared by sharing a convolution layer with
the above features. The proposed system had an accuracy of
94% for a jointly trained model. In [10], a framework for
character detection using a differentiable binary process is
presented. In [11], a framework requires text extraction from
an input digital image in which the image has been processed
and filtered thoroughly. They used the CVV2 OpenCV library in
Python for pre-processing and Tesseract for character
recognition. Real-time plate detection was performed on a
Bangla dataset [12]. For character recognition, the proposed
model employed a CNN layer. The dataset used had a sample
size of 5500, and the accuracy of successful recognition was
90.90% in a real-time study. In [13-14], YOLO is used for
object detection. They trained and fine-tuned the CNN layer
for each stage, then did the segmentation part. The SSIG
dataset, which contained 2000 frames from 101 videos, was
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used. The system had an accuracy of 93.53% with 47 frames
per second. In [15], 18] a kernel that was partially restricted
was focused on with the help of direct blind deconvolution and
denoising with CNN on a real-time blur image that was
acquired from a traffic surveillance system used a neural
network that was trained on artificial data. They used deep
learning mode [19]-[28], which includes image acquisition,
plate detection, segmentation, and character recognition. The
data set was the Turkish vehicle license plate dataset, which
consists of real-world images obtained from a security
surveillance camera. Unlike other countries, India, with a
population of 1 billion, has a unique need for ANPRs. ANPR's
primary uses are highway monitoring, parking lot management,
and neighborhood law enforcement safety. Existing literature
says that in India, within every four minutes, one person dies,
and surprisingly, most of them are because of over-speeding.
ANPR monitors the average speed of vehicles, and vehicle
owner information can identify vehicles violating the traffic
rules. In this case, e-challans can be automatically generated
for the penalized plate owner. This helps maintain law and
order, which in turn minimizes traffic fatalities. ANPR
provides the best solution for giving parking management.
Vehicles with registered license plates are automatically
allowed into the parking area, but unregistered vehicles will be
charged at check-in and check-out. According to the study,
approximately 200,000 cars are stolen annually in India. This
number can be reduced by taking appropriate measures and
using this model to track wvehicles. This allows law
enforcement agencies to determine when, where, and through
which route the stolen vehicle is stolen, if vehicle is stolen.
This allows us to bring justice to such a powerhouse quickly.
The main objectives of the proposed system are as follows. (1)
To understand ANPR and apply it to a license plate recognition
system. (2) To improve the performance of the number plate
detection system using OCR and DL approach. (3) The
proposed system efficiently used for detection and recognition
of vehicle number plate.

The study is organized as follows: Section | provide the
literature review on problem formulation and various existing
methodologies; Section Il describes the proposed procedures.
Following that, in Section Ill, the results are analyzed and
discussed. Section 1V explains the conclusion and future scope.

Il.  PROPOSED METHOD

Fig. 1 depicts the proposed framework of number plate
detection in four essential parts: a dataset, license plate
detection, segmentation, and OCR. Modern rural, urban, and
national highway networks have proliferated in recent decades.
This created the need to monitor and manage traffic on the road
efficiently. The primary goal of this study is to train a model to
recognize and identify license plates from their images
correctly. Different countries have different characteristics of
license plates, such as their number system, colors, sign
language, style (font), and size of a license plate, so further
research is needed.

Deep learning (DL) is a branch of Machine Learning (ML),
and ML is a subset of Artificial Intelligence (Al)

Vol. 14, No. 4, 2023

that mimics the way humans acquire certain kinds of
knowledge. Deep learning isa critical component of data
science, including statistics and predictive models. It
benefits data scientists who must collect,
analyze, and interpret large amounts of data. Deep Learning
makes this process faster and easier. At its simplest, DL can be
thought of as a way to automate predictive analytics. While
traditional ML algorithms are linear, DL algorithms are built
up inincreasing complexity and abstraction layers. A
shallow CNN quickly scans the test image and eliminates most
sample windows. In the proposed approach, authors have used
four layers to predict number plates. In the first layer, the
number plate detection work is done; in the second and third
layers, region extraction is calculated; and in the last layer,
OCR is used. The automatic framework for number plate
detection using OCR and deep learning architectures is shown
in Fig. 2.

A. Dataset

The desired unit where deep learning problems fail is a
need for a public dataset. As we know that, the wrong data sets
can produce inaccurate or incorrect results. So, we need to
ensure that there are no similarities between the content of a
dataset other than its essential characteristics. Because India is
a large country, hence need to consider all the contexts and
ensure that the given dataset is well-balanced without favoring
or disfavoring any entity, such as vehicle type or license plate
layout. Firstly, the vehicle types present on the streets of a
typical Indian city are cars, two-wheelers, buses, trucks, and
pickups. So, every type of vehicle has its own format for
displaying the registration plate. For example, most cars have
one line of plates, but some people prefer a layout with two
lines of plates. Registration plates belonging to Indians can be
single-row or double-row and most two- and three-wheeler
registration plates are two lines, but their layout differs. The
font on both sides is also different, with some 3-wheeler auto
rickshaw uses paint rather than printing the number plate. So
here we found the basic first step in license plate recognition is
to collect a database. In the proposed work dataset is
downloaded from the Kaggle website, which includes license
plates with significant variations in registration numbers
collected by kaggle.com. Total of 4326 were trained on our
model to identify the number plate and had used deep learning
strategies as you can see in the Table I. It represents us the type
of vehicle that were been trained as you can see the dataset is
not biased as all type of vehicle are been taken into account.

B. Preprocessing

When images are acquired at this stage and passed to the
algorithm for further testing and prediction, Image pre-
processing is one of the crucial stages for any computer vision
system. So, the main objective of this image pre-processing is
to recognize the image and collect information regarding the
image, which can be used in further processing [7]. Image pre-
processing changes the operation performed on a non-
figurative object. The primary goal is to improve image
information to extract the necessary information from that
image. Fig. 3 shows sample images from the custom dataset for
experimental work.
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Fig. 2. An automatic framework for number plate detection using OCR and deep learning architecture.

C. Number Plat Detection

Most countries around the world have registration plates
that are shaped like a rectangle. Moreover, the registration
plate comes in different shapes and layouts in India.
Sometimes it is seen that a two-wheeler uses a trapezoidal
plate. In terms of size, the average size of the plate varies by
vehicle, with the average size for cars being 500x120 mm and
for motorcycles being 200x100 mm [11]. Three-wheeled
vehicles such as an auto rickshaw have tiny plate painted
mainly by a painter. Taking all the points into context, we put
all the registration plates into a rectangular box. As shown in
Fig. 2, the image of the car with the highlighted number plate is
in the green-colored rectangular box. Fig. 4 shows the
detection of registration plat.

The result uses a thresh holding algorithm on the number
plate, and because of this thresh holding method, the plates are
being segmented at a higher level. These thresholds help us
recognize the character correctly.

D. Charactor Recognition

As discussed earlier, the main issue with character
recognition is that there are many types and categories of the
font used in the plate. So, the best way to train our desired
model is to check for letters and digits to cover different
typefaces, including those used in painted panels. Here, we
used OCR for character recognition. The recognized and
segmented character can be trained with our custom-built
dataset for training and testing purposes.

A corresponding file was created for training and testing
with a valid dataset of 4326 images. So, after all the model
training, we figured out that our model is about 95% accurate
at the detection range of the license plate and fails only when
the license plate is a little smaller in size as compared to the
standard plate size or when similar plates are present in the
tested image.
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Fig. 3. Sample images from the custom dataset for experimental work.

Now let's check how the OCR works. The attributes are
extracted from the sample image. These features can be
preferred as follows: (1) Distance to the wall (DTW): The
calculation for such is based on active pixels. They are the
highest intensity value possible, depending on the image
format. For example, in an 8-bit grayscale format, the
maximum level is 255; to calculate that, it is divided into 12
regions (4 rows x 3 columns). And the activated pixel is
calculated concerning the horizontal and vertical areas within
each region. (2) Cross-Time Feature (CTF): This feature
includes the six widest white-to-black and black-to-white
transitions across the character horizontally and vertically. The
six widest shifts are computed for every row and column of
character candidates. These intersections are sorted, and the
first three rows and columns with the highest and lowest
changes are saved along with their positions. (3) Active Region
Ratio (ARR): The region is divided into four rows and three
columns, respectively, and the area of active pixels is chosen as
a critical feature for the block. (4) Height to Width Ratio
(HWR): When talking about HWR, alphanumeric symbols for

any language have been bifurcated into three types, namely,
those with more extensive and equivalent height and width.
Table | depicted describes the count of vehicle.

The positive score represents the character, and the
negative score represents the non-character symbol within the
plate. Optical character recognition has been around for the last
80 years. However, large technology companies initially were
the primary developers of products that recognized optical [18]
characters. Advances in machine learning and deep learning
have enabled individual researchers to develop algorithms and
techniques that can more accurately identify handwritten
manuscripts. We also see more and more researchers using -
convolutional neural networks (CNNs) to recognize
handwritten and machine-printed characters. This is since
CNN-based architectures are well suited for recognition tasks
where the input is an image. CNN’s were initially used for
object detection tasks in images. ImageNet Large Scale Visual
Recognition Challenge (ILSVRC) is commonly used CNN-
based architectures for visual recognition tasks.
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Fig. 4. Detection of registration plate in rectangular boxes.

o 200
TABLE I. DESCRIBES THE COUNT OF VEHICLE
Type of . .
vehicle Type of license plate Font of license plate
. Single line (273)
Two —  Printed (375) Multiline (102)
Wheeler
(300) . Single line (89)
Painted (125) Multiline (36)
. Single line (61)
Three —  Printed (157) Multiline (96)
Wheeler
(637) . Single line (86)
Painted (480) Muliline (394)
. Single line (2873)
Car Printed (2957) Multiline (84)
(2963) painted 6 single line (2)
Multiline (4)
. Single line (2)
Truck &  Printed (82) Multiline (80)
pickup
(426) Single line (60)

Painted (344)

Multiline (284)

TABLE II. EXISTING METHOD FOR REGISTRATION PLATE DETECTION &
RECOGNITION
Actual Registration Predicted Mismatched Accuracy
plate Registration Recognition
Plate
P3RV P P3RV P 0 900%
KL BOSS KL 80SS 1 84%
DL49 AK49 DL49 AK49 0 89%
DZI7 YXR DZI7 YXR 0 85%

Mh 14 Gn 9239 Mh il Gn 9239 2 80%

I1l.  RESULT AND DISCUSSION

The proposed system evaluates the car image from a given
dataset. The most crucial factor in solving deep learning
problems has an accurate dataset that is unbiased, because of
which it produces inaccurate or skewed outcomes. It is
necessary to ensure no similarities between the items in the
dataset other than the characteristic of interest. After that, we
came to the training part of the data set. We considered 4326
sample images and trained the model to detect the license plate.
The results of OCR based approach are shown in Fig. 5. The
captured registration plate is processed for letter segmentation.
Separated characters are recognized using OCR (Optical
Character Recognition). After which, the essences extracted
from the registration plate are stored in an Excel spreadsheet.
Table 11 shows the sample test cases on the real-time dataset.
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Fig. 5. Results of OCR approach to detect number plate.

TABLE Ill.  COMPARISION WITH EXISTING METHDOS FOR NUMBER PLATE
DETECTION AND RECOGNITION
Method/Ref. Accuracy (%)
Detection Recognition
YOLO, Response surface 97 % 90 %
methodology (RSM) [5]
CNN, TensorFlow [16] 96.36% 93%
YOLO, CNN, Edge Detection [6] 94% 91%
RGB Scaling, CNNJ[9] 97% 94%
YOLO v3 91% 91%
Deep CNN [20] 98.1% 88.1%
Deep CNN, 99% 91%
Fast RCNN [18]
RCNN, SVM, 94.4% 96%
ANN [17]
RANSAC, 91.4% 91.4
SVM [16]
RESNET, 94.98% 92%
RCNN [3]
Proposed Method 100% (Vehicle 96.23%
Detection)
95% (License Plate
Detection)

The Table Il clearly shows that a minimum of 80%
accurate result can be obtained; in some cases, even 100%
accurate prediction is achieved. Table 11l compares the
proposed method’s performance and existing literature. It can
be concluding from the Table Il that the proposed method
performs far better than the existing method.

IV. CONCLUSION

This study shows that in the presence of anomalies, the
performance of deep learning techniques is relatively better and
beneficial in the process of ANPR as per India’s conditions.
Authors represented the entire end-to-end ANPR and noticed
multiple lines of LP, non-uniform padding, plate shapes, fonts,
and non-uniform font sizes. This presented a complete end-to-
end pipeline for ANPR. For LPD, we proposed a model that
works well in India and also introduced an alternate method for
CR networks suitable for the Indian situation. Our LPD model
achieved 96.23% accuracy with a detection threshold of 0.5,
which only dropped because it has a 98% accuracy rate for
small license plates on cars and buses and a total loss of less
than 10% with a learning rate of 92%. The proposed network

showed a high average accuracy of 94.9%, including multiline
panels, and predicted 93.7% of the characters with a higher
confidence level than 90%. ANPR can identify vehicle owners,
vehicle model identification, traffic voltage and control, and
vehicle location tracking. This model can be further extended
as a multilingual ANPR to automatically identify the language
of the characters based on the training data.
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Abstract—Phishing is one of the significant threats in cyber
security. Phishing is a form of social engineering that uses e-mails
with malicious websites to solicitate personal information.
Phishing e-mails are growing in alarming number. In this paper
we propose a novel machine learning approach to classify
phishing websites using Convolution Neural Networks (CNNs)
that use URL based features. CNNs consist of a stack of
convolution, pooling layers, and a fully connected layer. CNNs
accept images as input and perform feature extraction and
classification. Many CNN models are available today. To avoid
vanishing gradient problem, recent CNNs use entropy loss
function with Rectified Linear Units (ReLU). To use a CNN, we
convert feature vectors into images. To evaluate our approach,
we use a dataset consists of 1,353 real world URLs that were
classified into three categories-legitimate, suspicious, and
phishing. The images representing feature vectors are classified
using a simple CNN. We developed MATLAB scripts to convert
vectors into images and to implement a simple CNN model. The
classification accuracy obtained was 86.5 percent.

Keywords—Classification;  convolution neural networks;

machine learning; phishing URLs

. INTRODUCTION

Convolution Neural Networks (CNNSs) present a tool that
enables the computer to learn from image samples, extract
internal representations, and classify images. Study into CNN
has increased in recent years as the computing power is being
available. CNNs have several advantages such as they do not
require any feature extraction technique. CNNs extract features
through convolution and pooling. Through unique layer
designs CNNs can extract higher order statistics and non-linear
correlations. Today, many CNN models are available in
practice that can be executed efficiently with recent advantages
in hardware like Graphical Processing Units (GPUs). CNNs
need image data as an input. Conventional Machine Learning
(ML) technigues require samples in the form of a feature
vector for classification. The purpose of feature extraction to
reduce data by measuring certain features or properties that
distinguish input samples. Samples belonging to the same
categories form clusters in the feature space. The classification
problem essentially reduces to partitioning the feature space.
When classes overlap in the feature space classifiers such
Naive Bayes classifier makes decisions based on posterior
probabilities. Commonly used parametric and non-parametric
classification techniques in ML include decision trees, neural
networks, minimum distance classifier, Support Vector
Machine (SVM), Naive Bayes classifier, etc. For these
conventional ML techniques, input is presented in the table
form and each sample is represented by a feature vector,
whereas for CNN models, data is presented in the form of an

image. To take advantage of CNNs one-dimensional feature
vectors can be converted into two-dimensional images. A lot of
data such as genomics, transcriptomic, methylation, mutation,
text, spoken words, financial and banking are in non-image
form and ML techniques used in these fields. Sharma et al. [1]
have suggested a methodology to transform non-image data to
image data. They have suggested a method to map a vector
consisting of gene expression values to a feature matrix. In
their method the location of a feature in the feature matrix
depends upon similarity between feature values. In this paper,
we suggest a new approach to map a feature vector to a feature
matrix or the output image. In our approach, we divide the
output image into regions and the gray value of each region is
determined by a value in the feature vector. Each region in the
output image represents a value in the feature vector. The
number of regions in the output image is the same as the
dimension of the feature vector. We have considered the
problem of classification of Uniform Resource Locators
(URLSs) using a Deep Convolution Neural Network (DCNN).
URL represents documents and other resources on the World
Wide Web (WWW). Malicious web sites present a serious
threat to cybersecurity. Malicious websites host unsolicited
contents such as spam, phishing, viruses, etc. Many Machine
Learning (ML) algorithms have been used to classify malicious
URLs into classes such as legitimate, suspicious, or phishing.
Common types of attacks using a malicious URL include
Driven-by download, phishing, and spam. URLSs consist of two
components the protocol identifier and resource name. These
two components are separated by a colon and two forward
slashes. The common method to detect malicious URLS is the
black-list method, which is database compiled over the period.
ML approaches for URL classification use a set of URLS as
training data and develop a model. To develop a model, one
needs to extract features from URLSs. In the present study, we
have used a dataset consists of features 1,353 real world URLS
that were classified into three categories-legitimate, suspicious,
and phishing. The dataset contains ten attributes. The three
classes: phishing, suspicious, and legitimate are denoted by -1,
0, and 1 respectively. We have converted the feature vectors
into images that were stored in three folders. The folder names
are the same as the class names. We developed a MATLAB
script to map feature vectors into images, to implement a
simple convolution neural network to classify URLs. The
outline of the paper is as follows. The related work is provided
in Section 1. The proposed approach is described in Section 11l
and implementation and results are provided in Section IV.
Section V presents the conclusions and the future work.
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Il.  RELATED WORK

This paper deals with phishing detection using convolution
neural networks (CNN). CNN models are a part of artificial
intelligence (Al). Al includes any technique that enables
computers to mimic human behavior and reproduce or excel
over human decision making to solve complex tasks
independently or with minimum human intervention [2]. Al
research deals with reasoning, knowledge representation,
natural language processing. Al includes machine learning
(ML) algorithms, Artificial Neural Networks (ANN), and deep
learning networks. Machine learning evolved from pattern
recognition and computational learning theory [3]. ANN
models are biologically inspired. They learn from training
samples and have used in pattern recognition since 1950s.
Many ANN models with learning algorithms such as
multilayer perceptron, backpropagation, Boltzmann machine,
Hopfield net, neo cognition model etc. are available in practice
[4,5,6,7]. Deep learning is a form of machine learning that
enables computers to understand the world in terms of
hierarchy of concepts. Convolution Neural Networks (CNNs)
are special type of networks for processing data that have a
known grid like structure [8]. DNNs discover in large datasets
using the backpropagation algorithm [9]. CNNs are
feedforward networks in that information flow takes place in
one direction only, from their input to output [10]. CNN
architectures in general consist of convolution and pooling
layers that grouped in modules followed by fully connected
layers. CNNs evolve into deep convolution neural networks
(DCNN). DCNNs proven to be one of the best learning
algorithms for understanding image contents and shown
exemplary performance in image segmentation, detection, and
retrieval tasks [11]. Recent developments in DCNN were
possible because of availability of large data sets and graphical
processing units (GPUs). With the ability of new programming
framework, availability of data, and accessibility to GPUs
many analytical models are developed [12]. DCNNs use
gradient decent backpropagation algorithm. The use of
Sigmoid activation functions leads to saturation resulting into
slow convergence of gradient decent algorithm. The problem
becomes sever as we go away from the output layers to hidden
layers. The compound effect of saturation at multiple layers is
known as vanishing gradient [13]. To avoid the vanishing
gradient problem, DCNNs often use entropy loss functions
with Rectified Linear Units (ReLU) in the output layer.
Another issue with DCNNs is overfitting. Various
regularization techniques such as dropout or bagging are used
to overcome this problem [14].

Phishing URLs is one of significant threats in the world
today. Commonly used technique for phishing URLSs detection
is blacklisting. Blacklists include sender blacklists and link
blacklists. The effectiveness of using blacklists depends on
update of databases that maintain blacklists. Phishing emails
are sent from an Internet disguised as an email from a
legitimate, trustworthy source. Many researchers have worked
on phishing email detection. Gilehan and Taylor [15] used
syntactic features for phishing detection. They presented the
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comparison of sentence syntactic similarity and the difference
in subjects and objects of target verbs between phishing emails
and legitimate emails. Fang et al. [16] suggested a framework
to detect phishing emails based on improved recurrent
convolution neural networks (RCNN) with multilevel vectors
and attention mechanism. In their approach to extract features
they divide each email into multiple levels, the character and
word level of the email header as well as the character and
word level of the email body. Rashid et al. [17] propose an
efficient machine learning based phishing detection technique.
They first extract lexical, host and word vector features and
using the principal component analysis to reduce the number of
features and use the SVM maodel for classification. They use
five principal components and obtain the efficiency of 95.66
percent. Machine learning techniques for phishing extract
features that distinguish legitimates from phishing websites.
Features are extracted from various sources such as URLs,
page content, search engine, digital certificate, web traffic etc.
Software based approaches are classified into machine learning
based, blacklist based, and visual similarity based [18].

Zhang et al. [19] proposed a page content-based technique.
Huang et al. [20] proposed an approach that is based on URL
features. They have used 23 features from URL and used the
SVM. The two classifier values are fed into the fusion model.
Abdelhamid et al, [21] built a system for detecting phishing
URLs based on associative classification. Hadi et al. [22]
proposed an approach for detecting malicious URLS using only
visible features from social networks. Kulkarni and Brown [23]
have classified phishing URLs using machine learning
techniques such as SVM, decision tree, Naive based classifier,
and ANN. Sahoo et al. [24] provide a comprehensive survey
and structural understanding of malicious URL detection
techniques using machine learning. Yang et al. [25] have
proposed a spam filtering method based on multi-model fusion.
During pre-processing they separate text and image data from
an email. The text dataset to train Long-Short Term Memory
(LSTM) and image datasets are used to train a CNN model.
CNN architecture allows dealing with images effectively. CNN
architecture employs a collection of neighborhood pixels as
opposed to individual use of features by ML models [1].
Chiramdasu, et al. [26] explore the various ways of detecting
malicious links from the host-based and lexical features of the
URL to protect users from being subjected to identity theft
attacks. We have used a CNN model for classification of URLS
into three classes legitimate, suspicious and phishing. We used
features that are extracted from URLs. To use CNN, we first
converted feature vectors to images that were classified by the
CNN model.

I1l.  METHODOLOGY

In this paper, we propose a framework for classification of
phishing URLSs. In our approach we use the features that are
extracted from URLs. Often phishing emails contain URLs of
malicious websites. We use a simple DCNN to classify URLs
from their feature vectors. The framework for the proposed
approach is shown in Fig. 1. The second step in our approach
converts the feature vectors into 2-D image matrices.

16|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 14, No. 4, 2023

|::> Phishing

) —| URL [

Image
128x128

Simple DCNN
For Image
Classification

——»> Legitimate

Feature
Vector

— Suspicious

Fig. 1. Framework for phishing URL detection.

In our method we first normalize the values between 0 and
255 and create gray value regions based on the features in the
feature vector, O corresponds to black and 255 corresponds to
white. In between values are mapped to corresponding gray
values. Fig. 2 shows the feature vector consists for four
features and the output image. The gray values represent
numeric values in the feature vector. There are four regions in
the image, and each represents a feature value and the image
represents the feature vectors. All feature vectors in the dataset
are converted to the corresponding images. We created a
datastore containing three folders one for each class. The labels
of the folders are the same as the class labels. The images were
of the size of 128 rows and 128 columns. The images were
split into two datasets-training and testing datasets by
randomly chosen images. The DCNN was trained with the
training set images and was tested with images in the test
dataset.  Conventional  neural  networks  with  the
backpropagation learning algorithms have been used for
classifying feature vectors. Conventional neural networks
during the learning phase use the mean squared error at the
output layer and is propagated backwards to hidden layer to
update the weights. That causes vanishing gradient problem.
We use a simplified model of a DCNN as shown in Fig. 3.

RO

Fig. 2. Mapping a feature vector to an image.

The model consists of the input layer, convolution layer,
batch normalization layer, ReLU layer, max pooling layer,
fully connected layer, SoftMax layer, and classification layer.
We can specify the input image size at the input layer. There
are three convolution layers. The batch normalization layers
normalize the activations and gradients propagating through
the network, which makes the training an easier optimization
problem. The batch normalization layers are followed by an
ReLU layers. The max pooling layer is used to downsize the
network and extract features. The fully connected, SoftMax
and classifier layers map the feature vector to class labels. The
output of the SoftMax layer consists of positive humbers that
sum one that are used as class probabilities. To classify URLSs,
we have used three classes: phishing, legitimate, and
suspicious.

IV. IMPLEMENTATION AND RESULTS

We used a dataset consists of 1,353 real word URLs that
are classified into three categories a) phishing, b) legitimate,
and c) suspicious. The dataset used in this paper is downloaded
from University of California at Irvine (UCI) Machine
Learning Repository [27]. The data set consists of ten features
that are extracted from each URL. The features include URL of
the anchor, Request URL, Server Form Handler (SFH), URL
Length, Having “@” character, Prefix/Suffix, IP address, Sub
Domain, Web Traffic, and Domain Age. These features are
represented by numeric values such as -1, 0, and 1. We
transformed each feature vector into a gray image by mapping
numeric values in the feature vector to gray value regions. The
images are classified using a DCNN model shown in Fig. 3.
The image size for the input layer was set to 128x128. We used
a 3x3 filter size and 8, 16, and 32 filters in the first, second, and
third convolution layers, respectively. We used a 2x2 region
size for the max pool layer. The number of units in the output
layer was set to three as there three classes in the dataset.

We developed a MATLAB script to convert feature vectors
into images. Three folders were created for three classes. The
folder names are the same as the class names-phishing,
legitimate, and suspicious. The output images were stored in
the respective class folders. The images were classified by the
simple DCNN. The total number of tuples in the data set is
1353 that represents 702 phishing, 548, legitimate, and 103
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suspicious URLs. The samples were split into two datasets- the
training and testing datasets. Randomly chosen seventy percent
samples were used for training and thirty percent were used for
validation. Fig. 4 shows randomly chose sixteen images from
the training datasets. The classified images with class labels are
shown in Fig. 5. The DCNN was trained using the training set
data. Fig. 6 shows the accuracy and error curves with respect to
epochs. The validation accuracy obtained was 85.47 percent in
eight epochs.

Input Images

Image Input Layer
128x128x1

<

Convolution Layer
Batch Normalization Layer
RelLu Layer

<

Convolution Layer
Batch Normalization Layer
ReLu Layer

4

Max Pooling Layer

4

Convolution Layer
Batch Normalization Layer
ReLu Layer

<

Fully Connected Layer
SoftMax Layer
Classification Layer

&

Output Classes

Fig. 3. Architecture for the simplified DCNN.

Fig. 4. Sample images from training set data.
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Fig. 5. Classified output images.

V. CONCLUSIONS

In this paper, we suggested a new approach to map non-
image data to two-dimensional images so that data in the
feature vectors form can be classified using CNN models. We
mapped values in the feature vector to regions with different
gray shades that are determined by feature values. We
developed MATLAB script to convert feature vectors to
images and classify them using a simple CNN model. The
model was trained to classify real life URLSs into three classes
legitimate, suspicious, and phishing. We used randomly chosen
seventy percent samples for training and thirty percent for
testing. We obtained an accuracy of 85.56 percent. There are
many ways to improve classification accuracy. In our method
we used rectangular regions to map values in the feature
vectors to corresponding gray regions in the output image. It is
possible to use more complex shapes to define the regions. It is
also possible to define shapes in the output image as a function
of feature values. Furthermore, we can use DCNN models with
a greater number of layers such as Alex Net, Res-Net, etc. to
classify images obtained from the feature dataset. Our future
work includes classifying data with DCNNs and testing the
models with big datasets. In the present data set attributes
consists of only three discrete values -1, 0, and 1. We plan to
test the algorithm for features with multiple discrete values and
explore complex shapes for mapping feature vectors to images
and evaluate the suggested algorithm by comparing it with
other machine learning algorithms.
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Abstract—For marathon runners, a single injury may affect
their lifelong athletic career, so their injury management is very
important. The current injury management for marathon
runners has a certain lag, and the current injury warning is
mainly based on manual teams, which is costly and poorly
automated. To solve these problems, the study proposes a
marathon athlete physical injury warning algorithm based on
inertia weight adjustment optimized radial basis network.
Particle swarm optimization technology has also been
incorporated into early warning algorithms. Finally, an athlete
injury and disease early warning model is constructed based on
the algorithm. The results of performance tests show that the
algorithm has a minimum fitness function value of 0.13, which is
significantly lower than the current algorithm used for
comparison. In the test with real data, the MAPE of the proposed
algorithm was as low as 7.598% and the agreement of the hazard
score results with the expert human assessment reached 100%.
The results of the study indicate the practicality of the algorithm
to assist work teams and perform early warning of physical
injuries in athletes. However, the high number of iterations
required is a limitation awaiting resolution.

Keywords—Radial basis neural network; exponentially
decreasing inertia weights; early warning algorithm; sports injury;
marathon; particle swarm; model building

. INTRODUCTION

Marathon is one of the most popular athletic events. For
marathoners, injury management and prevention are of the
utmost importance. A single serious injury can end an athlete's
career. However, there is a certain lag in the current injury
management of marathon athletes. In addition, marathoner
injury management is currently mainly through human analysis
and decision making, which is costly and less automated [1].
To solve these problems, an early warning algorithm for
physical injuries of marathon runners is proposed. The research
gap of this study is focused on injury prevention for athletes.
There are few studies focused on automation and algorithm
applications, and there is still a large research gap in this field.
Radial basis function neural networks have excellent
approximation and global optimization capabilities, and are an
effective tool for solving early warning problems [2].
Currently, there are few studies on the application of radial
basis function networks in athlete injury prevention. This
research can enrich these fields. To address the problem of
balancing global and local search performance in radial basis
networks, the Exponential Decreasing Inertia Weight (EDIW)
strategy is introduced into radial basis networks. The physical
injury warning algorithm for marathon runners is constructed

based on the radial basis network optimized by EDIW, and it is
hoped that this study will bring meaningful results for injury
management and warning of marathon runners.

This article has a total of V parts. The second part is related
works, which reviews the research achievements in relevant
fields in recent years, laying a foundation for this research. The
third part is methods, which introduces the design idea of the
algorithm and the construction process of the model. The
fourth part is the experimental results, which show the
performance of the proposed algorithm in the experiment. The
fifth part is the conclusion, which summarizes the results of
this study.

II.  RELATED WORKS

Radial basis function neural network is a type of
feedforward neural network that has superior performance and
has been widely used in the prediction and warning fields. Zijie
N led a team to build a mobile platform control system
integrated with two Radial basis function neural networks, one
for identifying the system's state and the other for predicting
the mobile platform's deviation angle based on existing data
[3]. The experimental results showed that the application of
this algorithm during longitudinal driving reduced the
correction time by 1.4 seconds and the overshoot angle by 7.4
degrees compared to traditional control algorithms.
Additionally, Wang H and their research team proposed a robot
fault-tolerant control model based on Radial basis function
neural network prediction, which estimated external
disturbances using an RBFNN and automatically handled
hazardous factors employing trajectory tracking techniques [4].
The experimental results showed that this RBFNN model could
predict external disturbances with an accuracy rate of over 70%
and effectively mitigate their impact using tracking and
vibration elimination techniques. Furthermore, Lian X and
other researchers proposed a sliding mode controller based on
an adaptive Radial basis function neural network that
introduced a track modeling approach with 12 degrees of
freedom [5]. Through performance testing and comparative
analysis, the algorithm was found to perform high-precision
satellite capture and release tasks. Current Radial basis
function neural network research tends to focus on practical
applications, with limited research investigating performance
optimizations of RBFNN itself. This study addresses its own
performance limitations to some extent by optimizing RBFNN
prior to its use in practical applications.

Injury management and prevention in athletes has long
been an important research topic in the field of sports. Ye and
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Di studied injury and fatigue in a large number of winter
Olympic athletes and continuously monitored their
psychological status for injury prevention in winter athletes [6].
The results of the study showed that there was a significant
correlation between the adequacy of athletes' preparation
activities and the rationality of training programs and athletes'
injuries. Wang and his research partner developed a mutual
information sports injury warning model based on an attribute
parsimony algorithm, which was designed for youth athletics
[7]. Simulation experiments found that the model was able to
warn youth track and field athletes of injuries with 80%
correctness, but the model suffered from a local optimal
solution. Bahr led his team to explore the characteristics of
athletes' injuries and diseases based on epidemiological
research methods, and they reached consensus on a set of
recommendations for the latest sports injury and disease
research and proposed an athlete epidemiological research
report list extension [8]. The study provided a systematic
understanding of the causes of injury and disease in athletes
and developed protective measures accordingly. Li used data
fusion techniques to analyze and assess potential injury factors
in various sports and based on this, developed a dynamic chain
model for early warning of risk factors for sports injuries [9].
The study provides a reference for athletes to avoid and reduce
injury risk and guarantee normal training and competition, and
the authors also applied the research results to tennis training
and achieved scientific results. Chia and her research team
studied injury prevention in athletes from a social marketing
perspective and proposed a strategy to implement athlete injury
prevention efforts using a social marketing mix [10]. The team
analyzed in detail the useful features of the social marketing
mix, including elements such as product, price, and location,
and provided high-value recommendations on the
corresponding injury prevention programs. According to the
analysis results of the literature in the field of athlete injury
management, it is found that there is less research on the
balance between local and global search capabilities, and the
application of radial basis function networks in the field of
sports is also relatively lacking. This indicates that there is not
much research focused on automation and algorithm
applications in this field, and there is still large research space.
Therefore, the improved radial basis network is applied to
injury warning for marathon runners, hoping to bring
practically meaningful research results to these fields.

I1l.  RADIAL BASIS NETWORK-BASED PHYSICAL INJURY
WARNING ALGORITHM CONSTRUCTION FOR MARATHON
RUNNERS

A. Radial Basis Network Model for EDIW Optimization

Radial basis networks belong to feedforward neural
networks and have excellent approximation and global
optimization capabilities [11]. In addition, radial basis
networks have a simpler structure compared to other
feedforward networks and are therefore widely used in
approximation, classification, and regression problems [12].
The marathon runner physical injury warning algorithm is
based on a special radial basis network, and the topology of
this network and its difference from the ordinary radial basis
network are shown in Fig. 1.
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Fig. 1. Radial basis function network model.

Fig. 1(a) shows the structure of the ordinary radial basis
network. Fig. 1(b) shows the adopted special radial basis
network, which is based on nonlinear regression and is called
generalized regression network. The difference from the
ordinary radial basis network is that the hidden layer of the
generalized regression network is a two-layer structure, i.e., the
mode layer and the summation layer [13]. The mode layer is
activated using a radial basis Gaussian function, while the
summation layer performs direct and weighted summation of
the output values of the mode layer, respectively [14]. This
structure allows radial basis networks to optimize the warning
effect by eliminating the need to adjust the connection weights
and only changing the smooth factor to affect the activation
function of the mode layer [15]. Current particle swarm
optimized radial basis networks have received attention for
their stronger global search capability and computational
efficiency, and therefore damage warning algorithms also use
particle swarm optimized generalized regression radial basis
networks [16]. However, the global search and local
exploration capabilities of such optimization networks are
often not easily balanced, so how to adjust the inertia weights
of the algorithm and achieve the best balance is a key issue for
such networks [17]. In this study, an EDIW-based strategy is
proposed, and the operational flow of the radial basis network
model optimized by this strategy is shown in Fig. 2.

Population initialization

: - l - Fitness calculation
Particle position is mapped to
neural network T
l End iteration

Fitness calculation

Update of inertia weight, —|—>

particle position and velocity
? n=n+1

The new position is mapped
to the neural network

Meet the
conditions?

Recalculate fitness

Fig. 2. Operation process of EDIW optimized RBF network model.
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In this operational flow, the particle population is first
initialized and the positions of the particles are mapped to the
radial basis network. After that, the fitness is calculated and the
inertia weights and particle positions and velocities are
updated, and then the new values are mapped into the radial
basis network. The mathematical expression of the EDIW
strategy is shown in Eq. (1).

_ n(w(max) — o(min))
N (1)
In Eq. (1), M is the number of iterations of the neural
network, and N is the maximum number of iterations.

@(MaxX) zng @(MIN) 36 the maximum and minimum initial
inertia weights, respectively. According to the mathematical
properties of the EDIW expression, it is a linear function with
the decline as shown in Eq. (2).

w(n)

_ w(max) — w(min)
N 2)

LD

The LD in Eq. (2) is the weight reduction. The inertia
weights have two main roles for the motion damage warning
algorithm, one is to adjust the influence of the historical
velocity on the current velocity, and the other is to balance the
global detection and local search ability. Therefore, at the
beginning of the iteration, the inertia weights should decrease
at a faster rate to ensure that the particle swarm can search the
region where the feasible solution is located more quickly. At
the later stage of the iteration, the inertia weight decreases at a
significantly slower rate, thus limiting the step size of particle
updates, which allows the particles to increase their ability to
search for the optimal solution in the region of feasible
solutions. Based on this theory, an EDIW strategy based on
control parameters is proposed, as shown in Eg. (3).

Con*n

) * (w(max) — w(min)) + w(min)

A3)

In Eq. (3), CON s the control parameter whose value is
always greater than 0. The strategy adds this parameter to the
normal EDIW and uses it to change the drop in inertia weights.

The decrease is affected by the variables CON | o(max) g

w(mm)_ Provided that the maximum and minimum initial
inertia weights remain unchanged, the decrease in the weights

according to the change in CON is shown in Eq. (4).

w(n) =exp(—

exp(— m) * (w(max) — w(min)) * Con

|Acw(n,Con)| =

N )

In Eq. (4), Aao(n, Con) indicates how much the weight

decreases with CON_ The drop in weight becomes smaller as
the number of iterations goes up. Assuming n=N the

expression of |Aa)(n,C0n)| becomes Eq. (5).
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|Ac(n, Con)| = Con* (w(max) — w(min)) *exp(-Con) 5)
The derivative function analysis of Eq. (5) is shown in Eq.
(6).
>0 x<1
A'=exp(—-Con)(Con-1)s=0 x=1
<0 x>1

(6)

According to Eq. (6), when the value of the control

parameter is greater than 1, the decline of the weights gradually

converges to 0 with the increase of the control parameter. The
1

maximum value of the decline is e, when the value of the
control parameter is 1. So far the algorithm has achieved the
design of the inertia weights with the number of iterations. The
rate of decrease of the inertia weight decreases with the
increase of the number of iterations. At the beginning of the
iteration, the inertia weights are larger, which leads to the fact
that the particles will retain more of the historical velocity. It is
easy to see that the output results of the algorithm under this
model are greatly influenced by the control parameters, so the
values of the control parameters are important to ensure
accurate results. Depending on the number of iterations, the
selection of the control parameters also needs to satisfy

different conditions. When N =N , the control parameters must
be such that the inertia weights can reach or converge to
®(min)

.

, and the inertia weights at this time are shown in Eq.

w(n) — w(min)

exp(-Con) = w(max) — w(min)

(7

In this case, the inertia weights are taken as shown in Table

TABLE I. INERTIA WEIGHTS

Con 1 2 3 4 5 6 7 8 9 10

o(max)
=0.7 03 02 02 02 02 02 02 02 02 02
o(min) 84 65 33 09 04 01 o01 00 00 00
=0.2
®(max)
=0.9 04 02 02 02 02 02 02 20 02 02
o(min) 58 95 34 11 05 02 01 1 00 00
=0.2
o(max)
=0.7 04 03 03 03 03 03 03 03 03 03
o(min) 45 54 20 09 03 01 00 00 OO0 00
=0.3
o(max)
=0.9 05 03 03 03 03 03 03 03 03 03
o(min) 21 79 29 13 05 02 01 00 00 00
=0.3
®(max)
=0.7 05 04 04 04 04 04 04 04 04 04
o(min) 14 46 19 05 02 00 00 00 00 00
=04

When O <N <N the control parameters need to be taken
in such a way that the weights fall faster and then slower. In
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this case, the values of the control parameters can lead to large
differences in the drop curves of the inertia weights, and it is
necessary to test the drop curves with different parameter
values to determine the optimal parameter values.

B. Construction of Injury Influencing Factors Model and
Injury Warning Algorithm for Marathon Runners

Most sports injury events in marathon runners are not
triggered by a single factor, but by a plural number of
influencing factors acting together [18]. Therefore a correct
analysis of the influencing factors is the basis of the early
warning algorithm. According to the definition of sports
injuries, the risk factors that induce this type of injury can be
classified as internal and external factors [19]. Internal factors
refer to the physical condition of the athlete, including age,
muscle strength, injury history, etc. External factors are
environmental factors other than the athletes themselves,
including terrain, weather, etc. [20]. However, the model of
injury influencing factors from internal and external factors
only lacks comprehensiveness, so stimulus-triggering factors
were added as the third assessment dimension in the
influencing factor model. Stimulus-predisposing factors are
factors that amplify the likelihood of an athlete's injury while
internal and external influences remain unchanged. When an
athlete's internal or external influences are abnormal, the
athlete is judged to be an injury prone individual [21]. Injury-
prone individuals are significantly more likely to be injured in
marathon sports than non-injury-prone individuals and require
extra attention. When stimulus triggers are present, the
likelihood of injury increases and the risk is higher for injury-
prone athletes, at which point the algorithm needs to warn the
athlete and their team in a timely manner. This study compiled
injury-influencing factors for marathon athletes based on the
opinions of a panel of professional track and field players and
coaches, as well as a large number of actual situations in
competition, as shown in Fig. 3.

I

Comparison of left and right ‘ ‘

dimensions of thigh Skill ‘ ‘

Training load ‘

‘ Sports level ‘ ‘ Body balance ‘ ‘ Protection methods ‘ ‘ Subjective fatigue ‘

Injury history and recovery ‘ ‘

Replacement frequency of
situation

sport shoes ‘ Physiological function ‘

Foot arch shape ‘ ‘

‘ Joint stability and flexibility ‘ ‘

Strength comparison of front
and rear thigh muscle groups

Internal risk factors

menstrual cycle ‘ ‘ Weather and climate factors ‘ ‘ Mentality ‘

Whether the technical action

‘ Field ‘ ‘ B
is wrong

Stimulation and inducing

External risk factors
factors

Fig. 3. Influencing factors of injury and disease of marathon athletes.

After importing the injury influencing factors into the radial
basis network and training, the early warning algorithm is able
to determine the injury risk of marathon runners by the input
physical and other related information. The athlete's injury risk
is classified as low, medium or high. The algorithm does not
warn for low risk. For medium risk, the algorithm issues an
alert and indicates the source of the risk to the athlete and his
or her team. For high risk, the algorithm issues a warning and
strongly advises the athlete not to participate in the competition
or to take appropriate measures. The hidden layer activation
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function of the radial basis network is a Gaussian function,
whose mathematical expression is shown in Eq. (8).

(x) = _H
f; (x) = exp( = )
‘ 3

In Eq. (8), f,00 represents the output value of the ]
hidden layer node. X It is the independent variable and the

input to the network. “ is the center vector of the kernel

function of the J hidden layer node. Under this activation
function, the output of the radial basis network is shown in Eq.

Q).

yi= Za)u fj (x)
©)

In Eq. (9), Y7 is the output of the i th output layer node,

and “ is the connection weight between the | th and 1 th
hidden nodes. Since the position vector of each particle in the
radial basis network is composed of the function center,
function width and connection weights, these three elements
need to be defined [22]. First an error function needs to be
defined, as shown in Eq. (10).

2 (10)

In Eq. (10), M is the error function and B, is the error of
the input sample. The definition of the error is shown in Eq.
(12).

2
E, =4, —iwm eXp(—XZ;_(:j H )
= j (1)

Eg. (11) in dq represents the value of the desired type of
sample. The values vary according to the different athlete
injury risk levels, 1 and 2 for low risk, 3 and 4 for medium risk,
and 5 for high risk. According to the error function, the weights
of the radial basis network output cells are shown in Eq. (12).

oM (m)
0w,

wlj(m +1) = 2y (m)-n
j (12)

In Eq. (12), M+1 s the value after iteration and M

represents the current value of the individual variable. n
represents the learning efficiency. The radial basis network
implicit layer function centers are defined as shown in Eq. (13).

on(m)

%, (13)

¢;(m+=c;(m-7n

Eq. (13) in % is the center of the function. The width of
the function is defined, as shown in Eq. (14).
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oF (m+1) :aj(m)—naM—(m)

7 (14)

Finally, the fitness function of the radial basis network
needs to be defined. The fitness function uses the relative error
function between the actual output and the network output, and
its mathematical expression is given in Eqg. (15).

R K oy
ZZ(yrk. yrk)
= Y

R (15)

In Eq. (15), Yix represents the first I' output value of the

k output neuron, and Y is its actual value. R is the sample

size and K is the number of output neurons. In the practical
application of the physical injury warning algorithm for
marathon runners, it is first necessary to initialize the particle
population and map its position into the radial basis network.
After training, the radial basis network calculates the global
extremes of the particles. After updating the weights, the
particle fitness is calculated again and iterated continuously. If
the population fitness after iteration is better than the last one,
the iterated extreme value is used as the new extreme value.
Keep iterating until the global extreme value meets the fitness
filtering condition to output the prediction result.

IV. PERFORMANCE AND APPLICATION EFFECT TEST OF
PHYSICAL INJURY WARNING ALGORITHM FOR MARATHON
RUNNERS

The experimental hardware environment is a computer
system with 17 processor and 8G memory, and the
programming environment is PYTHON, and the experimental
procedure is to test the theoretical performance of the early
warning algorithm by simulating the environment and test data
set, and finally to conduct the practical application test by
using the data of real marathon runners' bodies and other
related factors. Since the performance of the proposed warning
algorithm is greatly influenced by the control parameters, the
optimal control parameters need to be confirmed first. The
inertia weight variation curves under different control
parameters are shown in Fig. 4.

The number of iteration steps of the radial basis network is
set to 1000 in Fig. 4, and the maximum and minimum initial
weights are 0.7 and 0.2, respectively. Fig. 4 illustrates that
smaller control parameters ensure that the inertia weights
change slowly at the beginning of the network iteration,
allowing the algorithm more space to find the ideal region
while larger control parameters enable the algorithm to arrive
at the minimum initial weight when it is iterating to the
maximum number of iterations. When the control weights are
above eight, the inertia weights drop too fast and reach the
lower bound at 400 iterations. And when the inertia weight is
less than six, the inertia weight decreases too slowly, and the
lower bound is still not reached by the maximum number of
iterations. In general, when the control parameter ranges from
6 to 8, the inertia weight decreases more satisfactorily. This
experiment takes the middle number 7 as the control parameter
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of radial base network. After completing the control parameter
setting, the simulation performance test of the warning
algorithm was started. Firstly, experiments were conducted on
the variation of the fitness function curve of the parameters
with the number of iterations. In order to compare and
determine the differences between the proposed algorithm and
the existing algorithms, a normal radial basis network, a
particle swarm optimized radial basis network and a linear
decreasing inertia weight (LDIW) optimized radial basis
network are used here as the comparison algorithms, and the
results are shown in Fig. 5.
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Fig. 4. Change of inertia weight under different control parameters.
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Fig. 5. Change of algorithm fitness function curve.

According to Fig. 5, it can be seen that the radial basis
network without any optimization has the slowest convergence
rate in terms of fitness, and the fitness that reaches stability
after convergence is 0.22, which is greater than the other
algorithms. The proposed EDIW optimized radial basis
network shows a convergence speed very close to the other two
optimized radial basis networks in the experiment and has the
smallest fitness function value, which is 0.13. The four
algorithms have the highest to lowest fitness function values in
order of radial basis networks; particle swarm optimized radial
basis networks, LDIW radial basis networks and the proposed
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algorithm. The results illustrate that the proposed early warning
algorithm has the smallest neural network training error and
shows the highest accuracy with negligible differences between
the convergence speed and similar optimization algorithms.
The next experiment trained the algorithm using time-series
data of injury influencing factors of marathon runners, and the
output obtained is shown in Fig. 6.

400 400
(|'H4 H — — Realvalue L (J — — Realvalue
¥ 30 i“lu‘hl |t g NOIWREE
'\'JH‘{HI'I\ :
£ 100} L g 10
& 1 Iw\/\llfl'uw\!‘/ | &
I S B
Time (day) Time (day)
(a) Real value (b) LDIW-RBF
400 400

— — Realvalue
EDIW-RBF

— — Realvalue
PSO-RBF

300
300

200 20

100

Sports ground weather index
Sports ground weather index

100

L L L L
0 5.0 160 léO 260 250 0 50 100 150 200 250

0
Time (day) Time (day)
(c) PSO-RBF (d) EDIW-RBF

Fig. 6. Output curve of algorithm in training.

In Fig. 6, Fig. 6(a) shows the actual values of the training
data; Fig. 6(b) shows the superimposed images of the output of
the radial basis network optimized by LDIW and the actual
values; Fig. 6(c) shows the superimposed images of the output
of the radial basis network optimized by particle swarm and the
actual values; Fig. 6(d) shows the superimposed images of the
output of the proposed algorithm and the actual values. It can
be seen that the weather index of the sports field in this dataset
reaches a maximum of 390 and a minimum of 11, showing an
overall trend of significant fluctuations followed by a decrease.
All three algorithms used in this session are able to restore the
trend of the real data, but some errors can still be observed. To
further compare the errors in a quantitative and visual way, the
error images of the three algorithms in this session were drawn,
as shown in Fig. 7.

In Fig. 7, Fig. 7(a) shows the error image of the particle
swarm optimized radial basis network; Fig. 7(b) shows the
error image of the LDIW optimized radial basis network; and
Fig. 7(c) shows the error image of the proposed algorithm. It is
not difficult to see that the training errors under all three
algorithms show a trend from large to small. Before the 80th
iteration, the error values of all three algorithms fluctuate more
drastically. Both the radial basis network with particle swarm
optimization and the radial basis network with LDIW
optimization show an error of more than 250. The maximum
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error of the proposed algorithm, on the other hand, is 235,
which shows an advantage in terms of the error maximum.
After the 80th iteration, the errors of all three algorithms
decreased significantly, indicating that the predictive stability
of the algorithms for the test data increased with the number of
iterations. The mean square error (MSE), root mean square
error (RMSE) and mean absolute error (MAE) of the three
algorithms in training were tested, and the three metrics of the
proposed algorithms were found to be 2.521, 0.129, and 20684,
which are the smallest among the three compared algorithms.
This represents that the error of the proposed algorithm is the
smallest of several algorithms. After completing the network
training and related experiments, the actual accuracy of the
early warning algorithm was further tested using real data sets,
and the test results are shown in Table II.
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Fig. 7. Error comparison of different algorithms.

TABLE Il.  ALGORITHM ERROR TEST RESULTS UNDER REAL DATA
Case number PSO-RBF  LDIW-RBF EDIW-RBF Actual value

1 224.34 223.14 234.75 231.50

2 247.48 245.87 236.61 223.00

3 241.01 250.63 241.11 281.00

4 247.00 248.47 241.75 215.00

5 249.63 246.33 239.07 247.00
Index \ \ \ \
MAPE (%) 8.796 8.213 7.598* \
MSE 6.846 5.268 4.996* \
RMSE 0.011 0.010 0.008* \

2 Note: "* indicates that the error of this item is the lowest among the three algorithms.

Table Il provides the error performance of the proposed
algorithm and the two compared algorithms with the real data
set and uses it to evaluate their actual accuracy. The proposed
algorithm exhibits an RMSE of 0.008, MSE of 4.996, and
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Mean Absolute Percentage Error (MAPE) of 7.598% in this
session. The three errors metrics of the proposed algorithm are
the lowest among the compared algorithms, which indicates
that the actual accuracy of the proposed algorithm is better than
the other two algorithms. This result further demonstrates the
feasibility of applying the improved EDIW to the particle
swarm radial basis function neural network, and its
optimization effect is higher than other similar algorithms.
Although the proposed algorithm has shown better
performance than similar algorithms in predicting injury and
illness factors in marathon runners, in reality most injury and
illness risk factors management in marathon runners is still
implemented by expert teams for human management. This
management approach has proven to be effective, but
consumes more human resources. Although the proposed
algorithm can save labor cost, its consistency with expert team
decision making still needs to be proven. Therefore, the
experiments were conducted using the same set of athletes and
race data, allowing the expert team and the algorithm to be
evaluated separately, and the results are shown in Fig. 8.

Fig. 8(a) shows the results of the radial basis network with
particle swarm optimization wversus expert team decision
making. Fig. 8(b) and Fig. 8(c) show the results of LDIW
versus the output of the proposed algorithm versus the expert
team decision, respectively. Although all three algorithms
agree with the expert decision results in terms of the trend of
the hazard level for different cases, only the hazard level
scoring results of the proposed algorithm agree with the expert
assessment by 100%. The agreement between the results of the
particle swarm algorithm and the expert assessment is only
20%, while the agreement between the LDIW optimization
algorithm and the expert assessment is 80%. This result
indicates that the judgment of the radial basis network with
particle swarm optimization has been very close to the
judgment of experts who have worked in the industry for many
years, which represents that compared to other algorithms, the
learning effect of the radial basis network with particle swarm
optimization is better, following the results of personal
judgment by the close person.
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Fig. 8. Comparison between algorithm output and expert evaluation results.
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V. CONCLUSION

To address the problems of lag and low automation in
modern marathon tele-mobilization injury management, this
study proposes a marathon athlete physical injury warning
algorithm based on particle swarm radial basis neural network
with EDIW optimization. The algorithm utilizes the EDIW
strategy to optimize the search process of the neural network to
ensure that the algorithm achieves an optimal balance between
global search and local search. The minimum fitness function
value of the proposed algorithm is 0.13, which is lower than
the values of particle swarm radial basis network and LDIW
radial basis network. In the training session of the neural
network, the MSE, RMSE, and MAE of the proposed
algorithm are 2.521, 0.129, and 20684, respectively, with lower
errors than other comparative algorithms. In the test with real
data, the MAPE of the proposed algorithm is as low as 7.598%,
while the MAPEs of the LDIW radial basis network and the
particle swarm radial basis network used as comparisons are
both above 8.1%. In the comparison with the expert group's
assessment, only the hazard score results of the proposed
algorithm reached 100% agreement with the expert assessment.
The experimental results demonstrate the practicality of this
injury warning algorithm and its ability to enhance the
automation of injury management for marathon runners.
Although the construction of this algorithm has been
successful, there are obvious limitations. Only when the
number of iterations is high enough, the negative impact of
parameter initialization of the proposed algorithm is small.
However, this will lead to a large amount of computation,
which leads to a high overhead of algorithm operation. In the
case of a low budget, this algorithm may be difficult to apply to
reality. How to reduce the computational complexity of the
algorithm while ensuring performance is the focus of future
research. In this regard, based on global optimization
algorithms, using algorithmic search to find the most
appropriate initial value, thereby reducing the amount of
computation, is a promising direction.

FUNDING STATEMENT

This research was supported by 2022 Youth Project of
Anhui Provincial Philosophy and Social Science Planning:
Research on the governance innovation of public service of
sports for the elderly in rural communities in Anhui Province
(Project No.: AHSKQ2022D132).

DATA AVAILABILITY STATEMENT

The datasets used and/or analyzed during the current study
are available from the corresponding author on reasonable
request.

CONFLICTS OF INTEREST
The authors declare no conflict of interest.

REFERENCES

[1] T. E. Andersen, M. W. Fagerland, and B. Clarsen, “Assessing the
cumulative effect of long-term training load on the risk of injury in team
sports,” BMJ Open Sport and Exercise Medicine, vol. 8, no. 2, 2022,
pp.1-20.

[2] W. B. Lian, B. H. Liu, and X. Q. Liu, “The backstepping control of
high-speed train speed tracking based on rbf neural network,”

26|Page

www.ijacsa.thesai.org



3]

[4]

[5]

[6]

[71

(8]

[9]

[10]

[11]

(IJACSA) International Journal of Advanced Computer Science and Applications,

International Journal of Electrical Engineering: Transactions of the
Chinese Institute of Engineers, Series E, vol. 28, no. 1, 2021, pp.35-42.

Z. Niu, P. Zhang, Y. Cui, and Z. Jun, “PID control of an omnidirectional
mobile platform based on an RBF neural network controller,” Industrial
Robot, vol. 49, no. 1, 2022, pp.65-75.

H. Wang, X. Zhou, and Y. Tian, “Robust adaptive fault-tolerant control
using RBF-based neural network for a rigid-flexible robotic system with
unknown control direction,” International Journal of Robust and
Nonlinear Control, vol. 32, no. 3, 2022, pp.1272-1302.

X. Lian, J. Zhang, L. Chang, J. Song, and J. Sun, “Test mass capture for
drag-free satellite based on RBF neural network adaptive sliding mode
control,” Advances in Space Research: The Official Journal of the
Committee on Space Research (COSPAR), vol. 69, no. 2, 2022,
pp.1205-1219.

L. Ye and P. Di, “Optimizing the regulation and control of sports injury
and fatigue of winter olympic ice and snow athletes based on injury
prevention,” Revista Brasileira de Medicina do Esporte, vol. 27, no. 2,
2021, pp.79-82.

X. Wang and Y. Guo, “Attribute reduction algorithm based early
warning model of sports injury,” Informatica, vol. 45, no. 5, 2021,
pp.561-657.

R. Bahr, B. Clarsen, W. Derman, and K. Chamari, “International
Olympic Committee consensus statement: methods for recording and
reporting of epidemiological data on injury and illness in sport 2020
(including STROBE Extension for Sport Injury and Illness Surveillance
(STROBE-SIIS)),” British Journal of Sports Medicine, vol. 54, no. 7,
2020, pp.372-389.

Y. Li, “Construction of intelligent campus tennis players' body data
monitoring and injury warning system based on data fusion,” Revista
Brasileira de Medicina do Esporte, vol. 27, no. spe2, 2021, pp.46-49.

L. Chia, C. W. Fuller, D. Taylor, and E. Pappas, “Mastering the topic,
the message, and the delivery: Leveraging the social marketing mix to
better implement sports injury prevention programs,” The Journal of
Orthopaedic and Sports Physical Therapy, vol. 52, no. 2, 2022, pp.55-
59.

D. Zhang, W. Feng, L. Wei, and X. Hu, “RBF neural network PID space
vector control of linear servo load simulator,” Mechatronic Systems and
Control (formerly Control and Intelligent Systems), vol. 48, no. 4, 2020,
pp.207-215.

[12]

(13]

[14]

[15]

[16]

[17]

(18]

[19]

[20]

[21]

[22]

Vol. 14, No. 4, 2023

J. Zhang, H. Sun, Y. Qi, and S. Deng, “Temperature control strategy of
incubator based on RBF Neural Network PID,” World Scientific
Research Journal, vol. 6, no. 1, 2020, pp.7-15.

W. Huang and Y. Yang, “Water quality sensor model based on an
optimization method of RBF Neural Network,” Computational Water,
Energy, and Environmental Engineering, vol. 09, no. 1, 2020, pp.1-11.

X. Peng, H. Yu, X. Zhu, and Y. Li, “Electro-hydraulic proportional
position control using auto disturbance rejection based on RBF Neural
Network,” Journal of Beijing Institute of Technology, vol. 30, no. 1,
2021, pp.121-128.

H. Liu, B. He, P. Qin, X. Zhang, S. Guo, and X. Mu, “Sea level anomaly
intelligent inversion model based on LSTM-RBF network,”
Meteorology and Atmospheric Physics, vol. 133, no. 2, 2021, pp.245-
259.

Q. Li, Q. Xiong, S. Ji, Y. Yu, and H. Yi, “A method for mixed data
classification base on RBF-ELM network,” Neurocomputing, vol. 431,
no. 1, 2021, pp.7-22.

J. Ostadieh and M. C. Amirani, “Introducing the hybrid ‘K-means, RLS’
learning for the RBF network in obstructive apnea disease detection
using Dual-tree complex wavelet transform based features,” Journal of
Electrical Bioimpedance, vol. 11, no. 1, 2020, pp.4-11.

C. Avinash, D. P. Loretta, Y. Heather, and E. Angelo, “Modeling time
loss from sports-related injuries using random effects models: an
illustration using soccer-related injury observations,” Journal of
Quantitative Analysis in Sports, vol. 16, no. 3, 2020, pp.221-235.

M. Edama, H. Inaba, F. Hoshino, S. Natsui, and G. Omori, “The
relationship between the female athlete triad and injury rates in
collegiate female athletes,” PeerJ, vol. 9, no. 4, 2021, pp.1-12.

C. J. Xie and L. Tian, “Application of Nano-Composites in the recovery
of sports ligament injury,” OMICS International, vol. 83, no. 4, 2021,
pp.235-242.

J. Sabol, C. Kane, M. P. Wilhelm, J. C. Reneker, and M. B. Donaldson,
“The comparative mental health responses between post-
musculoskeletal injury and post-concussive injury among collegiate
athletes: A systematic review,” International Journal of Sports Physical
Therapy, vol. 16, no. 1, 2021, pp.1-11.

J. Xi and H. Jiang, “Infrared multispectral radiation-temperature
measurement based on RBF Network.” Infrared Technology, vol. 42, no.
10, 2020, pp. 963-968.

27|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 14, No. 4, 2023

Classification of Hand Movements Based on EMG
Signals using Topological Features

Jianyang Lil, Lei Yangz, Yunan He3, Osamu Fukuda?

Mathematical Science Research Center, Chongging University of Technology, Chongging 400054, China®: 2:

3

Graduate School of Science and Engineering, Saga University, Saga 840-8502, Japan*

Abstract—Hand movement classification based on Electromyo-
graphy (EMG) signals has been extensively investigated in the
past decades as a promising approach used for controlling
upper prosthetics or robotics. Topological data analysis is a
relatively new and increasingly popular tool in data science
that uses mathematical techniques from topology to analyze and
understand complex data sets. This paper proposes a method
for classifying hand movements based on EMG signals using
topological features crafted with the tools of TDA. The main
findings of this work on hand movement EMG classification are
as follows: (1) topological features are effective in classifying EMG
signals and outperform other time domain features tested in the
experiments; (2) the O0-th Betti numbers are more effective than
the 1-st Betti numbers; (3) Betti amplitude is a more stable and
powerful feature than other topological features discussed in this
paper. Additionally, Betti curves were used to visualize topological
patterns for hand movement EMG.

Keywords—EMG classification; persistent homology; topologi-
cal features; betti curve

I. INTRODUCTION

Electromyography (EMG) is a bioelectrical signal gener-
ated by muscle cells, providing valuable information about
muscle activity that can be used to recognize hand move-
ments [1]. Over the past few decades, various techniques have
been developed to discriminate hand movements from EMG
signals [2], [3], [4], [5], and most follow a unified analysis
pipeline that involves preprocessing, feature extraction, and
classification. Feature extraction involves transforming raw
data into a feature vector that is later fed into a classifier. The
dimension of the feature vector is usually much smaller than
the raw data, which helps to reduce redundant data and prevent
learning from the curse of dimensionality [6], thus accelerating
learning speed and generalization steps. Therefore, choosing
the right features has a significant impact on classification
performance.

Previous studies have evaluated the ability of various
EMG features to recognize hand movements, which can be
categorized into time and frequency domains. Time-domain
features analyze EMG signals over time, and common ones
include mean absolute value (MAV) and root mean square
(RMS) [7]. Frequency-domain analysis involves measurements
that describe specific aspects of the signal’s frequency spec-
trum, with mean frequency and median frequency being two
useful features [8]. In addition, there are also end-to-end
learning models that try to learn a feature representation of
raw signals instead of using hand-crafted features [9], [10].
These models map the initial input to the final outputs directly,
making it difficult to classify features into a particular domain.

In this work, we introduce a new type of feature for
hand movement classification called topological features. The
primary method used in this study to extract topological
features falls in the field of topological data analysis (TDA).
TDA is an approach that extracts topological features and
describes the geometric shapes of datasets using techniques
from topology [11], [12], [13]. Topological invariants are
flexible and independent of metrics and coordinates, which
allows us to compare EMG data collected from various
wearing manners of EMG sensors. Additionally, topological
invariants characterize the overall features of datasets, making
topology-based solutions less sensitive to noise and enabling
the identification of EMG signal shapes despite countless
deformations [14]. For a point set in a Euclidean space, we
can obtain a filtration of simplicial complexes as the spatial
scale changes. The filtration of simplicial complexes provides a
multi-scale perspective to understand data. The most common
constructions of the filtration of simplicial complexes are
the Vietoris-Rips complex and the Cech complex [15], [16].
Persistent homology is proposed to measure the topological
features of data that persist across all scales. Since topological
features are detected over a wide range of spatial scales, it
is more likely to find true patterns of shape behind the data
rather than noise.

TDA has found applications across diverse fields, such
as material science [17], [18], biomolecules [19], [20], on-
cology [21], sensor networks [22], and data science [23].
Numerous TDA-based methods have been proposed for time
series analysis [24], [25], [26]. For example, Pereira and
de Mello developed a time series clustering approach using
topological features computed by persistent homology [27].
Khasawneh and Munch tracked the stability of stochastic
dynamical systems with TDA [28]. Gidea and Katz detected
market crashes with financial time series analysis using topo-
logical features [29]. Emrani et al. applied TDA for wheeze
detection in breathing sounds [30]. TDA has also been em-
ployed in ECG signal analysis, with Ignacio et al. identifying
Atrial Fibrillation using topological features [31] and Dlugas
detecting arrhythmias with topological methods [32].

This study presents a novel and effective method for
visualizing and recognizing hand movement EMG signals and
provides guidance for selecting hyper-parameters. The main
innovations of this work are as follows. First, our approach
does not rely on a specific embedding dimension and delay
to transform time series signals into point clouds for analy-
sis. Instead, we explored various combinations of embedding
dimensions and delays to determine the optimal values and
understand the relationship between classification accuracy
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and the embedding parameters. Secondly, a wide range of
topological features (Wasserstein amplitude, Betti amplitude,
landscape amplitude, and persistent entropy) were considered
from the perspective of entropy and amplitude to classify
EMG signals. The topological features derived from different
dimensions of homology groups were considered separately
and jointly. Finally, we pioneered the use of Betti curves
to visualize the topological structure of EMG signals. Betti
amplitude can be used as a metric to evaluate the difficulty in
distinguishing two hand movements using EMG signals.

To the best of our knowledge, this is the first work that
employs topological features for classifying hand movements
based on EMG signals. Our experimental results show that
the proposed topological features achieve higher accuracy than
other time-domain features for EMG signal classification. The
main contributions of this study are: (1) The information
conveyed by the 0O-th Betti numbers is found to be more
effective than that conveyed by the 1-st Betti numbers in
classifying EMG signals. Combining the O-th and 1-st Betti
numbers does not result in higher classification accuracy, but
instead yields a lower accuracy than using only the 0-th Betti
numbers. (2) Among the four topological features explored,
Betti amplitude, which is the Lo-metric between Betti curves,
is stable and effective in classifying EMG signals, with its
accuracy almost unaffected by the embedding dimension and
embedding delay. (3) Inspired by the effectiveness of the 0-th
Betti numbers in classifying EMG signals, we visualized EMG
signals of 53 types of hand movements using 0-th Betti curves
and clearly observed differences in the topological structure.

The rest of this paper is organized as follows: Section II
introduces the general approach for classifying EMG signals
using topological features, along with related concepts and
tools. Section III delves into the experimental aspects, address-
ing topics such as hyperparameter selection, topological feature
selection, and the effectiveness of topological features. Finally,
Section IV summarizes the study and highlights potential
directions for future research.

II. METHODS

This section will begin with a review of the fundamental
concepts and methods of TDA that are relevant to this work.
It will cover the concepts of simplex, simplicial complex, and
persistent homology. Additionally, it will introduce the notion
of a persistence diagram, which is one type of representation
used in persistent homology. The latter part of this section
will focus on the pipeline used to classify EMG signals. The
pipeline involves transforming the time-series EMG signal into
a metric space, followed by converting the metric space into
a topological space. From this topological space, topological
features are extracted and fed into classifiers.

A. Homology and Persistent Homology

The triangle is known to be one of the simplest geometric
shapes in the plane, and we can combine triangles into a more
complex shape. The simplex can be viewed as a generalization
of the notion of the triangle in any dimension. Specifically, a
p-simplex is a p-dimensional polytope which is the convex
hull of its p + 1 geometrically independent vertices in the
Euclidean space R". For example, a O-simplex is a point, a

Vol. 14, No. 4, 2023

1-simplex is a line segment, a 2-simplex is a triangle, a 3-
simplex means a tetrahedron, etc. A simplicial complex K in
the Euclidean space is a collection of simplices such that (1)
each face of a simplex of K is a simplex; (2) the intersection
of any two simplices of K is either empty or a common face
of them. Simplicial complexes provide discrete representations
for topological spaces.

Homology is one of the essential topological invariants for
describing the intrinsic properties of spaces. In this work, we
focus on the simplicial homology on simplicial complexes. Let
K be a simplicial complex. Let [F be a field. Denote C, (K ; F)
the [F-linear space genenrated by the p-simplices of K. Then
C.(K;F) is a chain complex with the boundary operator 0, :
Cp(K;F) = Cp_1(K;F) given by

p

6;,;[’[)(),’()1, . ,’Up] = Z(—l)i[vo, Ce 7’@‘7 e

=0

aUP]7 le

for any simplex [vg, v1, . . ., vp] of K, where v; means omission
of the term v;. For p = 0, we denote Jy = 0. Then the p-th
homology group of K is defined by

ker 0y,

H,(K;F) := Tm Gy0r” p>0.

The homology groups reflect the topological features of sim-
plicial complexes. The 0-dimensional homology group detects
the connected components of simplicial complexes, the 1-
dimensional homology group detects the loops while higher
dimensional homology groups detect higher dimensional voids
or cavities. In essence, homology detects “holes” in a simpli-
cial complex. Betti number, defined by 3, = dim H,(K;TF) is
the usual topological invariant to describe the information of
“holes”. The advantage of using Betti number to represent the
topology pattern of data is that it is more intrinsic and more
resistant to noise.

Persistent homology is the central method to detect the
topological features and describe the geometric shapes of high-
dimensional data in topological data analysis. The persistence
is intended to focus on the multi-scale information of data
sets. We build the persistent homology on data sets by a
filtration of simplicial complexes. Given a collection of points
in Euclidean space R"”, the Vietoris-Rips complex R. is the
abstract simplicial complex whose p-simplices are the sets of
p + 1 points which are pairwise within distance e [15]. The
Vietoris-Rips complex is the most frequently used filtration of
complexes constructed from a point set. Let K be a simplicial
complex equipped with a real-valued function f : K — R.
Then we have a filtration of simplicial complex {K.}. given
by K. = {0 € K|f(0) < €}. The (a, b)-persistent homology
of K with respect to f is defined by

a,b . ,_ a . b .
H*(K;F) = Im(H(K;F) — H(K;F)), p>0.

The (a,b)-persistent Betti number is given by ﬁg’b =
dimHg’b(K ;IF). There are two typical representations of
persistent Betti numbers, the barcode, and the persistence
diagram. The barcode and the persistence provide the visual-
ization of the persistent homology. See Fig. 1 as an example.
Consider a collection of points in a Euclidean plane R™. We
obtain a filtration of simplicial complexes as the parameter
e grows. When € = 0, the Vietoris-Rips complex R is the
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Fig. 1. A nested sequence of simplicial complexes as the radius increases.

simplicial complex of discrete points. By setting the sample
points as the circle center and setting the scale parameter € as
the radius of a circle, the filtration of simplicial complexes can
be constructed as follows: if two circles have an intersection,
then add a line segment between the two points (¢ = 1). If
three circles have intersections with each other, then add a
triangle among the three points (¢ = 2). Thus simplices are
added to the complex step by step, which generates a nested
sequence of simplicial complexes as the radius increases.
As the scale parameter grows, some generators come into
existence at some parameters while some generators disappear
at some parameters. The parameter that a generator « appear is
called the birth time of «, and the parameter that o disappears
is called the death time. The (birth, death) pairs are plotted
in a diagram called persistence diagram. Persistence diagram
provides a concise description of the topological changes over
all scale parameters.

B. Topological Features

Although persistence diagrams are useful descriptors of
data, they may not be suitable as input data for most machine
learning models due to the absence of a natural linear structure.
However, this limitation has been addressed through vectoriz-
ing persistence diagrams or using kernel methods. In this study,
we extract four types of topological features by vectorizing
persistence diagrams. These features have been successfully
employed in other work for time series analysis. The four
features can be categorized into two groups: entropy and am-
plitude. Entropy refers to persistent entropy, while amplitude
includes Wasserstein amplitude, landscape amplitude, and Betti
amplitude. The followings are the details of the topological
features.

(a) Persistent entropy: Persistent entropy is defined as the
Shannon entropy of the persistence diagram. In general,

the lower the persistent entropy is, the simpler the shape
of the data will be. Let D be a persistence diagram
and a = (by,ds) be a point in the diagram. Then, the
persistent entropy of D is defined as:

E(D) ::_Zpal()gpoc €))
aeD
where
dy — by
2

Po =77 7
ZaED(da - ba)

(b) Amplitude: The main idea behind amplitude is to partition
a diagram into sub-diagrams based on homology dimen-
sion, and use a metric to measure the distance of each
sub-diagram (or the derivative of each sub-diagram) with
respect to the diagonal diagram. The diagonal diagram
consists of only the diagonal line. Wasserstein ampli-
tude computes the p-Wasserstein distance between sub-
diagrams and the diagonal diagram, and it is defined as:

4, =2 > (da = ba)?)7

aceD

3

Landscape amplitude computes the L, distance between
persistence landscapes derived from sub-diagrams and the
persistence landscape derived from the diagonal diagram.
Betti amplitude, on the other hand, computes the L,
distance between Betti curves derived from sub-diagrams
and Betti curve derived from the diagonal diagram.
Persistence landscapes and Betti curves are two other
representations of topological signatures. In this study,
we only consider the case of p = 2.
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C. Time Delay Embedding

To compute persistent homology and extract topological
features from the 1-dimensional time series EMG signals, they
must first be represented in the form of a point cloud. This
can be achieved using the method of time delay embedding,
also known as Taken’s embedding. Given a 1-dimensional time
series X (t), its time delay embedding can be described as a
sequence of vectors in the following form:

Xi=[X(t;),X(t; + 7)., X(t; + (d—1D)7)] € RT  (4)

where d is the embedding dimension and 7 is the time
delay. Each vector is treated as a point in a d-dimensional
Euclidean space, and all vectors together constitute a point
cloud. There are two main parameters that need to be set in
time delay embedding: embedding dimension and time delay.
The embedding dimension determines the dimension of the
Euclidean space. A higher dimension means more information
is embedded in one single point, but it is harder to find patterns
from these points in a higher space. The embedding delay
determines how long a term of memory is embedded in one
single point. A longer term of memory means longer memory,
but the resulting data points lose the short-term memory and
local features. The selection of embedding dimension and
delay determines the topology of the embedded point clouds
and thus affects the classification results.

In most cases, EMG signals are collected from multiple
electrodes, making them multivariate time series. To apply time
delay embedding on multivariate signals, it is applied to each
channel separately, and each channel of an EMG sequence
corresponds to a point cloud. In our proposed method, we use
the same embedding dimension and time delay for all channels.
Considering a window of an n-channel EMG signal with the
shape of (m x n), where m is the length of the window, we
obtain n point clouds.

ITII. EXPERIMENTS
A. Dataset and Preprocessing Policy

The EMG dataset employed in our experiments is a
publicly accessible dataset called NinaPro DBS5 [33], which
records muscle activity using two Thalmic Myo armbands.
Each Myo armband is equipped with 8 electrodes, yielding
a total of 16 channels of EMG signals collected. The dataset
comprises 6 repetitions of 53 distinct movements (including
rest) performed by 10 intact subjects. The Thalmic Myo
already incorporates a 50 Hz notch filter, eliminating the need
for additional filtering [34].

Before feeding the EMG signals into classification models,
data preprocessing is necessary. To compare the results of our
proposed method with other benchmarks, we must maintain
consistency in data preprocessing. Thus, we followed the exact
procedure outlined in [34]. This process involves dividing each
detected repetition into 200-sample windows with an overlap
of 100 samples. Subsequently, each window is labeled with
its corresponding movement number. For training and testing
dataset splitting, repetitions 1, 3, 4, and 6 were used for train-
ing, while repetitions 2 and 5 were designated for validation.
Classification was performed on all 53 movements (including

Vol. 14, No. 4, 2023

rest). It is important to note that the rest movement’s sample
size is significantly larger than that of other movements, so
it was reduced to avoid dataset imbalance. Python served as
the programming language for conducting the experiment. We
employed various Python packages, including Risper [35] for
computing persistent homology and scikit-learn for building
classifiers.

B. Selecting the Best Embedding Delay and Dimension

As outlined in Section II-C, we employed time delay
embedding to transform time-series EMG signals into point
clouds in Euclidean space. Time delay embedding involves
two primary parameters: embedding dimension and delay.
The selection of these parameters defines the topology of
the embedded point clouds, which in turn influences the
classification accuracy. To determine the optimal values for
embedding dimension and delay in EMG classification, we
generated point clouds for each channel by applying the same
dimension and delay parameters, ranging from 2 to 10 and 1
to 9, respectively.

Subsequently, we calculated persistent homology on these
point clouds and extracted persistence diagrams. The 0-th
and 1-st Betti numbers were utilized to detect the number
of connected components and the number of independent
loops of simplicial complexes. This approach was chosen as
computing higher-dimensional Betti numbers can be highly
complex. Persistent entropy was then extracted as a feature
descriptor from the persistence diagram. For a single chan-
nel, persistent entropy is a 2-dimensional vector in a plane,
with coordinates corresponding to the 0 and 1-dimensional
homology groups. As illustrated in Fig. 2, the two hypotheses
being compared are labeled as Hy and H;. The dataset used in
this experiment contained recordings from 16 channels. When
persistent entropy was computed for each channel, both Hj
and H; were produced, each 16-dimensional. Concatenating
Hy and H; resulted in a single 32-dimensional feature vector.

The EMG data was classified using persistent entropy of
Hy, Hi, and their concatenation. Each feature was input into
a random forest classifier separately. The classifiers’ perfor-
mance was then evaluated to identify which feature yielded
the best results. Fig. 2 displays the classification outcomes.
The heatmap reveals the following findings: (1) The persistent
entropy of H; does not contribute any valuable information
for EMG signal classification and exhibits poor performance.
(2) Concatenating Hy and H; does not significantly enhance
classification accuracy. The highest classification accuracy
achieved in our experiment was 71.86%, obtained with an
embedding delay of 1 and a dimension of 6.

The optimal combination of embedding delay and dimen-
sion discovered in our previous experiment using persistent
entropy and the random forest classifier may not be entirely
convincing. Moreover, while the highest accuracy was attained
at dimension 6, it is unclear whether this dimension is sig-
nificantly better than dimensions 5 or 4, as the classification
accuracies are only marginally different. To gain further in-
sight into the effect of embedding delay and dimension on
classification performance, we conducted a second experiment.
Similar to the first experiment, we transformed the raw time-
series data into point clouds for each channel using dimension
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Fig. 2. Accuracy heatmap for various combinations of embedding delay and dimension.

and delay parameters selected from the range of 2 to 10 and
1 to 9, respectively, and computed persistent homology on
these point clouds. We then extracted four types of topological
features, namely persistent entropy, Wasserstein amplitude,
landscape amplitude, and Betti amplitude. For each type of
feature, we considered both Hy, Hy, and their concatenation.
These features were then fed into both SVM and random forest
classifiers for further analysis.

To explore the impact of embedding dimension on classifi-
cation accuracy, we first calculated the mean accuracy for each
embedding dimension across all delays and plotted the mean
accuracy curve in Fig. 3. In the legend of the first subfigure,
“entropy__hO_ rf” denotes using persistent entropy of Hy with
a random forest classifier, while “entropy_rf” denotes using
the concatenation of persistent entropy of Hy and H; with a
random forest classifier.

The figure reveals that: (1) The topological features of
H, provide no meaningful information for EMG signal clas-
sification and perform poorly, consistent with the conclusion
of the first experiment. The classification accuracy using the
topological features of Hy does not show a decreasing trend
with any classifier, and even continues to increase beyond
a dimension of 10 in the case of persistent entropy and
Wasserstein amplitude. (2) Concatenating topological features
of Hy and H; generally does not result in a positive effect.
The accuracy curve initially exhibits a rising trend, reaches a
peak, and then declines. This occurs because H; carries less
information and negatively impacts the concatenation of H
and H;. (3) Classification using Betti amplitude of H proves
effective and stable across all dimensions, while landscape
amplitude is not a useful feature, as the landscape amplitude
of Hy, Hy, and their concatenation did not yield acceptable
accuracy.

To examine the effect of embedding delay on classification
accuracy, we calculated the mean accuracy for each delay
across all dimensions and plotted the results in Fig. 4. Our
analysis reveals that: (1) For EMG signals, the classification
accuracy using any topological feature (except landscape am-
plitude, which is not effective) of Hj remains stable across
all delays, indicating that embedding delay has only a minor
influence on EMG signal classification. (2) When using the
concatenation of topological features of Hy and H;, accuracy
decreases as delays increase. This can be attributed to the
limited usefulness of the information carried by H;, which

can negatively impact Hy. However, classification using Betti
amplitude of Hj remains stable across all delays.

Fig. 3 shows that the accuracy using topological features
of Hy has a trend of increasing even beyond a dimension of
10. To further investigate this trend, we examined dimensions
ranging from 2 to 20, with an embedding delay of 1, as
delay has only a minor influence on classification results. The
classification results, shown in Fig. 5, reveal that: (1) Betti
amplitude remains stable even at higher dimensions, without
any significant decrease in accuracy. (2) For persistent entropy
and Wasserstein amplitude, the increasing trend becomes less
pronounced after dimension 10, and their accuracy converges
to a maximum value around dimension 12. (3) The highest
classification accuracy achieved is 73.93%, using Betti ampli-
tude of Hy at an embedding dimension of 3 and an embedding
delay of 1 with SVM.

In summary, choosing the appropriate delay and dimension
in time delay embedding and using Betti amplitude of Hj as
a topological feature can significantly enhance the accuracy of
EMG signal classification. The main findings of the experi-
ments are as follows:

(a) As the embedding dimension increases, the accuracy
improves, eventually converging to a specific value. Delay
has only minor effects on movement classification accu-
racy, so it can be simply set to 1. An exception is the
case of Betti amplitude, where the classification model
using Betti amplitude is robust to changes in dimension
and delay. The optimal choices for delay and dimension
for Betti amplitude are 1 and 3, respectively.

(b) Hy contains more meaningful information than H; for
EMG hand movement classification, regardless of the
topological feature used. Combining the topological fea-
tures of Hy and H; has negative effects on Hy and does
not enhance accuracy.

(c) Betti amplitude of Hj is the most effective and stable
topological feature for classifying EMG signals, as it is
robust to changes in dimension and delay and achieves
the highest accuracy. Persistent entropy and Wasserstein
amplitude are also good choices but require appropriate
selection of embedding dimension and delay. Landscape
amplitude is not an effective feature for EMG classifica-
tion.
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TABLE I. CLASSIFICATION ACCURACY USING TOPOLOGICAL FEATURES AND OTHER TIME DOMAIN FEATURES
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a
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Features Classifier Mean accuracy | Peak accuracy
Persistent entropy 73.02 73.12
Topological features Wasserstein amplitude 70.49 70.76
Landscape amplitude SVM 56.32 56.51
Betti amplitude 73.50 73.93
Time domain features RMS (Root mean square) 70.36 70.63
TD (Time Domain Statistics) 68.19 68.48
Persistent entropy 71.51 71.69
Topological features Wasserstein amplitude 71.69 72.07
Landscape amplitude Random forest 64.35 64.57
Betti amplitude 71.37 71.77
Time domain features RMS (Root mean square) 71.26 71.60
TD (Time Domain Statistics) 69.85 70.19
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Fig. 6. Betti curves of one sample randomly selected from each of three types of hand movements, respectively.

C. Compare to Other Time-domain Features

To evaluate the performance of topological features relative
to other feature types, we conducted an additional experiment
using two time-domain features: Root Mean Square (RMS)
and Time Domain Statistics (TS). RMS computes the root-
mean-square value for each channel and constructs a 16-
dimensional feature vector. In contrast, TS incorporates the
mean absolute value, number of zeros, number of slope
changes, and waveform length calculated from each channel
[36]. We separately fed these two feature types, as well as
the topological features with embedding delay and dimension
determined based on the findings from previous experiments,
into Support Vector Machines (SVM) and Random Forest for
movement classification. We repeated the training process 10
times and recorded the classification accuracies. The mean and
peak accuracy are displayed in Table I. Our results indicate
that topological features, with the exception of landscape
amplitude, outperform RMS and TS. Notably, the SVM model
employing persistent entropy or Betti amplitude achieved a
high accuracy of over 73%.

D. Visualize EMG Signals using Betti Curves

As previously mentioned, Betti amplitude is recognized
for its robustness to changes in dimension and delay, and it
has demonstrated the highest classification accuracy among
other topological and time-domain features. This suggests that
Betti amplitude may be better equipped to reveal the topology
of EMG signals. However, Betti curve encodes even more
topological information than Betti amplitude, as Betti ampli-

tude calculates only the Ly distance between Betti curves. As
a result, Betti curve can effectively differentiate topological
patterns of distinct hand movements. This has inspired us to
employ Betti curve for visualizing the topological patterns of
various hand movements. For instance, we have plotted Betti
curves of randomly selected samples from three types of hand
movements in Fig. 6. It is important to note that only the
0-th Betti number, which counts the connected components
in the topological space, is displayed in the figure, as we
have demonstrated that only the information of Hj is effective
in classifying EMG signals. The figure clearly illustrates the
distinct patterns of Betti curves in each channel for different
hand movements.

To gain a broader understanding of the topological patterns
for a specific type of hand movement, we calculated the
average Betti curve by taking the arithmetic mean of Betti
curves from all samples within that particular type of hand
movement. This offers a more accurate representation of the
general topological patterns for a given movement. By visu-
alizing the average Betti curves of various hand movements
in a single figure, we can easily observe the clear differences
in topological patterns among different movements. This is
demonstrated in Fig. 7, where the curve labeled “0” represents
the “rest” movement, which is the fastest curve that drops
to 0. This suggests that the topological space of “rest” has
minimal topological complexity. Defining a distance metric on
the average Betti curve could potentially aid in measuring the
difficulty of discriminating a movement from EMG signals.
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Fig. 7. The average Betti curves calculated for each of the 53 hand
movements based on all training samples.

IV. CONCLUSIONS

The goal of this study was to determine whether topological
features could enhance the accuracy of EMG signal classi-
fication for hand movements and contribute a methodology
to the analysis of bio-electrical signals. The main findings
of this study are as follows: (1) Topological features can
effectively classify EMG signals, achieving the highest classi-
fication accuracy of 73.93%, outperforming the other tested
time-domain features by nearly 2% in the experiment. (2)
Topological features of H, prove more effective than those of
H,. In general, higher embedding dimensions lead to increased
accuracy, while embedding delay has a smaller impact on
classification accuracy. (3) Among the four tested topological
features, Betti amplitude is the most stable, and we have
introduced Betti curves for visualizing the shape of hand
movement EMG signals. Future research will explore whether
these findings can be applied to other types of bio-electrical
signals.
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Abstract—In a cloud environment, software defined security
services are highly vulnerable to malicious virus attacks. In
response to software security issues, this project plans to use
machine learning technology to achieve automated detection of
software security services in a cloud environment. Firstly, study
the intrusion characteristics of software defined security services
in cloud environments based on piecewise sample regression, and
establish their statistical feature quantities. Then, using the
method of decision statistical analysis, achieve its fixed
identification. Finally, the intrusion characteristics of software
defined security services in the cloud environment are studied
and compared with the data in the cloud environment to obtain
its power spectral density. On this basis, machine learning
methods are used to extract features from software security
services in the cloud environment, in order to achieve the goal of
automatic extraction and optimization of software security
services in the cloud environment. Through simulation
experiments, the credibility of the proposed algorithm for
software defined security services in the cloud environment was
verified, and the attack characteristics of software defined
security services in the cloud environment were effectively
patched.

Keywords—Cloud environment; software; security services;
invasion; detection; machine learning

. INTRODUCTION

Software Defined Network (SDN) is a new network
innovation architecture first proposed by the Clean-Slate
research group of Stanford University in the United States. Its
design idea is to separate the data layer from the control layer,
in which the control layer is a programmable central controller,
which can obtain global network information, status, etc.,
which is convenient for operators and researchers to manage
and configure the network, and can deploy customized new
protocols. The data layer includes routers, switches and other
packet forwarding devices, which focus on providing simple
data forwarding functions and can quickly process matching
packets to meet the growing needs of users in the network.
SDN has a wide range of application scenarios, such as big
data analysis, cloud computing, Internet of Things, and car
networking. However, like traditional networks, the new
features brought by SDN architecture are also threatened by
cyber-attacks [1].

Network intrusion detection technology refers to
identifying and filtering abnormal traffic in the network
through effective technical means, which is the basic method to
ensure network security. Identifying abnormal traffic in time

and accurately can effectively reduce the impact of malicious
attacks on the network and users [2]. At present, machine
learning algorithm has attracted much attention in the field of
network security, and intrusion detection technology based on
machine learning has become a hot spot for researchers [3,4].
The study [5] proposes an intrusion detection system model by
using different machine learning algorithms for different
application scenarios. Autoencoder (AE) shows the advantages
of the algorithm based on unsupervised learning in the task of
feature extraction, feature reduction and classification, which
promotes the progress of network attack traffic detection. The
combination of automatic encoder and one-class support vector
machine (OCSVM) algorithm can improve the anomaly
detection rate and effectively reduce the training time of
OCSVM algorithm, thus improving the performance of
intrusion detection system. Therefore, it is of great theoretical
and application value to study machine learning SDN intrusion
detection technology based on automatic encoder and one-class
support vector machine. Effectively detect the intrusion data of
software-defined security service in cloud environment, and
combine the statistical feature analysis and feature extraction
methods of software-defined security service intrusion in cloud
environment to fix the features and collect samples of
software-defined  security service intrusion in cloud
environment. In research [6], an intrusion feature extraction
method of software-defined security services in cloud
environment based on blind balanced scheduling is proposed.
Combined with the backtracking control method of intrusion
nodes, the intrusion feature extraction of software-defined
security services in cloud environment is realized, which
improves the intrusion detection ability, but the optimization
control ability of this method is not good, and the real-time
performance of intrusion detection is not good. In study [7], an
intrusion feature extraction method of software-defined
security services in cloud environment based on spectral peak
correlation search is proposed, which combines the
autonomous positioning technology of intrusion nodes to
realize intrusion feature extraction of software-defined security
services in cloud environment, but the active optimization
ability of this method is not strong. The most important feature
of software-defined network is that it can program the network
behavior, but the original software-defined network
architecture is only limited to the programmability of the
control plane, and the function of its forwarding plane is still
limited by the fixed function hardware supported by the
equipment provider. P4 can instantiate customized pipelines
and stateful objects, support the implementation of complex
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workflows, user-defined protocols and finite state machines,
and use P4 switch to realize a reliable attack detection system
to protect edge node resources from malicious network attacks,
thus maximizing network utilization and effectively ensuring
service quality [8].

Aiming at the above problems, this paper proposes a
software-defined security service intrusion detection method in
cloud environment based on machine learning algorithm. The
statistical feature quantity of software-defined security service
intrusion characteristics in cloud environment is constructed by
using piecewise sample regression analysis method, and the
intrusion characteristics of software-defined security service in
cloud environment are fixed and identified by combining
decision statistical analysis method. Combined with the feature
fusion analysis method of classified intrusion samples, a big
data distribution model of software-defined security service
intrusion features in cloud environment is constructed, and the
power spectral density feature quantity of software-defined
security service intrusion features in cloud environment is
extracted. The machine learning algorithm is used to adaptively
optimize the extraction process of software-defined security
service intrusion features in cloud environment, so as to realize
automatic extraction and optimization of software-defined
security service intrusion features in cloud environment.
Finally, the simulation experiment analysis shows the superior
performance of this method in improving the intrusion feature
extraction ability of software-defined security services in cloud
environment [9].

Il. SOFTWARE-DEFINED SECURITY NETWORK INTRUSION
NODE DISTRIBUTION MODEL AND INFORMATION SAMPLING

A. Cloud Software Defined Security Network Intrusion
Distribution Structure Model

The data forwarding layer is located at the bottom of SDN
architecture, and contains thousands of interconnected switches,
which are responsible for forwarding data packets. If the
switch is damaged, the message flowing through the switch
will not be forwarded normally. In addition, the switch is the
direct entrance for end users to access the network, and
attackers can attack the switch by simply connecting to the
switch port. Man-in-the-middle attack is a typical network
intrusion method. Its main principle is to insert a proxy node
between the source node and the target node, intercept the
communication data, and tamper with the communication data
without being discovered. The specific attack methods of
man-in-the-middle attack include session hijacking, DNS
spoofing and port mirroring. Man-in-the-middle attack between
controller and switch is an ideal way to attack SDN network
[10]. It can intercept and tamper with the forwarding rules of
messages sent to switch, so as to control network forwarding.
After that, attackers can carry out further attacks, such as black
hole attacks. In addition, there may be no direct physical
connection between the controller and the switch, that is, the
data packet from the switch to the controller may pass through
several other switches, so in the man-in-the-middle attack, all
the switches and hosts directly connected to it on the
communication path can easily be converted into proxy nodes.
In order to realize the optimization of intrusion feature
extraction of software-defined security service in cloud

Vol. 14, No. 4, 2023

environment, it is necessary to construct a distributed sensor
model of software-defined security network in cloud
environment under intrusion. Combined with the distributed
design method of directed graph, blind forensics and intrusion
node location are carried out for intrusion feature extraction of
software-defined security service in cloud environment.
Combined with feature distributed sampling technology [5],
the intrusion node distribution model of software-defined
security network nodes in cloud environment is constructed by
using packet forwarding control technology, as shown in Fig.
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Fig. 1. Intrusion node distribution model of software-defined security
network in cloud environment.

In the software-defined secure network node distribution
model in the cloud environment shown in Fig. 1, when new
data traffic in the network enters the OpenFlow switch for the
first time, the OpenFlow switch will generate and process a
Packet_In message to the control plane. By looking at the
Packet_In message, the control plane will install the flow rules
(dropping, forwarding and enqueuing) into the flow table and
then send them to the OpenFlow switch. There is no
authentication mechanism in this communication process if
there is an incorrect traffic flow in the network [10].

Data plane refers to the interconnection infrastructure
composed of hardware or software-based devices, which have
basic packet forwarding functions, and these functions manage
the received packets according to the flow rules set by the
controller through the southbound interface. Each rule entry in
the flow table consists of three fields: operation, counter and
mode. The mode field defines the flow mode, and the flow
mode is basically a collection of field values in the packet
header. When a packet is received, the switch will search for a
rule matching the field in its flow table. Once the switch
matches such a rule, the counter of the rule will be incremented
and the operation corresponding to the specific rule will be
executed. Otherwise, the switch will inform the controller to
ask for help or directly discard the packet.

The control plane is an independent and logically
centralized server, also called the controller, which is used to
handle the flow table installation of forwarding rules and
monitor the status of data plane devices and links to integrate
the global network view. Its main purpose is to manage the
distributed forwarding devices of data plane in the network and
provide operators with a simpler API, namely the northbound
interface. SDN controller communicates with the switch
through southbound API, such as OpenFlow protocol, and has
a global view of the whole network topology. The originally
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designed OpenFlow protocol promotes the decoupling of
control plane and data plane. OpenFlow provides a southbound
interface for the controller to establish a secure communication
channel to manage forwarding device rules and receive status
updates. These rules are the operations (such as forwarding,
flooding and dropping) of the data packet determined
according to the header information of the data packet (such as
Ethernet /IP address and TCP/UDP port). The status includes
the information discovered by the link layer, and the data
packet and byte counters related to the flow table, which are
used to support the global network view on the control plane
[11].

The application plane is composed of a group of network
applications, which provides users with quick response and
various business requirements, such as network virtualization,
topology discovery, traffic monitoring, security, load balancing
and so on. The application communicates with the controller
through the northbound API, such as RESTAPI, and the
control layer provides the abstraction of physical network
resources for the application layer, which enables the user to
give the SDN controller other functions through the application
and change the data flow rules without reconfiguring all the
physical switches, so as to better manage and control the
network behavior.

Under the network structure of SDN, equipment suppliers
can focus on designing forwarding equipment for efficiently
processing data packets, and network operators can easily test
and deploy customized network management applications from
a higher abstract level [12].

B. Software-defined Security Service Intrusion Information
Sampling
Construct a node distribution model for extracting intrusion
characteristics of software-defined security services in cloud
environment, and use a binary directed graph to represent

G:(VE), and the

€2 n=12,.. . Construct a packet link forwarding
protocol for network intrusion, and design a node directed
graph model for network intrusion, and obtain a link
forwarding control protocol for software-defined security
services intrusion in cloud environment, which is expressed in
the following form:

node's intrusion location is

ytho-z
P =100 e Ty

7[ho- ]T

h[G-(n—k-1)y,] 1)

f(pi)z_TLiIog(l+ pi)

, by calculating the
cross-correlation coefficient between different categories of the
hidden layer, according to the priority E=EVEUE, of

connecting to the software-defined security service intrusion
node in the cloud environment, and combining with the
correlation detection method, obtain the statistical probability
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distribution statistics of the software-defined security service
intrusion neighbor node in the cloud environment as follows:

VE(K)= {8, BB L] BB
a €{0.,0<k <2°}

at+l_k

(2
Assume 2,8, €V , b,b, €V , for Sink nodes EHs())

and EHt(k) with software-defined security service intrusion
feature distribution in the cloud environment, learn quickly and
generalize the method, and get the associated feature quantity
of intrusion feature detection as follows:

T, =F.+F;’ -

According to the number of hidden layers of the structure,
the feature validity of node intrusion is analyzed, and the
reliability evaluation model of intrusion feature detection is

1
F.= P_

i1 thus the feature link distribution model of
software-defined security service intrusion nodes in cloud
environment is constructed. The hidden layer and the output
layer form a complete feature chain, which is expressed as

2
W(p)=G;p"-Cp+aT . which W(P) s a quadratic
function of the software-defined security service intrusion
feature link set SD in cloud environment. Combined with the
decision statistical analysis method, the intrusion feature of
software-defined security service in cloud environment is fixed

and sample identified, which improves the effectiveness of
feature extraction.

C. Information Sampling of Intrusion Characteristics

A big data distribution model of software-defined security
service intrusion characteristics in the cloud environment is
constructed by combining the classified intrusion sample
feature fusion analysis method, and the power spectral density
of software-defined security service intrusion characteristics in
the cloud environment is extracted, and the statistics of blind
forensics judgment of software-defined security service
intrusion characteristics in the cloud environment are obtained
as follows:

B[ 1-exp(-at )|, E[(eI)]> K

u(n) = ,
JiA [1—exp(—o¢2 [N ()] )} L e

(4)
Wherein, K is the decision threshold for successful

attack a1>0, @2 >O, Ao is the intrusion decision
thresholds for software-defined security network in cloud

1
0<p < 0<p, <—
environment, max When the root
mean square error of one- step attack in each variable set is

MSE = E[(e(n)[")] > K

satisfied as , take smaller a,
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and B, to sample the characteristic information of intrusion
characteristics. The fuzzy decision algorithm for sampling the
characteristic information of intrusion characteristics is
described as follows:

ROUTE 2 (Route Y= U Uit thO

V=V, ..V U,...U; 0 )
{
X= us+1"'ut+1; y= Vs+t"'Vt+l; 1(x,y)=9 ;

For each & , if(ui iVi) |(X1 Y)= |(X, y)+ei;

1(x,y) =3, & = firstselect(l (X, y)) v

While ( &
Set the success probability of feature extraction.

Y= YoiYnoYo,

Forwarding control protocol for variable sets form X to
Xx+e . x=x+e. I(X,y)=1(x,y)—¢ 4

}

According to the above algorithm design process, an
intrusion detection system ML-SDNIDS based on machine
learning is designed under the SDN network architecture. The
overall architecture is mainly divided into two parts: the
control plane and the data plane. The control plane is mainly
responsible for the feature processing of the data set, the
algorithm training of the intrusion detection model, the creation
of the flow table and the centralized management of the data
plane. The data plane is composed of multiple P4 switches
connected with each other, and is mainly responsible for
malicious traffic detection and packet forwarding decision. The
control plane uses the existing IDS data set in the network,
inputs the data set into the feature extraction module, and then
the feature extraction module processes the data packet to
effectively select the original features. Then the feature
mapping module selects the features with strong correlation,
and maps different features to the automatic encoder network.
The automatic encoder calculates the root mean square error
(RMSE) between the new data and the fitting data, and then
uses OCSVM classification algorithm to classify the RMSE to
realize anomaly detection.

I1l.  OPTIMIZATION OF INTRUSION DETECTION FOR
SOFTWARE-DEFINED SECURITY SERVICES

A. Fixed Handling of Intrusion Characteristics of
Software-defined Security Services

Intrusion detection system mainly includes three modules:
information collection, data analysis and emergency response.
The information collection module is the foundation of the
whole system, which mainly collects host log information,
network segment protocol datagram information and user
behavior status. The data analysis module is the core module of

Vol. 14, No. 4, 2023

the whole system, which mainly uses some means such as
statistics, pattern matching and anomaly detection algorithm to
quickly analyze the data collected in the information collection
stage and judge whether there is abnormal behavior in network
activities. The emergency response module is to take
corresponding protection measures in time to prevent further
damage when intrusion is detected in the previous stage.

The control plane uses the existing IDS data set in the
network, inputs the data set into the feature extraction module,
then the feature extraction module processes the data packet,
selects the effective features of the original features, then the
feature mapping module selects the features with strong
correlation, maps different features to the automatic encoder
network, and the automatic encoder calculates the root mean
square error (RMSE) between the new data and the fitting data.
Then, RMSE is classified by OCSVM classification algorithm
to realize anomaly detection, and the intrusion features of
software-defined security services in cloud environment are
fixed and optimized. This paper proposes an intrusion detection
method of software-defined security services in cloud
environment based on machine learning algorithm. The
statistical analysis model is adopted to construct the feature
spatial distribution structure model of software-defined security
service intrusion characteristics in cloud environment, and the
nonlinear time series of software-defined security service
intrusion characteristics in cloud environment is obtained as
follows:

%0 =% +X% ©)+X% )

©)
Wherein,
X 1) =D Pk (t—K) =D Ghots (t—K) + (1)
k=1 k=1 (6)
R =3 g W I (K)o %, (KT .
k=1 1=1 7

q 2
X0 == Oawy, - Wi Iy (t=K), -, &, = KT
k=1 1=1 (8)
When the intruder attacks the target network, combining
with the piecewise linear test method, the statistical

characteristics of software-defined security service intrusion
detection in cloud environment are obtained as follows:

DS :{(XO’ to)’(xl’ t1)’---’(Xi’ ti)"--} 9)

Combining machine learning and genetic evolution
methods, the feature set of software-defined security service
intrusion features in cloud environment is automatically
clustered, and the fuzzy fit degree of software-defined security
service intrusion feature detection in cloud environment is
obtained as follows:

O(LOF, (p)) = O(Ird, (p)) + O(N,_gist(p))
+0(Ird, (0; € Ny _igt(p)))

= O(m * n) (10)
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In the spatial distribution area of software-defined security
service intrusion characteristics in cloud environment, the
adaptive scheduling of software-defined security service
intrusion characteristics in cloud environment is carried out by
combining genetic evolution and statistical feature analysis
methods.

B. Automatic Extraction and Optimization of Intrusion
Characteristics of Software-defined Security Services in
Cloud Environment

Combined with the decision statistical analysis method, the
intrusion features of software-defined security services in cloud
environment are fixed and identified, and the process of
extracting intrusion features of software-defined security
services in cloud environment is adaptively optimized by
machine learning algorithm to realize automatic extraction and
optimization of intrusion features of software-defined security
services in cloud environment. The implementation steps are
described as follows:

Step 1. Constructing a nonlinear feature sequence

kk=12-,p

distribution  set and an information

| |
weighting coefficient Wi , Win of software-defined
security service intrusion features in a cloud environment, and
performing node initialization operation to meet the

requirements.

Step 2: Calculate the spectral density of the cluster head
node of the software-defined security service intrusion feature
chain in the cloud environment, and calculate the formula of
information sampling time delay in the storage space of the
software-defined security service intrusion feature in the cloud

* 6(p.d,q.d

Py fpd.ad)
environment. L+a-o(phal) construct the first route
detection protocol under network intrusion.

Step 3: Machine learning algorithm is used for optimization
control, and the coverage point set of intrusion feature
distribution is obtained.

Step 4: Reconstruct the intrusion characteristics of
software-defined security services in cloud environment in the
dimension distributed feature space, and get the structural
mapping output of the feature chain.

_ Vs
h[G-(N()-1Dy,]

Step 5: Using the fuzzy optimization control method, the
iterative formula of intrusion feature extraction is

p(I+1)=min(p_,Q (I+1))

the security service

Q)

. If the software defines
intrusion feature storage spectrum
. h #h Q@)>0
component gain value ' n the
cloud environment, the partial derivative of intrusion feature
location output is obtained:

e (1) and
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au, Gh 1
- = 2 ( _ﬂq)
op, Zhjpj+0' 1+y,
e (11)

Step 6: According to the improved machine learning
algorithm, the adaptive iteration is carried out until the
convergence criterion is met, the coverage of intrusion feature
distribution of software-defined security services in cloud
environment is calculated, and the intrusion feature is extracted
according to the coverage, and the end is over.

The implementation process of extracting and fixing
intrusion features of software-defined security services in cloud
environment is shown in Fig. 2.

Node i=Nmax (maximum
node number)

Selecting the optimal Nmax
parent nodes according to the
robust coefficient R

parent nodes is <N
(threshold)

Improved machine
learning algorithm

Write the selected Nmax parent
nodes into the routing table

A

Automatic intrusion
detection

h 4
End
Fig. 2. Flow chart of network intrusion detection implementation.

IV. SIMULATION EXPERIMENT ANALYSIS

In Matlab 7 simulation environment, the simulation
experiment of automatic extraction of intrusion characteristics
of software-defined security services in cloud environment is
carried out. Four P4 switches and four terminal hosts are
adopted. The four switches are connected with each other to
form a data forwarding plane, switch sl is connected with hosts
h1 and h2, and switch s2 is connected with hosts h3 and h4,
and the hosts can communicate with each other. The
configuration file describes in detail the network information
configuration of each host (such as IP address, MAC address
and default gateway), the configuration file path of P4 switch,
and the connection path between the host and the switch.
CIC-IDS2018 data set is dedicated to the analysis, testing and
evaluation of network-based intrusion detection systems. The
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data set is generated based on the creation of a user information
file, which contains abstract expressions of events and user
behaviors browsed by users in the network. The data set
contains seven different attack scenarios: Brute-force,
Heartbleed, Botnet, DenialofService(DoS), Distributed
Denialofservice (DDOS), Webattacks and Infiltration of
Modern WorkFrominside. The basic attack facility includes 50
computers as attack nodes, and the attack target includes 420
computers and 30 servers. The final data set includes the
captured network traffic and system logs of each machine, and
80 features extracted from the captured traffic using
CICFlowMeter-V3. The running environment of ML-SDNIDS
is shown in Fig. 3.

p4@ubuntu:~/P4/t
mkdir -p build pcaps logs
p4c-bm2-ss --pav 16 --p4runtime-files build/basic_nids.p4.pdinfo.txt -o build/ba
sic_nids. json basic_nids.p4
sudo python ../../utils/run_exercise.py -t pod-topo/topology.json -j build/basic
_nids. json -b simple_switch_grpc
Reading topology file.
Building mininet topology
IConfiguring switch s3 using P4Runtime with file pod-topo/s3-runtime.json

- Using P4Info file build/basic_nids.p4.pdinfo.txt...

- Connecting to P4Runtime server on 127.0.0.1:50053 (bmv2)...

- Setting pipeline config (build/basic_nids.json)...

- Inserting 8 table entries...

- MyEgress.swid: (default action) => MyEgress.set_swid(swid=3)

- MyIngress.ipv4_lpm: (default action) => MyIngress.drop()

- MyIngress.ipv4_lpm: hdr.ipv4.dstAd [ 32] => MyIngress.ipv4_forwa
rd(dstAddr=08:00:00

- MyIngress.ipv4_lpm: hdr.ipv4.dstAddr=['10.0.2.2', 32] => MylIngress.ipv4_forwa
rd(dstAddr=08:00:00:00:01:00, port=1)

- MyIngre v4_lpm: hdr.ipv4.dstAddr=['10.0.3.3', 32] => MyIngress.ipv4_forwa
rd(dstAddr=08:00:00:00:02:00, port=2)

- MyIngress.ipv4_lpm: hdr.ipv4.dstAddr=['10.0.4.4"',
rd(dstAddr=08:00:00:00:02:00, port=2)

MyIngress.ipv4_forwa

Fig. 3. ML-SDNIDS operating environment.

The fundamental frequency of software-defined security
service intrusion feature collection in cloud environment is
20KHz, the coverage range of software-defined security
service intrusion feature in cloud environment is 200*400, the
spectral feature detection of software-defined security service
intrusion feature in cloud environment is set to 12, the
normalized termination frequency of information collection is
0.68Hz, and the modulation frequency of intrusion information
detection varies between [120Hz and 1024Hz]. The intrusion
characteristics of software-defined security services in cloud
environment are extracted with signal-to-noise ratios of -5dB,
5dB and 20dB, respectively. CIC-IDS2018 data set is used.
Due to the limited experimental environment, some data sets in
CIC-IDS2018 total data set are selected for this test. The
statistical information is as follows, including the total number
of samples, the number of normal samples and the number of
abnormal samples in each sub-data set. According to the above
simulation environment and parameter settings, the intrusion
characteristics of software-defined security services in cloud
environment are extracted, and the original intrusion data
collection is shown in Fig. 4.

Taking the data collected in Fig. 4 as input, the intrusion
feature extraction of software-defined security service in cloud
environment is carried out, and the extraction result is shown in
Fig. 5.

From the analysis of Fig. 5, it is known that the intrusion
feature extraction of software-defined security services in
cloud environment by this method has strong detection ability
for the distribution of intrusion areas. The accuracy of different
methods for intrusion feature extraction of software-defined

Vol. 14, No. 4, 2023

security services in cloud environment is tested, and the
comparison results are shown in Table I. From the analysis of
Table 1, it is known that the intrusion feature extraction of
software-defined security services in cloud environment by this
method has high accuracy and good detection performance.

3

Amplitude/dB

L L L L L L L L L
04 0.5 0.6 0.7 0.8 0.9 1
t/ms

(a) Test sample.
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(b) Training sample.

Fig. 4. Time domain waveform of software-defined security service intrusion
characteristic sampling data.
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Fig. 5. Extraction results of intrusion characteristics of software-defined
security services in cloud environment.
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TABLE I. COMPARISON OF DETECTION PERFORMANCE
Iterations The _method in Neural ne_twork Block ma_tching
this paper detection detection
200 0.914 0.846 0.826
400 0.955 0.889 0.892
600 0.992 0.923 0.926
800 1 0.944 0.965

V. CONCLUSIONS

In this paper, the intrusion data of software-defined security
service in cloud environment is effectively detected, combined
with the statistical feature analysis and feature extraction
method of software-defined security service intrusion in cloud
environment, the feature fixation and sample collection of
software-defined  security service intrusion in cloud
environment are carried out, and the software-defined security
service intrusion forensics in cloud environment is realized
according to the sample categories of software-defined security
service intrusion in cloud environment. In this paper, an
intrusion detection method of software-defined security service
in cloud environment based on machine learning algorithm is
proposed. The statistical feature quantity of software-defined
security service intrusion characteristics in cloud environment
is constructed by piecewise sample regression analysis method,
and the intrusion characteristics of software-defined security
service in cloud environment are fixed and sample identified
by combining decision statistical analysis method. Combined
with the feature fusion analysis method of classified intrusion
samples, a big data distribution model of software-defined
security service intrusion features in cloud environment is
constructed, and the power spectral density feature quantity of
software-defined security service intrusion features in cloud
environment is extracted. The machine learning algorithm is
used to adaptively optimize the extraction process of
software-defined security service intrusion features in cloud
environment, so as to realize automatic extraction and
optimization of software-defined security service intrusion
features in cloud environment. The research shows that this
method has high accuracy in extracting intrusion features of
software-defined security services in cloud environment, good
reliability in network intrusion detection and strong ability in
fixing intrusion features.

Finally, under the software-defined network structure, the
control plane realized the intrusion detection model based on
the combination of automatic encoder and support vector
machine, and the data plane realized the intrusion detection
system based on machine learning with P4 programming
language. Feature extraction is carried out on the data plane,
and the packet features are classified in the matching action
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pipeline, and finally the decision classification of the packet is
realized in the export pipeline. The final experimental results
show that, in most cases, the accuracy of attack detection is
higher than that of ninety-seven percent. Although the packet
processing delay is increased by about five times, its efficiency
is still millisecond.
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Abstract—Data analysis is very important for the success of
any business today. It helps to optimize business processes,
analyze users’ behavior, demands etc. There are powerful data
analytics tools, such as the ones of the Hadoop ecosystem, but
they require multiple high-performance servers to run and high-
qualified experts to install, configure and support them. In most
cases, small companies and start-ups could not afford such
expenses. However, they can use them as web services, on
demand, and pay much lower fees per request. To do that,
companies should somehow share their data with an existing,
already deployed, Hadoop cluster. The most common way of
uploading their files to the Hadoop’s Distributed File System
(HDFS) is through the WebHDFS APl (Application
Programming Interface) that allows remote access to HDFS. For
that reason, the API’s throughput is very important for the
efficient integration of a company’s data to the Hadoop cluster.
This paper performs a series of experimental analyses aiming to
determine the WebHDFS API’s throughput, if it is a bottleneck
in integration of a company’s data to existing Hadoop
infrastructure and to detect all possible factors that influence the
speed of data transmission between the clients’ software and the
Hadoop’ file system.

Keywords—WebHDFS API; throughput analysis; data
analytical tools; Hadoop Distributed File System (HDFS)

. INTRODUCTION

Data analysis is a key point for success of any business
organization. It allows companies to extract knowledge from
the data they gather, to optimize their business processes and
operations, to predict future failovers and to determine the right
moment of maintenance. In general, users and clients are
source of enormous amount of data. Companies can use these
data to analyze users’ behavior [1] and anticipate their
demands. So, the analysis of any type of data can provide a
significant competitive advantage of the company over rival
businesses.

However, data analysis is a complex, time-consuming and
computationally intensive task. Data analytics tools are usually
either expensive or requires multiple high performance servers
to run together with highly qualified IT experts to install and
support them. This, of course, is not affordable for small and
especially start-up companies. Fortunately, they can still use
big data analysis tools, like the ones provided by the Hadoop’s
ecosystem, by hiring them as services “on demand”. The “on
demand” business model is a modern trend for hiring web-
based (cloud-based) services and paying per request, rather
than buying own expensive software and hardware. It provides
maximum scalability and flexibility. According to it
computing resources are always available on the Internet and a
company can use as many resources as it needs at the moment,
while paying as much as it consumes.

Using remote data analytics services however, requires that
the company share its data with the service provider [2]. In
case big data analytics tools, being provided, are part of the
Hadoop ecosystem, they will read the data from the “Hadoop
Distributed File System” (HDFS). Although there are several
ways to copy data to remote HDFS [3], the most preferable one
is through the WebHDFS Application Programming Interface
(API). It allows third-party applications to connect to remote
HDFS file system and write/read files to/from it. As we are
considering big data analysis, the amount of data being
transferred is supposed to be large enough, so the WebHDFS
API’s throughput plays an important role in integration of a
company’s data to the Hadoop service provider. Other ways of
data integration are reviewed in [4],[5],[6],[7].[8] and [9].

The aim of this work is to perform a series of experimental
analyses to determine the WebHDFS API’s throughput; if it is
a bottleneck in integration of a company’s data to existing
Hadoop infrastructure; and to detect all possible external
factors that influences the speed of data transmission between
the clients’ software and the WebHDFS API of existing
Hadoop cluster.

The paper is structured as follows: Section Il reviews some
previous work done by other researchers. Section 111 describes
the experimental system’s architecture and the experimental
setup in details. Section IV analyzes and discusses obtained
experimental results. Finally, Section V ends the article with a
conclusion, outlining and summarizing all key observations
authors noticed during the experimental analysis.

Il.  RELATED WORK

HDFS allows management of large volumes of data using
commodity items. This reinforces the need to provide robust
data protection to facilitate file sharing in Hadoop, as well as
having a trusted mechanism to verify the authenticity of shared
files. This is the focus of [10], where the authors' attention is
directed to improving the security of HDFS using a
blockchain-enabled approach (hereafter referred to as
BlockHDFS). User connects to the WebHDFS REST API,
through which all data retrieval and modifications are
implemented. In BlockHDFS, the blockchain is responsible for
storing the file metadata. The costs incurred in storing HDFS
file metadata on the blockchain are twofold. First, the
WebHDFS API must read a file's metadata from HDFS as a
hash value. Second, additional operations are required to store
the metadata in the blockchain. However, since the metadata
size is typically small, such overhead will neither introduce
high latency for HDFS operations nor require a large amount
of disk space for blockchain storage. The paper proposes a new
approach to introduce blockchain (and more specifically,
Hyperledger) to improve the security of the HDFS ecosystem.

44|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Paper [11] discusses one of the most significant challenges
of next-generation big data federation platforms, namely the
access control in Hadoop systems. The paper critically
analyzes and explores security limitations in Hadoop systems
and presents a tool called “Big Data federation access broker”
to address eight major Hadoop security limitations. To validate
the performance of the broker, authors have conducted a set of
experimental studies on a real Hadoop cluster. They made a
comparison between read and write operations, performed
through WebHDFS, in two cases - without using any security
measures (pure WebHDFS access) and when using the authors'
proposed broker model for accessing the big data. Performance
analysis of operations executed over WebHDFS with files of
various sizes was done as well.

Authors of [12] discuss the design of a data transfer service,
called Stargate, to address the challenges of large data transfers
over a WAN. Stargate implements a content-addressable
protocol and multi-layered caching to cope with these
challenges. It uses a novel approach that localizes computation,
cache, and transfers to achieve efficient data access in cluster
computing. Stargate is evaluated experimentally by comparing
its performance with two widely used Hadoop data access
methods - DistCP and WebHDFS. DistCP is a built-in Hadoop
data delivery tool. DistCP preorders data, while WebHDFS
provides data access on-demand. The elapsed times of three
Hadoop benchmarks that have different 1/0O workloads were
compared to evaluate efficiency. Experiments show that
Stargate over WAN has comparable performance to HDFS
running on a LAN. It also has lower overhead than WebHDFS,
which is widely used for remote access to data from Hadoop
clusters.

Apache Spark uses a cluster of compute-optimized servers
on which the execution modules run, and a cluster of servers,
optimized for performing storage operations and hosting the
HDFS data. However, the network transfer from the data
warehouse to the computing cluster becomes a serious obstacle
for big data processing. Near-data processing (NDP) is a
concept that aims to ease the network load in such cases by
offloading some of the computing tasks to the storage cluster.
Rachuri et al. present an architecture and basic principles of
implementation of an NDP system for Spark [13]. HDFS can
be configured to add redundancy by copying the same blocks
of files across multiple data nodes to improve fault tolerance. It
also provides an APl - WebHDFS. In the proposed
implementation, the authors take advantage of the replication
factor to increase the number of data nodes that can perform
operations related to offloading the computational tasks and
intercept the WebHDFS communication between the client and
the data node to perform NDP operations. Simulation results
and experiments conducted on the developed prototype show
that SparkNDP can help reduce the execution time of Spark
queries compared to both - the default approach of not
directing any tasks to the repository, and the direct NDP
approach to offloading all tasks to the repository.

High Performance Computing (HPC) and Big Data are two
trends that are starting to converge. In this process, aspects of
hardware architectures, system support, and programming
paradigms are revisited from both perspectives. The authors of
[14] present their experience on this path of convergence. They
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propose a framework through which some of the programming
problems, arising from such integration, are solved. An
integrated environment has been developed that integrates: (1)
COMPS, a programming environment for developing and
running parallel applications for distributed infrastructures; (2)
Lemonade, a data mining and analysis tool; and (3) HDFS, the
most widely used distributed file system for big data. In order
to implement the integration between COMPS and HDFS,
aspects of the available techniques for communication between
external applications, in particular those written in Java and
Python, and HDFS are considered. HDFS provides interfaces
through a direct Java API, a command-line interface (CLI), a
REST API (WebHDFS), and a C API (libhdfs). The proposed
solution provides processing of large data transfers, with access
to low-level functions.

WebHDFS allows users to connect to HDFS from outside
the Hadoop cluster, which is especially useful when an external
application needs to load data into or out of HDFS or work
with the data stored in HDFS. WebHDFS also supports (for all
HDFS users) operations such as reading files, writing to files,
creating directories, changing access permissions, renaming,
etc. The WebHDFS API is used for two functions in [15]: 1)
after server-side processing is complete, this data is stored in
HDFS via the WebHDFS API; and 2) when the created final
data for visualization in raw text format is requested by clients,
the data is passed to them via the WebHDFS API.

A system architecture combining the “IP multimedia
subsystem (IMS)” platform and the Hadoop system used in the
distributed storage of the IMS service resources is proposed in
[16]. The result is a manageable Hadoop-based data center for
telecommunication service providers. Interoperability between
different systems is achieved through RESTful web services.
The WebHDFS API is used to allow services to interact with
HDFS, while the Oozie Web Services API is used for the
compute service. The conducted tests prove the availability,
scalability, and reliability of the proposed system.
Experimental results show that system performance is
improved, especially in terms of disk space utilization and
system throughput.

Although HDFS works well with medium-sized and large
files, its performance seriously degrades in case of multiple
very small files. To overcome this shortcoming, the authors of
[17] propose a system to improve the performance of HDFS
using a distributed full-text search system. By indexing each
file's metadata, such as name, size, date, and description, files
can be quickly accessed through efficient metadata searches.
Additionally, by consolidating many small files into one large
file to be stored with better space and /O efficiency, the
negative performance impacts caused by directly storing each
small file separately are avoided.

HDFS is a widely used open-source scalable and reliable
file management system designed as a general-purpose
distributed file storage solution. WebHDFS is a service for
accessing data stored and maintained in HDFS. It runs on all
nodes in the Hadoop cluster and provides a REST interface for
data access. Unlike other file systems or data transfer tools,
WebHDFS detects the layout of data blocks stored in HDFS.
Using this block information, clients can directly access the
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HDFS node (data node) on which the data is stored. This not
only reduces data access latency, but also provides load
balancing of data access requests. This motivated the authors
of [18],[19],[20] to investigate the performance of HDFS in
remote data access.

I1l.  EXPERIMENTAL SETUP

To study the throughput of the WebHDFS API, a testing
client must be developed to access the interface in both read
and write modes. The client, for the current experiment, has
been implemented in the php programming language. It uses
the open source library PHP-Hadoop-HDFS [21], implemented
and maintained by Aleksandr Kuzmenko. It is a wrapping
library that does not do any specific data processing, but just
composes the necessary HTTP requests to access the
WebHDFS API. The access itself is done through the cURL
(client URL library) library [22], distributed together with the
php interpreter. The WebHDFS API could be accessed without
PHP-Hadoop-HDFS library, but it facilitates the access, since
the library frees the programmer from having to know the
WebHDFS API itself. Instead, the programmer should only
know the methods that the library implements and their input
arguments. The architecture of the experimental system is
presented on Fig. 1.

When performing the experiments, several key parameters
should be monitored: total time; upload speed; download
speed; bytes uploaded; bytes downloaded; and response HTTP
code. Fortunately, all of these, together with many more
parameters, are measured by the cURL library itself.

The throughput of the WebHDFS API is not the only
limitation factor. The network speed is important as well, even
more important. Even if the API itself allows the transfer of
hundreds of megabytes per second, if the user's Internet speed
is slow, then the API’s throughput does not matter at all.
Therefore, experiments should be performed from different
type of computer networks:

1) Internet- This is the most important experiment, as this
is the most realistic scenario for accessing the Hadoop cluster.
Most likely, the greatest limitation factor will be the Internet
connection speed.

PHP Interpreter

HTTP

q S —
Library

1

PHP-Hadoop-HDFS
Library

cURL Internet / www

Experimental
Application

Local File System Eﬁj
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2) Corporate LAN of the service provider: This
experiment is important in case of a large company, having
multiple offices, maintaining its own Hadoop infrastructure
and MAN network between the different locations.
Experiments could be done at multiple network speeds - 1
gbit/s and 100 mbit/s seem to be the most realistic speeds for a
company’s MAN.

Although writing to HDFS is more important than reading,
both operations will be tested. Writing is more important since
company’s data should be saved to HDFS, before being
analyzed by the Hadoop’s data analytical tools. So, the data
flow direction in general will be from the company to the
Hadoop cluster. However, reading is also useful.

Experiments have been conducted with small, medium-
sized and large files which are generated with the Windows’
fsutil application. They contain only zeros (i.e. no meaningful
information). Since we are making performance experiments,
the content of the files does not matter at all, but their exact
size does. It is important that their size can be precisely
controlled.

The Hadoop cluster consists of 1 name node (2 x Intel
Xeon Silver 4110, 32 total threads, 64 GB RAM) and 9 data
nodes (Intel Xeon E-2124, 16 GB RAM). Servers are
connected through 24 Port Gigabit switch HPE OfficeConnect
1820.

The experimental application, developed in php, runs on a
laptop computer (Intel i7-7500U, 12 GB RAM) for all
experiments in all types of networks. Using the same laptop for
all experiments is intentionally done in order to ignore the
influence of the client’s hardware.

The access from the client to the WebHDFS API is done
through the:

1) Internet — the access is done from a laptop computer,
connected to a home router. According to the subscription, the
guaranteed Internet speed is 80 mbit/s.

2) University of Ruse’s campus network — the access is
done from the same laptop, connected to any point of the
university’s campus-wide 100 mbit/s network.

3) 1 gbhit/s cluster’s switch — the laptop is connected
directly to the 1-gigabit switch of the Hadoop cluster.

Hadoop Cluster

HTTP
WebHDFS API

!

Hadoop Distributed
File System (HDFS) Eﬁj

Fig. 1. Architecture of the system for experimental study of the WebHDFS API’s throughput.
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IV. EXPERIMENTAL RESULTS

A. Writing Data to HDFS

As previously mentioned, when integrating a company’s
data to an existing Hadoop cluster, writing/saving files to
WebHDFS is the most important operation. So, it is tested with
priority.

Experiments started with small to medium-sized files from
10 to 100 MB, with a step of 10MB. Results are presented on
Fig. 2. They show almost constant write speed when
WebHDEFS is accessed from the Internet and the university’s
campus-wide 100 mb/s network. The transfer speed almost
reaches the network’s capacity — with the 80 mbit/s Internet
connection, the achieved speed is around 60 mbit/s, while
within the 100 mbit/s campus-wide LAN, we achieve
sustainable transfer of 85 mbit/s.

When the laptop is connected directly to the cluster’s
gigabit switch, the writing speed is times higher and is
increasing with the increase of the file size.

Since the API supports high-speed data transfer, we
decided to go further and experiment with medium-sized files,
from 100 to 300 MB with step of 50 MB, and large files from
500 to 1500 MB with step of 500 MB. Results are shown on
Fig. 3 and 4 respectively. For larger files, upload speed
becomes constant (about 800 mb/s) for the gigabit network as
well. That proves the WebHDFS API supports very high
writing speeds and could not be considered as bottleneck in the
integration architecture. Most probably, the API just saves the
incoming data to the HDFS file system without applying any
complex processing on them.

As known from everyday usage of computer network and
different types of file transfer, copying single large files is
much more efficient than copying multiple smaller files. There
are objective reasons for that, including metadata overheads.
So, it is worth testing how much slower uploading multiple
smaller files will be in respect to a single large file, having the
same total size.

Three experiments have been performed with single large
files of 100 MB, 200 MB and 300 MB, and 10 x 10 MB, 20 x
10 MB and 30 x 10 MB. The size of the single large file
exactly matches the total sum of bytes of the respective many
10 MB files. Results are presented on Fig. 5. Expectedly,
uploading a single large file is faster than uploading many
smaller files, having the same total size as the large one.

Write speed to WebHDFS, in mbit/s

10MB 20MB 30MB 40MB 50MB 60MB 70MB 80OMB 90MB 100 MB
—8—|nternet 57 60 57 58 58 58 58 59 58 59
LAN, 100 mb/s 89 75 79 83 81 84 84 82 82 85
—8—LAN, 1gb/s 386 556 611 654 680 696 710 742 748 748

Fig. 2. Write speed to HDFS via the WebHDFS API with relatively small
file sizes - from 10 MB to 100 MB.
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Write speed to WebHDFS, in mbit/s

100
0
100 MB 150 MB 200 MB 250 MB 300 MB
=& |nternet 59 58 58 58 58
LAN, 100 mb/s 85 84 84 84 85
—#=_AN. 1 gb/s 748 766 770 785 787

Fig. 3. Write speed to HDFS via the WebHDFS API. File sizes from 100
MB to 300 MB. Write speed is constant, independent on the file size.

Write speed to WebHDFS, in mbit/s
500

800 .
700
600
500
400
300
200
100
0 500 MB 1GB 1.5GB
=@ |nternet 59 58 58
LAN, 100 mb/s 84 85 84
—#—LAN, 1gb/s 792 781 807

Fig. 4. Write speed to HDFS via the WebHDFS API. File sizes from 500
MB to 1500 MB. Write speed is still constant, although files have got very
large.

Time to write data through WebHDFS, in seconds
32.00

27.00 -

P o
~
-
22.00 —
/;//
17.00
.,'/‘
12.00 F
~
7.00
100 MB 200 MB 300 MB
—e—Single large file 9.26 18.39 27.58
-s—Many 10 MB files 9.65 19.38 29.02

Fig. 5. Time to write data (single large file or multiple small files) to HDFS
via the WebHDFS API.

B. Reading Data from HDFS

Although reading data from HDFS is less important
operation when integrating a company’s data to existing
Hadoop cluster, a series of experiments will be done by using
the files, already uploaded to the HDFS through the WebHDFS
API. The same client is used, as in the previous experiments
for writing data, and runs on the same laptop computer as well.
Results are shown on Fig. 6 (for files 10 to 100 MB), Fig. 7
(for files 100 to 300 MB) and Fig. 8 (for files 500 to 1500
MB).
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Read speed from WebHDFS, in mbit/s

800
700
00 /\’\’\\‘
500
400
300

200
100
10MB 20MB 30MB 40MB S0MB 60MB 70MB 80MB S0OMB 100 MB
Internet 156 166 163 173 172 167 165 163 148 137

LAN, 100 mb/s 65 67 66 66 62 66 66 66 65 66
== _LAN, 1 gb/s 521 687 642 664 613 637 563 529 510 485

Fig. 6. Read speed from HDFS via the WebHDFS AP with relatively small
file sizes - from 10 MB to 100 MB.

Read speed from WebHDFS, in mbit/s

500

400 \

200

100

100 MB 150 MB 200 MB 250 MB 300 MB
Internet 137 137 126 115 112
LAN, 100 mb/s 66 64 62 61 59
—#=—LAN. 1gb/s 485 388 302 282 257

Fig. 7. Read speed from HDFS via the WebHDFS API. File sizes from 100
MB to 300 MB. On high-speed networks, read/download speed is decreasing
with increasing the file size.

Read speed from WebHDFS, in mbit/s
200
180
160
140
120

100

80 .\
60 .

40
20

500 MB 1GB 1.5GB
Internet 102 61 49
LAN, 100 mb/s 55 43 37
—8=LAN, 1gb/s 172 84 60

Fig. 8. Read speed from HDFS via the WebHDFS API. File sizes from 500
MB to 1500 MB. Read/download speed is decreasing with increasing the file
size on all networks.

In contrast to the constant writing speed however, the
reading (download) speed rapidly falls with increasing the file
size — significantly noticeable for the high-speed 1 gbit/s
connection. The initial suspicion/assumption was this decrease
of the reading speed is related to the higher number of packets
that the large files consist of. There is a sense in that — since
larger files contains many more packets, more time may be
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required to reconstruct the file from the higher number of
packets. To test if the assumption is correct, the experiments
have been repeated with measuring not just the total time, but
transferring time and file saving time separately.

Results show that the transferring time, without the time
needed to save the file within the local file system is
commensurate with the total time. And time needed to
reconstruct and save the file is actually very small and does not
depend on the file size. So, the assumption is wrong. Since the
communication between the client and the WebHDFS API is
handled by the cURL library, distributed with the PHP
interpreter, then the cause of the reading speed decrease could
be either the cURL library itself or the API. To determine
where the problem is, the WebHDFS API should be accessed
in another way. It could be accessed directly through a
browser, but it is not very convenient. Other tools like Postman
or Rester are not very suitable as well, since they do not
measure times. The cURL library however is not developed
specially for PHP, but it is an open source project ported to
almost any programming language. It is provided as a built-in
application in Unix/Linux/MacOS and could be downloaded as
external stand-alone application for Windows.

We take the HTTP queries, generated by the PHP-Hadoop-
HDFS library and run them from the cURL applications for
MacOS and Windows. Results show that files are downloading
(read) from HDFS with very high speed almost reaching the
maximum throughput capacity of the relevant type of network,
regardless of the file size. So, the causer of the read speed
decrease in our experiments is determined to be the cURL
library, distributed with the PHP interpreter. Further
experiments will be done with different versions of PHP and its
accompanying cURL library.

Another interesting and unexpected result occurred when
reading files from WebHDFS over the Internet. The utilized
home Internet subscription plan is guaranteeing speed of 80
mbit/s. However, reading was done at speeds up to 175 mbit/s.
The connection between the home computer and the Internet
Service Provider (ISP) is actually higher than the guaranteed
80mbit/s. Apparently, the ISP also has a high-speed connection
to the university’s network, where the Hadoop cluster is
located. So, the access to the servers from the home computer
is done in a kind of MAN network with speeds significantly
higher than guaranteed Internet connection. Interestingly, this
is not the case when writing data to WebHDFS. When writing
(uploading) files, they are transferred at a speed no higher than
the guaranteed Internet connection. This, however, is a specific
case study related to the specific ISP and should not be
considered as an essential part of the results of the experiments.

V. CONCLUSIONS

Since WebHDFS is the most preferable way for remote
access of the distributed file system HDFS, it is important to
know its capabilities, performance and throughput.

After performing dozens of experiments and additional
analyses, the results could be summarized in the following
conclusions:

48|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

1) WebHDFS API allows data exchange with the Hadoop
Distributed File System (HDFS) at very high speeds, and in
general it is not the limitation factor, but the speed of the
network itself. In a 1 gbit/s network, we achieve data transfer
rates of around 800 mbit/s. On slower networks, the network
capacity is almost entirely compressed.

2) The speed of writing (uploading) files through the
WebHDFS API does not depend on the size of the files, but
remains constant and it is only limited by the network capacity.

3) In contrast to the constant write speed, the reading
(download) speed through the WebHDFS API decreases
rapidly as the file size increases.

4) However, the reason for the decreasing read speed is not
in the WebHDFS API itself, but in the implementation of the
CURL library, distributed together with the PHP interpreter.
When accessing the API in alternative ways, the read speed
remains constant and comparable to the write speed.

5) When reading files from the WebHDFS API by using
PHP and cURL, it is mandatory that the PHP interpreter is
configured to use a larger amount of RAM memory than the
size of the files being read. This is expected since the data
transfer happens in multiple small network packets, but in
order to reconstruct the file from them, they must be stored and
arranged in a common buffer (located within the RAM
memory).

6) When writing files through the WebHDFS API, the
amount of RAM memory that the PHP interpreter can work
with is not of such importance because the data is read from
the local file system in chunks, which are typically much
smaller than the default memory limit of 128 MB. In this case,
the buffer size is important on the receiving side — i.e. on the
server where the WebHDFS API is running. This size is
managed by Cloudera Manager and is large enough.

7) In relation to the above-mentioned, it has been observed
that files larger than 2GB cannot be reliably written to HDFS
via the WebHDFS API. For all of our attempts to upload a file
larger than 2 GB, the server did not return any HTTP response,
although in some cases the files were actually stored in HDFS.
The fact that files of 1.99 GB were always reliably saved, but
2.0 GB were not, suggests that the reason might be a
WebHDFS setting, maybe the server-side buffer in question or
something else. Further analysis could help to determine the
exact cause.

8) A large number of small files are transferred more
slowly than a single large file of the same total size. This
observation is absolutely expected given the fact that with
many small files, many separate HTTP requests are made, each
of which has time to resolve the domain to an IP address, time
to connect, time to make and receive the request, etc.

The WebHDFS API allows data exchange with HDFS at
very high speeds, so it could not be considered as a bottleneck
in the integration of a company’s data to an existing Hadoop
cluster. However, by default, it does not perform any user
access control by itself, so additional means should be
designed and implemented, or integrated, to control user access
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and guarantee data isolation (no third-party company should be
able to access data of another company).
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Abstract—Imbalanced dataset can cause obstacles to
classification and result in a decrease in classification
performance. There are several methods that can be used to deal
the data imbalances, such as methods based on SMOTE and
Generative Adversarial Networks (GAN). These methods are
used for overcoming data oversampling so that the amount of
minority data can increase and it can reach a balance with the
majority data. In this research, the selected dataset is classified as
a small imbalanced dataset of less than 200 records. The
proposed method is the Gradually Generative Adversarial
Network (GradGAN) model which aims to handle data
imbalances gradually. The stages of the GradGAN model are
adding the original minority dataset gradually so that it will
create new minority datasets until a balance of data is created.
Based on the algorithm flow described, the minority data is
multiplied by the value of the variable that has been determined
repeatedly to produce new balanced minority data. The test
results on the classification of datasets from the GradGAN model
produce an accuracy value of 8.3% when compare to that
without GradGAN.

Keywords—Classification; imbalance; GAN model; GradGAN
model; significant oversampling

I.  INTRODUCTION

The data mining solving on classification is a research topic
that still needs contribution [1]. Because every use the dataset
often result in data imbalances which can reduce the
performance both of images and classification accuracy [2],
[3]. In research on data imbalance, many methods have been
offered but the method's robustness has not been satisfactory.
This phenomenon is shown by existence of several data
classification results that are less than [4], [5]. There are
several cases of imbalanced data, for example, in the medical
field, regarding disease prediction [6] and hepatitis diseases
detection [7]. Imbalanced data classification is a vital problem
[8], and the key is to create a flexible and correct method of
classifying minority and majority data. This raises an urgent
need for a better solution to the data imbalance problem so that
the classification process can be more optimal.

The sampling method can be carried out at the
preprocessing stage, for example, in the case of missing values,
which has less significant impact on machine learning
outcomes [9]. In the majority class, the use of under-sampling
technique is relatively easier to do to balance the data [10].
Whereas in the minority class, the over-sampling method that
commonly uses Synthetic Informative Minority Over-
Sampling (SMOTE) algorithm to find synthetic data, is
currently effective [11], [12]. Another over-sampling method

for dealing with synthetic data is Borderline-SMOTE [13].
There is a drawback of the SMOTE algorithm, namely there is
no consideration of neighboring information from minority
class samples, resulting in over generation. The Modified
Fuzzy-Neighbor Weighted Algorithm has also been proposed,
the classification results are also better [14]. Although existing
classification methods have been able to overcome data
imbalances, a new approach is still needed to overcome the
challenges of the problem of heavy imbalanced data flows
[15]. The online ensemble learning algorithm has also been
used for unbalanced data streams [16]. Recently, a relatively
new method has been developed to overcome over-sampling
techniques for imbalanced data, namely the Generative
Adversial Network (GAN) method; the goal is to overcome the
difficulties of minority data samples to be more balanced with
the majority data [4], [17]. Initially, the GAN model was
implemented in deep learning machines, namely about human
faces, adopting images so as to produce better images [18].
Another implementation of GAN, is that it models complex
real-world image data and normalizes data imbalances [19].
There are several developments of GAN models, including
Triple Generative Adversarial Nets (TripleGANs) [20], and
Senti Generative Adversarial Networks (SentiGAN) [21]. The
development of GANs is not only for deep learning but also
addressing imbalances of machine learning in data mining. For
example, to classify public data of Bank Marketing, Credit, and
Lending Club from the UCI repository, the GAN model and
the random forest method produce several sub-classes of
sample data and these sub-classes will be combined with the
original dataset to form a new minority dataset [4]. Generative
Adversarial Networks (GAN) model is also used to create new
text from the scarcity of the Dialectal Arabic dataset which
generates annotations (notes or comments) with automatic
generation [21].

Learning methods that are commonly used and have good
performance are Naive Bayes (NB), k-Nearest Neighbour (k-
NN), Support Vector Machine (SVM), and Decision Tree (D-
Tree). NB has the advantage that it is simple and works well in
the real world. The weakness is that the dataset to be tested
must be in numerical form [22], [23]. K-NN has advantages,
which are effective and robust against noisy training data [24].
SVM has the advantage of being able to generalize and is
known to produce high accuracy values but is less than optimal
when applied to imbalanced data [25]. Meanwhile, the
drawback is that it is difficult to implement in large cases and
is developed for two-class problems [26]. The D-Tree method
has the advantage of a simpler and more straightforward,
specific, and flexible way of making decisions, while the
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weaknesses are frequent overlap and difficulty in designing a
more optimal one [27]. The random forest ensemble applied to
predict heart disease produces a better accuracy value than the
other methods [28]; besides that, it is applied to the
classification of Sarcastic Tweet, resulting in the highest
accuracy [22].

Based on the above explanation, to overcome the heavy
flow of imbalanced data, this research proposes a Gradually
Generative Adversarial Network (GradGAN) model. The
GradGAN model works to handle oversampling data with a
resampling technique, namely adding minority data gradually.
This technique is expected to be optimally applied to all dataset
sizes. In future research, the GradGAN model can be
developed and relied upon to deal with data imbalance
problems. To test the quality of the data resulting from the

TABLE I.

Vol. 14, No. 4, 2023

GradGAN model, data can be classified by using the NB,
SVM, k-NN, D-Tree and RF methods because they are
common methods and have good classification performance.
The dataset used in this research is a small imbalanced dataset
that is taken from the UCI repository.

Il. RELATED WORK

So far, the obstacle faced by researchers in handling
datasets in machine learning and deep learning applications is
data imbalance. The reason is because the data imbalance
makes the performance of the machine not optimal. In fact, the
results of research on classification show that classification
performance is less significant. There are several methods in
research to handle the classification and imbalance of datasets.

LIST OF RESEARCH SUPPORTING PAPER REFERENCES

Classification method

Imbalanced Method

Papers
a b c d e f

g h i j k | m n 0

[2]

[3] v

[4] v

[5] v v v

[6] v v v

[7] v

[8] v v v v v v

[9] v v v

[10] v

[11]
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[12]

[13] v

[14]

[15] v v v

[16] v v

[17] v v
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[21] v
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[23]
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Abbreviations: Q)NB; b)SVM ; c)D-Tree; d)k-NN; e)RF; f)SMOTE; g)Borderline-SMOTE; h)Radial-Based Undersampling; i)GAN; j)PWIDB; k)Ada- NN; I)SentiGAN; m)TripleGANs; n)BAGAN;0) ) LSTM
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The development model in this research refers to the
literature research in Table 1. The GAN model used in this
paper is developed into a Balancing GAN (BAGAN). The
BAGAN model requires a large amount of data to function
properly [2]. In order to achieve automatic balancing, Piece-
Wise Incremental Data Re-Balancing (PWIDB) is combined
with the Racing Algorithm (RA) technique and incremental
iterative balancing techniques. According to [3], PWIDB
outperforms other balancing techniques. The GAN model
serves to overcome data imbalance and handle minority data
samples. Several data samples based on a random forest model
were broken down into sub-sections and then combined with
the original data to form new minority data. The most ideal
selected dataset is large size. The advantage in classification
has produced good AUC and F1 [4]. The Radial-Based Under
sampling method is proposed to handle imbalanced data to get
good results, by combining the NB, SVM, and k-NN
classification [5]. The Synthetic Informative Minority
Oversampling (SMOTE) Technique method is used to balance
training data by creating artificial minority data. The test
results of the Naive Bayes, SVM-RBF, C4.5, and RIPPER
classification methods produce the best accuracy with a value
of 89.5%, 90% nprecision, 89.4% recall, 89.5% F-score and
83.5% Kappa [6]. In this paper, the problem to be solved is to
classify the hepatitis dataset that is not balanced.

To increase the accuracy of the k-NN method due to the
influence of data imbalance, an Adaptive-Condensed NN
(Ada-CNN) method has been developed and then the accuracy
value can reach a maximum [10]. In this paper, it is explained
that to improve accuracy, it must balance the data, the method
used is SMOTE. To find higher accuracy, data has been tested
by the common classification methods, namely SVM, Random
Forest, KNN, Naive Bayes, and Decision Tree. Then the
general classification methods are compared with the proposed
method using a voting multiclassifier; the results are better than
the general method [11]. To overcome the lack of ROC values
due to imbalance data, this research used the SMOTE method.
In order to know the ROC value, the NB and D-Tree methods
are used for data classification [12]. To overcome the decline
in classification performance due to imbalanced data, this
paper applies a Generative Adversarial Network (GAN) model.
The workflow begins with creating artificial data so that
minority sub-data are formed. Furthermore, from some of the
minority sub-data, they are formed together to form a new
minority data. Classification algorithm used is the Random
Forest (RF) method [17]. Generative Adversarial Network
(GAN) model was first proposed by Goodfellow et al. [18].
Invoked as a model to bridge between supervised and
unsupervised learning in 2014, it has been hailed as the most
exciting ideas in machine learning in the last ten years. To
overcome imbalances level in classification, object detection
and pixels in segmentation, this paper applies the Generative
Adversarial Neural Networks (GANs) model [19]. The GAN
model is promising in its application in handling image forms,
but there are weaknesses between the generator and
discriminator which are not optimal and cannot control the
resulting sample. To overcome this problem, research is
applied using a generator, discriminator and classifier called
the triple Generatif Adversarial Net (Triple-GAN), which has
produced a good classification [20]. The GAN model

Vol. 14, No. 4, 2023

collaborated with sentimental to form sentimental GAN
(SentiGAN) has been succeeded in text creation domain. The
modified SentiGAN utility will amplify a small data set and
produce a variety of high-quality sentences in different Arabic
dialects obtained from the MADAR data set. And it can
produce a higher number of sentences than the original data,
and this method can reduce vocabulary and only use common
words. Even though there are slight deficiencies in the resulting
text, the key features detected can help the classification
remain strong. So the Generator process is not only effective
and consistent but can also improve classification when used
from the original dataset and the resulting dataset from the
model process [21]. To find the accuracy value of the 14
datasets, in this paper, the classification methods used include
Naive Bayes (NB), SVM, D-Tree, and k-NN. And from the test
results, the NB method has produced the best accuracy value
[22]. To overcome class imbalance, in this paper, the algorithm
chosen is SMOTE. Meanwhile, the NB method is used for
classification. The test results have resulted in an accuracy
value of 88.5%, more significant than the R algorithm of
87.5% [23]. To overcome the imbalance problem, the popular
SMOTE algorithm is used while the k-NN method is chosen
for classification. Imbalanced data test results produce lower
accuracy, while data that is balanced has greater accuracy [24].
The case of credit assessment can not be just any method that
can be applied because it can hinder the assessment work itself.
A good method to use is the SVM method in collaboration with
Least Squares SVM (LS-SVM), It is shown from the test
results with eight data set that it produces better performance
when compared to other methods such as D-Tree and k-NN.
But, in this research, SVM is also supported by meta-heuristics
to be better [25]. Another research on the treatment of breast
cancer uses several classification methods, the best results is
the SVM method with an accuracy of 80.4% [26]. In
implementing the algorithm, it is very wvulnerable to the
existence of data, and sometimes it is found that the data is
imbalanced. To overcome that case, in this research has
utilized decline tree with the D-Tree and Random Forest (FR)
methods for the data balance process. The test results show that
all classifications are strongly influenced by the balance of the
data to achieve maximum results [27]. Detecting heart disease
with feature selection and Random Forest Ensemble methods,
the resulting accuracy is better by 99% [28]. Comparison of
SVM, k-NN, Maximum Entropy and Random Forest methods
for classification, the best accuracy value is Random Forest
[22]. The GAN model can be applied in several cases to handle
dataset imbalances. For example, in the field of financial anti-
fraud with smaller data samples, the GAN model can be
collaborated with the Long Short-Term Memory (LSTM)
network algorithm so that the problem of data imbalance can
be taken seriously [28]. Both of these models will share roles to
process data in a time sequence completed by the Long Short-
Term Memory network, while the GAN is to distribute selected
real data which will produce data that is similar to the original
data [23]. In this research, the SMOTE algorithm was used to
overcome data imbalance, while the best method was chosen to
classify, namely NB, D-Tree and RF, for example in the case
of breast disease prediction [24]. The class with a small
number of observations is called the minority class, while the
class with the largest number of observations is called the
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majority class. In this paper, to handle data imbalance, the
SMOTE and Borderline-SMOTE algorithms were selected,
while to measure the accuracy value, they relied on the Safe
Level Graph [13]. In the end, the GAN model will produce
data similar to the original [23]. In this paper, to overcome
data imbalances, the SMOTE algorithm is used, while for
classification, the method chosen is D-Tree [26]. The
preprocessing process is a step for preparing the dataset to be
tested. The new original dataset is usually still not perfect,
there are still deficiencies, for example an empty record is
found, it is necessary to handle imputation to perfect the
dataset. The goal of imputation is to keep the number of
datasets ideal. There are several imputation methods to choose
from, including Zero, Mean/Median, k-NN, Multivariate
Imputation with Chained Equations (MICE), Deep Learning
(Datawig) [26].

In the previous research, the GAN model algorithm can be
described in Eq. (1), and the algorithm flow [4], [18] as
follows:

e Collect m noise samples {z (1).....z (m )} from the
noise chamber Pg(z).

e Collect m data samples (x (1).....x (m)) from the
Pdata(x) data set.

e Update the discriminator by promoting a random
gradient. The specific formula is as follows:

39~ Bl +ina (10 (c2)] &
The next step:

e Group m noise samples {z(1)...z(m)} from the noise
space Pg(z).

o Refine the generator by reducing the random gradient.
The specific formula is as Eq. (2):

1 .
261 =37, log (1 ) (G(Z(‘)))) @)
The GAN flow diagram can be described as Fig. 1.

Random Real datax

noise X
Generated data G(z) ¥ Tudsing result
enerated data G(z it res

Adjust based on judgment result

Fig. 1. GAN algorithm flowchart.

The first GAN produces two sub-models namely Generator
G (generative model) and Discriminator D (discriminative
model). In the initial algorithm, the generative model G based
on available noise generates some data. Then Discriminator D
will assess whether the data obtained is in the form of real data
or data generated by the generative model G. The purpose of
the generative model G is to make the resulting data as close as
possible to the actual data and cannot be easily identified by

Vol. 14, No. 4, 2023

the discriminatory model D. The purpose of the discriminator
the discriminative model D is to distinguish between real data
and data generated by the generative model G [4].

I1l. PROPOSED METHODOLOGY

The steps of the research methodology process are carried
out, starting from the dataset collection stage to the process
stage of producing the expected output from the research. In
this research, there are several steps as follows.

A. Data Collection

The selected dataset are Hepatitis, Immunotherapy, and
Echocardiogram medical data, all of are taken from the UCI
repository, where all of them are datasets with a relatively
small number of less than 200 records and are not balanced

[11].
B. Pre-Processing

The preprocessing process is a step for preparing the
dataset to be tested. The new original dataset is usually still not
perfect, and there are still deficiencies; for example, if an
empty record is found, it is necessary to handle imputation to
perfect the dataset. The goal of imputation is to keep the sum
of the datasets perfect. There are several imputation methods to
choose from; and in this research the imputation method used
was the k-NN method. [26].

C. Proposed Model GradGAN

The GradGAN method is a development and modification
of the GAN model. The working pattern of the Gradually
Generative Adversarial Network (GradGAN) model is to
overcome imbalanced data gradually until it gets balance. The
process in GradGAN will involve a generator function to
generate random datasets which will create majority and
minority data from random samples of the original random
dataset. And the discriminator that functions knows that the
majority data are original data from the generator results. In
this research, the main concern is minority data. Minority data
will be processed with the GradGAN model to produce a new
minority data sample. The next step is that the minority data
will be multiplied by the variable value gradually so that new
minority values will be created until a balance value is formed
with the original majority data. Then classification is carried
out where the new minority data serves as test data and the
original majority data as training data. This GradGAN model is
a new discovery model and has never been used by other
researchers in dealing with imbalanced data. Following is a
Fig. 2 of a flowchart and its explanation.

The process in GradGAN will involve a generator function
to generate random datasets, which will create majority and
minority data from random samples of the original random
dataset. Moreover, the discriminator that functions knows that
the majority and minority data are original data from the
generator results. In this research, the main concern is minority
data. Minority data will be processed with the GradGAN
model to produce minority data samples. The next step is that
the minority data will be multiplied by a variable value
gradually so that new minority values will create until a
balance value forms with the original or original majority data.
Then the two data, namely the new minority data, serve as test

54|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

data and the original majority data as training data for
classification. This GradGAN model is a new discovery model
and has never been used by other researchers in dealing with
imbalanced data.

Judging result

Minority Data
Sample
Generated by
GradGAN

New
MEnority
Data subset

Classification with Machine
Learning

Accuracy results
from
classification

Fig. 2. Flowchart of the GradGAN algorithm.

Based on the above explanation, the GadGRAN model can
be explained by calculating the equations in detail as follows:

e A sample set of x random datasets (d®......... d®with
a total dataset of the Dx variable will be generated to
produce a total of majority and minority data.

e Determine the sample set x majority data class
@™.......... a®) with the number of the Mx® variable.

e Determine the sample set X minority data class
(G i®) with the number of the Mx® variable.

In this research, the primary concern of data oversampling
is to resample minority data with the Mx(i) variable multiplied
by a variable value to add minority data called new minority
data. The goal is to create new minority data so that there is a
balance with the original majority data. A mathematical
formula can calculate with the following Eq. (3).

e Determine the sample X new minority data that is close
to the balance (i2V.....i2%) with the amount of data the
Mx(i2) variable.

e Determine the sample x variable value (k™.....k") with

the value of the Kx(K) variable.

Vol. 14, No. 4, 2023

e Calculate the number of new minority data using Eq. (3)
or it can be written with Eq. (4).

Mx(i2) = Mx(D)(Xio Kx(k)  (3)
Mx(i2) = {(Mx(i)) (Kx(k) )} (4)

The Mx(i2) variable describes the number of new minority
data, which results from the calculation of the constant the
Kx(k) variable multiplied by the number of original minority
data in the Mx(i) variable. This calculation is carried out in
stages until there is a balance between the number of the
Mx(i2) and Mx(a) variables' original majority data.

The GradGAN model, which has been described
mathematically, can be described in the form of a Pseudo-code
algorithm as follows:

. Start

. Input minority dataset M (i) ;

. Input Dataset majority M (a),

. Initialize M(i2) = 0;

. Initialize K (k) = 1,

. Compute the new minority value M (i2) = (M(i)) *K (k)
7. Is the value of M, (a) >= M,(i2) then
8 Kuk)=K.(k)+1;

9. Goto 5

10. Else

11. Print M (i2)

12. Classification process

13. End

In the process of the algorithm for measuring balance, the
Kx(k) variable is multiplied by the minority data Mx(i) on
gradually, where Kx(k) is variable value (1, 2,.....k). Mx(i2) or
new minority data is the product of multiplying the original
minority Mx(i) with Kx(k) variable, where k variable
represents the number of variable values. In the next process,
the minority data will be multiplied by a variable value
gradually to create another new minority data until it finds data
that is close to class balance.

Qv AN W~

This algorithm can be applied to all imbalanced data of all
types of data sizes. In this research has been tested on three
imbalanced datasets, which have different attributes and
number of records. All data can be implemented well in this
algorithm and produce a significant average accuracy value.
The limitations of this algorithm cannot be applied to
imbalanced datasets with missing values or with empty
attributes.

IV. RESULTS AND DISCUSSION

The dataset is described and shown in Table Il. In the
description of the Hepatitis dataset, there are two classes
representing death, "Die" and life, "live" In the
Echocardiogram dataset, there are two classes representing
death, "Dead" and life, "Alive". In the Immunotherapy dataset,
there are two classes represented "No" and "Yes"; the purpose
is to assist treatment. Treatments can be stopped if a positive
"Yes" or a negative "No" is treated.
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TABLE Il ORIGINAL DATASET DESCRIPTION
Dataset Number of Number of Imbalanced ratio Minority class Majority class Number of
records features classes
Hepatitis 155 20 80:20 “Die” “Live” 2
Echocardiogram 131 13 70:30 “Alive” “Dead” 2
Immunotherapy 90 8 80:20 “No” “Yes” 2

Fig. 3 compares the majority class and the minority class
between the original dataset and the dataset that has been
processed with the GradGAN model in stages with the final
value. In the original dataset, the imbalance can obtain from the
training data, which describes the majority class, and the test
data, which describes the minority class. Furthermore, the
GradGAN model functions to gradually increase the number of
minority class data to become new minority data that is close to
balance. By generating the original data, the calculation results
can be seen in Fig. 3.

The three datasets in the GradGAN model to achieve
balance can be seen in the comparison of the majority and the
minority as follows: hepatitis dataset 124: 124, echocardiogram
107: 96, immunotherapy 71: 57.

In Fig. 3, the data balance stage process has been carried
out. It starts from balancing the original data to form majority
and minority data. Then the next process is applying the
Gradually Generative Adversarial Network (GradGAN) model,
balancing the original data gradually, forming a comparison of
the original majority data with the new minority data gradually.
Each comparison of the datasets formed by majority and
minority data will be carried out with a classification
experiment. The majority of the experimental results resulted
in increase in the accuracy value of each dataset in the five
classification methods. The result is shown in Table I11.

MAJORITY AND MINORITY VALUE OF ACTUAL AND

GRADGAN DATA
W Dataset Sum Records M Hepatitis 155 M Echordiogram 131 M Immunotherapy 90
Majority Minority Majority Minority
71 19 71 57
107 u 107 2
124 31 124 124
ACTUAL DATA GRADGAN MODEL DATA

Fig. 3. Comparison chart of majority class and minority class original data
and GradGan model.

In Table 11, the results of the experimental accuracy of the
two datasets are the original dataset and the dataset that already
has the influence of the Gradually Generative Adversarial
Network (GradGAN) model. First, the lowest classification

value for the original dataset is 66%, obtained from the
hepatitis dataset, while the highest is 83% from the
echocardiogram dataset. Second, is the classification of the
dataset that has been balanced with the GradGAN model.
Classification produces an accuracy value of at least 68% and a
maximum of 94%. Of the three original datasets and datasets
that already have influence of the GradGAN model that It has
been tested on five classification methods, and there is an
average increase in accuracy of approximately 8,3%.

TABLE Ill.  THE RESULTS OF CALCULATING THE ACCURACY VALUE OF

THE DATASET

Dataset Name Methods Accuracy Values (%)
(@ (b) (©)
NB 73 75 73
Original SVM 81 79 81
Datasets D-Tree 66 82 81
k-NN 77 65 75
RF 79 83 82
NB 80 85 69
GradGAN SVM 84 84 70
Model Influence | D-Tree 84 87 94
Dataset k-NN 71 71 75
RF 88 89 93

Abbreviations: (a)Hepatitis;(b) Echocardiogram;(c)Immunotherapy

A description of the dataset is a way to find out the
character of the data. From the description of the selected
datasets in this research, it can be seen that there is an
imbalance in data. The evidence of data imbalance is an
unequal comparison between the majority class and the
minority class. An imbalance will affect the resulting accuracy
value in the classification. To overcome the imbalance of the
dataset in this research, a new innovation was developed from
the GAN model, namely the GradGAN model. The flow of the
GradGAN algorithm is shown in Fig. 2. The generation process
starts from a random dataset and a discriminator to find out the
original dataset so as to form an imbalanced majority and
minority data. The goal of the GradGAN model is to form
some new, larger minority data gradually. In this research, to
increase the number of minority data gradually, by multiplying
the number of variables (1, 2, ... k) that has been determined.
So that it will produce several data sets which eventually form
new minority data that are balanced or close to balance, as
shown in the Fig. 3. The dataset that will be tested is the
original imbalanced dataset and the balanced dataset using the
five selected classification methods. The results of the
classification accuracy can be seen in Table Ill. Experiments
from three balanced datasets have been carried out to prove
that the GRadGAN model has good classification performance
by producing a better increase in accuracy values. Table 1V
shows a collection of classification results from the original
dataset and the GradGAN model influence dataset. The results
show that a balanced dataset has a significant increase in
accuracy values, namely hepatitis by 88%, echocardiogram
89%, and immunotherapy 94%. The increased accuracy of the
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original dataset and the GradGAN model for each dataset,
namely hepatitis 7%, echocardiaogram 6% and immunotherapy
12% with an average increase in accuracy of 8.3%. Hypothesis
analysis can be described in that, the influence of the
GradGAN model can increase the accuracy value significantly
and in the future it can be applied to data other than the data
that has been tested.

TABLE IV.  THE INCREASE IN THE RESULTS OF THE ACCURACY VALUE ON
THE ORIGINAL DATASET AND THE GRADGAN MODEL

Datasets @) (b) (c)
Hepatitis 81% 88% 7%
Echocardiogram 83% 89% 6%
Immunotherapy 82% 94% 12%
Average Accuracy 82% 90,3% 8.3%
Improvement

Abbreviations:(a)Originaldatasets;(b)GradGANmodel;(c)Accuracy improvement

V. CONCLUSION

Based on the results of the research discussion above, it can
be concluded that the dataset is getting closer to being balanced
and the results are getting better. In this research, accuracy
values were generated from the classification of three datasets,
both of original and influence datasets from the GradGAN
model. Experimental results involving five classification
methods and three datasets, the application of the GradGAN
model resulted in an increase in the accuracy value of 8,3%,
compared to the original dataset. Thus the hypothesis can be
concluded that the GradGAN model is very influential in the
process of handling imbalanced datasets. Evidence of increased
accuracy from imbalanced datasets and balanced datasets
resulting from the resampling process of the GradGAN model
is shown in Table IV. This means that by applying the
GradGAN method the accuracy results are superior to those
without GradGAN. In this research, the model was only tested
on small imbalanced datasets, but other trials need to be carried
out on large imbalanced datasets.
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Yolo Networks
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Abstract—In order to help the elderly and limit the incidence
of falls that result in injuries, effective fall detection in smart
home applications is a challenging topic. Many techniques have
been created employing both vision and non-vision-based
technologies. Many researchers have been drawn to the vision-
based technique amongst them because of its viability and
application. However, there is still room for improvement in the
effectiveness of fall detection given the poor accuracy rate and
high computational cost issues with current vision-based
techniques. This study introduces a new dataset for posture and
fall detection, whose photo images were gathered from Internet
resources and data augmentation. It employs YOLO networks
for fall detection purpose. Furthermore, different YOLO
networks are implemented on our dataset to address the most
accurate and effective model. Based on assessment parameters
including accuracy, F1 score, recall, and mAP, the performance
of the various YOLOvV5n, s and YOLOvV6s versions are
compared. As experimental results showed, the YOLOV5s
performed better than other.

Keywords—YOLO; computer vision; fall detection; smart
home; caring

. INTRODUCTION

In recent years, improvements in information and
communication technologies (ICTs) and the innovations that
followed them have significantly altered people's lives and
given rise to elegant surroundings, cities, and societies. By
observing our environments and making decisions to produce
desired results, technologies like artificial intelligence (Al) and
the Internet of Things (1oT) improve our quality of life. As the
foundation of cities and societies, houses play a crucial role in
developing smart living. They are anticipated to be major
enablers of smart cities and societies [1]. Life expectancy is
rising, and fertility is significantly declining in the modern
world due to several socioeconomic causes [2]. An automated
home-based solution to lessen the pressure on staffed health
services and give frequent insight into fall risk would be an
alluring alternative strategy [3] as more senior people struggle
to preserve their independence and live in their own homes. At
the same time, healthcare difficulties are becoming more and
more significant due to the rise in the number of senior people
worldwide. Elderly individuals who live alone must use human
motion capture technology to address these problems. Also, by
observing an elder's posture, it is possible to track how healthy
they are, and if high-risk postures, such as falling over, are
noticed, a warning may be sent. In addition to increasing the
effectiveness of posture recognition, these systems will lighten
the workload on human resources [4]. Due to considerations

including shifting viewing angles, body occlusion, and
significant variations in human posture, figuring out how to
recognize human posture is extremely difficult [5].

The three basic categories are sensor-based, vision-based,
and radio-based HAR [5]. Sensor-based types rely on
information gathered by sensors to identify human activity. For
instance, a light sensor's activation can signal movement in a
certain region or activity. Vision-based types rely on picture
and video data formats to identify human activity. As an
illustration, motions in smart home recordings imply doing
specific tasks like cooking or strolling. Radio-based technology
relies on the information and characteristics of signals to detect
human activity. Wearable motion sensors that track the
movement of body parts might detect particular behaviors like
sitting or walking [6].

Systems for recognizing gestures and actions based on
video analysis have been thoroughly investigated. Since vision-
based data are less expensive and simpler to gather than
sensor-based data, the most recent research has been on vision-
based HAR. Thus, this study only partially covers the vision-
based HAR investigations; it only includes a limited and
representative sample. HAR is used in many applications,
including surveillance systems, behavior analysis, gesture
recognition, patient monitoring systems, and ambient assisted
living (AAL). Recent research has focused on fall detection
rather than fall risk prediction [7].

Falls are a common occurrence in the course of human
growth. Falls happen when kids learn to stand, walk, climb,
run, and engage in other activities. In a similar vein, falls also
grow more common as we age. Though most falls are minor
mishaps, as people age, falls become far more common and
serious. It frequently underestimates falls' effect on people and
society since they are just a natural part of life [8] [9].
Worldwide, falls are a significant health and financial problem.
While falls inflict a high cost on healthcare systems in terms of
in-patient and long-term care, they can also have indirect
psychological impacts, such as reducing or avoiding physical
activity out of fear of falling, in addition to the immediate
direct medical repercussions. From an economic standpoint, it
is obvious that any additional demand on the health system has
a direct financial cost to society; nevertheless, lost productivity
also has a hidden cost that is frequently disregarded. It should
be no surprise that fall detection research and innovation have
been sparked by the frequency and effects of falls, the risk of
mortality, healthcare expenditures, and lost social and
economic output [8].
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The HAR problem has long been addressed using machine
learning (ML) techniques, including random forest (RF),
Bayesian networks, Markov models, and support vector
machines (SVM). Traditional ML algorithms have
demonstrated impressive performance in tightly regulated
settings with little input data. However, they could be more
efficient and take a lot of time to produce since they need
several pre-processing stages and appropriate hand-crafted
characteristics. External feature use also results in subpar
incremental learning or unsupervised learning results. Due to
its remarkable performance in several study domains, including
object detection and identification, picture classification, and
natural language processing (NLP), deep learning has attracted
much community attention in recent years. Deep learning
significantly decreases the effort required to select the best
features compared to typical machine learning algorithms. The
deep learning framework has also been effective with
unsupervised learning and reinforcement learning. As a result,
more and more newly released HAR frameworks are through
deep learning [7] .

Deep learning, particularly the convolutional neural
network (CNN), which is modeled after the hierarchical
processing of the human visual cortex, has had great success in
the last few years when it comes to classifying images. CNN is
a useful feature extraction and classification technique because
it can automatically learn discriminative features from training
data [10]. One or more of CNN's exciting application areas
include speech recognition, object detection, video processing,
object classification and segmentation, and natural language
processing [11].

The two primary kinds of target detection algorithms based
on CNN are two-stage detection algorithms, which divide
target detection into two steps: finding and recognizing. The
traditional technique, known as the Region-Convolutional
Neural Network (R-CNN), performs poorly and cannot keep
up with real-time demands. Fast regions with CNN (Fast R-
CNN) and faster regions with CNN (Faster R-CNN) are
offered because of further advancements based on R-CNN,
although they still need to satisfy people's demands for real-
time performance. The other is a one-stage detection technique,
which combines target placement and recognition into a single
phase for optimization. Single-shot multi-box detector (SSD)
and YOLO series models are classic examples of this method
[12].

In this paper, different versions of YOLO networks are
investigated for fall detection which is utilized in smart home
application for elderly caring. This investigation intends to
address the most of less memory space usage and highest
accuracy detection rate in fall detection.

The format of this essay is as follows: The background is
offered in Section I, the technique is described in Section I,
along with the training and testing procedure, the discussion
and analysis of the findings are found in Section IV, and the
conclusion and future work are found in Section V.

Il.  RELATED WORKS

Several recent deep learning-based approaches have been
reported to improve the accuracy of fall detection recognition.

Vol. 14, No. 4, 2023

In this section, we will have a brief overview of several
methods of this type.

The suggested approach establishes a framework for fall
protection research. In contrast to providing raw data to the
cloud for real-time prediction of fall occurrences, [13] offered a
framework for fall detection through LSTM networks that
utilized edge devices like a laptop for computation. The
suggested system used the open-source Apache Flink
streaming engine, a low-cost MetaMotionR sensor from
MbientLab, and three-axis accelerometer raw data. The
architecture has been trained and tested using a portion of the
public MobiAct dataset. The created system found that the
waist was the ideal location for placing sensors. With a 95.8%
accuracy rate, the suggested framework can forecast autumn
occurrences from current fall data. Performance can be
improved by using many sensors and data streams.

The study [14] has presented a fall detection system design
with health monitoring features. Utilizing low-power enabled
low-power wide-area network (LPWAN) technology, the
system combined Edge computing, Fog computing, and a
compression method to transport data. This reduced the latency
of the system. LSTM and RNN networks have been developed
on the edge computer to identify falls from the incoming data.
Raw data is delivered to the cloud via these edge gateways for
online analysis, along with real-time notifications and alarms.
The suggested architecture extends battery life and allows
operation in regions with weak network access. Using the
suggested approach and the MobiAct dataset, fall event
predictions have been made with an average accuracy of 95%
and a precision of 90%. The system performance may be
increased by making a few adjustments and combining various
techniques.

To more reliably and speedily identify fall behavior, [15]
provides a fall detection approach based on a video in a
complicated environment. The following is the paper's primary
contribution: First, a YOLOV3 network model for the detection
method is suggested. Second, the Pascal VOC data set format
creates the human fall detection data set. Next, a self-built data
set is used to train and test the network model on a GPU server.
The experimental data demonstrates that the algorithm's mAP
is 0.83 and its AP of down is 0.97, which are better than other
conventional algorithms and have a strong resilience and
detection impact.

In [16], a noise-tolerant FDS is shown operating with
missing values in the data. This study seeks to use DL
techniques for wearable sensor-based fall detection when faced
with difficulty identifying missing values in data. On the
SisFall and UP-Fall datasets, two public accessible datasets, the
suggested method applies RNN with an underlying stack of
BiLSTM blocks. When a value in the sensor data disappears,
BiLSTMs can quickly obtain the long-range context thanks to
their innate capacity to store long-term dependencies from both
the past and the future. This explains why BiLSTM is a good
fit for our noise-tolerant fall detection system that uses
sequential sensor data. On the benchmark datasets for SisFall
and UP-Fall Detection, the system outperforms the current
state of the art with the accuracy, sensitivity, and specificity
values of 97.21%, 97.41%, 96.38%, and 91.45%, respectively.
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Due to its ability to maintain long-term dependencies from the
past and future, the results show that BiLSTM is an appropriate
model option to manage missing variables for wearable fall
detection systems.

Based on the Fast Pose Estimation approach, [17] suggests
a revolutionary human fall detection solution. The method
employs 1Dimentional Convolutional Neural Network (1D-
CNN) and Time-Distributed Convolutional Long Short-Term
Memory (TD-CNN-LSTM) models to categorize retrieved data
from picture frames accurately. As a result, the suggested
approach effectively contributes to accurate human fall
detection by employing the Fast Pose Estimation technique.
The original URFD films were subjected to rotation,
brightness, horizontal flip, and gamma correction augmentation
procedures for dataset preparation. The result was an improved
version of the URFD dataset. This resulted in a total of 560
movies, comprising 240 videos of falls and 320 videos of daily
activities, which were then used to evaluate the produced
models.

I1l. METHODOLOGY

A. YOLO based Networks

Basically, YOLO is a pre-trained object detector that is
trained to recognize everyday objects like tables, chairs, cars,
phones [18]. To create a model that can detect human falls, we
used different versions of yolo, among which the yolovbs
model obtained better results.

1) YOLO v5 network: The YOLO v5 target detection
model, which avoids the recomputation of candidate areas in
the two-stage series and has high identification precision and
quick inference, is the most representative target detection
model in the one-stage series. The four primary model
structures of the YOLO v5 architecture are YOLO v5l, YOLO
v5x, YOLO vbm, and YOLO v5s [19], with decreasing order
of network complexity. The YOLO v5n model, which has just
1.9 MB parameters and the same model depth as the YOLO
v5s model but a network width half that of the YOLO v5s, was
later developed to adapt the solution to mobile devices.

The backbone, neck, and head are the three fundamental
parts of the YOLO V5 basic architecture. Fig. 1(a) to 1(d) show
the module composition for the basic design. A CNN, which
creates visual characteristics by combining many fine-grained
pictures, is one of the Backbone structures. Convolution
operations such as 2D convolution, 2D regularization, and
SiLU activation are carried out by the conv module, which
serves as the architecture's fundamental convolution unit [20].

2) YOLO v6 Network: The second autonomous detector
used in this investigation is the single-stage object detection
framework for industrial applications, YOLOvV6, the most
recent member of the YOLO family. Although this model does
not belong to the official YOLO series, it reportedly exceeds
YOLOV5 in terms of detection precision and inference speed,
making it more effective for industrial applications. YOLOvV6
includes many improvements in the Backbone, Neck, Head
blocks and also training strategies. For instance, the Neck and
Backbone in YOLOV6 have been redesigned by using Rep-
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PAN and EfficientRep structures, respectively, based on the
idea of hardware-aware neural network. EfficientRep
Backbone can make use of hardware computing power, such as
GPU, and it also has strong representation capabilities. Rep-
Pan Neck, is more accurate and faster than PANet and SPP.
Yolov6 Head is decoupled by adding a layer between the
network and the final Head, which in turn improves the
performance during the training process [21]. The architecture
of YOLOVS6 is shown in Fig. 2.

B. Dataset

A bespoke fall detection dataset containing two directory
pictures and labels was made using photographs gathered from
various sources. The study's classifications refer to sitting,
walking, and falling. Two subdirectories—Training (333
photos) and Val (111 images)—are included in the images
directory and are utilized for different purposes. Here, we have
text files with labels for that specific image in this directory.
The Labels directory has two subdirectories, train and Val. Our
dataset is shown in various cases in Fig. 3.

The 333 photos from the dataset were increased to 1092
images utilizing Roboflow to enhance our model. A maximum
of three enhanced versions of each image were created by
randomly applying blur (up to 1 px), noise (up to 5% px),
brightness (between -40% and +40%), exposure (between -
35% and +35%), rotation hue (between -50° and +50°), and
exposure (between -35% and +35%).

The dataset related to validation consists of three sets,
including one main dataset and two other sets obtained by
applying preprocessing and augmentations. In one of our
preprocessing suites: resizing (stretched to 416x640),
automatic contrast adjustment (using adaptive equalization),
grayscale (applied) and increments: brightness (between -40%
and +) 40%, exposure (between -21% and +21%) and in
another set of pre-processing: resizing (stretched to 640x480),
automatic contrast adjustment (using adaptive equalization),
and gain: brightness (between -40% and +40%), exposure
(between -21% and +21%) , 90° rotate (clockwise,
counterclockwise ) we used. Examples of augmented images
are shown in Fig. 3. Lastly, the labeled pictures are divided
into a training (70%) and validation set (30%).

C. Google Colab

We used Google Colab, which provides free access to
powerful GPUs. All training and testing tasks are performed
using a 12GB NVIDIA Tesla T4 GPU. Our model was trained
for 20 epochs with batch size of 16, image size of 640 and with
YOLOVS5 default adjustment for other hyper parameters. Fig. 4
shows the Google Collab’s details for our model
implementation.

D. Training and Testing

It is usually a good idea to start with a model that has
already been trained on very big datasets and then use its
weights to train an object detector. Even if the trained weights
do not have the items needed for this experiment, this is OK.
Transfer learning is the name for this process. In order to speed
up network learning, beginning weights from a pre-trained
model are utilized, which comprises weights from the COCO
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dataset. Additionally advantageous is the fact that fewer data
will be needed. [18].

Our total dataset consists of 1425 images, 75% of which
are used for training, 25% for validation. 75% of training
includes 1092 images, 25% of validation includes 333 images.

IV. EXPERIMENTAL RESULTS AND PERFORMANCE
ANALYSIS

In this section, we introduce the experimental results and
model performance analysis, and show the training outcomes
with using pretraining weights and compare the three models
of YOLO.

A. Experimental Results

We trained our model with YOLOv5n, YOLOv5s,
YOLOv6 which are different versions of YOLO model,
YOLOv5s performed better.  Some examples of model
predictions for new and unseen images are shown in Fig. 5, and
label O for falling, label 1 for walking, and label 2 for sitting.

B. Model Evaluation

The gathered experimental data were compared in this
work using various assessment criteria, including accuracy,
recall, and mean average precision (mAP). The true positive
rate, or TPR, is a statistic used to assess the likelihood that
items from the real world would be correctly identified. When
a model produces no false negatives, which indicates that there
are no bounding boxes that are not recognized but ought to be
detected, it has a high recall. Eqg. (1) provides the mathematical
form for the recall.

Backbone

0| Conv

Conv2d 1| Conv

Conv [;uldli'l,rm 2 3 18 | Conv

3| Conv 17 C3
SiLU

4 C3 16 | Concat
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TP TP

R= @)

" TP+FN ~ Total Ground Truths

The real positive and false negative are denoted in the
equation above by the letters TP and TN, respectively. Eq. (2)
defines precision as the percentage of correctly anticipated
positives, often known as the positive predictive value. The
accurate model creates no false positives (FP) and only detects
important things.

TP TP

P= @)

" TP+FP  Total Predictions

According to Eq. (3), AP is the area under the PR curve,
and mAP is the average of all AP values across various classes
and categories (3).

mAP = -3, AP, ®)

where n is the number of classes [22].

We YOLOv5n, YOLOv5s, and we taught YOLOV6s. In
Fig. 6 and 7, we have shown the confusion matrix, F1
confidence and Precision-Recall curves, respectively. In
addition, we have included the parameters of each model for
better evaluation.

Table | show the performance results for different Yolo
based models. These models are YOLOv5n, YOLOvV5s and
YOLOv6s. As shown in the Table, YOLOV5s presents better
results compared to other models.

YOLOvV5s model obtained better results.

Fig. 1. Yolov5 architecture [20].
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Head (Yolo)

Fig. 2. Network structure of YOLOV6 [21].
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Fig. 4. Details of google colab' GPU.
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Fig. 5. Experimental results.
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TABLE I. RESULT OF MAP, RECALL, PRECISION
Model MAP@0.5 MAP@0.5:0.95 Precision Recall
YOLOvV5n 0.845 0.45 0.844 0.7
YOLOvV5s 0.948 0.588 0.938 0.84
YOLOv6s 0.741 0.215 0.95 0.884

V. PERFORMANCE COMPARISON

This section presents performance comparison of different
human fall detection methods. These methods involve
OpenPose + LSTM [23], OpenPose + CNN [24], OpenPose +
three thresholds [25] and the proposed method. In order to
conduct fair comparison, these methods are experimented in
current dataset and evaluated the performance using the
procedure stated in [26]. Table Il shows the performance
comparison for existing methods.

TABLE II. PERFORMANCE COMPARISON BETWEEN METHODS
OpenPose our
OpenPose OpenPose
Model + three proposed
+ LSTM + CNN
thresholds method
Accuracy 0.936 0.917 0.924 0.948

As shown in Table I, our proposed method presents better
results compared to other existing methods in terms of the
accuracy rate.

VI. CONCLUSION

This study investigated the advantages of data
augmentation for the human posture dataset, and a dataset
consisting of 1092 images for training and 374 images for
testing was created from three classes, i.e. falling, walking and
sitting. The performance of different YOLOvV5 and YOLOV6
kinds was compared in the second stage based on accuracy,
recall, and mAP. Based on the results, YOLOV5s outperformed
other fall detection algorithms and had the greatest mAP @
0.5, 0.948 and mAP @ 0.5: 0.95, which was 0.588. Finally, the
proposed method is compared to other existing methods to
demonstrate the outperformed method. The proposed method
in this study is sensitive to the camera field of view for elderly
fall detection that can be effectively influenced on accuracy
rate in real applications. For future works, may employ other
sensors combine with vision-based sensors to improve
accuracy rate detection.
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Vision-based Small Object Detection
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Abstract—Small object detection is a challenging issue in
computer vision-based algorithms. Although various methods
have been investigated for common objects including person, car
and others, small object are not addressed in this issue.
Therefore, it is necessary to conduct more researches on them.
This paper is focused on small object detection especially
jewellery as current object detection methods suffer from low
accuracy in this domain. This paper introduces a new dataset
whose images were taken by a web camera from a jewellery store
and data augmentation procedure. It comprises three classes,
namely, ring, earrings, and pendant. In view of the small target
of jewellery and the real-time detection, this study adopted the
You Only Look Once (Yolo) algorithms. Different Yolo based
model including eight versions are implemented and train them
using our dataset to address most effective one. Evaluation
criteria, including accuracy, F1 score, recall, and mAP, are used
to evaluate the performance of the various YOLOV5, YOLOV6,
and YOLOV7 versions. According to the experimental findings,
utilizing YOLOV6 is significantly superior to YOLOv7 and
marginally superior to YOLOV5.

Keywords—YOLOvV7; YOLOv6; YOLOv5; computer vision;
jewellery detection; small object detection; real-time detection

. INTRODUCTION

Target detection techniques based on deep learning have
recently received much attention because of their strong
generalizability, which has coincided with the growth of deep-
learning theory and improved computer performance [1].
Convolutional neural networks dominate deep learning (CNN).
Using the input picture as training data, the convolution
network may successfully learn the key characteristics of the
recognised item. Repeated training steadily boosts the training
model's performance to provide accurate target detection
outcomes [2].

Whether or not candidate areas are formed, the current
popular object detection methods may be classified into two-
stage algorithms and one-stage detection techniques. The
RCNN [3], SPP (Space Pyramid Pooling)-Net [4], Fast-RCNN
[5], Faster-RCNN [6], Mask-RCNN [7], and other algorithms
are examples of the former. The latter primarily consists of the
YOLO algorithm (YOLOv1 [8], YOLOv2 [9], YOLOv3 [10],
YOLOv4 [11], YOLOvV5 [12], etc.) and the SSD [13]
algorithm. While two-stage algorithms may achieve high
accuracy, the lengthy detection time makes it challenging to
meet the real-time requirement in common object identification
applications. The one-step detection method has taken centre
stage in the study of object detection due to its benefits of high
precision and quick speed. Early object identification systems,

such as YOLOvV1, YOLOV2, etc., often had a network topology
that consisted of a fully-connected layer on top of many
convolution layers. The model's capacity to recognize several
scales was significantly constrained by only calculating the
feature map of a set size. In this case, the algorithm's detection
accuracy for tiny objects could be more optimal [14].

Tiny/small object recognition is a difficult topic in
computer vision, and several solutions have been put out to
deal with it. Tiny/small object identification techniques have a
long history that dates back to the early 2000s, a time when
classic feature-based techniques were widely used. Later, with
the development of deep learning, researchers started looking
at object detection techniques based on deep neural networks.
Faster R-CNN, YOLO, SSD, and RetinaNet, among other
well-known object detection frameworks, were first developed
for identifying large objects, but they have now been upgraded
to handle small/tiny objects. With techniques like Yolo,
EfficientDet, and Sparse R-CNN reaching cutting-edge
performance on tiny/small object identification benchmarks,
there has been tremendous research advancement in this field
recently. By altering network topologies and incorporating and
enhancing additional datasets, researchers attempt to enhance
the outcomes for tiny object identification. Another clear
answer to this problem is to improve the input image
resolution, although it increases processing time [15].

In this paper, we introduce a new dataset whose images
were taken by a web camera. The main objective of this study
is to address an effective method to deal with small object
detection challenge with generated dataset. In order to generate
the dataset, data augmentation and YOLO are used to detect
jewellery object as one of popular small objects. The reason to
use Yolo based object detection in this study, because of their
high efficiency in terms of accuracy rate and low computation
complexity in object detection. In view of the small target of
jewellery and the real-time detection, we chose YOLOvV7 [16],
YOLOV6 [17] and YOLOvV5 models and compare their results.

In summary, this paper has the following contributions:

1) Generating a new dataset for tiny objects: We gathered
about 2,500 photos from a webcam which includes three
categories of jewellery (earrings, ring and pendant) and then
augmented them to about 6,500 images.

2) Generating new Yolo-based model on different versions
of YOLOv7, YOLOvV6 and YOLOVS5 algorithms.
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3) Conducting extensive evaluations and analysis for the
generated models and presented comprehensive performance
comparison on the methods.

The rest of this paper consists as follows; Section Il
presents the background of the study. Section Il discusses the
research methodology. The results and analysis are presented
in Section 1V. Finally, his paper concludes in Section V.

1. BACKGROUND

In 2015, researcher Joseph Redmon and colleagues
introduced YOLO algorithm. The YOLO series outperforms
preceding versions in terms of speed and the ability to find tiny
things [18]. It just takes one iteration of the algorithm to spread
over a picture for the YOLO to detect things in real time [19].
In this study, various YOLO model iterations were used for
both training and testing.

A. YOLOvV5

A number of object recognition architectures that have
already been trained using the MS COCO dataset are available
in YOLOV5, which was released in 2020. Because of its quick
speed and great accuracy, it is one of the most well-known
detection algorithms. The photos are divided into a grid system
by YOLOVS5, and each grid cell is in charge of identifying
items inside its own area. When several objects are present, this
method offers a particular benefit.

The YOLOVS is a deep learning-based platform available
in five distinct iterations, ranging in size from the tiny
YOLOV5 nano version, designed for mobile and embedded
devices, to the gigantic YOLOv5x large version [18, 20, 22].

The author did not publish a detailed paper, but only
launched a repository on Github and updated improvements
there. Fig. 1 illustrates the backbone, neck, and head of the
YOLOVS5 architecture, which may be understood by analyzing
its structural code [18, 21, 23]: Cross Stage Partial Networks
(CSP) and the focal structure make up the backbone. The focus
structure down samples the input data dimension while the

Input Backbone

i I —-;-‘-- Focus

CBL

CsPI_L ]

CBL

Giadlyd CBL R-Unit
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original data is kept. The model's capacity for learning is
enhanced, and its memory use is decreased, thanks to the CSP
Network's ability to extract important information.

The neck part combines the acquired characteristics and
transmits them to the prediction layer using Feature Pyramid
Networks (FPN) and the Path Aggregation Network (PAN).
The FPN up samples the high-level feature data via top-to-
bottom communication and prediction fusion. The underlying
pyramid, PAN, communicates important positioning properties
top-to-bottom, aiding in the distinguishing of similar objects of
various scales and sizes.

The final output vectors, consisting of bounding boxes,
class probabilities, and object scores, are provided by the
output layer's head by applying anchor boxes to the features.
Including the focus and CSP layers is the primary change in
YOLOvV5. The focusing layer decreases layers, parameters,
FLOPS, and CUDA memory to increase forward and reverse
speeds. The backbone layer's CSP layer tries to extract specific
data and carry out more extensive activities. In YOLOV5, the
meshing ideas from the original YOLO algorithm have been
retained [18].

B. YOLOv6

The single-stage object detection framework for industrial
applications, MT-YOLOv6 (created by the Meituan firm,
hence the prefix "MT"), has a hardware-friendly, effective
design and excellent performance [24].

Numerous upgrades to the Backbone, Neck, and Head
blocks as well as training methods are included in YOLOVS.
For instance, utilizing Rep-PAN and EfficientRep structures,
respectively, the Neck and Backbone in YOLOv6 have been
redesigned in accordance with the notion of a hardware-aware
neural network. Strong representational capabilities are
combined with hardware computational capability, such as
GPU, in the EfficientRep Backbone. Rep-Pan Neck
outperforms PANet and SPP in terms of accuracy and speed.

Neck Predictions

Conv CBL

Fig. 1. Network structure of YOLOV5 [18].
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Fig. 2. Network structure of YOLOV6 [25].

By placing a layer between the network and the final Head,
YOLOvV6 Head is decoupled, which boosts speed. RepVGG
style, a re-parameterizable structure that adopts a multi-branch
topology and may be equivalently fused into a single 3*3
convolution, is introduced throughout the training phase. This
fusion makes use of the memory and computing power. The
training technique also incorporates an anchor-free paradigm,
SimOTA label assignment policy, and Scale-Sensitive 10U
(SIOU) Bounding Box regression loss for effective
inferencing. [25]. The overall architecture of YOLOV6 is
shown in Fig. 2.

C. YOLOv7

The most recent entry in the YOLO series is YOLOv7
which developed by Alexey Bochkovskiy. The architecture is
faster and more accurate at detecting threats than any of the
earlier iterations. The backbone, head, and neck of YOLOv7
are the same as those of its earlier iterations. The main
improvements made by the authors to the YOLOv7 model that
enabled it to achieve this peak were:

1) In particular, the ELAN employs expand, shuffle, and
merge cardinality to continually boost the network learning
ability without breaking the original gradient route by
considering the following design approach. This layer of
aggregation is known as E-ELAN and is an improved version
of the efficient layer aggregation (ELAN) computational block.
E-ELAN also can direct different groups of computational
blocks as they discover specific characteristics.

2) An original method of model scaling involves
concatenating layers to scale the model's depth and width
simultaneously; and

3) The addition of an additional head network to improve
training and the use of a method called model re-

parameterization to strengthen the model's robustness and
improve its ability to generalize to new data [18, 26].

To provide additional gradient variation for diverse
characteristic graphs, YOLOv7 was specifically suggested with
direct access to the cascade of ResNet [27] or DenseNet [28].
Since RepConv [29] has an identity link, these structures
dismantle the network structure. Because of this, the YOLOvV7
was developed by deleting the identity connection in RepConv
and developing the intended reparametrized convolution,
accomplishing the effective combination of the reparametrized
convolution and other networks.

YOLOv7 also takes advantage of the concept of deep
supervision. It adds a further auxiliary head structure in the
middle network layer as an auxiliary loss to direct the weight
of the external network. The real-time inference is offered by
these mono-modality object identification techniques, which
also attain performance. These object detection models,
however, only employ one stream. As a result, these models
cannot use each stream's benefits, such as the accurate edges
and appropriate lighting in IR photos and the object's colour
and detail information in RGB images. Appropriate feature
exploitation throughout each stream is necessary to improve
object detection performance [26]. The structure of YOLOV7 is
shown in Fig. 3.

D. Related Work

1) Small object detection: Object detection has made
tremendous strides in recent years. Despite these
advancements, the performance between the detection of small
and large items still exhibits a sizable performance disparity
[31]. To improve the speed and accuracy of small object
detection models, many studies have been performed, out of
which we mention some of them.
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Fig. 3. Network structure of YOLOV7 [30].

In [32] YOLOV5 network modifications were made for
aerial small target detection. By utilizing the first effective
channel attention module, they altered the backbone, and the
channel attention pyramid approach was suggested.
Consequently, the module for identifying large items was
removed in order to improve the identification of tiny things,
and a detect layer was introduced to look for smaller objects.
Finally, transposed convolution was used to produce
upsampling rather than the already used closest neighbor
interpolation. With the suggested technique, the mAP for the
VEDAI dataset was 6.9%, for the xView dataset it was 6.7%,
for the DOTA dataset it was 2.7%, and for the Arirang dataset
it was around 2.4% for the small car class.

To address the problem of detecting small fish [33]
presented a YOLOV5-based model. It tries to address the issues
of inaccurate location and insufficient information for detecting
underwater targets. First, they proposed combining the
attention mechanisms CA and C3 structure to increase the
network's ability to retrieve crucial information. Next, they
suggested expanding the YOLOV5's three detection layers to
four in order to address the issue of numerous, intensive
detection tasks. Finally, in order to improve convergence time
and lessen erroneous regression findings, GIOU loss was used
in place of EIOU loss. The experimental findings demonstrated
that the revised algorithm affected various indicators
differently; mAP@0.50 achieved 94.9%, which was more
accurate. The detection effect was 24.6 percent greater, and

there were 248 picture detections overall—49 more than with
YOLOV5. Performance for target detection was enhanced. Poor
underwater fish swarm detection, tiny target location, few
pixels, and low accuracy issues are all resolved.

In [31] some generic work for detecting tiny objects was
done. They showed that one of the reasons for the poor average
accuracy for small objects is the need for more representation
of small things in training data. This is especially true for
today's most advanced object detectors, which require a large
enough training set of objects to guarantee that the predicted
anchors match. They suggested two ways to improve the initial
MS COCO database in order to resolve the problem. They first
demonstrated how oversampling photos with small items
during training may easily enhance performance on small
objects. Second, they recommended an improved method
based on pasting microscopic items. Compared to the state-of-
the-art achieved by Mask R-CNN on MS COCO, their trials
showed a 9.7% relative improvement, for instance,
segmentation and a 7.1% relative improvement for object
detection for tiny objects. The collection of augmentation
techniques that have been suggested provides a trade-off
between the accuracy of predictions for small and big objects.

In [34], their technique produced counting dense flocks of
hemp ducks using positive detection findings. To improve the
network structure of the YOLOv7 algorithm, three CBAM
modules were added to the backbone network. SE-YOLOvV7
and ECA-YOLOv7 were introduced for comparison studies
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along with an updated YOLOv7 algorithm that includes an
attention mechanism. As a consequence of the experimental
findings, CBAM-YOLOv7 was shown to have greater
accuracy, as well as somewhat enhanced recall, mMAP@0.5, and
MAP@0.5:0.95 values. There was no change in the
computational demand, and the FLOPS only slightly increased
by 0.02 G. They also provided two labelling methods: whole-
body labelling and head-only tagging, taking into consideration
the overlap problem with hemp duck labelling frames. The
full-body frame labelling approach showed a greater detection
effect, whereas the head-only labelling method resulted in the
loss of a significant amount of feature information.

2) Jewellery detection: Although there are not many
articles available for jewellery recognition work, especially
jewellery in store, some similar works can be mentioned.

Images of jewellery have been categorized using a
machine-learning method [35]. They employed various
methods. The first method takes advantage of the
characteristics of AlexNet's support vector machine and
support vector machine extracted from the input pictures. The
Inception-v3 model is used in the second technique to carry out
the same task. The results of the experiments showed that both
techniques worked well, although Inception-v3 had a 0.9%
higher success rate. In order to improve consistency, the
Inception-v3 was then used to train the dataset from scratch.
SVM has a 98.30% accuracy rating compared to 99.19% for
Inception-v3.

In [36], the author focuses on picture recognition methods
for automatically classifying stone-grinding flaws. After that,
the stone quality is classified using the computed pertinent
image attributes. A binary decision tree-based technique that
uses decision thresholds modified from a training dataset does
classification. In the end, the accuracy and time complexity of
the proposed method are compared with more than twenty
cutting-edge machine learning algorithms, and the results are
competitive: on the D1 dataset, the best accuracy was reached
among all tested algorithms; on the D2 dataset, 7% poorer
prediction than the best algorithm was achieved. In addition,
the algorithm consistently outperformed all others in all tests.

A novel technique for counting pearls was presented in
[37]. The model is composed of an approach to counting and
object detection. After a thorough investigation, they examine
the key performance metrics of nine object detection
algorithms. The results demonstrate that pearl identification
can be accomplished using Faster R-CNN with ResNet152,
which was pretrained on the pearl dataset, and only needs 15.8
ms of inference time with a counter following the initial
loading of the model. Additionally, performance for precise
counting and peal recognition of natural or artificial light is
promising. Additionally, the network obtained 100% accuracy
in counting pearls and a recal/AR@100 (medium) of 95% for
pearl identification.

In [38], they generated a model for automated coin
identification and recognition. In contrast to image processing
techniques, which focus on the extraction of color, shape, and
edge information, the majority of coin identification systems

Vol. 14, No. 4, 2023

now in use are based on the physical characteristics of the
coins. They have suggested a deep learning strategy for the
recognition and detection of Indian coinage. AlexNet, a
convolutional neural network that has already been trained, is
trained using features including textures, colors, and forms.
More than 1600 photos were used to train the model. They
used a pre-assembled collection of photos to train AlexNet in
their trials, which proved that there was sufficient training data.
Results obtained demonstrated that the suggested technique
outperformed more established methods.

I1l.  METHODOLOGY

YOLO was developed as a pre-trained object detector that
can identify common items, including tables, chairs,
automobiles, phones, and more [39]. We suggest a detection
approach based on YOLO techniques to create a model that
could recognize jewellery. Also useful in real-time applications
are our models.

A. Dataset

Our dataset consists of three various categories of jewellery
(earrings, ring and pendant). The dataset includes images taken
from our webcam. We collected our photos from a jewelry
store webcam that was fixed in place. Fig. 4 shows some
examples of our dataset. The dataset contains different image
sizes including small target objects, which is more challenging
to detect.

We selected photos of different types of shapes, sizes,
resolutions, angles and different numbers of samples in each
image. Using Roboflow, the 2456 photos from the dataset were
increased to roughly 6500 images in order to improve our
model. The following random processing steps were applied to
each image: horizontal flip, rotation (between -15° and +15°),
saturation (between -20% and +20%), exposure (between -10%
and +10%), and brightness (between -20% and +20%). A
maximum of three enhanced versions were produced for each
image. In Fig. 5, examples of enhanced pictures are displayed.
A training set (93%), a validation set (6%), and a test set (1%),
each comprised of the labelled images, are then created.

B. Google Colab

Utilizing Google Colab, which offers free usage of
powerful GPUs, was helpful. A 12GB NVIDIA Tesla T4 GPU,
shown in greater detail in Fig. 6, is used for all training and
testing workloads. Our whole model was trained with an image
size of 640 pixels and 50 training iterations. Other
hyperparameters were adjusted using the YOLO default
settings.

C. Transfer Learning

It is always a good idea to begin the training process for an
object detector with a model that has already been built using
weights from extremely sizable datasets. Even if the training
weights do not have the test items, this is OK. Transfer
learning refers to this procedure. In order to help the network
learn more quickly, a pre-trained model that uses weights from
the COCO dataset as its initial weights is employed.
Additionally advantageous is the fact that fewer data will be
needed [39].

73|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 14, No. 4, 2023

| NVIDIA-SMI 466.32.83 Driver Version: 468.32.83 CUDA Version: 11.2 |

e Fommmm e Fommm e -
| GPU MName Persistence-M| Bus-Id Disp.A | Volatile Uncorr. ECC |
| Fan Temp Perf Pur:Usage/Cap| Memory-Usage | GPU-Util Compute M. |
| | | MIG M. |
| ' t |
| o Tesla T4 Off | eoeoeeee:e0:04.0 OFF | e |
| n/a 63 P8 11w/ 7eu | @MiB / 15100MiB | o% Default |
I I | /A |
e R Fommm e +

Fig. 6. Details of Google Colab GPU.
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IV. RESULTS AND ANALYSIS

In this section, we introduce the experiment's details, and
then we show the training results using pretraining weights.

A. Model Evaluation

In the proposed study, the gathered experimental findings
were compared using a variety of assessment metrics,
including accuracy, recall, Fl-score, confusion matrix, and
mean average precision (mAP). The true positive rate, or TPR,
indicates how probable it is that things from the real world will
be correctly identified. When a model produces no false
negatives, which indicates that there are no bounding boxes
that are not recognized but ought to be detected, it has a high
recall. Eg. (1) provides the mathematical model for the recall

TP TP

R = )

" TP+FN ~ Total Ground Truths

The real positive and false negative are denoted in the
equation above by the letters TP and TN, respectively. Eq. (2)
defines precision as the percentage of correctly anticipated
positives, often known as the positive predictive value. The
exact model creates no false positives and only detects
important things (FP) [18].

TP TP

P = O]

T TP+FP _ Total Predictions

The F-1 score, as stated in Eq., is the harmonic mean of the
accuracy and recall scores (3).

P*R

P+R

F—1=2x (3)

Eq. (4) defines AP as the area under the PR curve and
defines mAP as the average of all AP values across all
classes/categories.

mAP = % n. AP, 4)
where n is the number of classes [18].

We trained YOLOvV5n, YOLOvV5s, YOLOv5m, YOLOvE6t,
YOLOv6Nn, YOLOv6s, YOLOv7tiny and YOLOV7. In Fig. 7
and 8, we have shown F1-confidence and precision-recall
curves respectfully. Correspondingly, the results of validation’s
mMAP, recall and precision are shown in Table 1. In addition,
we put the training time and parameter values of each model
for better evaluation.

B. Model Losses

The results of loss functions of models are shown in Fig. 9
to 11:

Vol. 14, No. 4, 2023

C. Analysis

We trained our model with YOLOvV5n, YOLOVS5s,
YOLOv5m, YOLOv6n, YOLOv6t, YOLOv6s, YOLOvT7tiny
and YOLOv7. Fig. 12 to 14 provide examples of model
predictions for the fresh and undiscovered images. Although
YOLOVT7 is the newest version and was launched in July 2022,
it is allegedly better at object recognition than YOLOvV5 and
YOLOv6. All models that were trained on our jewellery
dataset showed promising performance. However, we explored
first YOLOvV6 and next YOLOV5 are performing better than
YOLOv7, and both YOLOv7tiny and YOLOvV7 training
accuracies were far worse on our dataset.

Due to their recent publication, the poor accuracies of the
current YOLO versions may have resulted from insufficient
experimentation, tweaking, and correction [40].

As shown by the results, the smallest model YOLOv5n
achieved mAP@0.5 of 0.865 and the largest model, YOLOv7
achieved mAP@0.5 of 0.60. YOLOv6s model almost
outperformed all other models and YOLOv6N is in second
place. The worst result is for YOLOv7tiny except for training
time which is the lowest with 2.393 hours. In the next place,
the YOLOV7 has the worst performance. Due to the number of
their parameters, YOLOvV7 took the longest, clocking in at
4.518 hours. The detection speed of the model decreases as the
number of parameters increases.

Another problem that should be investigated is that in all
YOLOvV5 models, the number of undetected objects is higher.
It is feasible that expanding the dataset will boost the model's
precision.

D. Additional Analysis

We analyzed two other cases. One is to change the
Augmentation strategy and the second is to train with more
epochs. We augmented our images as described in Section Il
A with RoboFlow. We also know that there are techniques to
augment data in the structure of YOLO algorithms. For further
investigation, we once removed all data augmentation
techniques in the YOLOv5s and YOLOv6s algorithms. And
next time we only removed the mosaic and mixup techniques.
The difference in accuracy and speed between the original
models with the modified models is shown in Table II.
Interestingly, we noticed that when we remove the three data
augmentation, results in YOLOV5s increases slightly and in
YOLOV6s is almost equal. But in both models the training time
decreases by a large margin.

Finally, to evaluate training more epochs, we trained the
YOLOvG6s algorithm with 100 epochs, the results compared to
50 epochs are in shown Table II1. It shows that training with
more epochs is slightly better. Fig. 12to 14 show the
experimental results for Yolov5, 6 and 7.
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TABLE I. RESULT OF MAP, RECALL, PRECISION AND TRAINING TIME
MAP®@0.5 MAP@0.5:0.95 Precision Recall Params(M) Trainig Time(hour)
YOLOvV5Nn 0.865 0.547 0.902 0.794 1.76 4.206
YOLOV5s 0.885 0.585 0.913 0.817 7.01 4.431
YOLOvV5m 0.906 0.615 0.932 0.84 20.86 4.404
YOLOv6n 0.915 0.598 0.946 0.883 4.30 3.670
YOLOv6t 0.91 0.595 0.936 0.884 9.67 3.823
YOLOV6s 0.917 0.61 0.955 0.881 17.19 3.726
YOLOvT7tiny 0.41 0.14 0.48 0.45 6.01 2.393
YOLOv7 0.60 0.24 0.694 0.59 37.2 4518
train/box_loss train/obj loss train/cls_loss
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Fig. 9. Model Losses of YOLOV5.
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YOLOvV5n

Fig. 12. Samples for detection with YOLOV5.

YOLOv6Nn

Fig. 13. Samples for detection with YOLOVS6.
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YOLOV7 tiny

Fig. 14. Samples for detection with YOLOV7.

TABLE II.

RESULTS OF AUGMENTATION ABLATION. THE “ORIGINAL” MODEL IS THE SAME AS THE PREVIOUS SECTIONS WITHOUT CHANGES AND WITH ALL

THE AUGMENTATIONS. “W/O ALL” DENOTES WITHOUT ALL YOLO AUGMENTATION TECHNIQUES. AND “W/O 3” DENOTES WITHOUT JUST MOSAIC, MIXUP AND
CoPY_PASTE YOLO AUGMENTATION TECHNIQUES

MAP@0.5 MAP@0.5:0.95 Precision Recall Trainig Time(hour)
YOLOVS5s (Original) 0.885 0.585 0.913 0.817 4.431
YOLOV5s (W/O All) 0.885 0.535 0.901 0.838 1734
YOLOV5s (W/O 3) 0.905 0.62 0.915 0.839 2117
YOLOV6s (Original) 0.917 0.61 0.955 0.881 3.726
YOLOV6s (W/O All) 0.893 0.505 0.935 0.869 2.129
YOLOV6s (W/O 3) 0.916 0.612 0.944 0.893 2.407
TABLE II1. RESULTS OF INCREASING EPOCHS
MAP®@0.5 MAP@0.5:0.95 Precision Recall Trainig Time(hour)
YOLOVv6s (50 epochs) 0.917 0.61 0.955 0.881 3.726
YOLOVv6s (100 epochs) 0.934 0.645 0.5 0.906 7.893

V. CONCLUSION

In this work firstly a dataset consisting of 6k images of
three classes, i.e., earrings, ring and pendant was created. Our
photos were taken from a webcam fixed in a jewellery store. It
has been tried that the photos be in different lighting conditions
and angles as well as with different qualities. We have also
used the benefits of data augmentation for our dataset. The
performance of several YOLOv5, YOLOv6, and YOLOv7
variations was then compared based on the algorithm's
accuracy, recall, mAP, and training time. YOLOv6s
outperformed other algorithms for identifying jewellery,
achieving the greatest mAP@0.5, of 0.917, and
mMAP@0.5:0.95, of 0.6, according to the results. The fastest
algorithm was YOLOvT7tiny with 2.393 hours of training time
for 50 epochs. Also, we analyzed the model’s augmentation
techniques and training with more epochs. The proposed
methaod in this study has advantages compared to other existing

methods because of high accuracy rate and low computation
complexity. For future study, the results of the work show that
we have reached good accuracy, but there is more work to be
done, especially for the YOLOv7 algorithms, which can be
compensated for by further optimization and investigation and
the execution of more epochs. Another direction for future
study on tiny/small object detection is to explore the use of
attention mechanisms in deep neural networks. The use of
attention mechanisms and generative models could help
improve the performance of tiny/small object detection models
and lead to better results on real-world applications.
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Abstract—Underwater Wireless Sensor Networks (UWSNs)
have a wide range of applications for monitoring the ocean and
exploring the offshore environment. Sensor nodes are typically
dispersed throughout the area of interest at different depths in
these networks. Sensor nodes on the seabed must use a routing
protocol in order to communicate with surface-level nodes. The
suitability assessment considers network resources, application
requirements, and environmental factors. By combining these
factors, a platform for resource-aware routing strategies can be
created that meet the needs of different applications in dynamic
environments. Numerous challenges and problems are associated
with UWSNSs, including the lack of battery power, instability of
topologies, a limited bandwidth, long propagation times, and
interference from the ocean. These problems can be addressed
through the design of routing protocols. The routing protocol
facilitates the transfer of data between source and destination
nodes. Data aggregation and UWSN protocols are widely used to
achieve better outcomes. This paper describes an energy-aware
algorithm for data aggregation in UWSNSs that uses the improved
ACO (Ant Colony Optimization) algorithm to maximize the
packet delivery ratio, improve the network lifetime, decrease
end-to-end delay, and use less energy.

Keywords—UWSNSs; routing; data aggregation;
efficiency; ant colony optimization algorithm

energy

. INTRODUCTION

During the past few years, wireless and emerging
technologies have experienced significant advancements,
especially the Internet of Things (loT) [1, 2], Wireless Sensor
Networks (WSNs) [3], artificial intelligence [4, 5], machine
learning [6-8], smart grids [9], Blockchain [10], 5G
connectivity [11, 12], and cloud computing [13], all of which
have proven to be beneficial to society in a number of ways.
Underwater WSNs (UWSNs) allow devices to receive,
process, and communicate embedded in water for monitoring
and exploration at different depths [14]. These devices are
equipped with sensors that send information to a surface
station after being received from the underwater environment
[15]. The data are then processed based on the requirements of
the application. The creation of UWSNs has been inspired by
several factors, including the study of geological processes on
the ocean's surface, the identification of mines, predicting and
visualizing climate change, the analysis of the human impact
on marine ecosystems, the discovery of areas containing

*Corresponding Author.

underwater oil, the prevention of accidents, the tracking of
mammals, fish, and other microorganisms, as well as the
protection of water borders against invaders [16-18].

Sensor networks used for underwater communications
differ from those used for wired communications. Underwater
networks must be able to withstand extreme pressure and
temperature changes. They also require specialized
communication protocols to account for the longer
transmission times and greater signal loss associated with
underwater transmission. Additionally, acoustic waves are
used for underwater communications, as radio waves cannot
propagate through water. As a first point, energy consumption
varies concerning the sort of application. Underwater
networks must also be designed to be energy-efficient to
ensure long-term operation. The second characteristic of such
networks is that they typically work towards shared objectives
rather than representing specific individuals. Maximizing
throughout instead of ensuring relative fairness between nodes
is the goal. Thirdly, the number of hops, link distance, and
reliability are correlated in these networks. Several short hops
rather than a single long hop are used in underwater networks;
hence multi-hop data delivery uses less energy than single-hop
data delivery. The end-to-end reliability of packet routing is,
however, affected by many hops, especially when the
environment is harsh underwater. As a final factor, individual
companies using inexpensive equipment typically install these
networks, so strict interoperability is unnecessary [19]. The
subsurface environment may complicate UWSN design. Host
conditions pose significant challenges in terms of node
movement and 3D topology. Some underwater applications,
such as detection and rescue missions, require ad hoc
deployment, which is often unplanned and needs networks to
be deployed in short timeframes [20].

UWSNs have attracted researchers' attention thanks to
their wide range of applications in several sectors. Monitoring
environmental conditions, oil and gas extraction under the sea,
surveillance of military operations, smart farming, and
communication are some of the many applications of UWSN
[21]. UWSNSs suffer from several significant issues, including
highly energy-consuming, insufficient processing power of
nodes, and short-term lifespans in routing protocols [22].
Therefore, it is a research challenge to reduce energy
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consumption and processing in UWSNs to extend their
lifetimes. There are two main types of data aggregation in
UWSNSs: unstructured and structured [23]. The amorphous
category has no predefined structure for data gathering, so
local information is utilized to aggregate data. Structured data
aggregation networks have a defined structure. Structured data
aggregation is classified into two categories: flat and
hierarchical. A flat structure has objects that contribute to
sensing and perform similar functions. Hierarchical
approaches typically organize sensor nodes logically and
enable them to communicate securely. There are three primary
methods of implementing hierarchical structures: centralized,
clustered, and tree-based [24].

The ACO algorithm for aggregating data from UWSNS is
improved in this work. The first step is a description of
network and optimization models. Second, an enhanced ACO
algorithm is presented based on improvements to heuristic
information, pheromone update procedures, and evaporation
parameters. To improve the heuristic data of the conventional
ACO algorithm, we provide heuristic information that
considers distance and remaining energy. Also, the suggested
adaptive scheme for the evaporation parameter enables the
algorithm to perform a global search and reach a higher
convergence rate. The article is organized as follows. In the
second part, previous techniques are discussed. The proposed
technique is thoroughly explained in Section Ill. Section 1V
presents the simulation results. The paper's fifth and final
section offers some ideas for future research.

Il.  RELATED WORK

As scientists construct UWSNSs, they are challenged by
significant mobility, propagation delays, limited bandwidth,
and restricted battery and memory capacities. Tran and Oh
[25] proposed a clustering approach that overcomes the
UWSN's limitations. It is divided into four stages: the
initiation stage, cluster head selection stage, clustering stage,
and data aggregation stage. Efforts are being made to reduce
the network's energy consumption, increase throughput,
minimize data redundancy, and guarantee data accuracy.

UWSN sensor nodes continually lose power while
performing underwater monitoring tasks. With limited
replacement options for underwater sensor nodes, energy
saving is key to increasing their lifespans. Data aggregation
and clustering are potentially energy-saving techniques. An
improved data aggregation method for cluster-based UWSNs
is presented by Goyal, et al. [26], which employs a TDMA
transmission schedule to eliminate collisions between clusters
and an efficient sleep-wake-up algorithm to aggregate the
sensed data, and by combining data aggregation, scheduling,
and fusion, well-known existing protocols are improved to
minimize energy consumption. Compared to existing
protocols, the proposed scheme performs better concerning
energy consumption, delay, and packet delivery rate than
existing approaches.
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A similarity function-based data aggregation with a
Semaphore process is used by Ruby and Jeyachidra [27] to
reduce energy consumption in UWSNs. A Date Palm Tree
approach is used to cluster sensor nodes. Data aggregation
nodes use Minkowski distance to check if readings collected
from cluster members are similar. Data aggregators and
cluster heads implement the Semaphore concept to ensure
optimal network performance and reduce energy consumption.
Packets can be moved from the data aggregators to the cluster
heads through the message queue. Similarity measures in the
proposed algorithm would lead to an improvement in link
quality, redundancy, data delay, and energy consumption.

Krishnaswamy and Manvi [28] propose a palm tree-based
approach for data aggregation and routing in UWASN.
Petioles, rachis, leaflets, and spines make up the structure of
palm trees. The sink node is connected to the junction of
petioles. The proposed scheme creates fronds and leaflets by
connecting them through spines. Several factors are taken into
account when selecting master center nodes at the petiole
junction, such as interconnection, petiole angle, Euclidean
distance, and residual energy. The third step involves the
identification of local centers at either end of the leaflet and
linking them to the master centers via mobile agents. As for
the fourth step, local aggregation considers leaflet nodes at
local centers and carries them to a connected master center.
Simulations are performed under various UWASN situations
to assess the effectiveness of the scheme.

Wan, et al. [29] present an energy-efficient adaptive
clustering routing protocol for UWSNSs. Using a hierarchical
network structure, the algorithm determines the size of the
competition radius based on the distance between cluster
heads and the base station. By avoiding early death, cluster
heads can avoid excess competition radius and excessive
energy burden. Based on the nodes' residual energy and
transmission paths' energy loss, the algorithm can select the
cluster head with the largest residual energy. This will
optimize network energy consumption. To balance energy,
routing rules are determined by residual energy levels to select
between a single-hop routing node that is more energy-
efficient and a multi-hop routing node that is more energy-
efficient. According to simulation experiments, the proposed
algorithm results in significant energy savings to the AFP
protocol and DEBCR algorithm.

loT-enabled depth base routing (IDBR) was proposed by
Farooq, et al. [30] in order to maximize energy efficiency.
MATLAB simulation was used to compare the IDBR with the
standard DBR protocol. Both methods (IDBR and DBR) are
analyzed based on delay, base station utilization, network
lifetime, and energy consumption, alive nodes. Based on
simulations, it is found that IDBR is 27.7% more energy
efficient than DBR and improves network stability. IDBR also
utilizes surface sinks more than DBR since sinks are used as
relays, forwarding data to the base station directly, which
gives field nodes more power. It increases the accessibility
and security of the sensed data while improving the network's
lifetime.
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I1l. PROPOSED METHOD

The proposed method for data aggregation problems in
UWSNs usually has a high delay, or they do not consider this
problem. This section proposes a technique through the ACO
algorithm to solve this problem, reduce energy consumption,
and extend the underwater network's lifespan. The ACO
algorithm always chooses the routes with the least number of
hops to route data packets between sources and sink nodes.

A. Network Model

According to the suggested network model, all sensor
nodes are dispersed over a three-dimensional space with fixed
sensor placements, and the base station knows their locations.
Since they are close, all sensors can send and receive data to
and from the base station. The proposed model represents the
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network as a graph G=(V, E), where V is the set of nodes and
E is the links between nodes, as seen in Fig. 1. In the model,
sensors receive data from other sensors, integrate it with their
data, create a packet without considering the amount of data
received, and then send the packet. The problem is planned by
a routing plan to deliver integrated packets from the sensors to
the base station to reduce the energy consumption of the
sensors, increase the network lifetime, and reduce the end-to-
end delay. One solution is to use multi-hop communication by
integrating the associated data. The problem is modeled as a
graph with sensors representing the graph nodes. A maximum
sensing range is considered for each node, which adjusts its
neighborhood group and routing table. Each source node
senses the sensing area regularly and sends data to the next
node to receive from the base station.

Base Station

) (@)
Aggregator Node
Aggregator Node
Ay ) I
@ /v (9) (o) (o) o)
Aggregator Node =y
1 ~Aggregator Node ~ Aggregator Node
@ @ ;L (@) @ ;@) |
S
Length (m)

Fig. 1. The proposed network model.

B. Optimization Models

1) Attenuation model: Attenuation results from the
conversion of sound energy to heat, and the energy absorbed
by the water is accounted for according to the signal
frequency. The Throb model [31] has the simplest equations
for calculating attenuation based on signal frequency. The
Throb equation is Eq. (1), where f is the signal frequency in
kHz.

2
L 1 275%x107* x f2 +

a=011x _
4100+f
0.003 (1)

fZ
TR

2) Transmission loss model: The loss of transmission (no
connection between the transmitter and the receiver) occurs
because of the reduction in the sound intensity on the route
(communication link) between the transmitter and the
receiver. It depends on the range of the nodes and the signal
attenuation. The transmission loss is defined and calculated by
Eqg. (2) and Eqg. (3), where SS is the spherical distribution
factor in the three-dimensional environment calculated as
follows:

TL=SS+ax1073 )
SS =20 xlogr 3)
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a is the attenuation coefficient, calculated by Eq. 1, and r
is the communication area of the nodes in meters.

3) Signal-to-noise ratio (SNR) model: Generally, SNR is a
criterion that indicates the proportion of the desired signal
versus noise in the network. SNR is defined such that a higher
ratio means that the amount of signal is more significant than
the noise. In wireless sensor networks underwater, the SNR of
the signal transmitted by a node is defined as the sum of the
source level, transmission loss (TL), noise level (NL), and
directional index (DI) of the signal transmission. This ratio is
defined as follows:

SNR=SL + TL + NL + DI (4)

SL depends on the Transmission Power (Pt) and
Transmission Power Intensity (It), defined as follows:

) )

0.067x10~18
The I, of an underwater signal is calculated as follows
according to the Py

SL =10 X log(

I, = (—t—) (6)

2xmX1mxd

Where I, unit is m? because this ratio is estimated for a
signal within a one-meter distance of the source node for
shallow water, and d is the distance in meters between the
nodes. TL is estimated using Eq. (2), and the considered DL is
zero because of assuming that the receiver and transmitter of
the signals (hydrophones) are distributed in an appropriate
direction. NL in an underwater wireless sensor network is the
sum of disturbance noises, the ships transportation noise,
sound noise, and thermal noise, calculated by the following
equation;

N(F) = N(f) + Ns(f) + No (f) + Nen () (7)

In which the values of N.(f), Ny(f), N,,(f), and N, (f)
are estimated as follows:

10log N.(f) = 17 — 301log(f) (8)

10log Ny(f) = 40 + 20(s — 0.5) + 26 log(f) 9)
10log N,, (f) = 40 + 7.5vw + 20log(f) — 40log(f + 0.4)
(10)

10log N, (f) = —15 + 201log(f) (11)

S in Eq. (9) is the transportation factor, in Eq. (10), wind
speed ranges from 0 to 1, and f in all of the above equations is
the frequency in kHz.

4) Delay model: The suggested technique uses a
propagation delay model to calculate delay using Eq. (12).
Underwater propagation delay depends on the underwater

sound speed and distance between the nodes.
d

tp = ; (12)

Eg. (12)'s terms d and c represent the distance between two
nodes and the sound speed (m/s), respectively. Sound speed
for underwater acoustic communications is calculated using
Eqg. (13). A sound wave can be mechanical energy transferred
by the source node. This wave can be propagated from one
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particle to another one through the ocean proportional to the
sound speed.

C = 1449 + 4.6T + 0.055T2 — 5.304 x 1072T2 + 2.374 x
107473 + (13)

In Eq. (13), T stands for temperature, D for depth, and S is
the saltiness of water (parts per 1000). Since the sea depth
varies between 0 and 1500 meters, the water temperature and
saltiness reduce with sound speed.

5) Energy consumption model for UWSN: Usage of
energy in an underwater channel for data transmission
between two nodes with These equations are used to calculate
distance d:

E(d) = E;(d) + E-(d) (14)
Et(d) = l(Egec + Eamp) + P, X #@ (15)
Er(d) = l(Eelec + EDA) + Pr X : (16)

hxB(d)

In the above equations, P, and P. are transmission and
reception powers to transfer and receive energy E, and E,., | is
the size of the data packet, B(d) is the existing bandwidth, and
h are bandwidth efficiency (bps/Hz), calculated by applying
Eq. (17):

h =log,(1 + SNR) a7

E.ec is the required energy to process one bit of the packet
(data package), E,mp is the amount of energy consumed.
These are the values they follow: E,.. = 50n//bit and
Eqmp = 10p] X bit™" x m~2. Moreover, Ep, in Eq. (16) is
the required energy for data aggregation. In the proposed
method, data aggregation is performed by each parent node.
The energy consumption of this process is estimated using Eq.
(18), where 1 is the length of the transmitted packet, EDa is the
consumed energy for data aggregation, and n is the count of
the aggregator node's children.

Epg =1XEp, Xn (18)

6) Lifetime model: The network lifetime is calculated by
applying Eq. (19), where e;n;+iq; The initial energy of the
system. e;ytq; The sum of the required energy for data
transmission and reception is estimated using Eq. (14).

Lifetime = Sinitial (19)
€total

7) The objective function: According to the models
discussed in the previous sections, all parameters should be
optimized to achieve the desired result. Therefore, the
objective function used in this paper is a multi-objective
optimization function given by Eg. (20), where E is the
consumed energy, L is the lifetime, D is the end-to-end delay,
« is attenuation, and TL is the transmission loss rate. W,, W5,
Wy, W,, and W5 are the mentioned function coefficients used
for the normalization of the results. These coefficients are
betweenOand 1,and W; + W, + W5 + W, + W5 = 1.
Fitness =W; XE+W, XL+ W; XD+ W, Xa+ Ws XTL

(20)
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C. The Proposed Method

The proposed method uses the ACO algorithm to create
the aggregation tree, and one ant is considered for each node.
First, each creates a route through the heuristic function and
pheromone set. The route is stored as a solution. The proposed
procedural steps are as follows.

1) Solution generation by ants: This step generates a
primary population, initialises parameters, and the ants present
a solution.

e Step 1-1: Generating primary population

The number of nodes in a network and the primary ant
population are related; additionally, each ant has an array with
the IDs of the nodes on the route to the destination. Fig. 2(a)
shows three arrays of the response. The last index shows the
base station, and the first index of each array shows the source
node. Fig. 2(b) displays the generated tree for the solutions.

)

(6) (H)

© ® ®& ¢
A) (8)

Fig. 2. Ant solutions.

o<l

I
Pyl

®
Py

e Step 1-2: The parameters initialization

In this step, the parameters should be set based on the
problem. Thus, the correct values for the primary pheromone
of the route and the heuristic function should be defined.

- The heuristic function definition: various functions
can be used for the heuristic function in this
problem. This function is proportional to the cost of
the links. In the proposed method, the inverse
Euclidean, a node's distance from the following
node, is considered the heuristic function. Hence, an
n*n matrix is generated to save the distance between
the nodes. The heuristic function is shown in 7 that
n;; is the reverse distance between the i" and j"
nodes.

- Pheromone definition: the amount of the pheromone
between the i and " nodes shows the amount of the
route goodness based on the ants' experience in the
previous round. When the ants reach their
destination, the pheromone is updated. In this paper,
the primary pheromone for each route is the reverse
Euclidian, the distance from the base station to the
next node. An n*n matrix is created to save the
primary pheromone in each route.
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e Step 1-3: Solution generation by the ants

The ants are the answer generator routines that generate
the answer by random movement on the graph G= (V, E). The
ants should consider the policies and the limitations of the
problem when moving on the graph. They search for a route to
the base station to generate a solution. The probability of
selecting the next step is computed by Eqg. (21). The
definitions related to Eq. (21) are presented in Table I. One of
the nodes is selected randomly after calculating the probability
of each node selection as the next step. The roulette wheel
sampling method (a random selection method of a discrete
distribution) is used for this aim. The ants continue their step-
by-step movement until the ant reaches the base station. Each
ant's solution includes a generated route from the source node
to the base station that is saved in an array with the length of
the route.

Pik—>j — Pi};' ZueN}ic(Tiu) X(Miw) (21)
0 . j&Nk
e Step 1-4: The obtained solution evaluation

The generated answer by each ant is evaluated in this step.
At first, to determine the distance between the nodes, Eq. (22)
is used.

d =d + distance(n(i) + (n(i + 1))) (22)

In Eq. (22), n(i) is the source node, n(i+1) is the next node,
and d shows the total distance between the source node and
the base station. The entire route distance is calculated step-
by-step and saved in d. Then the energy consumption, delay,
lifetime, attenuation, and SNR of each route are computed
based on the equations in the mentioned models.

2) Pheromone update: This step includes adding the
pheromone and its evaporation. The goal of adding a
pheromone is to increase the amount of the pheromone related
to the optimal solutions performed after each repetition of the
algorithm. The pheromones are evaporated in each round.
Pheromone evaporation helps the ants to forget previously
learned unacceptable solutions.

e Step 2-1: Adding pheromone

Shedding pheromone is performed in this step based on the
obtained solutions from the ant colony optimization algorithm.
Some pheromone is added to each edge from the i" to j" node
passed by the kth ant proportional to the cost of the k™ ant
solution using Eq. (23). Q is a constant considered 1. Less cost
of the key leads to adding more pheromones to the route.

7;; = 155 + Q/ant(k). cost (23)
e Step 2-2: Pheromone evaporation

The route's pheromone is evaporated proportional to Eg.
(24), in which p is the evaporation rate with the value of 0.05.

7 = (1 —p) X 155 (24)
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IV. EXPERIMENTAL RESULTS

MATLAB is used for the implementation and data analysis
of the proposed method because this simulator is used in many
types of research because of its high ability for mathematical
calculations, high capability to show the results, high
efficiency, and high data volume. Simulation parameters and
the used variables of the planned method are presented in
Table I1.

Three scenarios show the proposed method's efficiency
rather than the previous ones. End-to-end delay and the energy
consumption of the proposed technique are compared with the
previously proposed techniques in the first and second
scenarios. The idea of using multiple sinks is identified in the
third scenario, and its performance is compared with the
methods that use only one sink. The first scenario has been
performed based on the data of [32], and the parameters of this
paper are shown in Table IlI. In this scenario, as shown in Fig.
3 to 6, the proposed method delay outperforms the Clustered-
based Multipath Shortest-distance Energy efficient Routing
protocol (CMSE2R), and the genetic algorithm regarding
network lifetime, energy consumption, end-to-end delay, and
packet delivery rate.

The second scenario has been performed based on the data
of [33], and the parameters of this paper are shown in Table
IV. In this scenario, as displayed in Fig. 7, the proposed
method performs well regarding end-to-end delay compared to
Depth Base Routing (DBR). The third scenario has been
performed based on the data of [34], and the parameters of
this paper are shown in Table V. Fig. 8 and 9 show that the
planned method performs better in terms of energy
consumption and delay than Firefly mating optimization
inspired Routing Protocol (FFRP) and Particle Swarm
Optimization (PSO) algorithm. The simulation findings
demonstrate that the suggested method needs low energy
compared with the previous methods, and its end-to-end delay
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is less than the previously proposed methods. A new idea is
proposed and implemented to improve this method in which
multiple sinks are used for data gathering instead of one sink.
Also, the network lifetime improves in addition to the energy
and delay reduction.

Considerations for the subsurface environment should be
taken into account when evaluating UWSNs. The host
conditions pose major challenges in terms of continuous node
movement and 3D topology. Additionally, some underwater
applications, including detection or rescue missions, are often
ad hoc in nature, requiring both rapid deployment of networks
and no advance planning. The routing protocol should be able
to determine the location of the nodes in such circumstances
without requiring any prior knowledge of the network.
Furthermore, the network should be able to reconfigure itself
under dynamic conditions so that the communication
environment can be optimized. A significant consideration in
the selection of a system is the relationship between the
communication range and data rate and the specific
conditions. Even when configured for higher data rates, a
deep-water system may not be suitable for shallow water.

In practice, manufacturers' specifications of maximum data
rates are mostly useful for establishing the upper performance
bounds, which are not always achievable under specific
conditions. Well-funded users have purchased multiple
systems and tested them in specific environments in order to
determine whether they are suitable for their needs. There is a
need for an international effort to standardize the tests for
acoustic communications, but this is not as simple as it sounds
since private organizations or even government organizations
that conduct comprehensive tests do not generally publish the
results of their studies. Additionally, there is a lack of global
standards for acoustic communication systems, which makes it
difficult to compare the performance of different systems.
Without a unified set of standards, it is difficult to determine
which system is best suited for a particular application.

TABLE I. DEFINITIONS OF VARIABLES IN EQ. (21)
Parameters Definition

Pi’} Probability of choosing node j as the next step by ant k
(rij) The pheromone flow rate from node i to node j
i) The reverse of the distance between nod i to node j

N; The set of nodes

The controlling parameter for the relative effect of the amount of pheromone
B The controlling parameter for the relative effect of the amount of heuristic function
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TABLE Il SIMULATION PARAMETERS
Parameters Description Value
A(mxnxz) Sensing area 100*100 — 500*500
N Number of nodes 100-500
MaxIT Max iteration 100-1000
L Packet length 2-10 byte
Einitial Initial energy 0.25-5]j
o Ant colony constant 1
p Pheromone evaporation rate 0.006
T Initial pheromones 1
Q Ant colony constant 1
B Ant colony constant 1
TABLE Ill.  PARAMETERS FOR THE FIRST SCENARIO
Parameters Values

No. of Nodes 300
Network Size 1500m x 1500m
Initial Energy 7017
Simulation time 1000 sec
Data Packet size 64 bytes
Transmission range 100 m to 150 m
MAC Protocol (Shin & Kim, 2008) 802.11-DYNAV
The surface sink distance difference 100 m
Energy consumption for receiving 0.75w
Energy consumption for idle listening 8mw
Energy consumption for transmitting 2w
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Fig. 3. Energy consumption comparison.
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TABLE IV. PARAMETERS FOR THE SECOND SCENARIO

Parameters Values
Data Packet size 512 bytes
Network Size 3000m x 3000m
No. of Nodes 30-150
Range (Transmitter/Receiver) of nodes 100m
Simulation time 70 sec
400
s 350
'5 300
S 250
% 200
S
© 150
S 100 I
)
T s0 I
0
20 40 60 80 100
Number of nodes
mEDBR ®Proposed method
Fig. 7. Energy consumption comparison.
TABLEV.  PARAMETERS FOR THE THIRD SCENARIO
Parameters Values
Initial Energy 100 j
Network Size 1000m x 1000m
No. of Nodes 300
Data Packet size 30 bytes
Range (Transmitter/Receiver) of nodes 150m
Simulation time 130 sec
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Fig. 9. Energy consumption comparison.

V. CONCLUSION

In order to mitigate the issue of excessive energy
consumption in UWSNSs, this work developed an energy-
efficient data aggregation technique with the modified ACO
algorithm. The paper made the following contributions. The
heuristic information was enhanced using the distance factor
and the residual energy of nodes. This research also included
an improved adaptive technique for updating the evaporation
parameter for the pheromone update mechanism, which can
increase the algorithm's global search capacity and
convergence rate. As a third point, this paper proposes ant
searches. Simulation findings regarding packet delivery rate,
end-to-end latency, network lifetime, and energy consumption
demonstrate that the suggested technique surpasses existing
ones. To achieve effective data aggregation, the aggregator
must wait until the data is collected from various sensors and

transmit them to the sink without any collisions or delays. In
order to accomplish this, effective scheduling techniques are
required. Therefore, in the future work we will develop a
scheduling technique that will allow for the -effective
aggregation of data from the sensors. As the aggregated data is
transmitted to the sink without delay or loss of quality, it
considers both spatial and temporal co-relationships among
the data. For energy balanced networks, the mobility of sensor
nodes should also be taken into consideration in an intra- and
inter-cluster data aggregation process.
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Abstract—Machine Learning (ML) is seen as a promising
application that offers autonomous learning and provides
optimized solutions to complex problems. The current
Multiprotocol Label Switching (MPLS)-based communication
system is packed with exponentially increasing applications and
different Quality-of-Services (QoS) requirements. As the network
is getting complex and congested, it will become challenging to
satisfy the QoS requirements in the MPLS network. This study
proposes a hybrid ML-based intrusion detection system (ML-
IDS) and ML-based intelligent routing algorithm (ML-RA) for
MPLS network. The research is divided into three parts, which
are (1) dataset development, (2) algorithm development, and (3)
algorithm performance evaluation. The dataset development for
both algorithms is carried out via simulations in Graphical
Network Simulator 3 (GNS3). The datasets are then fed into
MATLAB to train ML classifiers and regression models to
classify the incoming traffic as normal or attack and predict
traffic delays for all available routes, respectively. Only the
normal traffic predicted by the ML-IDS algorithm will be
allowed to enter the network domain, and the route with the
fastest delay predicted by the ML-RA is assigned for routing.
The ML-based routing algorithm is compared to the
conventional routing algorithm, Routing Information Protocol
version 2 (RIPv2). From the performance evaluations, the ML-
RA shows 100 percent accuracy in predicting the fastest route in
the network. During network congestion, the proposed ML
outperforms the RIPv2 in terms of delay and throughput on
average by 57.61 percent and 46.57 percent, respectively.

Keywords—Machine learning; intrusion detection system;
routing algorithm; quality of service; communication system

. INTRODUCTION

Multi-protocol label switching (MPLS) routing technique
for telecommunication networks was invented in the late
1990s as a more efficient alternative to the traditional Internet
Protocol (IP) routing [1]. In contrast to traditional network
protocols, which route data packets according to the source-to-
destination (S2D) addresses, MPLS routes traffic from one
node to another according to predefined labels in the packet
header. These labels may contain information related to
quality of service (QoS) such as traffic latency, jitter, packet
loss and downtime, which allows network traffic to be
prioritized according to its importance. One of the most
noteworthy advantages of MPLS is its independence from any

The research and publication of this article was funded by UNITEN
BOLD grant J510050002/2021061 and 202210020YCU.

protocol or transport medium. It supports IP-based, Ethernet-
based, asynchronous transfer mode (ATM), and frame relay
transmission [1]. Other benefits of MPLS include [1]: 1)
providing good QoS performance for latency-insensitive
applications such as video and mission-critical data;
2) allowing data and voice applications to coexist on the same
network; 3) allows the pre-programming of different types of
data with distinct priorities and service classes; and 4) offers
network scalability to users.

However, as the number of applications and users grows
exponentially, conventional MPLS networks are likely to
become more complicated and require stringent QoS
regulations to ensure network reliability, delay tolerance, and
throughput. Routing assignment (RA) algorithms used in
conventional networks are typically based on the shortest path
with fixed rules. They may not give the optimal QoS,
particularly in a complicated network architecture. While
standards and algorithms have been developed to increase the
efficiency of the existing networks, it is anticipated that
conventional approaches would be unable to meet growing
demand while maintaining QoS. Additionally, the networks
are facing threats from cyber attackers that take advantage of
network vulnerabilities, resulting in extensive network
disruption and significant damage to an organization’s
reputation. These challenges emphasize the critical importance
of intelligent routing techniques and network security
protection, such as that provided by network intrusion
detection systems (IDSs).

An IDS monitors network traffic for signals of hostile
activity by building a predictive model that can discriminate
between attack and normal network flows. However, despite
decades of advancements, existing IDSs continue to face
detection accuracy challenges by reducing the false alarm
rates and the identification of unknown threats [2].
Additionally, the fixed rules of IDS systems are vulnerable to
threats including Denial-of-Service (DoS) and brute force [3].
To safeguard the network from such vulnerabilities,
researchers all around the world have created cutting-edge
IDS with the integration of machine learning (ML) algorithms.
ML is capable of rapidly identifying patterns in a variety of
data and solving complex, multi-dimensional problems with
little to no human intervention. Since intrusion detection is a
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classification problem, ML can be one of the promising
candidates for IDS in the network. A Learning-based system is
used in ML-based IDS to identify possible attack classes
based on the behavior of an incoming packet. These ML -based
IDSs offer various advantages over conventional systems,
including lower computational loads and greater flexibility, as
well as the ability to detect novel attacks and capture the
complex features of attack behavior [4].

This research addresses several issues in MPLS networks,
including improving network QoS and enhancing network
security using ML algorithms. This work proposes a hybrid
supervised ML-based IDS and ML-based RA algorithm
(herewith will be referred to as ML-IDS and ML-RA,
respectively) that is trained using an ML-IDS dataset
generated using a simple data extraction method. The
proposed ML-IDS is a security intrusion classification
algorithm that analyses the incoming traffic patterns and
network conditions and then classifies the traffic as legitimate
or potentially intrusive. Afterwards, the ML-RA intelligently
computes a route that is predicted to provide the best QoS
requirements under any network condition. In short, the main
contributions of this research work are as follows: 1) we
proposed an ML-IDS algorithm that uses a simple data
extraction method from the network to train the classifier
without compromising the accuracy; 2) we developed an ML-
RA algorithm that predicts the QoS parameters and performs
path computing for the incoming traffic with various priorities
in different traffic conditions; and 3) we introduce the first
hybrid ML-IDS and routing algorithm (RA) that enhances
network security and QoS.

This paper is organized as follows. Section |1 provides the
literature review. The formulated ML-IDS and ML-RA
methodology is presented in Section Il1. The discussion on the
findings in the evaluation of the proposed strategy is presented
in Section 1V. Finally, Section V refocuses on the purpose of
the research and draws conclusions for this study.

Il.  LITERATURE REVIEW

A. Routing Strategies in the Literature

One of the networking fundamentals responsible for
selecting a path for packet transmission is network traffic
routing. With proper network routing management, it is
possible to achieve a QoS-compliant and cost-effective route,
especially through the implementation of ML in network
routing. However, ML-based traffic routing is often
challenging because of various constraints including complex
and dynamic topologies, diverse traffic, and unique QoS
requirements. In routing optimization problems, traffic and
route matrices can be used to describe the input and output of
ML algorithms [5]. To predict or select a path for incoming
traffic, ML algorithms must learn the correlation between
traffic inputs and link conditions. The recent applications of
ML in routing can be divided into five routing objectives,
which are discussed as follows:

1) Routing by predicting network parameters: In today’s
network operations and administration, it is critical to predict
network parameters such as path or connection quality, delay,
throughput, optical signal to noise ratio (OSNR), and
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incoming traffic. ML aims to improve overall network
performance by learning from past data or the environment.
For example, Alvizu et al. [6] trained an artificial neural
network (ANN) using a public dataset from Milan to forecast
the traffic load and variation and calculate the best resource
allocation via dynamic optical routing in software defined
networks (SDNs), thereby reducing energy consumption. In
contrast, Choudhury et al. [7] introduced a hybrid machine
learning (ML) model based on the Gaussian process (GP)
method to forecast traffic volume for each traffic engineering
tunnel over time, followed by forecasting the optical
performance of new wavelengths in a multi-vendor
environment.

2) Routing for QoS improvement: By controlling the
network’s delay, jitter, bandwidth, and packet loss ratio, a
good QoS can be attained. However, with the explosion of
traffic volume in the network, it can be challenging to fulfil
the QoS specifications for each incoming traffic. Due to the
network’s complexity, conventional algorithms to improve the
QoS parameters may be impractical. To meet the QoS
requirements, researchers are continuously developing and
refining unique solutions, such as ML-based algorithms, to
maximize throughput while minimizing latency.

Nakayama et al. [8] proposed a routing scheme using the
Markov Chain Monte Carlo algorithm to reduce the worst-
case end-to-end delay of all the front-haul flows of the
centralized radio access network (C-RAN) and ensure that all
flows meet the latency requirements. The proposed solution
successfully reduces all flow’s latency, demonstrating that the
ML-based approach can address the CRAN’s queuing delay
problem. Additionally, Stampa [9] proposed a deep RL agent
that can optimize routing in accordance with a predefined
target metric, such as the delay requirement in SDN. The deep
RL model automatically adapts to the current traffic
conditions and proposes a customized configuration that
minimizes network delay. The suggested deep RL agents were
able to reliably calculate total traffic intensities, and the
average delay is less than the benchmark of 100,000 randomly
created routes.

3) Low computation routing scheme: Incorporating ML in
the network may lead to high computational load, especially
when dealing with high dimensional input features or when
using deep learning (DL)-based algorithms. With that, several
works proposed a low computational routing scheme. For
example, Hendriks et al. [10] proposed Q2-RA, which is
hybrid of Q-routing and Multi-Agent Reinforcement Learning
(MARL) RAs. In the algorithm, ad-hoc wireless nodes decide
on a route by selecting the neighbor with the best Q-value as
the next-hop destination. Although this algorithm has an
additional modified reward function to meet the QoS criterion,
it is comparable to Q-routing. Only training traffic is provided
throughout the learning process to obtain the Q-values on the
available path until it converged inside a predetermined
threshold. The transmission of data traffic then starts once the
rate of sending learning traffic has drastically lowered. The
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suggested Q2-RA performs better than the ad hoc on-demand
distance vector method with QoS awareness and is more
flexible to network condition changes.

Martin et al. [11] proposed a classifier that was trained
using labelled Risk Weighted Assets (RWA) configurations
and solved using inductive logic programming (ILP). The
classifier can offer online network setup for newly arriving
traffic matrices once it has been trained. In response to rapidly
changing traffic patterns, it can dynamically adapt and
reconfigure the network because of the quick computation of
RWA configurations. Instead of calculating ILP for every
incoming traffic, the network will remember prior ILP
solutions and allocate a path in accordance with the historical
data. As compared to the ILP method, this approach reduces
computational time by up to 93%.

4) Congestion-control routing: Congestion is one of the
main concerns for network providers as it can degrade the
overall network performance. Through congestion control,
network stability, fair resource allocation, and a reasonable
packet loss ratio are all made possible [12]. In conventional
routing protocols, previous network abnormalities, such as
network congestion, are not learned. As network traffic keeps
growing, the network is put under a lot of strain, which creates
problems with resource management and allocation that affect
traffic QoS. Given that the majority of networks are still using
outdated routing systems, this congestion problem is getting
more critical [13]. Additionally, routing systems were created
for fixed networks that determine the shortest paths using
distance vectors or link costs. Eventually, the network will
experience excessive traffic load, which will severely degrade
network performance. The conventional RAs frequently
commit the same routing mistake when this condition recurs,
leading to an unmanageable rise in delay and packet error rate.
This is where the predictive ML models come in to attempt to
overcome the congestion issue.

Due to the inflexibility of route selection in circuit-
switched networks, their total routing performance is usually
constrained. This issue is highlighted by the least loaded (LL)
routing protocol, one of the network's routing protocols.
Because of the excessive capacity consumption under
conditions of heavy load, this routing protocol may result in
subpar performance and overall inefficiency [5]. To assist the
LL routing performance, a novel online-based supervised
Naive Bayes (NB) classifier is proposed in [14]. The classifier
forecasts the likelihood of future circuit blocking between
node pairs. When a service is provided or denied, the network
snapshot is stored as historical information to determine the
best route for new service connections. The proposed solution
outperforms the least-load and short-path conventional routing
protocols in terms of the minimum number of extra hops,
lowest blocking probability, and least amount of network
capacity overconsumption.

Another example of congestion control is demonstrated by
Tang et al. [13]. The authors proposed a real-time DL-based
intelligent network traffic control method based on deep
convolutional NN (deep CNN) with uniquely characterized
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input and output to represent the wireless mesh network
backbone. The performance of the proposed scheme is
compared with Open Shortest Path First (OSPF), Intermediate
System to Intermediate System (1S-1S), and Routing
Information Protocol (RIP). The simulation results showed
that the DL-based routing scheme is superior to other routing
protocols, as 98.7% of congestion cases are avoided.

5) Load-balancing routing: The bursty nature of SDN
packet traffic creates a network load imbalance. Yao et al. [15]
proposed a pair of ML-aided load balance routing schemes
that take queue utilization (QU) into account to address this
issue. The aim is to improve load-balance routing by reducing
the packet loss ratio and improving the worst throughput. To
deal with network congestion caused by a sudden traffic burst,
ANN algorithms predict the QU for the next time slot. The
predicted value is used to guide intelligent routing decisions.
When compared to the shortest path approach, the proposed
scheme improves packet loss ratio and throughput while
increasing delay by 20%.

The next-generation wireless network (NGWN) is a
network service and operation interface that can support
multiple standards such as 5G, Wi-Fi, and cognitive radio
networks. However, the volume of traffic in the current
communication infrastructure is expanding rapidly that the
router’s speed may not be sufficient to keep pace.
Additionally, the NGWN's real-time load balance request
cannot be satisfied and served by using conventional routing
schemes that are solely based on standard rules and have
limited computing capacity [16]. To anticipate the network
queue state, which is one of the measures for making wise
routing decisions, Yao et al. [16] suggested a load balancing
routing based on NN. The proposed algorithm is compared to
shortest path-based algorithms such as Bellman-Ford (BF) and
Queue-Utilization BF (QUBF), in terms of throughput and
delay. According to the results, the proposed technique
reached the highest throughput while incurring a 20% delay
over the BF approach. The proposed algorithm also can
predict the next-hop path with the smallest buffer and thus
improve load balancing.

B. Challenges in Routing

From the literature review, recent related works on ML-
based RA have proven to route the traffic effectively. Almost
all related works from literature successfully overcome the
limitations of conventional routing protocols. Despite ML’s
superiority in routing in communication networks, there are
still some challenges to consider, discussed as follows.

1) Trade-off between accuracy and computational load:
The trade-off between accuracy and computational load in
ML-based RA using classical ML and DL is similar to the
issue discussed for ML-based IDS. This trade-off must be
considered because ML routing decisions need to be swift and
in real-time to avoid processing delay. Unlike the proposed
ML-RA in the literature which used DL-based classifiers, our
work aims to use ML-based regressions including DT-
regressions and LR by Gibbs Sampling (LRgs) to predict the
delay in all available routes. DT and LRgs are well-known for
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their simplicity and interpretability, but they are prone to
overfitting. To address this issue, we will train, test, and
evaluate our proposed ML-RA under various network and
traffic conditions.

2) Lack of congestion and link failure scenario for
routing: The majority of associated studies in the literature
test the effect of their proposed ML-based routing scheme
under congested network condition, as evident from the
studies in [13], [17]-[22]. Only a few research, such as [23],
develop ML-based RA that considered both congestion and
link or node failures. Therefore, our proposed ML-RA
considers both congestion and link failure scenarios.

3) Traffic modelling for performance evaluation: As the
network becomes more complex and congested with traffic of
varying priorities, it is critical that the ML-based routing
mechanism can deliver traffic while meeting QoS
requirements. However, most related works only consider
single traffic type for routing, which may not be feasible to
resemble real-world traffic with different priorities. There has
been little research into ML-based routing for traffic with
varying QoS requirements. For example, in [24], the
Transmission Control Protocol (TCP) and User Datagram
Protocol (UDP) traffic are considered, which correspond to
voice over Internet Protocol (VolP) and video traffic. While
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the authors [10] used three traffic priorities; high, medium
and low priority, they did not explicitly specify the traffic
types. Our proposed ML-RA will consider three traffic types
which are expedited forwarding (EF), assured forwarding
(AF), and best-effort (BE) traffic, which correspond to VolIP,
close-circuit  television (CCTV), and data transfer,
respectively. It is expected that our proposed ML-RA can
successfully route all traffic within their QoS requirements.

4) Quality datasets for training: When generating traffic
in the network simulator, it is crucial that the traffic pattern is
not random or static as demonstrated in [9], [11], [14], [17],
[18], [22], to preserve the quality of the dataset used to train
the ML algorithms. To improve the quality of the dataset, the
traffic packets can be modified to resemble legitimate traffic
properties, such as the standardized data rates and size. In this
work, the ML-RA dataset is constructed using EF, AF, and BE
traffic following the standard of VolIP, CCTV, and file
transfers. More details on the traffic properties will be
elaborated in Section Ill. In addition, the traffic is also
modelled using the typical EF, AF, and BE traffic mixture
ratios of 20:40:40 for [25].

Table I summarizes the discussed ML works in routing
with their advantages and shortcomings.

TABLE I. SUMMARY OF RECENT ML-BASED RAS WITH THEIR ADVANTAGES AND SHORTCOMINGS
. Issues of
Authors OT)('):;;R/%S Description Conventional MZQTIT_O d Advantages Shortcomings
) Routing Protocol
Proposed a pair of ML-assisted
load-balancing RAs that | High Imp_roved global . .
. . - realignment and | e High computational load
Yao et al | Load consider QU, to improve load- | computational DL more efficient | » Onl id ) traffi
[15] balancing balance routing by packet loss | complexity  for network r:ty Cogi' er \(’jvo ra tlc
ratio reduction and improving | QoS RA otimization patterns (Steady and congest)
the worst throughput P
Proposed  NN-based  load- | Traditional RAs Enhance the bit | e High computational load
Yao et al | Load balancing RA to predict network | cannot always DL error rate, | e Do not consider link failure
[16] balancing queue status to make intelligent | serve the NGWN throughput, and | e Do not consider different
routing decisions effectively delay traffic priorities
Proposed a value iteration
architecture-based deep RL Ensures more
Predicting routing approach, W’hICh mcludes High ) stable network « High computational load
Fadulullah et the network node’s adjacency | computational performance in - -
network . - DL e Do not consider different
al. [23] arameters matrix as learning parameters. | cost to address the event of traffic prioriti
P The method can forecast the next | RWA problems network topology rarfic priorities
node until the destination is changes
reached
Proposed a User Specific- Quickly e Only constant bit rate traffic
Predicting Optlmal_ Capacity Shortest Eath Challenging determine the in the SImuIatlops .
Murudkar et K RL routing in 5G networks is to h e Do not consider different
al. [18] networ establish  the resource-based spe_ctr_u m resource RL y _or:tes; h_r(k)]ute traffic priorities
' parameters . } . optimization with the highest . .
Proposed an integration of RF- :)r:?ec;ssmle o * Traffics in the simulations are
icti 0,
Salani et al. ng\?vlgrtll(ng based estimation for routing and | transmission RE gﬁves ups tce)ct?’rgr{: . gDe:errz?:id rfgfgm different
[17] spectrum assignment for quality | knowledge to P ST
parameters - - occupation. traffic priorities
of things train  the ML . . .
model ¢ Do not consider link failure
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Proposed cascade learning, an
ensemble-based ML that

Enhance message

Data generated is based on a

combines LR and NN classifiers. | Context-free delivery flooding-based routing
Low Using the ML-based | routing protocols Ensemble probability, protocol to train the ML
Vashishth et | computation Probabilistic Routing Protocol | suffer from high LR and network overhead algorithms
al. [22] routing and the History of Encounters | network overhead DL ratio, average hop | e Do not consider different
scheme and Transitivity (MLProph) as | ratio and count, and traffic priorities
input, the logistic algorithm will | congestion message drop | e Do not consider node failures
generate  two  probabilities: rate. condition
delivered or not delivered
Increase message
. delivery e Delay is not one of the
Proposed a routing approach 2.
: - . . probability,  the performance parameters
Low based on the Gaussian mixture | Fixed S2D path is average ho Do not d de fail
Vashishth et | computation (GM) model classifier in the | non-existent, 9 P+ Donot consider node failures
! o . . . GM count, the number
al. [21] routing Opportunistic Internet of Things | making  routing of drooped
scheme (OpploT) that increases message | very challenging PP
delivery probability packets, and the
network overhead
ratio
. . Outperforms
Proposed a hybrid of Q-rputmg Traditional RAs well-known  ad-
Low and MARL RA. Ad-hoc wireless have a  hich hoc RAs  in
Hendriks et | computation nodes use the algorithm to make overhead load %o RL dvnamic ¢ Do not consider node failures
al. [10] routing routing decisions by selecting ; yn: or congestion
- . be used in an ad environments
scheme the neighbor with the best Q- - .
hoc environment with QoS
value as the next hop .
constraints
Proposed an online-based . Saves ~ 90% of
. e Fixed route -
supervised NB classifier for iented the time for the ffic in the simulati .
Congestion- performance improvement. The O.”er.];? | learning process, o Traffic in the sm|1u ations Is
Li et al. [14] control classifier predicts the likelihood fiI[?thlslct?]r;t )rloutin NB significantly gDenerattid randq(rjn y different
routing of future circuit blocking and erformance ang speeding up | °* troffinori (r:i??SI e ditteren
uses the data to select routes for ?Iexibilit simulation afic priorities
future service connections Y studies.
OSPF for training
the ML-RA, . .
Conaestion- Proposed a real-time DL-based | which lacks the : gl’ghﬁg{n p;;ztsli?jzé:l k()j?gferent
Tang et al. cont?ol intelligent ~ network  traffic | necessary DL Avoid 98.7% of traffic priorities
[13] routin control based on DCNN for a | intelligence to congestion cases D f ider link fail
g wireless mesh backbone handle newly ¢ Do not consider link Taiure
occurring scenario
situations
Proposed an application-aware -
multipath flow routing | Traditional static rPOrS:glnde better
framework integrating ML in | routing is slow to | NB, DT, confi %ration
Pasca et al. | QoS SDN for traffic classification. | respond to | Bayesian effecgvel o Do not consider link failure
[20] improvement The algorithm assigns paths | network changes | Network reduces y the | © Donot improve on delay
based on QoS requirements of | and slow to | and SVM network dela
available parameters e.g., | converge Y
bandwidth and delay
Proposed a routing scheme based
on the Markov Chain Monte | The current QoS- All flows have a | e Do not consider node failures
- - Markov . .
Carlo algorithm to decrease the | aware routing . delay that is less or congestion
Nakayama et | QoS . Chain . .
al. [8] imorovement worst-case end-to-end delay of | scheme ignores Monte than the threshold | e Different class traffic is
' P all CRAN front-haul flows and | frame-level and meets the considered but did not
. : Carlo . - L
ensure that all flows fulfill the | queuing delay. requirements. mention explicitly
latency requirements
Achieves e Data samples wused are
The authors designed and tested imoroved dela 100,000 gravity generated
a deep RL agent in SDN that | Limited routing P Y traffic matrix
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I1l. DEVELOPMENT OF THE HYBRID ML-IDS AND ML-RA

The ML-IDS dataset development is carried out via
Graphical Network Simulator 3 (GNS3) by varying the
network inputs. The normal incoming traffic is generated via
the OSTINATO traffic generator, while the attack traffic is
generated via Low Orbit lon Cannon (LOIC). The output of
the simulations in GNS3 for the ML-IDS algorithm will be the
actual normal or attack label, while the output for ML-RA is
the actual delay for all available routes between a S2D pair.
All inputs and outputs are extracted via Wireshark and
tabulated in a CSV file to build the ML-IDS and ML-RA
datasets.

For ML-IDS, since it is a classification-based algorithm,
the dataset is fed into MATLAB to train several ML
classifiers. In contrast, ML-RA is a regression-based
algorithm, and the ML-RA dataset is fed to train ML
regression models. Both datasets are split into 70% training
dataset and 30% testing dataset for performance evaluation
during the algorithm development phase.

To further improve the performance of the ML models, the
hyperparameters are optimized iteratively in MATLAB until
the performance, i.e., error rate, converges to a constant value.
Then, all the ML models are further tested using new data.
The new data consists of new input features but without the
actual output label. It is up to the ML models to provide
predictions on the new data. The model which provides the
most promising performance such as accuracy, precision, and
F-measure are chosen for the proposed ML-IDS and ML-RA.
Finally, both ML-IDS and ML-RA are cascaded together to
build a new hybrid algorithm to enhance network security and
improve network delay and throughput.

RIP Routing Protocol for PhD

Traffic? BKTraffic?

The simulation setup, the proposed algorithm, system
parameters, and simulation scenarios are discussed in detail as
follows.

A. The Simulation Setup

The network environment for the hybrid ML-IDS and ML-
RA in the MPLS network system is depicted in Fig. 1. The
network consists of eight edge routers, R1, R2, R5, R6, R7,
R8, R9, and R10, which can be used as ingress or egress label
edge routers (LER). Concurrently, R3 and R4 are normal label
switch routers (LSRs) in the MPLS domain. All edge routers
are linked to various types of traffic, such as VolP, CCTV,
and file transfers. The network is built in four ring topologies:
1) R1, R2, R3, R4, R5, and R6 form the main ring; 2) R1, R4,
R5, R7, and R8 form the second ring and serve as node
protection for R4; 3) R2, R3, and R9 form the third ring; and
4) the final ring is made up of R3, R6, and R10. The third and
fourth rings protect the links between R2-R3 and R3-R6,
respectively. In this network environment, all links are active,
and the conventional RA and proposed ML-RA must compute
the route for all traffic.

GNS3 is used to build the network for simulation, data
collection, and performance analysis. OSTINATO and LOIC
are used to generate normal and attack traffic, respectively.
All edge routers are connected to either a Virtual PC (VPC),
Windows virtual machine (VM), or OSTINATO traffic
generator. The VPC is placed in the edge routers for traffic
monitoring while the VM is used to mimic an actual
Window’s PC in the network for file transfers, generate DoS
traffic and for traffic monitoring. Note that generated traffic
can be sent using several streams simultaneously using
different protocols at different rates.
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Fig. 1. Network environment in GNS3.
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To launch a DoS attack, the LOIC tool is first installed in
Window’s VM in GNS3. After configuring the virtual
Ethernet port of the VM, the IP address of the client or server
is entered in the network as the DoS attack target, followed by
the DoS method and packet flooding speed. The LOIC will
flood the route leading to the targeted client. Once the DoS
attack began, all network Virtual Private Clouds (VPCs) lost
connectivity to the targeted client, while all clients connected
to the route that links to the target client are also affected by
the DoS attack. This scenario illustrated the severe damage of
a DoS attack in the network domain as the attack affects not
only the victim but also the devices linked to it.

B. Hybrid Supervised ML-IDS and ML-RA

This section discusses how ML-IDS and ML-RA are
cascaded together to form complete ML-based security and
QoS enhancement algorithms. Fig. 2 shows the framework of
the proposed hybrid ML-IDS and ML-RA. The ML-IDS is
incorporated at every ingress router that is R1, R2, R5, R6,
R7, R8, R9, and R10, while the rest of the routers only focus
on forwarding the traffic as computed by the ML-RA. ML-
IDS is a classifier-based supervised ML that will predict the
incoming traffic as normal or attack. In contrast, ML-RA, is a
regression-based supervised ML that predicts the delay of all
possible routes between the S2D pair.

Ingress Router
Incoming Traffics Route with fastest predicted delays is
chosen for routing

Route computation

Output of
ML-RA:

Input from network
domain:

1. Congestion rate

2. Available routes

Input from incoming
traffic:
1. Source IP address |
2. Destination IP ﬁ
address
3. Traffic priority
4. Requested load
5. Packets size
6. Number of packets

1. D,predm
2. Dpredal
3. Dpreda2
4. D,pred.a3

Predicted
normal

Predicted
attack

Blocked and dropped

Output for ML-IDS
1. predicted normal
2. predicted attack

Fig. 2. Framework for the hybrid ML-IDS and ML-RA.

As incoming packets enter the ingress router, network
information such as S2D IP address, traffic priority, requested
load, packet size, number of packets, and data rates are fed
into the ML-IDS. Additional network domain information,
such as congestion rate and available routes, is required as
inputs for the ML-RA. The output for the ML-IDS will
classify the incoming traffic. If it is predicted as attack traffic,
the ML-IDS will block and drop the traffic from entering the
MPLS network. However, if it is predicted as normal by ML-
IDS, the traffic will feed into the ML-RA module for route
computation. To build the ML-IDS, the dataset constructed
from the data generated using LOIC and OSTINATO is
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tabulated in a CSV file format. The ML-IDS dataset is later
fed into the Classification Learner App (CLA) in MATLAB,
which trains model to classify data using supervised ML. This
application allows users to import datasets, select features,
specify validation schemes, train models, and assess results.
Automated training of the ML algorithms allows users to
select the models with the best classification model types.
These automated training features ease the model
development and evaluation process by eliminating the trial-
and-error process to choose the best ML classifiers.

After importing the dataset into the CLA, the data is ready
to be trained by a series of ML algorithms, and the best
performing algorithm will be chosen for the proposed ML-
IDS. The overall process to develop the proposed ML-IDS is
as shown in Fig. 3. The dataset is split into a training dataset
and test dataset with a split ratio of 70:30 [26]. However, the
split ratio must be carefully adjusted to avoid over-fitting or
under-fitting. A trial-and-error basis is generally adopted until
the accuracy saturates.

The dataset of ML-RA is built in GNS3, covering the
incoming traffic and network information from the MPLS
domain. Simulations are conducted in GNS3 using different
traffic parameters in the OSTINATO traffic generator for EF,
AF, and BE traffic. For congestion, another OSTINATO
traffic generator is run in GNS3 by bursting continuous
packets. Broken links are simulated by simply closing the link
in GNS3. The available routes in the network are performed
by using RIPv2 routing protocol. RIPv2 was chosen due to
ease of configurations in the Cisco emulator in GNS3 and
because RIPv2 utilizes shortest-path routing scheme
regardless of network conditions.

At first, a random S2D pair is chosen. Then, by using trace
IP route in the Cisco Command Line Interface (CLI), GNS3
will show the main route computed by the RIPv2. Then, the
main route is purposely closed to allow the RIPv2 to
recompute to other available routes. The process is repeated
until there are no more alternatives for S2D pair. For this
research, the alternative routes are already trained by the ML-
RA using the RIPv2 routing protocol. The advantage of this
method is that ML-RA algorithm no longer needs to manually
compute alternative routes in the network when a sudden
surge of traffic in the network occurs. The ML-RA algorithm
is trained so that it will predict the QoS parameters on all
available routes and quickly assign a path for the traffic in any
incoming packets and network conditions. For each S2D pair,
different EF, AF, and BE traffic configurations, and network
conditions are run in the simulations for several iterations to
improve the ML-RA training rate. Since the delay and
throughput of each iteration are not always precisely constant
due to processing delay and limitation of the simulation
platform, training it with several iterations will allow the ML-
RA to foresee the patterns and trends in the network.
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Fig. 3. Flowchart for the development of ML-IDS.

There are a total of 21 features for the ML-RA dataset. The
first five input features are the information of the incoming
traffic while the rest are on network conditions. To simplify
the dataset, network congestion and broken links share the
same column, where the value “0” denotes zero congestions,
value “20” denotes congestions, while “100” denotes a broken
or closed link. The data extracted from the simulations is up to
half-a-million of iterations for all possible S2D pairs with
different traffic and network conditions.

The ML-RA dataset is then fed into MATLAB's
Regression Learner App (RLA) to create a regression model
that predicts the delay for each route in the network. The RLA
eases the ML development work by suggesting several
regression models that fit the ML-RA dataset. For this case,
the linear and tree-based regressions algorithms, including
medium tree, course tree, and fine tree are suggested by the
RLA. All the regression’s algorithm is then compared with

their prediction speed, training time and RMSE. The best one
among all will be chosen as the ML model for the ML-RA.
Delay in this context is defined as the total time taken from the
moment the first packets enter the MPLS domain to the time
the last packets are received at the receiver end. The predicted
delay by the ML-RA for the main route, Alternative Route 1
(ALT1), Alternative Route 2 (ALT2), and Alternative Route 3
(ALT3) are denoted as D,reqm Dpred,at» Dpreaaz and
Dprea a3, respectively. The predicted delays by the ML-RA
will be used for route computation. The flowchart for the route
computation is as shown in Fig. 4. The route computation for
each traffic will be based on four network conditions, namely,
all routes available, one or two routes down, three routes
down, and all routes down based on the predicted delay. If the
route is not available either due to broken links for node
failures, the ML-RA will predict a value of “0” to the route,
indicating that the predicted delay is too high and should be
avoided.
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Fig. 4. Route computation flowchart for the proposed ML-based hybrid IDS and intelligent routing algorithm.
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As shown in Fig. 4, when all routes are available, the ML-
RA module will rank each of the predicted delays from lowest
to highest. Then the route with the lowest predicted delays
will be chosen for the traffic, starting with EF, followed by AF
and BE traffic. In the event where all routes are down, ML-
RA will drop all the packets until a route is back to available.
One of the advantages of ML-RA is that from the predicted
delay alone is already sufficient to understand the network
conditions. For instance, when the link is congested, the
predicted delay will be high. While, when the link is down or
node failure, the predicted delay is “o”. This eases the route
computation works to choose the best route for the traffic
without processing too much network information.

C. System Parameters

The design parameters for ML-IDS are shown in Table II.
Note that the traffic generated by both OSTINATO and LOIC
traffic generators in GNS3 follows the IEEE 802.3 standard,
where the packet length is between 64 to 1520 [27]. The
OSTINATO traffic generator is limited to only 20 Mbps for
normal traffic, while LOIC generates attack traffic up to 40
Mbps, with up to 40,000 packets per second. However, due to
limited computing storage, the number of packets per session
is capped at 20,000 packets per session.

The design parameters for the ML-RA are as shown in
Table I11. The traffic in the network comprises of EF, AF, BE,
and congested traffic. The requested load begins at 20% with
an increment of 10% up to 100% according to the traffic
mixture ratio of 20:40:40 for EF, AF, and BE, respectively.
Our finding shows that the maximum network capacity in
GNS3 is at 20 Mbps. With that, at 100% requested load, the
throughput for EF, AF and BE is 4 Mbps, 8 Mbps, and
8 Mbps, respectively. The packet length for EF traffic is fixed
at 160 bytes, following the Cisco bandwidth calculator [28].
Due to the limited computational storage of the GNS3 VM
and ease of data extraction, the packet size for AF and BE
traffic is fixed at 500 bytes. However, for congestion traffic,
the length of the packet is set at random between 60 to 1550
bytes with the number of packets up to 20,000 packets per
session using the “random” feature in OSTINATO.

D. Simulation Scenarios for Performance Study

Four S2D pairs are chosen for ML-RA validations: R6 to
R2, R2 to R5, R10 to R7, and R5 to R3. These S2D pairs were
selected because there are one main route and three alternative
routes; namely ALT1, ALT2, and ALT3 available and it
involves almost the entire link in the network, which is
suitable for performance study. It is worth mentioning that
there are also other S2D pairs available. However, because the
four pairs with all the available routes already involve the
entire links and LSRs in the network, it is deemed sufficient.

For ease of explanation on the routing, each of the routes
in the network is given a unique LSP ID, as shown in Fig. 5.
For instance, the route between R1 to R4 is LSP 1. For routes
with more than one hop, for example, the route between R1 to
R6 is denoted as LSP 1.2.3, which represents a total of three
links. The main and alternative routes computed by the RIPv2
routing protocol for R6 to R2, R2 to R5, R10 to R7, and R5 to
R3 are tabulated in Table IV. When the network is not
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congested, the shortest path offers the best QoS parameters.
RIPv2 will always compute the shortest path, which in this
case, is the main route between an S2D pair regardless of
network congestion. The downside is, when there is a sudden
change in the network, RIPv2 may not be able to perform at
its peak. When the main route is broken, the RIPv2 will re-
compute the next best route, which is the ALT1 and so forth.

To force the traffic to choose another alternative route,
traffic engineering is configured via CLI in the Cisco router’s
Internetwork Operating System. A sample case study is
demonstrated in this paper, in which the main route for an
S2D pair is congested, with one network route is down. The
purpose of this sample study is to investigate how the
proposed ML-RA can compute the path for different network
conditions. The accuracy of the ML-RA is considered good
when it can avoid congested routes and broken links. As a
result, it is expected that the ML-RA will offer better QoS
performance compared to RIPv2 that only considers the
shortest path. The objective of ML-RA is to predict and
compute the best routes in the network, regardless of the
network conditions. The simulation details in GNS3 for ML-
RA performance study are summarized in Table V for R6 to
R2, R2 to R5, R10 to R7, and R5 to R3. The performance
study focuses on the accuracy of the ML-RA to choose the
route with the predicted best QoS. Then, the delay and
throughput for the route are computed by the ML-RA and
compared with RIPv2.

TABLE II. DESIGN PARAMETERS FOR THE PROPOSED ML-IDS

Design Parameter Description

Packet length 60 bytes < Packet length < 1520 bytes

Number of packets Up to 20,000 packets per session

Data rates Up to 40 Mbps

Packets per second Up to 40,000 packets per second for DoS attack

ML-based classifier GBT, RF, DT, DL, FLM, LR, and GLM

Dataset Proposed ML-IDS dataset and CICIDS-2018

The actual traffic from the dataset’s label (normal or

Actual traffic type attack)

TABLE IlIl.  DESIGN PARAMETERS FOR THE PROPOSED ML-RA

Design Parameter Description

Traffic Priority EF, AF and BE

Requested Load 20%, A £+ 10% up to 100%

Background traffic (60 bytes to 1550 bytes), EF (160

Packet Length bytes), and AF and BE (500 bytes)

Number of Packets Up to 20,000 packets per session

Data Rates Up to 20 Mbps for 100% load

Congestion Rates Fixed at 20 Mbps

ML-based Linear Model Regressions, Medium Tree Regressions,
Regressions Fine Tree Regressions, and Course Tree Regressions
Dataset Proposed ML-RA dataset

Routes Main route, ALT1, ALT2, ALT3

Delay Actual delay of the traffic from simulation during the

training phase
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Fig. 5. Network environment with LSP ID.
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different traffic and network conditions. The delay
performance parameter is also helpful to evaluate the accuracy
of the ML-RA to predict the fastest route in the network.

TABLEV.  SIMULATION DETAILS FOR ML-RA PERFORMANCE STUDY
Source Destination Main route (LSP)
router router
R6 R2 LSP 4.5 is congested and LSP 3 is closed
R2 R5 LSP 6.1.2 is congested and LSP 3 is closed
R10 R7 LSP 12.5.6.7 is congested and LSP 3 is closed
R5 R3 LSP 3.4 is congested and LSP 6 is closed

TABLE IV.  MAIN AND ALTERNATIVE ROUTES BY RIPV2 ROUTING
PrRoOTOCOL

SO: re Des(f:]”at' 'r\gf‘]'t’; ALT1 ALT2 ALT3
router router (LSP) (LSP) (LSP) (LSP)
R6 R2 45 13.12.11.10 3.2.16 3.9.8.7.6
R2 RS 6.1.2 6.7.8.9 543 | 20111218
R10 R7 12.5.6.7 12.11.10.6.7 é3'3'9' 13.3.2.1.7
R5 R3 34 3.13.12 2.16.5 9.8.7.6.5

IV.  RESULTS AND DISCUSSION

This section will discuss the results of the proposed
system, along with some of its limitations and the future
direction of the hybrid ML-IDS and ML-RA system.

A. Simulation Results

Delay is an essential parameter in evaluating the
performance of ML-RA, especially for EF and AF traffic, as
they require stringent delay requirements. There is no strict
timing delay requirement for BE traffic. However, for
comparison purposes, the delay for BE traffic is compared in
different network conditions and different routing protocols
and measured via the analysis tool in GNS3’s Wireshark.
Provided that it is within the delay standards, the lower the
delay, the better the performance of ML-RA.

The next performance matrix evaluated is throughput,
which is defined as the amount of data transferred between a
S2D router to show the performance between ML-RA and
RIPv2 RA[29]. AF and BE traffic require high amount of
throughput compared to the EF traffic. It is also expected that
the higher the congestion rate and the number of hop count for
selected LSP will lower the throughput performance. Similar
to delay, throughput is also measured via the analysis tool in
GNS3’s Wireshark.

Delay and throughput performance parameters are chosen
for benchmarking purposes. This is because one of the
problem statements is that the shortest path in the network will
not provide the best QoS especially when the network
resources are limited. The delay comparison between ML-RA
and RIPv2 will show which RA performs the best with

When the traffic reaches a receiver beyond the standard
delay requirements, it is considered as packet loss. This shows
that the delay parameter alone is sufficient to describe how the
traffic is being forwarded in the network. Conversely, the
throughput performance parameter is chosen to verify the
capacity rate of the traffic to reach the destination. Having
higher throughput proves that the route computed by the RA
offers better quality for the incoming traffic. For the
performance simulation, a total of four S2D pairs are chosen,
which are R6 to R2, R2 to R5, R10 to R7, and R5 to R3 as
summarized in Table V.

The sample case studies the performance of ML-RA when
the main route is congested, and one of the routes to reach the
destination router is down. With that, for all the S2D pairs,
there are only two routes available, which are the congested
main route and ALT1. Based on the traffic and network
conditions, the routes computed by ML-RA for R6 to R2, R2
to R5, R10 to R7, and R5 to R3 are as shown in Table VI. The
computed route for this case for all S2D pairs is the ALT1.
The result is as expected where ML-RA accurately rerouted
the traffic to the normal ALT1 as the main route is congested.
As has been explained, since RIPv2 always chooses the
shortest path regardless of network congestion, RIPv2 still
computed the main route for routing. In terms of delay, it is
expected that as the load increases, the delay also increases
due to a higher number of packets being forwarded to the
destination. The delay comparisons between ML-RA and
RIPv2 for all S2D pairs are shown in Fig. 6. The lower the
delay of the ML-RA compared to RIPv2, the better the
performance of the algorithm.

In Fig. 6, the solid line represents the delay for the route
computed by ML-RA, while the dotted line represents the
delay for RIPv2. The delay for both routes computed by ML-
RA and RIPv2 increase as the offered load for all traffic
increases from 20% to 100%. However, the delay for ML-RA
is lower compared to RIPv2 for all traffic types. This is
because ML-RA rerouted the traffic immediately via the
ALTL1. The results prove that, although the ALT1 comprises
of a higher number of hops, the delays are lower compared to
the congested main route with a lesser number of hops. For
instance, the delay for R6 to R2, as shown in Fig. 6(a), even
though the main route comprises of only one hop, but since
the main route is congested, the delay for ALT1 which
comprises of three hops contributes to a lower delay.
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TABLE VI.  SIMULATION DETAILS FOR ML-RA PERFORMANCE STUDY
Srgld,:gf Destination router Predicted fastest route by ML-RA
R6 R2 LSP 13.12.11.10
R2 R5 LSP 6.7.8.9
R10 R7 LSP 12.11.10.6.7
R5 R3 LSP 3.13.12

However, from 20% to 40% offered load for R6 to R2 S2D
pair, the delay for BE traffic for both ML-RA and RIPVv2 are
almost in-line with each other as shown in Fig. 6(a). This is
because the ratio of the number of hops between ALT1 and
main route is almost triple, and the traffic from 20% to 40%
offered load is too small to notice any delay difference.
Nonetheless, beyond 40% offered load, the delay difference is
more significant. At 100% offered load, the delay for BE
traffic reduces from 1.2974s to 0.6228 s for the route
computed by ML-RA. While in Fig. 6(b) to 6(d), even though
the difference in terms of number of hops between the main
route and ALTL1 is only by one additional hop, there is also a
significant delay difference between the route computed by
ML-RA and RIPv2. Since RIPv2 only computes the shortest
available path in the network, the main route is chosen even
though it will result in a higher delay. The delay comparison
between ML-RA and RIPv2 for EF traffic for all pairs is not
as significant as AF and BE traffic. This is because the data
size and data rate for EF traffic are smaller compared to AF
and BE.

The throughput is shown in Fig. 7. As opposed to delay,
the higher the throughput offered by the ML-RA compared to
RIPv2, the better the performance of the algorithm. Since the
design parameters for the traffic is set at 20:40:40 traffic
mixture ratio for EF, AF, and BE traffic, respectively, both AF
and BE should theoretically have the same amount of
throughput. However, due to the simulators’ computation
load, slight throughput fluctuation is expected. The throughput
for all four S2D pairs shows a similar trend, which increases
with increasing offered load from 20% to 100% for all traffic.
However, since ML-RA successfully rerouted the traffic to the
ALT1 for all four pairs, the throughput offered by the routes
computed by ML-RA is higher compared to RIPv2.
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For R6 to R2 S2D, the throughput for AF and BE traffic is
almost in-line to each other from 20% to 60% offered load, as
shown in Fig. 7. This is because the delay differences for both
ML-RA and RIPv2 are not significant enough to produce a
higher throughput difference. While for the rest of the S2D
pairs where the number of hops difference between the
congested main route and ALT1 is just addition by one, the
delay difference between ML-RA and RIPv2 is even more
significant which correlates to higher throughput difference.

The throughput and delay improvements for all S2D pairs
are as shown in Table VII. In terms of throughput, the
improvements for EF, AF, and BE traffic are up to 75.0%,
57.1%, and 57.1%, respectively. While in terms of delay, the
improvements are up to 50.0%, 44.4%, and 44.4%,
respectively. The results prove the superiority of ML-RA to
predict and compute the fastest route in the network. For all
S2D pairs, ML-RA learned from historical data that for this
network condition, the fastest route would be ALT1. As a
result, ML-RA intelligently computes ALT1 as the preferred
route in the future when given the similar network condition.

From the results, the ML-RA is proven to be able to
predict the route with the lowest delay and highest throughput,
outperforming the RIPv2. ML-RA avoided the closed and
congested routes and accurately computed the other faster
alternative routes. Even when all routes are congested, ML-
RA accurately predicts the fastest route in the network. Even
though the route computed by ML-RA is the same as RIPv2,
the goal of predicting the fastest path is met and maintained.
Although only four S2D pairs are considered, the main and
alternative routes cover the entire network, and almost all the
LSRs in the network are involved. Thus, the ML-RA is

expected to perform similarly for other S2D pairs.
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Fig. 7. Throughput for the sample case.

TABLE VII. THROUGHPUT AND DELAY IMPROVEMENT BY ML-RA
Delay improvement Throughput
Source | Destination (%) improvement (%)
EF AF BE EF AF BE
R6 R2 50.0 | 444 | 444 | 333 51.3 52.0
R2 R5 428 | 333 | 336 | 75.0 50.0 50.0
R10 R7 277 | 363 | 363 | 384 57.1 57.1
R5 R3 444 | 333 | 333 | 222 50.0 50.0
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B. Limitations and Future Work of the Hybrid ML-1DS and
ML-RA System

From the performance evaluations of the proposed ML-
IDS and ML-RA, the system shows 100% accuracy in
predicting the fastest route, as well as shows better
performance against the RIPv2 in terms of delay and
throughput. Despite the great performance of the proposed
system, there may be several limitations that can be further
improved in future research. For example, the proposed
system relies on simulation data generated in GNS3 for
dataset development. Note that the dataset was constructed
using EF, AF, and BE traffic following the standard of VolIP,
CCTV, and file transfers. However, this dataset may not
accurately reflect the traffic patterns and network behavior of
real-world environments. Thus, it may be advantageous to
validate the performance of the system with real-world traffic
data to confirm its practicality and effectiveness. Additional
research on the influence of the parameters for the dataset on
the performance of the system may also be investigated. The
system’s performance could also be assessed against different
datasets in addition to evaluating its performance and
scalability on larger and more complicated networks.
Moreover, other ML techniques such as deep learning or
reinforcement learning could be integrated to improve the
accuracy and resilience of the proposed system. It is also
advantageous to validate with real-world traffic data to
confirm its practicality and effectiveness. Finally, the
proposed system’s implementation in a real-world
environment could be performed to evaluate its applicability
and feasibility in practical scenarios.

V. CONCLUSION

This study develops a hybrid ML-IDS and ML-RA
algorithm to enhance the MPLS network’s resiliency and
improve traffic QoS. The proposed ML-IDS is a
classification-based ML algorithm that learns the traffic
pattern at the ingress router. Based on historical data, ML-IDS
predicts and classifies the incoming traffic as normal or attack.
The predicted attack traffic will be denied access to the
network domain and discarded. While the
predicted normal traffic will be queued according to their
priority. This study prioritizes EF, AF, and BE traffic, which
correspond to VolP, CCTV, and data transfers, all having
unique delay and bandwidth requirements. The GNS3 network
setup is used for simulation and data collection. In particular,
the LOIC traffic generator is used in the setup to simulate a
DoS attack, while the OSTINATO traffic generator is used to
generate the EF, AF, and BE traffic. Another OSTINATO
traffic generator is used to burst background traffic in the
network to simulate network congestion. The data in the
network is collected as datasets. The output label for the ML-
IDS and ML-RA datasets is the actual traffic type
(normal or attack) and the actual delay for all available routes
for all S2D pairs. The datasets are fed into MATLAB, which
is then used to train classifiers for the ML-IDS algorithm and
regressions for the ML-RA algorithm. For the performance
evaluation, the ML-RA algorithm is compared to RIPv2. From
the performance evaluations, the ML-RA shows 100%
accuracy in predicting the fastest route in the network. During
network congestion, the proposed ML outperforms the RIPv2

Vol. 14, No. 4, 2023

in terms of delay and throughput on average by 57.61% and
46.57%, respectively.
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Abstract—In recent years, deep learning has been
increasingly used to the detection of pests and diseases.
Unfortunately, deep neural networks are particularly vulnerable
when attacked by adversarial examples. Hence it is vital to
explore the creation of intensely aggressive adversarial examples
to increase neural network robustness. This paper proposes a
wavelet transform and histogram equalization-based adversarial
attack algorithm: WT-MI-FGSM. In order to verify the
performance of the WT-MI-FGSM, we propose a plant pests and
diseases identification method based on the coordinate attention
mechanism and CondenseNetV2: CL-CondenseNetV2. The
accuracy of CL- CondenseNetV2 on the PlantVillage dataset is
99.45%, which indicates that the improved CondenseNetV2
model has a more significant classification performance. In
adversarial sample experiments using WT-MI-FGSM and CL-
CondenseNetV2, experimental results show that when CL-
CondenseNetV2 is attacked by the adversarial algorithm WT-
MI-FGSM, the error rate reaches 89.8%, with a higher attack
success rate than existing adversarial attack algorithms. In
addition, the accuracy of CL-CondenseNetV2 is improved to
99.71% by adding the adversarial samples generated by WT-MI-
FGSM to the training set and performing adversarial training.
The experiments demonstrate that the adversarial examples
caused by WT-MI-FGSM can improve the model's performance.

Keywords—Adversarial examples; FGSM; plants diseases and
pests; attention mechanism; CondenseNetV2

I.  INTRODUCTION

A country's agricultural sector is vital to its economic
growth, with the potential to both stimulate and directly impact
the national economy's development or stagnation. The
stability of agriculture is intrinsically linked to social stability
and national self-sufficiency; therefore, it is crucial to achieve
the steady and sustainable development of agriculture. To
achieve sustainable development in the agricultural field, we
must first perform well in the prevention and control of crop
diseases and insect pests, guarantee that the prevention and
control measures are scientific and safe, successfully control
diseases and insect pests, and promote eco-logical development
in the agricultural field in a benevolent and sustainable
direction [1].

Since the advent of deep learning, deep learning-based
picture identification has been a popular topic in the image
recognition community, finding widespread application in
areas such as facial recognition, transportation, and healthcare.
The most traditional network models are GoogLeNet, VggNet,
and ResNet [2]-[4]. In recent years, the agricultural sector has
also made extensive use of deep learning. Progress has been

*Corresponding Author

made in the identification of plant diseases and pests as a result
of the extensive research undertaken by scientists. Based on the
AlexNet network, LV and others use batch normalization,
PRelu activation function, etc. to improve network
convergence and avoid over-fitting. They also combine
extended convolution and multi-scale convolution to improve
network feature extraction ability, demonstrating that the
algorithm of feature enhancement can effectively improve the
network's feature extraction ability and recognition accuracy
[5]. Pandian et al. utilized image enhancement technology
based on image processing and deep learning to improve the
crop disease data set. Additionally, they expanded and
improved the data set with the antagonistic generating network
and neural pattern transfer using migration learning
technology. Using this method, the experimental findings show
that the improved data set can reach higher precision [6].
Durmus used tomato photos from the PlantVillage dataset to
train numerous deep neural networks, and the accuracy of
networks such as SqueezeNet significantly improved due to
this [7-8]. Using plant images in the visible spectrum, Lily
proposed a straightforward and reliable method for diagnosing
plant diseases [9]. In his research work, Kaur proposed the
DAG-ResNet model and utilized it to discover a number of
tomato illnesses [10]. The accuracy was 98.8%. ALVARE et
al. integrate FasterR-CNN, SSD, RFCN, VggNet, ResNet, and
other feature extractors to obtain a notable recognition and
classification effect [11]. Wenliang Tang used conditional
convolution, channel attention module, and knowledge
distillation to improve the model [12]. The accuracy was
97.6%. Agriculture diseases and pests have a high degree of
similarity, a more dispersed and intricate distribution, a greater
difficulty in classification, and a greater need for classification
networks. Based on the classic CondenseNetVV2 model, this
work introduces CL- CondenseNetV2, a method for identifying
agriculture diseases and pests that combines the coordinate
attention mechanism and CondenseNetV2. The model
incorporates a flexible and lightweight coordinate attention
mechanism and embeds the position information into the
channel attention in order to detect and identify the target area
with greater precision. As a result of these enhancements, the
CL- CondenseNetV2 model now has an identification accuracy
of 99.45%, allowing for highly precise detection of agricultural
diseases and pests.

Although deep neural networks perform well in most
classification tasks, they are vulnerable when faced with
adversarial samples. Adversarial samples are a class of samples
formed by intentionally adding subtle perturbations to a
dataset, which can induce the network model to misclassify
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and threaten the model's safety. However, on the other hand,
for model designers, adversarial samples can be used as an
effective tool to evaluate the security and robustness of the
model. They can effectively improve the correctness and
security of the model classification through adversarial
training. Adversarial attack algorithms can be classified into
two categories according to the mainstream classification
methods: black-box attack and white-box attack, and white-box
attack algorithms include FGSM, DeepFool, C&W, etc. [13]-
[15]. Black-box attack algorithms currently have single-pixel
and local search attack algorithms, etc. [16].

However, there are fewer examples of improving the
classification success of the model by adding adversarial
examples for adversarial training. This paper proposes a new
DNN called CL-CondenseNetV2 that adds a coordinate
attention module to CondenseNetV2. A significant number of
comparative studies have shown that our network model
performs well. In addition, this paper introduces wavelet
variation and histogram equalization in the image domain
based on the MI-FGSM algorithm to propose a new adversarial
attack algorithm WT-MI-FGSM. The adversarial examples
generated by this algorithm can be used to train CL-
CondenseNetV2.  Training with adversarial examples will
help us to improve the accuracy of the classification of plant
diseases and the security and robustness of the model.

Il. ADVERSARIAL ATTACK ALGORITHM

FGSM, a white-box attack technique built on the
production of adversarial example gradients, is the most widely
used adversarial assault algorithm today. By iteratively
computing the gradient, Alexey et al introduced I-FGSM,
which significantly enhances the fit of the adversarial sample
to the model [17]. After introducing the momentum factor
based on I-FGSM, Dong et al suggested the MI-FGSM
approach, which greatly increased the success rate of black-box
assaults and successfully enhanced the migrability of the
generated adversarial samples [18]. The MI-FGSM algorithm
function is shown in (1) and (2).

Ve J (¢, Y)
O =40t ‘

7360 .

X1 =Clip;x*™ +a-sign(g.,) (2)

In the formula, sign() is a symbolic function, and
V,J(x,y) represents a gradient. ¢ is the size of the
neighborhood. X% is the adversarial example generated by
iterating t+1 times. t represents the number of iterations. The
step length can be obtained by a =¢/T .It ensures that the
adversarial examples generated are in the neighborhood of x
.Where p is the decay factor of the momentum term, and g, ,
denotes the cumulative gradient iteration t+1 times. The role
of the Clip function is to constrain the adversarial examples

within the ¢ -neighborhood of the original image x to satisfy
the Infinite norm constraint.
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In this study, wavelet transform and histogram equalization
are successfully integrated with MI-FGSM to create the WT-
MI-FGSM, a more effective adversarial attack algorithm. The
overall flow of WT-MI-FGSM is shown in Fig. 1 below. By
means of an adversarial attack algorithm, the original example
is utilized to produce an adversarial example. First, the wavelet
transform and histogram equalization are performed on the
origin example to obtain a 224x224x3 image. The loss
function is then computed using the acquired images as input
into the model. Iteratively updating the example along the
gradient of the loss function is followed by the addition of
perturbations. If the requirements are unmet, the iteration will
continue until it succeeds. Finally, output confrontational
examples. The WT-MI-FGSM algorithm function is shown in
(3). Where D is the image enhancement function. It includes
wavelet transform and histogram equalization.

V., J(DOE™), Y)
V. 3(D0¢), )|,

gt+1=/u'gt+‘ 3

Original example

——

+)
o Image enhanced example

No Model

Calculate the gradient of the loss
function

Add
disturbance

Output adversarial examples

Fig. 1. WT-MI-FGSM attack concrete steps.

I1l. CL-CONDENSENETV2 MODEL DESIGN

A. CondenseNetV2

Huang Gao's team proposed DenseNet and CondenseNet in
2017, and DenseNet establishes a dense connection mechanism
that allows each layer in the network to be directly connected
to its preceding layer in the same block to achieve feature
reuse, which enables DenseNet to reduce the total number of
parameters and improve efficiency significantly [19].
CondenseNet introduces a full-dense connection and pruning
mechanism based on DenseNet [20]. The full-dense connection
enables the network to establish a dense connection between
different blocks while combining with average pooling to
achieve stitching between feature maps of various sizes, thus
gaining more robust feature reuse. CondenseNet can achieve
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almost the same accuracy as DenseNet with just 1/10 the
training time thanks to the pruning mechanism, which enables
the network to prune the irrelevant weights during the training
phase and reduce network redundancy.

Nevertheless, features in DenseNet and CondenseNet will
remain the same once they are formed, drastically ignoring the
potential value of some features. CondenseNetV2, a powerful
yet lightweight neural network based on CondenseNet, was
suggested by Gao Huang in 2021 [21]. CondenseNetV2
introduces a sparse feature reactivation mechanism that enables
the network to learn to choose a few potentially redundant
features. The efficiency of the deep network’s feature reuse is
increased by concurrently cropping and updating these
redundant features to make them better suited to feature
learning. CondenseNetV2 achieves better performance than
DenseNet and CondenseNet at a low computational cost, and
achieves excellent performance on image classification and
detection tasks. Table | shows the CondenseNetV2 network
structure.

TABLE I. CONDENSENETV2 NETWORK STRUCTURE
Layers Input ConenseNetV2
Convolution 224x224 3x3 Conv , stride 2
1x1L —Conv
Dense Block (1) 112x112 3x3G —Conv |x4 (k=8)
SFR module
Transition Layer (1) 112x112 2x2 average pool, stride2
[1x1L—Conv |
Dense Block (2) 56x56 3x3G -Conv [x6 (k=16)
| SFR module |
Transition Layer (2) 56x56 2x2 average pool, stride2
[1x1L—Conv |
Dense Block (3) 28x28 3x3G -Conv [x8 (k=32)
| SFR module |
Transition Layer (3) 28x28 2x2 average pool, stride2
[1x1L—Conv |
Dense Block (4) 14x14 3x3G —Conv |x10 (k=64)
| SFR module |
Transition Layer (4) 14x14 2x2 average pool, stride2
[1x1L—Conv |
Dense Block (5) <7 3x3G -Conv [x8 (k=128)
| SFR module |
— 7x7 global average pool
Classification
Layer 1x1 1000D fully-connected,
SoftMax

B. Introduction of Coordinate Attention Mechanism

Attention Mechanism is a unique structure within a
machine learning model that is used to automatically calculate
and learn the contribution of input data to output data.
Common modules for attention mechanisms include SE,
CBAM, etc. SE is only concerned with the weighting of
channels [22]. Despite the fact that CBAM simultaneously
considers the weight allocation of channels and spaces,
redundant convolution pooling operations result in the loss of
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some useful information [23]. Coordinate Attention (CA)
mechanism is an attention mechanism that can embed position
information into channel attention introduced in this paper
[24]. In comparison to SE, CBAM, and other attention
mechanisms, this attention mechanism is not only capable of
capturing cross-channel information, but also direction
perception and position perception information, in addition to
being lightweight and flexible. Coordinate attention operations
consist of coordinate information embedding and coordinate
attention generation. Coordinate attention module is shown in
Fig. 2.

Residual CxHxW

X Avg Pool Y Avg Pool

Concat + Conv2d

BatchNorm + Non-linear

Cx1xwW

Cir x 1 x (W+H)

Cirx 1 x (WHH)

Fig. 2. Coordinate attention module.

1) Coordinate information embedding: Channel attention
frequently employs two-dimensional global pooling to encode
global spatial information, but this operation typically makes
it challenging to save target location data. In order to prevent
this, the Coordinate attention mechanism decomposes the two-
dimensional pooling of channel attention into two one-
dimensional feature coding processes and collects features
along two spatial directions. Equation (4) and formula (5)
represent the horizontal and vertical coordinate coding
operations of input x.

z:(h)zviv > x(hi) ()
2 (W)= 3 % (jw) ©)

Where x_ denotes the ¢ th channel component of the input

data, h and w respectively reflect the data's height and width.
These two coding operations allow the attention module to
capture the long-term dependency along one spatial direction
and to store precise location information along the other spatial
direction, thereby assisting the network in more precisely
identifying the target information of pests and diseases on
Ccrops.

2) Coordinate attention generation: In order to make full
use of the global receptive field obtained through the
embedding operation of coordinate information and encode
the accurate position information, first embed the coordinate
information into the obtained features for concatenate
operation, and then send them into the convolution module
with the shared convolution core of 1x1, reduce its dimension
to the original C/r, and then send the feature map F, after
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batch normalization into the nonlinear activation function to
obtain the feature map f in the form of Ix(W+H)xC/r .
Equation (6) is shown below.

f :§(Fl([zh,zw])) (6)

Where [--] is the splicing operation along the spatial
dimension, 5 is the nonlinear activation function, F, is the

convolution change function, and f is the intermediate feature

map that encodes the spatial information in the horizontal and
vertical directions.

After the above operations, f is decomposed into f" and

f* along the spatial dimension, and 1x1 convolution and
nonlinear activation operations are performed on them to
obtain the attention weights g" and g“ of the feature map in

the horizontal and vertical coordinate directions respectively.
Equation (7) and (8) are as follows.

9" =o(F,(")) ™
9" =o(F.(f")) ®)

Where o is the sigmoid activation function, F" and F"
represent the convolution change function of the characteristic
components f" and ", respectively.

Finally, expand g" and g“, calculate the coordinate

attention mask by matrix multiplication, and act on the input to
get the output Y of the attention module:

Y. (i, i) =x (i, i)xa! (i)xg¢ (i) 9)

C. CL-CondenseNetV2

The above coordinate attention is added to the
CondenseNetV2 network to obtain the basic structure of CL-
CondenseNetV2 as shown in Fig. 3. In each layer of the
proposed network, LGC is first used to select important
features for feature learning, and after obtaining new features,
the SFR module is used to reactivate the previous features. On
this basis, we added the coordinate attention module. The
coordinate attention module improves the recognition accuracy
of the model by making the network model lightweight while
enabling the model to locate and identify the target region
more accurately. Since plant disease features are distributed in
different positions on the front of leaves, the classification
network needs to accurately pay attention to the spatial location
of disease features. Therefore, coordinate attention can
significantly improve the recognition accuracy of plant
diseases
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Fig. 3. CL-CondenseNetV2 structure.

IV. PREPARATION FOR THE EXPERIMENT

A. Experimental Environment

The experiment's environment setting is as follows: The
graphics card is an NVIDIA GeForce RTX 3060, and the
Windows 64-bit system CPU is an 8-core, 16-thread AMD
Rayon R7-5800H processor. The memory is DDR4 16G, and
the hard drive storage is 512G SSD. The software environment
consists of Anaconda 4.10.3 and CUDA 11.6. The model is
built and trained using the Python programming language and
PyTorch framework.

B. Parameter Setting

In the model training parameter settings, the training batch
size is set to 16, the test batch size to 8, and the number of
iterations to 50 rounds (Epochs). The employed optimizer is
SGD (Stochastic Gradient Descent) [25]. The rate of learning
is set at 0.001. Adopting the learning rate exponential decay
approach. Gamma has been adjusted to 0.9. Loss is represented
by the SoftMax cross-entropy loss function. The definition of
the function is:

n C
L= _Zztki Ig Yii (10)
k=1 i=1

Where, N is the pixel of the picture; t,, is the probability
that pixel k belongs to the category i; y,; is the probability

of predicting the pixel k as the category i for the
classification network.
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C. Data Set

The data set utilized in this experiment is PlantVillage,
which consists of tens of thousands of photos of healthy and
diseased plants annotated by plant pathologists and is available
for free download at www.PlantVillage.org. All photographs in
the PlantVillage database were captured at experimental
research stations affiliated with American institutions
(Pennsylvania, Florida, Cornell, etc.). The data set consists of
54303 health and disease images split into 38 categories, and it
is still growing [26]. The image and caption of several plants
pest data sets are depicted in Fig. 4.

(1) Apple black (2) cedar-apple

(14) Grapevine brown eaf spot (17) Healthy peach (19) Healthy chil

Vg

(34) the two-spotted spidermite ~ (35) Tomato targetleaf spot (36) tomato mosaicvirus  (37) Tomato Yellow Leaf Curl Virus

Fig. 4. Examples of images and labels of some crop pest data sets.

D. Data Preprocessing

By using a data enhancement approach, this work also
increases the dataset. First, the data image is separated into a
training set and a test set with an 8:2 ratio, and then the training
set's data image is expanded to 81454 images to serve as the
expanded training set. The resolution of the data image is
finally rebuilt to 256x256 resolution, and the image is then
standardized using the mean and standard deviation. Not only
can data preparation imitate the actual agricultural setting and
increase the diversity of training samples, but it can also
improve the model's robustness and prevent overfitting.

E. Transfer Learning

In the realm of artificial intelligence, there exists a method
known as "transfer learning". First, acquire knowledge in the
source domain, and then apply it to the target domain, so that
the target domain can achieve superior learning outcomes [27].
We can use this technique to reduce the number of training
samples required by the model, eliminate the time-consuming
and inefficient "ab initio" training process, accelerate network
model training, and improve their overall learning efficiency. It
has found widespread application in the field of image
classification.

The improved model employs the model fine-tuned transfer
learning method, employs the CondenseNetV2 pre-training
model trained on the ImageNet large open dataset, and
combines the transfer learning fine-tuning method to apply its
parameters to the CL-CondenseNetV2 model, and uses it to
identify plants diseases and pests.
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F. Performance Metrics

For each of the experiments examined in this study, the
evaluation metrics Accuracy, Precision, Recall, and Specificity
are used to assess how well the network performed in
identifying the test pictures. The evaluation metrics are
calculated using the following equation.

TP+TN

Accuracy = (11)
TP+TN +FP +FN
Precision = _TP (12)
TP+FP
Recall = — (13)
TP +FN
- TN
Specificity = ———— 14
P y TN + FP (14)

Where TP is the true case, FP is the false positive case,
FN is the false negative case, and TN is the true negative
case. Accuracy is the percentage of samples that the model
properly recognizes and categorizes to the total samples, which
is often used to evaluate the overall accuracy of the model.
Precision is the ratio of true cases to the number of positive
cases classified by the model; Recall is the ratio of true cases to
all positive cases; Specificity is the ratio of true negative cases
to all negative cases.

V. PREPARATION FOR THE EXPERIMENT OF
CLASSIFICATION

A. Experiment of Classification

1) Comparison of experimental effects between CL-
CondenseNetV2 and  CondenseNetV2: The  original
CondenseNetVV2 and CL-CondenseNetV2 are trained on the
extended dataset to evaluate how well the improved approach
of this model works. Fig. 5 and 6 depict a comparison of the
accuracy curve and loss value curve of the original network
and the modified network, while Table Il depicts a comparison
of the accuracy and loss value results.

0.80
—— CL-CondenseNetv2
—— CondenseNetv2

T T T T T T
0 10 20 30 40 50
Epoch

Fig. 5. Comparison of accuracy curves between CL- CondenseNetV2 and
CondenseNetV2.
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—— CL-CondenseNetv2
—— CondenseNetv2

Fig. 6. Comparison of loss curve between CondenseNetV2 and CL-

CondenseNetV2.
TABLE II. ACCURACY AND LOss OF CL- CONDENSENETV2 AND
CONDENSENETV?2
. Acc Pre Recall Spe Params
Algorithms (%) (%) (%) (%) (M) Loss
CL-
CondenseNet\/2 99.45 | 98.85 98.17 99.89 6.1 0.0259
CondenseNetV2 | 99.07 | 96.69 97.03 99.22 6.1 0.0389

As can be shown in Fig. 5 and 6, the CL-CondenseNetV2
suggested in this study is superior than the CondenseNetV2
network model when it comes to the classification and
recognition of pictures, as well as the recognition of crop
diseases and insect pests. The accuracy and speed of CL-
CondenseNetV2's accuracy convergence are faster than those
of the original network, and the loss value curve is more
consistently steady. According to Table I, the recognition rate
of the original network is 99.07 percent, whereas the upgraded
network model enhances the recognition rate of crop diseases
and pests by 0.38 percent, demonstrating the viability of the
improved model CL-CondenseNetV2.

2) Comparison of experimental effects between CL-
CondenseNetV2 and other models: To further validate the
benefits of the CL-CondenseNetV2 network model, employ
three traditional networks, Vggl6, ResNet18, and ResNet50,
to train on the improved data set and conduct comparative
experiments with CL-CondenseNetV2 in the same
experimental environment, using the same training parameters
and training timeframes. Fig. 7 and 8 depict a comparison
between the accuracy curve and the loss value curve.

Fig. 7 demonstrates that the CL-CondenseNetV2 network
model maintains certain advantages. CL-CondenseNetV2's
accuracy curve converges more rapidly during training, is more
stable, and can essentially maintain its accuracy advantage over
Vgg16, ResNet18, and ResNet50.

Fig. 8 shows that the CondenseNetV2 loss value curve has
fallen greatly and rapidly, and that the loss value curve is more
steady than those of Vggl6, ResNetl8, and ResNet50,
indicating that the network is more robust. This demonstrates
that the CL-CondenseNetV2 network model is preferable.
Table 111 displays a comparison of the experimental outcomes
of each model.
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-- ResNetl8
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Fig. 7. Comparison of accuracy curves of each model.
—— CL-CondenseNetv2
Vgg16
Lo ---- ResNet18
: —— ResNet50
o84 |
!
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Fig. 8. Comparison of loss curve of each model.
TABLE Ill.  ACCURACY AND LOSS OF EACH MODEL
. Acc Pre Recall Spe | Params
Algorithms (%) (%) (%) (%) (M) Loss
CL-

CondenseNetV/2 99.45 | 98.85 98.17 99.89 6.1 0.0259
ResNet18 98.35 | 96.48 93.57 99.38 11.2 0.0573
ResNet50 98.37 | 95.37 95.52 99.85 235 0.0527

Vggl6 98.21 | 96.18 96.65 99.34 1344 | 0.0596
Table 11l shows that under the same experimental

conditions, CL- CondenseNetV2 achieved the highest accuracy
of 99.45, the lowest loss value of 0.0259, and the least
parameters of 6.1M, which were superior to Vggl16, ResNet18,
and ResNet50. The accuracy of CL-CondenseNetV2 is 1.08
percentage points higher than the highest of the remaining deep
learning models, ResNet50, while the number of parameters
is 17.4M less than that of ResNet50. When compared to
Vggl6, whose parameters is as high as 134.4M, the reductions
are even more significant. CL-CondenseNetV2 outperforms
other methods when taking into consideration both the network
model's parameters and the recognition accuracy, indicating
that the enhanced model may be put to better use in the
detection of plant diseases and pests.
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B. Experiment of Adversarial Example

1) Preparation for the experiment: To fairly validate the
performance of the WT-MI-FGSM proposed in this paper, the
experimental preparation for the adversarial attack
experiments is approximately the same as when a model such
as CL-CondenseNetV2 is trained. The experiments use the
PlantVillage dataset. This experiment utilized smaller
perturbations to make them more difficult to identify rather
than setting the hyperparameters as the norm in the
momentum method. Using small perturbations can increase
the attack algorithm's success rate when compared to other
adversarial attack methods. The maximum perturbation & =
0.3; the number of iterations T = 10; the step size o = 0.03;
and the fading factor p = 1.0. Controlled studies employing
the white-box attack techniques of I-FGSM, MI-FGSM, and
FGSM, respectively, were also carried out to further confirm
the efficacy of the performance of WT-MI-FGSM.

2) Experimental results: This experiment contrasts four
white-box adversarial attack algorithms—WT-MI-FGSM, I-
FGSM, MI-FGSM, and FGSM—attack Vggl6, ResNet50,
ResNet18, CondenseNetV2, and CL- CondenseNetV2, and
generates both adversarial and original cases, as illustrated in
Fig. 9. According to the experimental findings, all five models
are susceptible to adversarial assaults, and all four of these
attacks have a high success rate. The attacked models'
recognition accuracy was lowered by roughly 91%. It is
important to note that the differences between the original
instances and the adversarial examples produced by the WT-
MI-FGSM given in this research are negligible and
challenging for the human eye to detect. The adversarial
examples and original examples generated by the experiment
are shown in Fig. 9.

WT-MI-FGSM

Original examples FGSM 1-FGSM

MI-FGSM

Fig. 9. Adversarial examples generated by various algorithms.

The recognition rate of each model reduces dramatically
when attacked by the adversarial attack algorithm, as seen in
Table IV. Vggl6 has the fastest drop when attacked by the
WT-MI-FGSM algorithm proposed in this research, with a
recognition rate of 0.6%, followed by ResNet18 and ResNet50,
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with a recognition rate of 2.8% and 3.1%. And closely
followed by CondenseNetV2, with a recognition rate of 5.3%.
CL-CondenseNetV2 still has the greatest recognition rate after
receiving the attack, with 10.2%. In addition, Table IV
compares the performance of WT-MI-FGSM with other
traditional adversarial attack algorithms. The success
percentages of FGSM, I-FGSM, and MI-FGSM after CL-
CondenseNetV2 received assaults from each algorithm are
85.9%, 86.5%, and 87.3%, respectively. They are all less than
89.8% of WT-MI-FGSM. WT-MI-FGSM outperforms MI-
FGSM, which has the highest attack success rate among classic
attack algorithms, by 1.9%. It is observed that the proposed
adversarial attack algorithm WT-MI-FGSM has the best
performance in this paper.

TABLE IV.  ACCURACY AND LOSS OF EACH MODEL

. CL-
Algorith | ResNet | ResNet | Vggl | CondenseNet CondenseNet
ms 18 50 6 V2
V2
92.1
FGSM 88.5% 88.2% % 86.1% 85.9%
924
I-FGSM 89.8% 89.3% % 87.4% 86.5%
MI- o o 93.2 o o
FGSM 91.2% 90.1% % 89.1% 87.3%
WT-MI- o o 99.4 o o
FGSM 97.2% 96.9% % 94.7% 89.8%

Adversarial examples can increase model accuracy and
robustness. The adversarial examples generated by WT-MI-
FGSM are added to the training set, and the individual models
are adversarial trained. Table V shows the accuracy of each
model after training. CL-CondenseNetV2 has an accuracy of
99.71%, which is 0.26% greater than without adversarial
training. Other models' accuracy has also increased. The
experimental results show that adversarial examples generated
by WT-MI-FGSM can improve model performance.

TABLE V.  THE EXPERIMENT OF ADVERSARIAL TRAINING
mAP mMAP(%) | mAP(%) o
Models (%) (Slow) (Medium) mAP(%)(Fast)

CL- 9971 | 99.07 99.97 99.57

CondenseNetV2 ' ' ' '
CondenseNetV2 99.38 97.29 99.88 97.93
ResNet18 98.69 93.76 99.67 96.79
ResNet50 98.73 95.75 99.85 95.78
Vgg16 98.63 94.56 99.57 96.85

C. Discussion

To further verify that the CL- CondenseNetV2 model
which is added to adversarial examples has a higher
recognition rate of plant diseases and pests, it is compared with
the DAG-ResNet model in literature [10] and the
CondConvSENet detection model in literature [12]. The
experimental results are shown in the Table VI.
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TABLE VI.  EXPERIMENTAL RESULTS
Models Acc (%)
CL-CondenseNetV2 99.71
(Add adversarial examples) '
CL-CondenseNetV2 99.45
DAG-ResNet 98.80
CondConvSENet 97.60

As can be seen from the table, the recognition rate of the
CL- CondenseNetV2 model is higher than that of other models,
while the classification recognition rate of the CL-
CondenseNetV2 model after adding counter samples is far
higher than that of other models. The feasibility and necessity
of adding adversarial samples in model training are illustrated.

V1. CONCLUSIONS

In this paper, the proposed CL-CondenseNetV2 based on
CA attention and CondenseNetV2 effectively improves the
network's attention to feature space and enhances the accuracy
of identifying agricultural diseases and pests. CL-
CondenseNetV2 obtains 99.45% recognition accuracy in
comparative studies with many models, outperforming classic
CondenseNetV2, ResNet18, ResNet50, and VVggl16. This paper
proposes a new adversarial attack algorithm WT-MI-FGSM
based on MI-FGSM with the introduction of wavelet transform
and histogram equalization. The comparison experiments use
different adversarial attack algorithms against various models.
The experimental results reveal that WT-MI-FGSM has a
greater attack success rate than FGSM, I-FGSM, and MI-
FGSM when compared to conventional adversarial attack
methods, and the perturbations are too small to be recognized
by human eyes. Furthermore, the adversarial samples generated
by WT-MI-FGSM are added to the training set. After
adversarial training, the recognition rate of CL-
CondenseNetV2 may reach 99.71%, which is 0.26% higher
than the accuracy rate without adversarial training, effectively
increasing the model recognition's accuracy and robustness.
Adversarial training is an efficient method for increasing the
model's robustness. However, it has drawbacks such as
sluggish training speed and overfitting when trained on tiny
data sets. As a result, enhancing the performance of adversarial
training will be the main focus of future study.
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Abstract—Autism, often known as 'autism spectrum
disorders (ASD)," is one of the most common developmental
disabilities that affect how people learn, behave, communicate,
and interact with others. Two crucial everyday tasks that people
with ASD typically struggle with are managing finances and
recognizing emotions. As the online gaming sector grows and
develops, the question of why this type of media can't be used as
a useful educational tool for those with ASD arises. This paper
discusses this issue via a novel virtual agent-based multiplayer
online serious game referred to as "EMOCASH," which aims to
improve these important tasks for Egyptian children with ASD
and achieve transfer of acquired knowledge to real-world
situations via a 3D virtual shop scenario that was designed using
the Autism ASPECTSS™ Design Index. EMOCASH served as
an instrument for investigating the following research question:
What role does technology play in the education of those with
ASD? Numerous sub-questions that were related to the primary
guestion were also addressed. A variety of usability metrics were
used to assess effectiveness, efficiency and satisfaction aspects.

Keywords—Autism; virtual agents; serious games; digital
technology; Al; online gaming; usability and accessibility

. INTRODUCTION

Individuals with ASD frequently experience difficulties in
daily living skills, including conceptual, social, or practical
skills. The importance of daily living skills for people with
ASD is especially important since they have a direct impact on
the growth of abilities like self-determination and autonomy
[1]. Numerous studies have used technological interventions to
enhance the daily living (DL) skills for individuals with
learning disabilities, including housekeeping [2], first aid
training [3], money management skills [4]-[7], learning math
subject [8], raise awareness about the effects of littering in [9]
and diabetes in [10]. Scholars discovered that people with ASD
commonly suffer from mindreading, or theory of mind (ToM)
skills [11]-[14], and anthropomorphism, which is the extension
of ToM to non-human agents [15]-[16]. ToM refers to our
ability to observe the mental states (intentions, emotions,
knowledge, and beliefs) of other people. Previous work [17]-
[21] reported that autistic people's ToM skills are less
developed when they mind-read human beings than when they
mind-read non-human agents having anthropomorphic traits,
such as animals and cartoons. For instance, the authors of [21]

demonstrate how anthropomorphizing faces—that is, placing
them on objects like vehicles—can help people with ASD
better recognize emotions. We carried out a study by
expanding this idea to assist Egyptian children with ASD in
practicing handling money, recognizing emotions, and teaching
them how to behave properly in a shopping center using a
collaborative authentic learning environment (CALE) instead
of the conventional on-screen display apps. The app shows
autistic children the potential everyday activities that could
happen when a child goes shopping. Contrary to prior
approaches, the learning environment was designed using the
Autism ASPECTSS™ Design Index [22], [23] to adapt to the
needs of all types of users. Moreover, the scenario supports
multiplayer, which is more engaging and motivating than
single-player training games. We expand on these foundations.
The paper is organized as follows: the problem statement, the
research questions that were raised, and the purpose of this
paper are presented in Section 11. Section 111 discusses previous
studies connected to both money management and emotion
recognition for people with ASD. Some theoretical background
is summarized in Section IV. Section V introduces the
methodology used. The development processes of the proposed
system, including system architecture, design, and
implementation used to develop the system, are presented in
Section VI. The clinical characteristics and practices of the
participants are listed in Section VII. Section VIII describes the
different usability metrics used to assess the effectiveness,
efficiency, and user satisfaction of the produced application,
along with a comparison with existing technigques. Section 1X
concludes the paper and highlights future work.

Il.  OBJECTIVES AND RESEARCH QUESTIONS

While transitioning from adolescence to maturity, everyone
must take a huge and difficult step. Because of their
impairment symptoms, people with ASD typically have
significant problems carrying out basic daily tasks on their
own. Traditional intervention techniques, including the Picture
Exchange Communication System (PECS) [24], social skills
classes, narrative, role-playing, and so on, are costly, time-
consuming, staff intensive, boring for patients due to exercise
repetition, and usually have long waiting lists, rendering them
ineffective. Internet-driven rapid advancements in ICT, such as
serious games (SGs), VR, AR, virtual agents, Al, and robot,
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among others [25]-[30] have opened creative and promising
scenarios for therapists to improve DL skills for individuals
with ASD. However, studies on how using authentic learning
environments and engaging in online games affect learning
outcomes for those with ASD are noticeably lacking. Taking
into account the importance of user-built environment
interaction for autistic persons, this paper addressed these
issues using an innovative virtual agent-based multiplayer
online SG called "EMOCASH," which served as an instrument
for investigating the following research questions: (1) Is it
possible to employ agent technology to create intelligent agents
that can be included in online games for persons with ASD? (2)
What advantages do online games provide for people with
ASD? (3) How can we improve the appeal and motivation of
education for those with ASD? (4) Which learning
environments are most effective for this purpose? (5) What
aspects of game elements are taken into consideration when
using online gaming to educate autistic people? Concerning the
first and second questions, the usability of virtual agent
technology via online gaming for people with ASD is
investigated in this paper using CALE. Online gaming
enhances user experience, encourages immersion, social
interaction and competitiveness, reduces autism symptoms, and
promotes the satisfaction of working independently. When
playing an online game, there is no eye contact or facial
expression required, which can help reduce anxiety and any
other unusual behaviors. Online games give people with ASD
the opportunity to interact with their peers in a safe and less
stressful learning environment that does not require regular
face-to-face interaction; as a result, they can build
communication skills that promote friendships and socializing
(For instance, please refers to [31]-[34]). Regarding the third
and fourth questions, we employed the Autism ASPECTSS™
Design Index [22] to accommodate specific autistic needs as a
design development tool to support environments conducive to
learning for those with ASD. The concepts of authentic
learning [35]-[36] and authentic design thinking [37]-[38] were
also used. In the methodology section, numerous key game
elements will be examined together with relevant information
on each one's usefulness for our developed game in response to
the fifth question.

I1l. RELATED WORK

The use of serious games (SGs) to teach DL skills to
persons with ASD has been proposed in a number of studies.
These studies were categorized into four categories: conceptual
(e.g., money, science, etc.), practical (e.g., use of money, travel
and transportation, etc.), social (e.g., emotions, communication,
etc.), and general skills. According to [30], the percentage
degree of studies targeted at all of those learning categories is
given as follows: conceptual skills (25.53%), practical skills
(8.51%), social skills (36.17%) and general skills (29.79%).
Furthermore, 1.06 percent of research papers were devoted to
discussing money management techniques for those with ASD,
demonstrating the pressing need for more studies in this field.
Different DL skills such as money management skills [4]-[7],
emotion recognition [39]-[45], among others have been
successfully improved using SGs in special-needs education.
However, those methods would not fit with the Egyptian
lifestyle, currency and language. As an illustration, Caria et al.
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[5] designed a single-player Web-based game that assists
people with ASD in acquiring skills to help them understand
the notion of Euro currency and its usage in real life in
comparison to Bangladeshi Taka currency [7]. The authors in
[45] conducted an intervention program using animated
vehicles with real emotional faces to improve emotion
recognition for Chinese children with ASD compared with
Western children in [21]. Additionally, the vast majority of
earlier studies concentrated on a single player in a two-
dimensional gaming environment, whereas there is a notable
lack of research on the development of collaboration skills
through multiplayer online games in three dimensions, which
support emotions and social interaction among participants and
are more engaging and motivating than a single player. One
more significant issue is that designated learning environments
need to take sensory issues into consideration in order to meet
learners' demands. This paper considers all these issues by
applying the Autism ASPECTSS™ Design Index [22] as a
design development tool for the EMOCASH game's
environment. ASPECTSS™ is an abbreviation for: Acoustics,
Spatial Sequencing, Escape Space, Compartmentalization,
Transitions, Sensory Zoning, and Safety.

IV. BACKGROUND AND FUNDAMENTAL CONCEPTS

A. Serious Games

Serious games (SGs) are a form of education and
entertainment that is designed to educate as well as amuse.
Unlike games that are just played for fun, games intended for
learning are labeled "serious" [46]-[47]. The key concept of
serious gaming is the implementation of gaming elements,
attributes, mechanisms and flow states to engage learners
toward achieving real-life goals.

B. Activity Theory

Activity Theory (AT) is a theoretical framework for
examining how people behave in a certain setting. According
to AT, the essence of an activity is the interaction between a
subject (a human doer) and an object (the item being done).
Activity systems [48]-[49], a model of which is shown as a
triangle (see Fig. 1). Simply, activity theory is all about ‘who is
doing what, why, and how' [49].

By what means are
Tools the subjects
performing this
activity?

Who are involved in a
common goal and
carrying out this
activity?

Why is this activity
7 . taking place?
S:‘b‘cﬁl *Object *=Outcome
AL What is the
desired outcome
from carrying out

this activity?

¥ ) ¥
Rules= =Community=

Are there any individual What is the environment

or group norms, rules in which this activity is

and roles governing carried out?

the performance

of this activity?

-
=Dijvision of labour
Who is responsible for
what, when carrying
out this activity
and how they
ere organized?

Fig. 1. Structure of activity theory.
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C. Virtual Learning Environment and Virtual Agents

The term "Virtual Learning Environment" (VLE) refers to a
design environment for teaching and learning. There are
several types of VLE, such as single-user, multi-user, and
collaborative VLE (CVLE) [50]. Each one of them has a
unique avatar that the user may use to engage freely in the
digital world. Avatars might take the form of a cartoon
character, an entirely abstract shape, or a human-like image.
The avatar in our system is a 3D representation of a rabbit with
real faces grafted onto it. A software system that is embedded
in a particular environment and has the capacity to behave
autonomously there in order to achieve its design goals is
known as a virtual agent, also known as an intelligent virtual
agent (IVA) [51]. IVAs should be autonomous, proactive,
reactive, and socially capable. There are several Al agents, so
an environment for the IVA design work has to be created,
which is called the PEAS (Performance Measure,
Environment, Actuator, and Sensor) system [52]. The PEAS
System is used to classify similar agents together. An agent's
success is assessed using performance metrics; an actuator is a
part of the agent that releases the action's output into the
environment; and sensors are the receptive parts of an agent
that takes in data. The qualities of the environment influence an
agent's behavior [53]. Different types of intelligent agent
programs based on their degree of perceived intelligence and
capability are used in Al, namely: reflex agents, model-based
agents, goal-based agents, utility-based agents, and learning
agents [52]. Each kind of agent program combines particular
components in particular ways to generate actions. The
EMOCASH game uses reflex agents where the agent function
is based on condition-action rules as demonstrated in Fig. 2.

Precepts
Agent sensors ¢

What the world
is like now

Condition-action rules Wt action
should do now
Action e

Actuators |

Juswolinug

Fig. 2. Schematic diagram of reflex agents program.

V. METHODOLOGY

A. Methodology Workflow

According to contemporary conceptions of effective
learning, learning is most successful when it is proactive,
reactive, social, experiential, problem-based, and offers quick
feedback [48]-[49]. Learner achievements and engagement, as
well as active learning, are the two major elements of effective
learning. One of the most significant elements influencing
learner achievements, success and outcomes is the learning
environment [53]. According to the sensory definition of
autism [54] the problem of the sensory environment and its
relationship to autistic behaviour appears to be the key to
designing for autism. This description serves as the foundation
for the Autism ASPECTSS™ Design Index [22], [23] which
we employed in our methodology as a design development tool
for the EMOCAH game's environment. For active learning,
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learning environment should be authentic with authentic tasks.
Learning in the real-world is authentic learning. To support
learners’ engagement towards the 21st century skills, the
concepts of authentic learning and authentic design thinking
[35]-[38], should be employed in educational contexts. In order
to engage learners in 21st-century skills, service providers must
consider the following five dimensions of 21st-century skills,
which were in-depth examined in [37]: cognitive,
metacognitive, social-cultural, productivity, and technological.
Design thinking (DT) shows a variety of characteristics when
used in educational contexts, according to [37] in chapter 9.
These characteristics include: 1) DT comes out of social
processes where ideas are being formed, clarified, and refined.
Collaboration is an important foundation for DT in educational
settings; 2) DT involves knowledge creation and is more
closely characterized by an iterative and non-linear process that
contains five phases (Empathize, Define, Ideate, Prototype, and
test), as illustrated in Fig. 3; and 3) DT doesn't have well-
defined and well-ordered design stages. Instead, ideas go forth
and backward through social interactions until they are wholly
embraced by the team. Training individuals with ASD
necessitates repeating tasks, which might reduce participants'
motivation and interest. To maximize the training outcomes
while  maintaining the participants’ motivation, our
methodology takes into consideration the idea of authentic
design thinking, game elements' diversity, game attributes, and
task activities and introduces an activity system as a framework
to embed intelligent agents in SGs' development, as shown in
Fig. 4.

Empathize

Fig. 3. Design thinking (DT) cycle.

ideate

[ Tool (Intelligent Agent Technology through online gaming) | [ Learning Outcome }
¢ 1

l Subject (Children/Learners) ] [ Object (Task Activities) ]

{(‘ommunil)‘ ] { Division of Labor

{ Rules 1
Fig. 4. Learning as an activity system.

As demonstrated in Fig. 4, this system effectively combines
learning and technology while also capturing real-world
learning environments, which is essential for 21st-century
skills [37]. Task activities are the activities and interactions
designed to keep the learner engaged and learning in the
game's environment. In our approach, the task activities are
used as the building blocks of the SG design, and the learning
objectives are defined according to the kind of tasks, their
number, and difficulty. We now respond to the research
question listed in section Il: How can we improve the appeal
and motivation of education for those with ASD? Authenticity
and sensory design aspects [22], [54] should be addressed
throughout the design phase of the specified learning
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environment. This produces the answer to this question. When
the word "authentic" is added to the term design thinking, it
transforms into a creative process that aids service providers in
coming up with meaningful approaches to their issues by
giving them the chance to experiment, develop and prototype
models, gather feedback, and redesign instructional materials
to improve their learners' learning and performance. Therefore,
the finest resource is your expert judgment and relevant
stakeholders. As shown in Fig. 5, the methodology workflow is
iteratively developed and built from the study of the core
design components of an authentic learning environment [35]-
[36] and authentic design thinking [37]-[38], as well as the
following rules and recommendations that are directly gathered
from relevant stakeholders in the area of special needs
education using a multi-stage process known as participatory
design or a similar user-centered design (UCD) [55]. UCD is
defined as a philosophy that places the learners at the center of
the design process, taking into account their characteristics,
needs, skills, desires, behavior, etc.

Understand Learners | dentfy Task Actvties [l Wentfy Pedagogical |l - Defne Leaning Contents

needs & Characteristics & Learning Objectives Elements & Game Characteristics

Evaluation Process & Analysis & Problem

[dentification

Results Analysis

Instructional Revision Validate

& Feedback Prototype

Fig. 5. Methodology workflow.

e Learner-centered: The interests and desires of your
learners need to always be your starting point. What,
for example, are their interests and needs? What
engages them?

e Based on your learner needs, determine a possible goal
or outcome. Link the outcome to anything in real life to
highlight relevance and authenticity (e.g., shopping in
the supermarket, in our case).

e Divide the skills your learners will learn in order to
accomplish the outcome.

e Assess your learners both before and after teaching:
How do they now perform in these skills? What do
they now know? What new skills do they now have?
This issue was addressed in our case through usability
testing in terms of learnability rate.

e Community-driven design: Individuals struggle to
address the entire system; a multidisciplinary group of
people with a range of expertise is required to find a
solution. We employed the idea of participatory design
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[55] to satisfy the needs and preferences of the learners
in order to accomplish this goal.

e Give the AMT model some attention: Provide learners
with the opportunity to concentrate on the three
learning goals of acquisition, meaning-making, and
transfer (AMT), as shown in Fig. 6.

Make
Acquire e
knowledge
and skills of big ideas

Transfer
learning to
other contexts

Fig. 6. The AMT model.

B. Pedagogical Agents

To facilitate and improve the learning process, virtual
characters, or artificial agents, are commonly used in computer
games via a VLE. These individuals, also known as
"pedagogical agents," may serve in a range of roles, including
that of teachers, subject-matter experts, mentors, motivators, or
companions [56]. Pedagogical agents are computer agents
designed and built to support education by enhancing learners'
capacity for spontaneous recall and information retention. It
has often an animated persona that responds to the action of the
learner [57]. Numerous pedagogical agents have been created
and assessed by scholars from different perspectives [58]-[60].
We used anthropomorphic agents—3D models of rabbits with
real faces superimposed on them—to construct the pedagogical
agents for the EMOCASH game. Additionally, we made an
effort to make the rabbit's form larger in order to grab the
child's attention. Similar findings have been made by [17]-
[19], who claim that autistic individuals' ToM skills are less
developed when they read the minds of humans than when they
read the minds of non-human agents with anthropomorphic
traits like animals. The EMOCASH game may be played by
many users using a CALE, and users can interact with one
another via their pedagogical agents (see Fig. 7).

B No WIFI WIFI
= Connec

nnnnnn Connection ==
— — —
"? - Online /

L : Multi-player

Directly Controls

Internal Database

-

Interacts

Communicates [
with -

with

\

Game World Pedagogical

Agents

Co-Agents

Fig. 7. Anillustration of a CALE with pedagogical agents.

C. EMOCASH Gameplay

Gameplay defines how the learner and the game interact
with each other; it simply means playing the game.
EMOCASH gameplay is briefly discussed below:

e The psychologist describes the therapy process. To
start the game, each participant has to log in.

e Game Acts: It is defined as the highest-level element in
the EMOCASH game which is divided into many
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parts, including the registration page, login screen, play
mode, evaluation mechanism to allow tracking of
players' progress, etc. Six distinct types of 3D mini-
game engines, each with a different level of difficulty,
are included in the play mode. Participants must
register the first time they play the game. Each
participant's results and learning progress are tracked in
the assessment file folder.

Scenes: The gameplay takes place in acts, where each
act is divided into scenes. Scenes take place in one or
more scenarios with different levels of difficulty.

Therapeutic game challenge: The essence of the
gameplay is the challenges-actions relationship (what
challenges the game has and what actions the player
can take to achieve the goals).

Currency recognition mini-game: This mini-game
attempts to help autistic children recognize the several
primary [Egyptian cash denominations and their
corresponding values as a tutorial via two engines. The
first engine that will be shown is an animated book
(GameBook) that has all the major Egyptian cash
denominations. The participants' task is to open each
page, see and freely move the provided cash notes in
all directions in accordance with the six DOFs as
depicted in Fig. 8(a). The second engine's job is to put
together an image of the currency note (e.g., a one,
five, ten, twenty, etc.) from a variable number of pieces
that are spread out across a table surface in random
placements. The puzzle's final appearance after being
properly solved is depicted by a target image in the
upper portion of the screen. The task requires the
participants to piece together the required image using
the materials they have collected, as illustrated in
Fig. 8(b). By the time the session is over, the
participants will have two levels of easy quizzes that
gradually get harder. For instance, we ask the
participant to choose one of four currency notes that
are displayed on the screen.

(a) An animated game book containing all Egyptian currency
denominations (b) Puzzle game.

Emotion Recognition mini-game: With the use of
numerous settings for purchasing (such as being a
customer) and selling (such as being a cashier) inside a
3D virtual shop environment, this game enables autistic
children to reinforce some facial expressions used
when shopping. For instance, if you need to buy
something but don't have enough money, you'll feel
"sad"; alternatively, you'll feel "happy." When asking
for assistance when shopping, the same feelings will
manifest as depicted in Fig. 9. To engage participants
and confirm that they were able to understand the
required activities, the game start-up user interface
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featured a tutorial for an animated human cartoon face
with distinct emotions incorporating visual and audio
stimuli (see Fig. 10).

L

(b) The message indicates that the player received a favorable response (a
happy feeling)
i .

L

]
v G

S A
(d) The message indicates that the player received an unfavorable response (a
sad feeling)

Fig. 9. Snapshots of recognizing some human facial emotions in various

contexts while shopping.
I":' T I

zoc00p

Fig. 10. A Screenshot for an animated designed human cartoon faces with

ain gt A
different emotions.

o 3D virtual shop scenario: This mini-game aims to teach
the process of shopping to autistic children by
achieving the transfer of acquired knowledge to a real-
world scenario, such as shopping in the supermarket.
The scenario employs a (CALE) with a simplified
navigation and interaction interface that encourages
emotions and interactions among participants, who can
play alone or with their instructors. For agent
movement in a virtual world, the A" (A-Star) path-
finding search algorithm is used [61] (see Fig. 11). It
addresses the problem of finding a shortest path from
any coordinate in the game world to another.
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they are used when developing SGs. Scholars [5], [62]-[64]
have reported that incorporating game elements into teaching
methods for people with ASD can improve their learning
abilities. For instance, the authors of [62] consider game
elements as intrinsic and extrinsic factors to increase a
learner’s motivation. The majority of previous research did not
explicitly identify the game elements or specifically state or

Fig. 11. The A* (A-star) algorithm in action. offer information on the games' elements they employed while

creating their solutions. Even when they did, they didn't

e By the end, feedback sessions are planned and the provide adequate information on the efficiency of the particular
results are analyzed. game elements. We now respond to the research question listed

in section 1I: What aspects of game elements are taken into

D. Game Elements and Attributes consideration when using online gaming to educate autistic

The parts that make up a game and give learners an people? The EMOCASH game offers a variety of useful game
engaging experience are known as game elements. Every game elements with relevant information on each one's effectiveness,
element must have attributes that may be utilized to affect how as indicated in Table I.

TABLE I. EMOCASH's GAME DESIGN ELEMENTS FOR LEARNING

Game Elements

Description

Game
World/Environment

It is a virtual environment where players go while playing the game. As illustrated below, the gaming environment in the EMOCASH
game is created as a 3D virtual shop scenario based on the principle of authentic learning with authentic tasks, like grocery shopping, for
teaching the shopping process to autistic children. It was designed in accordance with the Autism ASPECTSS™ Design Index [22], [23],
[54] to take into account the specific needs of autistic people and facilitate the learning process for those populations.

Clear Goals

When people are aware of their responsibilities, the goals are crystal clear. Giving meaningful challenges and establishing clear norms are
closely tied to setting clear goals. Clear objectives improve attention. To hold players' attention and make sure they will be able to
understand the necessary tasks, the primary objectives and rules of each mini-game are given at the beginning of the introduction to the
entire EMOCASH game.

Challenges

Challenges are game tasks or exercises that require effort to perform. In the EMOCASH game, there are a lot of tasks for each mini-game
to be completed. Once achieved, some rewards are provided.

Rewards

A reward is a component of the game that gives the players satisfaction and inspires them to work harder. Extrinsic rewards, such as points,
badges, and leader boards, are available through EMOCASH, as well as intrinsic rewards, which are given for successfully completing
each mini-game throughout the entire game in exchange for resources (such as earning virtual currency with a numeric value) and
reputation (such as a certain number of stars).

Best Moments

It is a fun feature that motivates the participants during the game. The virtual gained items from the prize gallery are stored in an inventory
which can be reached by clicking on the "prizes customization" button on the main screen to enable the participants to experience a
personalized training by meeting their curiosity and virtually using the items (e.g., wearing a glass) through a variety of customization
options.

Status

The status is a categorization of participants based on their scores. In EMOCASH, the motivation is based on the aim of participants to
reach a high status by earning more virtual currency and gaining more stars. The rating number of stars shows great achievements. The
higher the star's number rating is, the better its status.

Leader boards

A visual representation of the participant's progression with respect to others. The leader boards exploit social emotions such as feelings of
"fame" and "status" while allowing comparison between participants and enhancing competition among them.

Competition Competition modes are: single-player competition against the game environment; competition between two or more players; cooperation of
two or more players against the game environment; and team-based competition. The EMOCASH game supports the first two modes.

Points Game points are like grades in the educational system. It is a numerical representation of the player's performance in achieving goals.
Points are assigned to each activity as a function of the number of goals reached and the time needed to be finished. Each mini-game mode
assigns different points to participants. Points can be divided into levels, and levels can be presented with badges.

Badges Badges are virtual goods that have a visual representation. They are awarded to participants after completing certain challenges or reaching
certain achievements. In the EMOCASH game, we used it to represent participants' status or reputation.

Levels Levels can have different meanings in games. Levels can refer to the rating of the participant based on his/her score or can be related to the

difficulty of the game. The EMOCASH game supports both. In terms of difficulty, each mini-game has two levels of difficulty, namely
basic and advanced, where the level of complexity increases very gradually in order to keep the participants motivated and to provide them
with a continuous challenge (see figures below).
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Flow state To feel the fun, users have to be in the channel of flow state. The flow theory is widely accepted to be one of the fundamental models for
improving the game experience. When an individual experiences flow, they are said to be in a "flow state."
Feedback For generating the flow it is important that activities provide immediate and clear feedback which can be provided with the help of visual

and audio elements. As a demonstration, the figure below shows the feedback provided for money comparison and counting mini-game

scenarios.
iy 20 I @

05+05+05+0.5 : 42 il al. B },? 18 3ol alll

Progress bar

A progress bar was utilized to graphically represent the proportibn of completed tasks in order to display the participants' progress for each
activity. For each activity, a green color will emerge if the exercise is successfully solved, signifying that the participant has given the
correct response; otherwise, a red one will be displayed.

Progression

Player growth and development.

Visual Aesthetics

Include visual elements such as the overall look and feel of the game.

Game Mechanics

The procedures and rules of the game.

Story

The series of events that occur as players play the game.

Technology

It is the medium through which the tale will be told, the mechanics will occur, and the visual aesthetics will take place. We used intelligent
agent technology through online gaming for the EMOCASH game. Moreover, the learning environment was designed using the Autism
ASPECTSS™ Design Index to adapt to the needs of all types of users

Game Fantasy

Refers to the environmental contexts that provide virtual world imagery

Sensation Multimedia presentation of the virtual world.

Emotions Games are good for creating emotions among participants. Those emotions can be created through gameplay, storytelling, or socialization.
The EMOCASH game is a multi-player SG which supports both emotions and socialization among participants.

Avatars A visual representation of a player character. The EMOCASH game uses anthropomorphic agents in the form of 3D models of rabbits

grafted with real faces.

Architectural

VI. SYSTEM DEVELOPMENT AND IMPLEMENTATION [
) A Game Settings
A. System Architectural Design Gains Hlements
. . . . ”| Game Types
design defines the interconnection and /t Results Analysis T

Difficulty

resource interfaces between system subsystems components
and modules in ways suitable for their detailed design and
overall configuration management. As training requires
repetitive tasks, having a large number of mini-games is quite
important to avoid boredom in the long term. Fig. 12 shows a
sample architectural design overview of our EMOCASH game
architecture, which is composed of six 3D mini-games, each
one with two difficulty levels (basic and advanced). The
complete navigational system for the EMOCASH game is
shown in Fig. 13.

Therapist
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EMOCASH's system architecture.
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through the Learning Mechanics-Game Mechanics mapping

model (LM-GM) [65]. Several authors have offered definitions

E3 E3 of the idea of game mechanics. However, there are no

universally agreed-upon definitions of game mechanics, as

EE= evidenced by the wealth of literature [66]-[68]. For instance,

|_ LW — game mechanics are described as "something that connects the

player's actions with the purpose of the game and its main
iy peea challenges" in a definition offered by [68]. On the other hand,
activities or design patterns of mechanics that explicitly

i support learning but are not playable mechanics are referred to
as learning mechanics. Table Il displays the analysis of both
the learning and game mechanics for the EMOCASH

Fig. 13. EMOCASH' t igati heme.
9 S system navigation scheme gameplay through the LM-GM model [65], [66], as well as
B. Learning Mechanics-Game Mechanics (LM-GM) Model Pmer%img:jpams use them and how they were actually
for EMOCASH Gameplay P '
This subsection analyzes the relevance of learning
mechanics and game mechanics for the EMOCASH gameplay
TABLE Il THE LM-GM MODEL ANALYSIS FOR THE EMOCASH GAMEPLAY
Game Mechanics Learning Implementation Usage/Description
Mechanics
Cascading information/ Guidance/ The main goals and regulations of each mini- | Main goals are clearly presented in the game’s introduction
Tutorials Tutorial game are explained at the start of the | to keep participants' attention and ensure that they will be
introduction to the entire EMOCASH game | able to comprehend the necessary tasks.
with the help of a brief animation and voice.
Cooperation/ Emotion/ The gaming environment in the EMOCASH | Games are good for creating emotions among participants.
Collaboration Competition/ game is designed as a 3D virtual shop scenario | Those emotions can be created through gameplay, or

Participation

using the Autism ASPECTSS™ Design Index | socialization. Using a CVLE, the EMOCASH game is a
and is based on the idea of authentic learning | multi-player SG which supports both emotions and
with authentic tasks, such as shopping at the | socialization among participants.

supermarket.
Time pressure Motivation Count down clocks/Response time Extrinsic motivation.
Action/Task

Meta-Game Mechanic | Motivation/ All six types of 3D mini-game engines include | The player earns virtual currency with a numeric value and

(Rewards that can be | Rewards/ this feature. some stars for each correct answer and for each mini-game

earned during the actual | Incentive successfully completed in the entire game.

gameplay)/

Collecting (Elements of

virtual rewards can be

represented by virtual

objects, which can be

collected by the player)

Questions & Answers Assessment Once the player finishes practicing the currency | All five types of 3D mini-game engines include an activity
recognition mini-game, he or she will have to | part with two levels of difficulty, namely, basic and
play two simple and fun quiz games called | advanced, where the level of complexity increases very
puzzle and matching games before proceeding | gradually in order to keep the participants motivated and
to the next task. provide them with a continuous challenge.

Rewards Motivation/ Extrinsic rewards, such as points, badges, and | Extrinsic and intrinsic rewards are used to keep participants

Instructional/ leader  boards, are available through | engaged in SGs and keep them happy and satisfied.
Feedback EMOCASH, as well as intrinsic rewards, which

are given for successfully completing each

mini-game throughout the entire game in

exchange for resources (such as earning virtual

currency with a numeric value) and reputation

(such as a certain number of stars).

Behavioral momentum Incentive/ The virtual gained items from the prize gallery | It is a fun feature that motivates the participants during the

Motivation/ are stored in an inventory which can be reached | game.

Participation

by clicking on the "prizes customization™ button
on the main screen to enable the participants to
experience a personalized training by meeting
their curiosity and virtually using the items
through a variety of customization options.

Feedback Motivation/ Points/levels/response time//badges/ emotional | Extrinsic rewards that facilitate both motivation and flow
Feedback sounds/ audio-visual feedback/Progress bar. state.

Capture (How many Action/Task Stars earned and the score of each mini-game | Use information to solve problems. The accomplishment of

points or counters a player | Participation completed. goals during gaming is represented by stars, which are

has won or captured

gathered with each new goal attained. The rating number of
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defines how strong they stars shows great achievements.
are)
Challenge Questions & . Challenges in games must match the | Challenges are game tasks or exercises that require effort to
Answers/ player’s skill level perform. In the EMOCASH game, there are a lot of tasks for
Action/Task . Games should provide different levels of | each mini-game to be completed. Once achieved, some
[Participation/ challenge for different players rewards are provided. For instance, in the case of a puzzle
Feedback/ = The level of challenge should increase as | game, the main challenge is the participant's ability to piece
Assessment the player progresses through the game together the required image using the materials they have
collected from a variable number of pieces that are spread
out across a table surface in random placements.

C. Implementation

Our system is organized in multiple levels and
implemented using Unity. Blender software was used to create
the learning environment as well as the 3D models of various
objects (e.g., rabbits) and import them into Unity. Since
different currencies have a range of different coin values, or
denominations, we employed the greedy change algorithm [69]
in our implementation of the change problem.

VII. METHOD

A. Participants

In this study, we recruited a sample of fourteen distinct
autistic children between the ages of seven and fifteen to play
the EMOCASH game for at least one and a half hours each
week, for a total of seven weeks of open trial. These groups,
referred to as "Group #1," received an autism diagnosis from a
psychiatrist and a clinical psychologist. Ten children (72%)
were boys, while four (28%) were girls. We also invited a
group of seven typically developing volunteer children,
referred to as "Group#2," who tested the game in order to
measure the effectiveness of using the developed application.
Ethical approval was granted by the Egyptian General Ethics
Standards.

B. Procedure and Materials

The intervention protocol used for participants consists of
three different phases: pre-intervention, intervention, and post-
intervention phases. During pre-intervention sessions, children
completed 1Q testing representing verbal and performance 1Q
taken from the 2" Wechsler Abbreviated Scale of Intelligence
(WASI- I1), and parents filled out the Social Responsiveness
Scale, 2" edition (SRS-2) and the Vineland Adaptive Behavior
Scales, 2" edition (VABS-II) to confirm the children’s
diagnostic status. At the end of the pre-intervention session,
participants and their parents were introduced to the
EMOCASH game. A seven-week, three-times-per-week
EMOCASH training program was part of the participant's
intervention procedure. After a 7-week intervention period,
participants and their parents participated in the post-
intervention assessment. In this phase, a questionnaire is
created to assess the expectations and satisfaction of both
parents and children playing EMOCASH game.

VIIl. EVALUATION, USABILITY TESTING AND RESULTS

A. Usability Testing with Experts

Usability testing is a technique used to assess the
effectiveness and satisfaction of a developed application by its
users and experts. Four subject-matter experts in different
fields were asked to participate; two of them were experts in
psychology and psychiatry, while the other two were experts in

game design and teaching, respectively. Furthermore, to
identify the usability issues of the developed application in
terms of efficiency and satisfaction, it was evaluated not only
from the experts' perspective but also with input from people
who are not disabled (Group#2). The purpose of these tests
serves the function of gathering system feedback. A list of the
six mini-games engine's interface and the tasks to be carried
out in the EMOCASH game were given to the experts for
usability analysis to be sure that it is suitable for use by
children with ASD without any issues. Five themes were used
to group the perspectives of experts on the EMOCASH
gameplay: Effectiveness, usefulness, enjoyment, ease of use,
and attitudes toward future usage. Most experts agreed that the
proposed game was effective because of the following factors:
(1) goals were clearly presented in the game's introduction to
the entire EMOCASH game with the help of a brief animation
and voice, which improve attention and help with their
learning; (2) the presentation of multimedia resources (audio,
visual, etc.) is done simultaneously; (3) immediate and clear
feedback was given with the help of multimedia resources;
(4) clear goals and feedback support concentration, which is
one of the learning outcomes; (5) learner activities that use
authentic learning closely resemble the real-world situations
that professionals encounter while practicing; and (6)
promoting practical life skills like money management can
enhance a person's autonomy and self-determination.
According to experts in the psychology and psychiatric
disciplines, the game is useful since it is affordable, promotes
self-confidence, may aid with motor skill development, and
saves time for the teachers. Experts in game design and
teaching fields found that the game is enjoyable because of the
following reasons: (1) it attempts to increase both participant
concentration and the sense of curiosity in individuals with
ASD; (2) it contains audio-visual feedback and both extrinsic
(e.g., points, badges, leader boards, etc.) and intrinsic rewards
that facilitate motivation and flow state and, as a result,
promote players' engagement, learning, and motivational
outcomes; and (3) playing online games, which improve the
user's experience, immersion, foster social engagement and
competition, and reduce autistic symptoms, increases the
enjoyment of working independently. In terms of usability, the
majority of experts agreed that the game is useful, easy to use,
and user-friendly, and that the challenge-skill balance matches
the player's skill level. In addition, they reported that the
game's mechanics and interface are straightforward, simple to
understand, and non-intrusive, allowing for simple access to
the game. In terms of attitude, all experts agreed that the game
could be objectively used as a teaching tool for treating
children with ASD in a cost-effective manner. They also found
that the game is enjoyable, fascinating, and beneficial.
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B. Evaluation Instrument for User Satisfaction

To evaluate the functionality of the system we have
distributed a questionnaire evaluation form to assess
expectations and satisfaction among parents and their children.
Parents rated their expectations and satisfaction by filling out
several questionnaires using a 10-point Likert scale to during
pre-intervention and post-intervention measurement. Sample
questionnaires are given in Table 1.

TABLE Ill. A SAMPLE ASSESSMENT QUESTIONNAIRE FOR PARENT

EXPECTATIONS AND SATISFACTION

Q#1 | Parent expectations sample
guestionnaire

Parent satisfaction sample
guestionnaire

1 Do you think that this EMOCASH
game is educational for your
child?

How motivated was your child
to play the EMOCASH game?

2 How much do you expect your
child's skills will advance after
playing the EMOCASH game?

Do you think the EMOCASH
game had an effect on your
child’s performance on the
different daily living (DL)
tasks/skills?

After finishing the EMOCASH game, participants were
also asked to provide their opinions, including what they
enjoyed and disliked about it, as well as their favorite game.
For this purpose, we utilized the Fun Toolkit [70], to assess
participants' satisfaction. Moreover, all experts and ordinary
volunteer children answered the System Usability Scale (SUS)
questionnaire [71] after playing the game. The SUS
questionnaire contains 10 questions about ease of learning,
efficiency, ease of memorization, occurrence of execution
errors, and level of satisfaction. Each question has a five-point
scale varies from one (totally disagree) to five (totally agree).
By combining the contributions of the scores of each item, the
SUS questionnaire's results were analyzed. The results were
positive between experts and ordinary volunteer children
regarding their acceptance.

C. Game Data and Usability Metrics

The EMOCASH game's usability was assessed using the
game data of each participant. The data for the game is stored
in internal structures and contains the participant's score for
each game successfully completed. The system creates reports
in the assessment file folder when the participant has finished
the games, providing the therapist with feedback. In order to
test the application with users and to measure the efficiency
and effectiveness of the application's use in education, we
considered the following usability metrics [72] (see Fig. 14)
where,

Usabality
Mletrics

Success Score I

Success Bate

Task Tihne

L earnability

Fig. 14. Usability metrics.

1) Success Score: It refers to whether the user
accomplished or didn't finish the required task (Number of
completed tasks/Total number of attempts).

Vol. 14, No. 4, 2023

2) Success Rate. This includes several levels of success:
a) Complete success: the user completed the task with no
errors and exactly as specified; b) Minor issue success: the
user completed the task but encountered a minor issue;
¢) Major issue success: the user completed the task but
encountered a major issue; and d) Failure: the user was unable
to complete or finish the required task.

3) Task Time: The amount of time it takes the user to
complete the task.

4) Learnability Rate: it takes into account both how
simple a task is for users to perform the first time they use the
interface and how many tries it takes for them to get it right.
Fig. 15 depicts the learnability rate for the participants'
responses using conventional and non- conventional ways
after practice with our EMOCASH game. It is clear that after
practicing with our game, their performance improved
significantly.

—e—EM

—mm— Trac

Total number of attempts required

N
w
a4
(]
o
N

Week Days

Fig. 15. Learnability rate.

D. Results and Discussion

This section describes the findings of the responses
collected from experts, parents, and their children. This was
done to help children recognize the EMOCASH game as a
learning tool and determine which features of the game are
more attractive. The results of the collected data show that the
game is very useful and the results are given as follows:

e Most of them agreed that the system is helpful,
straightforward to use with a user-friendly learning
environment, and has simple content with good topic
flow.

e Regarding game motivation, most of the participants
found the game to be fun to play, especially when
applying newly learned information through the 3D
virtual store setting, which fosters feelings and
sociability among players who can play alone or with
their educators.

e Concerning game usability, most of the participants
were able to play the game because their preferences
were achieved via factors like simple GUI, audio-visual
feedback, and both extrinsic and intrinsic rewards. Most
experts rated the usability of the EMOCASH game as
"excellent"

e The majority of the experts, typical volunteer children,
as well as parents and their children with ASD, were
satisfied with the EMOCASH game. Experts indicate
that the game appears to have outstanding potential and
can be objectively used as a teaching aid for assisting
individuals with ASD. Parents also reported that seven
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weeks of EMOCASH's use significantly improved their
children's performance on the different money and
emotion recognition tasks.

e The gathered data also explores the beneficial effects of
involvement in online gaming as an effective teaching
strategy for those with ASD. People with ASD can
communicate more easily and participate in the gaming
community without having to disclose their handicap by
playing online games.

E. Comparisons

According to the taxonomy discussed in [46], [47],
Table IV compares our proposed framework (EMOCASH)
with other existing frameworks previously discussed during
this research. As demonstrated in Table 1V, all of the prior
research only took into account a single player in a two
dimensional gaming world, as opposed to multi-player
collaborative games in three dimensions, which support both
emotions and social interaction among participants and
facilitate collaborative learning, which are more motivating and
engaging than a single one. In addition, this research is one of
the few that uses authentic learning activities like going

Vol. 14, No. 4, 2023

shopping while adhering to the autism ASPECTSS™ Design
Index, a set of architectural design guidelines for individuals
with autism. The EMOCASH game possesses the following
merits that set it apart from previous works: (1) the scenario
uses a CALE, which supports multiplayer, which is more
engaging and motivating than single-player training games; (2)
the sensory environment issues and their relationship to autistic
behavior were taken into consideration by applying the Autism
ASPECTSS™ Design Index as a design development tool for
the EMOCASH game's environment to adapt to the needs of all
types of users; (3) it explores the beneficial effects of
involvement in online gaming as an effective teaching strategy
for those with ASD; (4) our strategy takes into account the
wide range of game elements and attributes to enhance training
outcomes while keeping participant motivation; (5) the
learning mechanics-game mechanics (LM-GM) model idea
was used to assess and examine the efficacy of the proposed
game in order to keep participants' interest and motivation;
and (6) the game was developed using a number of design
principles, such as guidelines from the literature, guidance
from learning experts and instructors, and feedback from a
wide range of stakeholders, including those who are not
impaired.

TABLE IV. COMPARISON BETWEEN OUR PROPOSED FRAMEWORK AND THE OTHER EXISTING FRAMEWORKS
Criteria Sources/References
EMOCAS [5] [7] [6] [42] [41] [40] [43] [44] [39]
H
Learning Conceptual | Conceptual | Conceptua | Conceptua | Conceptual | Social Social Social Social Social Social
Topics and social skills | skills I skills skills skills skills skills skills skills skills
skills
Learning Learning Learning Learning Learning Learning Learning LER LER LER LER LER
Objectives money & how to money how to how to Emotion
emotion manage concept manage manage Recognitio
recognition | money money money n (LER)
Game 3D 2D 2D 2D 2D 2D 2D 3D 3D 2D 2D
Interface
Target Autistic High- Autistic Intellectual | Cognitive Autistic Autistic AC High-F- | Autistic | Autistic
Audience disorder Functionin | children disability | impairment | children childre ASD children | children
g ASD s (AC) n (AC) (AC)
(High-F- (AC)
ASD)
Interaction Traditional T-10 T-10 T-10 T-10 T-10 T-10 T-10 T-10 T-10 T-10
Style -10 (T-10)
Feedback Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Progress Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
monitoring
Number of Single/ Single Single Single Single Single Single Single Single Single Single
players Multi- player player player player player player player player player player
player
Collaborativ | Yes No No No No No No No No No No
e learning
Social Yes No No No No No No No No No No
Presence
Sensory Yes No No No No No No No No No No
Environment
Design
Issues
Game Home/ Home Home Home Home Home/ Home Home/ Hospita | Home/ Home/
portability Hospital Hospital Hospita | Hospita | Hospita
| | |
Usability Yes Yes No Yes Yes No No Yes Yes Yes Yes
Testing
Knowledge Yes, via Yes, No No Yes, via a No No No No No No
Transfer to 3-D Virtual | through an Simplified
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Interaction
with a
Vending
Machine
(using
coins only).

Real-world
Scenarios

Shop
Scenario

Cash
Accounting.

IX.  CONCLUSION AND FUTURE WORK

The number of people with ASD continues to grow
worldwide. As a result of the incapacity symptoms, they often
experience serious difficulties in performing daily living
activities independently. Money management and recognizing
emotions are two essential daily living activities that people
with ASD generally struggle with. When designing a learning
environment for them, care should be taken to take into
account any sensory challenges they may have. The problem of
the sensory environment and its connection to autistic behavior
seems to be the key to designing for autism. There are few
studies that look at sensory design issues while developing
children's learning environments, and there is a noticeable lack
of studies on how using virtual environments and playing
online games affects social and relational interactions for
persons with ASD. This paper addresses these issues and
makes an effort to close this gap using a novel virtual agent-
based multiplayer online serious game called "EMOCASH,"
which aims to enhance these crucial tasks for Egyptian children
with ASD and achieve transfer of learned skills to real-world
contexts via a 3D virtual shop scenario created using the
Autism ASPECTSS™ Design Index. EMOCASH served as an
instrumental tool for investigating numerous relevant research
questions. A variety of usability metrics, were used to assess
effectiveness, efficiency, and satisfaction aspects. This study is
one of the few implementing activities related to real-world
scenarios, such as shopping in the supermarket for people with
autism using intelligent agent technology through online
gaming. Our findings indicate that, when compared to non-
agent methods, virtual agent technology through online
gaming, reinforced by sensory design aspects, may be used as
an objectively successful learning technique for individuals
with ASD. Our future work will focus on three directions:
1) expanding the number of activities developed and making
the application available on various platforms; 2) analyzing the
impact on larger populations of autistic children with various
categories; and 3) employing Brain-Computer Interface
technology as a physiological measuring instrument that
retrieves and uses information about an individual's mental
state, which is closely related to the ToM and
anthropomorphism.
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Abstract—Adaptability becomes important in developing
metaheuristic algorithms, especially in tackling stagnation.
Unfortunately, almost all metaheuristics are not equipped with
an adaptive approach that makes them change their strategy
when stagnation happens during iteration. Based on this
consideration, a new metaheuristic, called an adaptive balance
optimizer (ABO), is proposed in this paper. ABO's unique
strategy focuses on exploitation when improvement happens and
switching to exploration during stagnation. ABO also uses a
balanced strategy between exploration and exploitation by
performing two sequential searches, whatever circumstance it
faces. These sequential searches consist of one guided search and
one random search. Moreover, ABO also deploys both a strict
acceptance approach and a non-strict acceptance approach. In
this work, ABO is challenged to solve a set of 23 classic functions
as a theoretical optimization problem and a portfolio
optimization problem as the use case for the practical
optimization problem. In portfolio optimization, ABO should
optimize the quantity of ten stocks in the energy and mining
sector listed in the IDX30 index. In this evaluation, ABO is
competed with five other metaheuristics: marine predator
algorithm (MPA), golden search optimizer (GSO), slime mold
algorithm (SMA), northern goshawk optimizer (NGO), and
zebra optimization algorithm (ZOA). The simulation result
shows that ABO is better than MPA, GSO, SMA, NGO, and
ZOA in solving 21, 18, 16, 11, and 8, respectively, in solving 23
functions. Meanwhile, ABO becomes the third-best performer in
solving the portfolio optimization problem.

Keywords—Optimization; metaheuristic; adaptability; portfolio
optimization; IDX30

l. INTRODUCTION

Metaheuristics is a popular method used in various
optimization problems. In the cloud system, the genetic
algorithm (GA) was modified in service caching and task
offloading to improve resource efficiency and user satisfaction
[1]. A deep convolutional neural network is enriched with a
gorilla troop optimizer (GTO) to improve its capability in
diagnosing skin cancer [2]. The whale optimization algorithm
(WOA) was used to solve portfolio optimization based on the
FTSE100 index [3]. An improved sparrow search algorithm
(ISSA) was developed to improve the high-intensity focused
ultrasound (HIFU) technology that is used for tumor treatment
[4]. A combination of tabu search (TS) and simulated
annealing (SA) is used to solve the coupled task scheduling of
the heterogeneous multiple automated guided vehicles (AGV)
in a manufacturing system [5]. Its popularity comes from two

reasons. The first reason is that there are a huge number of
metaheuristics already existing today. The second reason is that
metaheuristic uses a stochastic approach to be efficient enough
in solving large-scale optimization problems with limited
computational resources [6]. Moreover, metaheuristic is also
flexible enough to solve various kinds of problems by
abstracting the problem. It focuses on the objectives and
constraints of these problems. Then, it uses a trial-and-error
mechanism to improve the solution through iteration.
Meanwhile, this stochastic approach means that all
metaheuristics do not guarantee finding the optimal global
solution but only the high-quality or quasi-optimal one [7].
Besides, metaheuristic is also challenged with the optimal local
issue.

One important consideration in metaheuristics is
adaptability. Adaptability is important, especially in facing the
circumstance of whether the current search produces a better
solution or not. Each metaheuristic was developed based on a
strategy for finding a better solution. This new solution is then
used for the next iteration for several purposes. In some
metaheuristics, new solutions are used to choose the reference
for the guided search. Some metaheuristics rank the solutions
and then split them into several groups where each group
performs its strategy. Some other metaheuristics rank the
solutions to eliminate the worst solution or some worst
solutions for the next iteration.

Unfortunately, almost all metaheuristics are not adaptive
enough. Many metaheuristics do not care about the quality of
the new solution relative to the previous solution. The new
solution still replaces the current solution, although this new
solution is not better than the existing solution. This
mechanism can be found in many metaheuristics, such as grey
wolf optimizer (GWO) [8], MPA [9], GSO [10], SMA [11],
darts game optimizer (DGO) [12], butterfly optimization
algorithm (BOA) [13], chameleon swarm algorithm (CSA)
[14], tunicate swarm algorithm (TSA) [15], squirrel search
optimizer (SSO) [16], coronavirus optimization algorithm
(COVIDOA) [17], white shark optimizer (WSO) [18],
stochastic paint optimizer (SPO) [19], and so on. In some
metaheuristics, a strict-acceptance approach is applied.
Through this approach, a new solution is accepted to replace
the current solution only if it is better than the current one. This
approach can be found in many latest metaheuristics, such as
the pelican optimization algorithm (POA) [20], guided pelican
algorithm (GPA) [21], total interaction algorithm (TIA) [22],
three-on-three  optimizer (TOTO) [23], average and
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subtraction-based optimizer (ASBO) [24], northern goshawk
optimizer (NGO) [25], zebra optimization algorithm (ZOA)
[26], coati optimization algorithm (COA) [27], fennec fox
optimization (FFO) [28], chef-based optimization algorithm
(CBOA) [29], modified honey badger algorithm (MHBA) [30],
flower pollination algorithm (FPA) [31], football game based
optimizer (FBGO) [32], red fox optimization algorithm (RFO)
[33], and so on.

On the other hand, few metaheuristics are adaptive enough
when it fails to improve. In KMA [34], the population size
increases if stagnation occurs and decreases when
improvement occurs. There is a static number of the increasing
or decreasing population. The population size can increase
until the maximum population size, while the population size
can decrease until the minimum population size. In an artificial
bee colony (ABC) [35], the bee performs a full random search
after it fails to improve for certain periods.

The other consideration is the use case used to evaluate the
metaheuristic when it was first introduced. In general, all
metaheuristics were tested by using theoretical optimization
problems. This theoretical problem consists of a set of
mathematical functions. The set of 23 classic functions has
been widely used in the first introduction of many
metaheuristics, such as in the first introduction of KMA [34].
Other functions are CEC 2015, CEC 2017, and so on. In some
studies, the new metaheuristics were also challenged to solve
practical problems. Some optimization problems in mechanical
engineering are commonly used, such as pressure vessel design
problems, speed reducer design problems, welded beam design
problems, and tension-compression spring design problems.
The power flow optimization problem in the energy sector is
also a common use case. Unfortunately, a study that uses
optimization problems in the financial sector is rare.

Based on this consideration, especially on the adaptability
and use case issues, this work is aimed to develop a new
metaheuristic that is adaptive enough to tackle the stagnation
problem. This stagnation can be detected, especially when the
optimization process fails to improve the quality of the current
solution during the iteration.

The main scientific contributions presented in this work are
described below:

1) A new metaphor-free metaheuristic called as adaptive
balance optimizer (ABO) is presented.

2) This work presents the adaptive strategy used in ABO,
especially in switching between exploration and exploitation.

3) The performance of ABO is evaluated by implementing
it to solve both theoretical optimization problem (a set of 23
classic functions) and practical optimization problem (portfolio
optimization problem).

4) The performance of ABO is also competed with five
other metaheuristics: MPA, SMA, GSO, NGO, and ZOA.

5) The hyper parameter evaluation is performed to
evaluate the performance of ABO due to the increase of
maximum iteration and population size.

The rest of this paper is organized as follows. The literature
review regarding the latest of metaheuristics is performed in
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Section Il. A detailed description of the adaptive balance
optimizer consisting of its main concept, algorithm, and
mathematical model is presented in Section Ill. The evaluation
regarding the performance of ABO, especially in solving the
set of 23 classic functions, the hyperparameter test, and the
portfolio optimization problem, is presented in Section IV. The
in-depth analysis of the simulation result, the drawback
regarding the theory, limitations, and the algorithm complexity
is discussed in Section V. Finally, the conclusion and the
potential of future studies and development are summarized in
Section VI.

Il.  RELATED WORKS

Adaptability is one important issue in the development of
metaheuristics. Ironically, most of all, metaheuristics were
developed without considering this issue. Many metaheuristics
focus on developing strategies regarding the exploration and
exploitation capability statically. It means most metaheuristics
perform the same installed strategy, whether the improvement
or stagnation happens.

Many metaheuristics respond to the improvement or
stagnation by determining whether the new solution will be
accepted to replace the previous solution or not. Some
metaheuristics deploy a strict acceptance approach, meaning
that a new solution replaces the previous solution only if the
improvement occurs. On the other hand, some other
metaheuristics deploy a non-strict acceptance approach which
means that a new solution will replace the previous solution
despite the improvement of stagnation. One distinct approach
is introduced by simulated annealing, which uses a stochastic
acceptance approach. If the improvement occurs, the new
solution will replace the previous one immediately. Otherwise,
the new solution may replace the previous solution based on a
stochastic calculation. Ironically, metaheuristics that use
improvement or stagnation circumstance to decide which
strategy will be performed in the next iteration is rare to find.

Fortunately, some metaheuristics perform adaptive
strategies in response to improvement or stagnation. KMA uses
improvement or stagnation to determine the population size for
the next iteration [34]. When the improvement occurs for two
successive iterations, the population size decreases to reduce
computational consumption. On the other hand, when
stagnation occurs in two successive iterations, the population
size increases to boost the exploration effort. However, the
searches are still the same because whether the improvement or
stagnation takes place, there are still three groups of agents
where each group performs different searches. Meanwhile, an
artificial bee colony (ABC) runs a different approach to make it
adaptive. ABC generally performs neighborhood search and
roulette wheel selection [35]. Meanwhile, after stagnation takes
places for certain periods, full random search is performed
without performing strict acceptance approach [35].

This adaptability issue is also not popular in the
development of latest metaheuristics. Many metaheuristics,
especially those that use a metaphor, focus on exploiting the
mechanism of their metaphor as a novelty or contribution.
Besides, many latest metaheuristics exploit their capability to
outperform other metaheuristics as proof of their superiority.
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TABLE I. SUMMARY OF SOME LATEST METAHEURISTICS
- - Acceptance
No Metaheuristic Metaphor Adaptability Approach Use Case
1 MHBA [30] honey badger no strict power flow
23 functions, CEC 2019, 52-bar planar truss structure, 120-
2 SPO [19] paint no non strict bar dome truss structure, 3-bay 15-story frame, 3-bay 24-
story frame
population size decreases when
3 KMA [34] komodo improvement occurs and | non strict 23 functions
increases when stagnation occurs
4 COVIDOA [17] coronavirus no non strict 20 functions, CEC 2011
5 SSO [16] squirrel no non strict power system
marine 30 functions, pressure vessel design, welded beam design,
6 MPA [9] no non strict tension/compression spring design, operating fan schedule,
predator P
building energy performance
7 GWO [8] grey wolf no non strict 29 functl_ons, tensmn/compress_lon spring design, \_Nelded
beam design, pressure vessel design, optical buffer design
8 BOA [13] butterfly no non strict ggSifgrr]mtlons, spring design, welded beam design, gear train
. - 23 functions, pressure vessel design, speed reducer design,
9 POA[20] pelican no strict welded beam design, tension/compression spring design
10 TIA [22] - no strict 23 functions
11 ASBO [24] - no strict 23 functions
northern 23 functions, CEC 2015, CEC 2019, pressure vessel design,
12 NGO [25] no strict welded beam design, tension/compression spring design,
goshawk -
speed reducer design
23 functions, CEC 2017, tension/compression spring design,
13 ZOA [26] zebra no strict welded beam design, speed reducer design, pressure vessel
design
CEC 2011, CEC 2017, pressure vessel design, speed reducer
14 COA [27] coati no strict design, welded beam design, tension/compression spring
design
15 RFO [33] red fox no strict 22 funct_lons, _three bar truss, Welded_ beam design,
compression spring, pressure vessel, gear train
. different strategy during | strict and non- . . Lo
16 this work - improvement and stagnation strict 23 functions, portfolio optimization problem

The other issue concerns the practical use case chosen to
evaluate new metaheuristics in their first introduction.
Problems in engineering are so popular; whether mechanical,
civil, or electrical problems. Meanwhile, studies regarding new
metaheuristic that uses problems in finance, are rare to find.

The summarized review of some latest metaheuristics is
presented in Table I. There are 15 metaheuristics presented in
Table I. Moreover, the proposed metaheuristic is placed in the
last row to clarify its position among the existing
metaheuristics.

Table | indicates that almost all metaheuristics have not
considered adaptability. These metaheuristics perform the same
strategy from the beginning of the iteration until the maximum
iteration is reached. Some metaheuristics perform a strict
acceptance approach to avoid the optimization process going to
the worse solution. In comparison, some others still accept a
worse solution, hoping it may lead to a better solution.
Moreover, the financial sector, still not popular, became a
practical use case to evaluate a new metaheuristic when it was
first introduced.

Based on this circumstance, this work proposes a new
metaheuristic that is adaptive enough when there is no
improvement regarding the current solution. Moreover, the

proposed metaheuristic gives equal treatment between two
circumstances: improvement succeeds or fails. Besides, the
proposed metaheuristic also performs both a strict acceptance
approach and a non-strict acceptance approach.

I1l.  PROPOSED MODEL

An adaptive balance optimizer (ABO) is designed as an
adaptive metaheuristic that gives balance effort in intensifying
the quality of the current solution and being adaptive when the
improvement fails. Based on this objective, the reasoning for
constructing ABO is as follows. ABO performs multiple
searches, as many latest of metaheuristics also perform this
approach. ABO performs guided search and random search
explicitly. ABO performs different strategies when the
improvement fails. ABO accommodates both a strict
acceptance approach and a non-strict acceptance approach.

Based on this reasoning, the main concept of ABO is
dividing strategy based on the circumstance it faces. There are
two possible circumstances. The first circumstance is that the
improvement happens. In this first circumstance, the strategy
intensifies the exploitation. The second circumstance is that
stagnation takes place. In this second circumstance, the strategy
is deploying exploration. There are two searches in every
circumstance: guided search and random search.
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There are two searches performed in the exploitation mode.
The first search is a guided search toward and beyond the best
global solution. This guided search aims to trace possible better
solutions between the corresponding solution and the global
best solution. Moreover, this guided search is also designed to
trace possible better solutions beyond the global best solution.
As known, the global best solution is assumed as the best
solution so far. It means that the quality of the best global
solution is better than that of the corresponding solution. The
probability of finding a better solution will increase when the
corresponding solution moves closer to the global best
solution. Meanwhile, it is also more probable for the global
best solution to find a better solution by avoiding a worse
solution. The second search is the limited random search or
neighborhood search. In general, as a random search, the
corresponding solution traces a new solution around its current
solution. However, the search space is reduced as the iteration
increases. In the exploitation mode, the strict acceptance
approach is deployed in a guided search toward the global best
solution and the limited random search. The searches in the
exploitation mode are illustrated in Fig. 1.

global best solution .

corresponding solution

search space |

I
|
|
|
corresponding solution
|
|
I possible solution
|

Fig. 1. Searches when improvement is achieved: (a) guided search toward
the global best solution, (b) limited neighborhood search.

There are two searches performed in the exploration mode.
The first search is the guided search relative to a randomly
selected solution. This search can be viewed as a guided
exploration. This search is included in the exploration because
it is used a randomly selected solution among the population as
the reference. The population is known to be spread within the
search space, especially in the early iteration. Moving relative
to one of these solutions means the corresponding solution
traces any solution within the search space but based on a
reference. If the reference quality is better than the quality of
the corresponding solution, the corresponding solution moves
toward the reference. Otherwise, the corresponding solution
avoids this reference. The direction of this movement may
push the corresponding solution closer to or away from the best

Vol. 14, No. 4, 2023

global solution. This search is performed based on the
reasoning that although the global best solution is the best
solution, getting closer to the global best solution may push the
corresponding solution to the local optimal entrapment. The
second search is a full random search. As its name, the
corresponding solution moves uniformly within the search
space. This search can be viewed as a full exploration. In this
exploration mode, the strict acceptance approach is not
deployed. It means the new solution replaces the existing
solution without considering the quality of this new solution.
Moving to the worse solution may be better, which may lead to
a better solution, rather than staying in the current solution
without any improvement until the iteration ends. These two
searches in the exploration mode are illustrated in Fig. 2.

randomly selected solution

o

/corresponding solution

search space I

o

possible solution

I

1 1
| I
| 1
| corresponding solution I
| |
1 1
1 1

Fig. 2. Searches when improvement fails: (a) guided search relative to a
randomly selected solution, (b) full random search.

This ‘two-approach mechanism’ needs a toggle to indicate
whether the corresponding solution is in the exploitation or
exploration mode. This toggle has two values updated at the
end of every iteration. Suppose the corresponding solution fails
to improve its quality after performing two sequential searches,
whether, in the exploration or exploitation mode, the value of
the toggle will be set so that exploration will be performed in
the next iteration. Otherwise, the value of the toggle will be set
so that exploitation will be performed in the next iteration.

The concept of ABO is then formalized using algorithm 1.
As a metaheuristic, ABO consists of two phases: initialization
and iteration. Lines 2 to 5 represent the initialization phase,
while lines 6 to 25 represent the iteration phase. In the
initialization phase, only one loop runs for the entire
population. Meanwhile, two loops run in the iteration phase.
The outer loop runs from the first iteration to the maximum
iteration. The inner loop runs for the entire population. Lines 9
to 12 represent the exploitation mode, while lines 14 to 17
represent the exploration mode. Lines 19 to 23 represent the
toggle updating process. gs denotes the toggle value where 1
indicates the exploitation while 0 indicates the exploration.
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Algorithm 1: Adaptive balance optimizer

1 begin

2 forallsin$S

3 perform full random search using (1)

4 update s, using (2)

5 end

6 fort=1tot,

7 forallsinS

8 if g; =1 then

9 perform first guided search using (3)
10 update s using (2) and s, using (3)
11 perform limited random search using (5)
12 update s using (2) and s, using (3)
13 else

14 perform second guided search using (6) and (7)
15 update s, using (3)

16 perform full random search using (1)
17 update s, using (3)

18 end if

19 if improvement fail then

20 gs=0

21 else

22 gs=1

23 end if

24 end for

25 end for

26 end

27 output: sp

The initialization phase consists of two processes. In the
first process, the full random search is performed to generate
initial solutions. This full random search is formalized using
(1) where s denotes the solution, s, denotes the lower boundary,
s, denotes the upper boundary, and U denotes the uniform
random. The second process is the global best updating process
as formalized in (2). In (2), s, denotes the global best solution
and f denotes the objective function.

s =U(sy,sy) 1)
v _ s, f(s) < f(sp)
Sb _{ s',else ’ 2)

The exploration mode consists of two searches. The guided
search toward the global best solution is formalized using (3)
while the limited random search is formalized using (5). s
denotes the solution candidate which is then evaluated using
(4) that represents the strict acceptance approach. In (5), it is
shown that the local search space gets narrow as the iteration
increases.

s =s+U(0,1).(sp — 25) (3)
r_ (Ser f(se) < f(s)

s _{ s, else )

se=s+U11).(1-5).(2£2) (5)

The guided search relative to randomly solution is
formalized using (6) and (7). ss denotes the randomly selected
solution which is selected uniformly among the population S.
Meanwhile, as shown in (7), the corresponding solution moves
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toward the reference if the quality of the reference is better
than the quality of the corresponding solution. Otherwise, the
corresponding solution avoids the reference.

ss = U(S) (6)

_ s+ UQD). (s — 25,), () < f(s5,)
§= { s+ U(0,1).(sg — 25), else )

Moreover, the detailed explanation regarding the influence
of parameters used in this algorithm is as follows. The solution
s plays an important role as autonomous agent performing the
searching process. Meanwhile, the population S as the
collection of s actualizes the population-based metaheuristics.
The greater size of S in general improves the exploration
capability although the size is not always linear to the
performance quality. The s, represents the best solution which
is the basic form of collective intelligence in the swarm-based
metaheuristic. Iteration t control the iterative process which is
limited by the maximum iteration t,. Uniform random U is
used for the stochastic process which becomes the foundation
of any metaheuristic. The boundaries s; and s, are used as the
hard constraint in finding the possible solution. The objective
function f is used for measurement of the quality of any
solution.

IVV.  SIMULATION AND RESULT

This section presents the simulation and evaluation of ABO
in solving optimization problems. This evaluation can be split
into three parts. The first part is a simulation regarding the
theoretical optimization problem. The second part is a
simulation regarding the hyperparameter test. The third part is
a simulation regarding the practical optimization problem. In
the first and third parts, ABO is benchmarked with five latest
metaheuristics: MPA, GSO, SMA, NGO, and ZOA. MPA,
GSO, and SMA are metaheuristics that do not deploy a strict
acceptance approach. On the other hand, NGOs and ZOA are
metaheuristics that deploy a strict acceptance approach.
Meanwhile, ABO plays in the middle by deploying a strict
acceptance approach and not a strict acceptance approach
based on the circumstance it faces.

The first part is the simulation regarding the theoretical
optimization problem. In this work, the set of 23 functions is
used as the use case. This set of functions is chosen due to its
broad and diverse circumstances and challenges. It can be split
into three groups: high-dimension unimodal, high-dimension
multimodal, and fixed-dimension multimodal functions. A
detailed description of these functions is presented in Table II.

In this work, several adjusted parameters are set as follows.
In general, the maximum iteration is 50 while the population
size is 5. The fishing aggregate device for MPA is set 0.5 that
represents balance between exploration within the search space
and the guided exploration toward two randomly selected
solutions. The z score for SMA is 0.5. The result in solving the
high dimension unimodal functions, high dimension
multimodal functions, and fixed dimension multimodal
functions is presented in Table Ill, Table IV, and Table V
respectively.
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TABLE II. DETAIL DESCRIPTION OF 23 FUNCTIONS
No Function Model Dimension Problem Space Global Opt.
d
1 Sphere Z x? 50 [-100, 100] 0
i=1
d d
2 Schwefel 2.22 leil + H'Xf' 50 [-100, 100] 0
i=1 i=1
d i 2
3 Schwefel 1.2 Z Z % 50 [-100, 100] 0
i=1 \ j=1
4 Schwefel 2.21 max{|x;|,1 < i < d} 50 [-100, 100] 0
d-1
5 Rosenbrock Z(100(xi+1 +xB)?+ (x; — 1D?) 50 [-30, 30] 0
i=1
d-1
6 Step Z(xi +05)? 50 [-100, 100] 0
i=1
d
7 Quartic Z ix* + random [0,1] 50 [-1.28, 1.28] 0
i=1
d
8 Schwefel Z ~x;sin (/Tx]) 50 [-500, 500] -418.9x50
i=1
d
9 Ratsrigin 10d + Z(xf — 10cos(2mx,)) 50 [-5.12,5.12] 0
i=1
d
10 | Ackley Z cosani> +20 +exp(1) | 50 [-32, 32] 0
i=1
- 1 X
11 | Griewank 3w — 1Ly cos (L) +1 50 [-600, 600] 0
d-1
T 5 2 P2 2
5[10 sin(my,) + ((yi - 1)?(1+ 10 sin (nyi+1))) + (-1 ]
12 Penalized =y 50 [-50, 50] 0
+ Z u(x;,10,100,4)
i=1
d-1
0.1 isin2 (Bmxy) + Z ((xi —1)%(1 + sin? (37Txl-+1)))
13 Penalized 2 i=1 a 50 [-50, 50] 0
+ (x4 — 1)2(1 + sin? (27Txd))} + Zu(x,-, 5,100,4)
i=1
1 1 -
14 Shekel Foxholes —+ Z _ 2 [-65, 65] 1
500 j+ 32, (xi — ay)
11 2
. b2 + b;
15 | Kowalik Z a— M 4 [-5,5] 0.0003
. b{ + byxs + x4
<
. 1
16 Six Hump Camel 4x12 - 2,1)(1l + gxf + X1, — 4x22 + Al-xé1 2 [-5, 5] -1.0316
17 | Branin 51 5.5 ’ 1 2 5,5 0.398
ani (x2—4—n2x1+;x1—6) +1O(1—8—n)cos(x1)+10 [-5,5] .
(14 ey +xp + 1)2(19 — 14x, + 3x2 — 14x, + 6x,%, + 3x2)). (30
18 Goldstein-Price + (2x; — 3%,)%(18 — 32x, + 12x{ + 48x, 2 [-2,2] 3
—36x,x, + 27x3))
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4 d
19 | Hartman3 =Y aexn( = (ayCy—py)?) [,3] -3.86
i=1 j=1
4 d
20 | Hartman6 - Z crex Z a5~ pyy)’) [0, 1] 332
i=1 j=1
5 d -1
21 | Shekels -y Z(x —¢) +8i [0, 10] -10.1532
i=1 j=1
7 d -1
22 | Shekel 7 Z Z(x] —¢) +8 [0, 10] -10.4028
i=1 \ j=1
10 -1
23 | Shekel 10 _Z Z("f — ) + 5 [0, 10] -10.5363
i=1 \ j=1
TABLE II1. BENCHMARK RESULT IN SOLVING HIGH DIMENSION UNIMODAL FUNCTIONS
F Paramater MPA [9] GSO [10] SMA [11] NGO [25] ZOA [26] ABO
mean 4.3320x10° 5.6223x10* 7.4626x10* 0.0286 0.0000 0.0000
st dev 1.9644x10° 1.3632x10* 1.1712x10* 0.0306 0.0000 0.0000
1 | min 1.4711x10° 3.1528x10* 4.1722x10* 0.0006 0.0000 0.0000
max 8.5016x10° 8.1858x10" 9.7149x10* 0.0940 0.0000 0.0000
mean rank 4 5 6 3 1 1
mean 0.0000 2.9343x10% 0.0000 0.0000 0.0000 0.0000
st dev 0.0000 1.0545x10% 0.0000 0.0000 0.0000 0.0000
2 | min 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
max 0.0000 4.8598x10% 0.0000 0.0000 0.0000 0.0000
mean rank 1 6 1 1 1 1
mean 2.8487x10* 1.3073x10° 2.1393x10° 5.4226x10° 0.0266 9.3981x10"
st dev 1.9967x10* 5.5564x10* 4.0595x10* 5.4283x10° 0.1163 3.2324x10?
3 | min 3.0737x10° 4.8925x10* 1.3394x10° 1.0971x10? 0.0000 0.0000
max 8.5281x10* 2.5705x10° 2.6921x10° 2.3616x10* 0.5470 1.7244x10°
mean rank 4 5 6 3 1 2
mean 2.9387x10* 5.3229x10* 8.6454x10" 0.4646 0.0000 0.0000
st dev 5.5277 5.9824 2.5769 0.2558 0.0000 0.0000
4 | min 1.6824x10* 4.0608x10" 8.2000x10* 0.1033 0.0000 0.0000
max 4.3961x10" 6.4096x10* 9.1000x10* 1.0545 0.0000 0.0000
mean rank 4 5 6 3 1 1
mean 1.1760x10° 1.4327x10°8 2.5991x10° 4.9230x10" 4.8938x10! 4.8948x10"
st dev 6.8289x10° 5.4495x10" 4.5292x107 0.3290 0.0199 0.0300
5 | min 1.8459x10* 5.1647x10" 1.9294x108 4.8997x10" 4.8907x10! 4.8844x10"
max 2.6106x10° 2.4223x10° 3.4018x10° 5.0357x10* 4.8970x10! 4.8982x10"
mean rank 4 5 6 3 1 2
mean 4.8607x10° 5.5470x10* 7.3622x10* 1.0499x10* 1.0452x10* 1.0797x10*
st dev 1.5346x10° 9.7258x10° 1.1486x10* 0.5606 0.6440 0.4690
6 | min 2.4904x10° 3.9545x10* 4.2292x10* 9.3723 8.9883 9.6110
max 7.7010x10° 7.5723x10* 8.6172x10* 1.1632x10* 1.1331x10* 1.1453x10*
mean rank 4 5 6 2 1 3
mean 1.4044 1.0796x102 4.9953x10? 0.0341 0.0064 0.0181
st dev 0.8089 4.7866x10" 6.3307x10" 0.0176 0.0047 0.0139
7 | min 0.2819 4.2202x10" 3.9856x10? 0.0047 0.0007 0.0015
max 3.4301 2.5038x102 6.0442x10? 0.0756 0.0201 0.0454
mean rank 4 5 6 3 1 2
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Table Il indicates that ABO performs well in solving high-
dimension unimodal functions. ABO becomes the first best in
solving three functions (Sphere, Schwefel 2.22, and Schwefel
2.21), second best in solving three functions (Schwefel 1.2,
Rosenbrock, and Quartic), and third best in solving one
function (Step). Table IIl also indicates a significant gap
between three metaheuristics (ABO, ZOA, and NGO) and the
three others (SMA, MPA, and GSO), where the first group's
performance is far better than the second group.

Table IV indicates that ABO performs well in solving high-
dimension multimodal functions. ABO becomes the first best
in solving two functions (Rastrigin and Ackley), second best in
solving three functions (Griewank, Penalized, and Penalized 2),
and fourth best in solving one function (Schwefel). Moreover,
ABO can find the optimal global solution in solving Rastrigin
and Ackley. Meanwhile, ZOA can also find the optimal global
solution for these two functions.

The result in Table 1V also divides these metaheuristics into
two groups. The first group consists of MPA, GSO, and SMA.

Vol. 14, No. 4, 2023

On the other hand, the second group consists of NGO, ZOA,
and ABO. Metaheuristics in the second group perform better
than metaheuristics in the first group, while the performance
gap is significant. This circumstance takes place in almost all
high-dimension multimodal functions except Schwefel.

Table V indicates fierce competition among these six
metaheuristics in  solving fixed-dimension multimodal
functions. Fortunately, ABO also performs well in solving
these functions. Among these ten functions, ABO performs as
the second best in six functions (Shekel Foxholes, Kowalik,
Branin, Goldstein-Price, Hartman 3, and Hartman 6), third best
in one function (Six Hump Camel), fourth best in one function
(Shekel 5), and fifth best in two functions (Shekel 7 and Shekel
10). Different from the high-dimension unimodal and high-
dimension multimodal functions, fierce competition happens
for all metaheuristics in all ten functions. In general, the
performance gap among the metaheuristics is narrow.

TABLE IV. BENCHMARK RESULT IN SOLVING HIGH DIMENSION MULTIMODAL FUNCTIONS
F Parameters MPA [9] GSO [10] SMA [11] NGO [25] ZOA [26] ABO
mean -3.4011x10° -4.6121x10° -4.9782x10° -4.2472x10° -2.8643x10° -3.9093x10°
st dev 6.5297x10? 1.2521x10° 5.6572x102 6.4312x10? 5.6143x10? 5.8738x10°
8 min -5.3489x10° -7.2897x10° -6.0276x10° -5.3898x10° -3.7800x10° -5.2110x10°
max -2.3316x10° -2.6163x10° -3.7595x10° -3.1568x10° -1.8763x10° -2.9836x10°
mean rank 5 2 1 3 6 4
mean 3.5962x10? 5.1678x10? 2.0979x10? 1.5365 0.0000 0.0000
st dev 7.6955x10* 5.6595x10" 4,0802x10" 46372 0.0000 0.0000
9 min 1.3328x10? 3.9772x10? 1.3101x10? 0.0096 0.0000 0.0000
max 4.4327x10? 6.3509x102 2.7401x102 2.1832x10* 0.0000 0.0000
mean rank 5 6 4 3 1 1
mean 9.9728 1.9884x10* 1.7682x10* 0.0984 0.0000 0.0000
st dev 1.5062 0.5195 0.3827 0.2589 0.0000 0.0000
10 min 5.6136 1.7694x10* 1.6002x10* 0.0061 0.0000 0.0000
max 1.1753x10* 2.0513x10* 1.8082x10* 1.1222 0.0000 0.0000
mean rank 4 6 5 3 1 1
mean 4.3770x10" 4.8578x10? 6.0186x102 0.0592 0.0000 0.0209
st dev 1.6561x10* 1.0101x10? 1.0956x102 0.1247 0.0000 0.0805
11 min 2.2313x10* 3.4842x10? 3.8985x102 0.0004 0.0000 0.0000
max 7.8995x10* 6.7935x10? 7.9722x10% 0.5502 0.0000 0.3806
mean rank 4 5 6 3 1 2
mean 9.8780x10* 2.1018x10° 5.3614x10° 1.0144 1.0824 1.0486
st dev 1.6112x10° 1.6467x108 1.4009x10°8 0.1346 0.1164 0.1113
12 min 3.1218x10? 4.6630x107 2.0839x10° 0.7859 0.8031 0.8918
max 6.2116x10° 6.4261x10° 7.7637x10° 1.2334 1.2492 1.2878
mean rank 6 4 5 1 3 2
mean 1.5887x10° 5.5397x10° 1.0300x10° 3.3180 3.0916 3.1319
st dev 2.1136x10° 3.4988x10° 2.1375x10°8 0.1249 0.0393 0.0176
13 min 9.1574x10° 1.8162x108 6.7786x10° 3.1396 2.9894 3.0821
max 1.0123x10’ 1.5915x10° 1.4917x10° 3.5531 3.1363 3.1835
mean rank 4 5 6 3 1 2
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TABLE V. BENCHMARK RESULT IN SOLVING FIXED DIMENSION MULTIMODAL FUNCTIONS
F Parameters MPA [9] GSO [10] SMA [11] NGO [25] ZOA [26] ABO
mean 1.1070x10* 1.0182x10* 5.4396 6.9609 9.3836 6.8624
st dev 4.1377 4.8001 3.5089 4.6037 3.7321 3.0608
14 min 3.0579 1.9920 0.9980 0.9980 0.9980 2.0116
max 1.7717x10" 2.1073x10" 1.2671x10" 1.6441x10" 1.2670x10" 1.3619x10*
mean rank 6 5 1 3 4 2
mean 0.0254 0.0910 0.1326 0.0046 0.0076 0.0048
st dev 0.0158 0.3541 0.0236 0.0068 0.0139 0.0045
15 min 0.0050 0.0016 0.0778 0.0004 0.0003 0.0010
max 0.0666 1.6747 0.1484 0.0206 0.0462 0.0165
mean rank 4 5 6 1 3 2
mean -0.9560 -1.0198 -0.0367 -1.0316 -0.9480 -1.0159
st dev 0.0620 0.0315 0.1083 0.0000 0.2207 0.0189
16 min -1.0218 -1.0316 -0.4578 -1.0316 -1.0316 -1.0315
max -0.7795 -0.8923 0.0000 -1.0316 -0.1680 -0.9609
mean rank 4 2 6 1 5 3
mean 3.4078 1.3439 0.6438 0.3982 7.4391 0.4691
st dev 2.5163 2.7178 0.0000 0.0003 1.0158x10" 0.0688
17 min 0.5003 0.3981 0.6438 0.3981 0.3981 0.3981
max 8.7875 1.0341x10" 0.6438 0.3993 3.5964x10" 0.6438
mean rank 5 4 3 1 6 2
mean 3.0989x10" 1.3393x10" 3.0000 2.9077x10" 4.7903x10" 4.0246
st dev 2.2928x10" 2.4219x10" 0.0000 3.5703x10" 7.8849x10" 1.3238
18 min 4.5662 3.0000 3.0000 3.0000 2.9999 3.0000
max 8.1122x10" 8.4200x10" 3.0000 8.4824x10" 3.3648x10? 7.2993
mean rank 5 3 1 4 6 2
mean -3.3279 -0.0357 -0.0495 -0.0495 -0.0495 -0.0495
st dev 0.4178 0.0174 0.0000 0.0000 0.0000 0.0000
19 min -3.8536 -0.0495 -0.0495 -0.0495 -0.0495 -0.0495
max -2.2160 -0.0056 -0.0495 -0.0495 -0.0495 -0.0495
mean rank 1 6 2 2 2 2
F Parameters MPA [9] GSO [10] SMA [11] NGO [25] ZOA [26] ABO
mean -1.3750 -2.5835 -0.9122 -2.7680 -2.1337 -2.6242
st dev 0.5288 0.6656 0.6304 0.3178 0.4571 0.1370
20 min -2.2961 -3.2141 -2.5003 -3.2903 -3.0922 -2.7921
max -0.5046 -0.9227 -0.1587 -2.1049 -1.4533 -2.3383
mean rank 5 3 6 1 4 2
mean -0.8384 -3.7757 -2.1840 -3.0163 -3.7476 -2.4582
st dev 0.2820 2.5466 2.8701 2.3674 2.3361 0.8451
21 min -1.4088 -9.2109 -1.0153x10" -1.0084x10" -9.1107 -5.0406
max -0.4575 -0.5200 -0.5090 -0.8561 -0.7072 -1.2512
mean rank 6 1 5 3 2 4
mean -0.8586 -3.0051 -3.1134 -2.8936 -3.4404 -2.5657
st dev 0.3301 1.8833 3.6634 1.9308 2.1138 0.9282
22 min -1.5584 -8.5430 -1.0403x10" -8.5422 -8.3691 -5.0053
max -0.3876 -0.8972 -0.6342 -0.8590 -0.9487 -1.5357
mean rank 6 3 2 4 1 5
mean -1.2082 -3.9409 -2.5317 -3.6734 -3.1585 -2.3391
st dev 0.4895 2.8005 2.2583 1.8173 1.4812 0.80007
23 min -2.4122 -1.0195x10" -1.0536x10" -7.6571 -7.2028 -4.3752
max -0.5738 -0.8049 -0.7951 -1.4377 -1.0123 -1.2768
mean rank 6 1 4 2 3 5
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TABLE VII. RELATION BETWEEN POPULATION SIZE AND AVERAGE
TABLE VI.  CLUSTER BASED SUPERIORITY OF ABO COMPARED TO OTHER EITNESS SCORE
METAHEURICTICS
. Average Fitness Score Significant!
Group | MPA[9] | GSO[10] S['ﬂ]A ,\EES(]) ZOA [26] Function () = 10 (¥ = 40 Ir%proved?y
1 6 7 6 5 0 1 0.0000 0.0000 no
5 5 s s . 5 2 0.0000 0.0000 no
3 4.2181x10" 0.0030 yes
8 9 6 5 2 6 4 0.0000 0.0000 no
Total 21 18 16 11 8 5 4.8935x10" 4.8880x10* no
. . 6 1.0556x10* 9.8178 no
Table VI summarizes the performance comparison between 7 0.0187 0.0056 ves
ABO and the five other metaheuristics. The comparison ' - ' -
represents the superiority of ABO compared to other 8 4.2131x10 -4.7692x10 no
metaheuristics based on the group of functions. This group- 9 0.0000 0.0000 no
based comparison is needed because of the distinct 10 0.0000 0.0000 no
characteristics among the groups of functions. It is assumed 1 0.0000 0.0000 no
that some metaheuristics may be better in a certain group but 12 0.9883 0.7949 no
mediocre in another group. The last row represents the total 13 3.1324 3.1151 no
number of functions where ABO outperforms a metaheuristic. 14 2.8768 1.5147 no
Table VI indicates that ABO is superior to MPA, GSO, and 5 0.0043 0.0012 yes
SMA and still competitive compared with NGO and ZOA. 16 -1.0258 -1.0290 no
ABO is better than MPA, GSO, SMA, NGO, and ZOA in 17 0.4353 0.4057 no
solving 21, 18, 16, 11, and 8 functions, respectively. 18 3.5492 3.1038 no
Meanwhile, ABO equals NGO in solving two functions and 19 -0.0495 -0.0495 no
ZOA in solving six functions. It means ABO is worse than 20 -2.6985 -2.9387 no
NGO in solving ten functions and ZOA in solving nine 21 -2.5507 -3.5834 no
functions. ABO is superior to MPA in all groups of functions. 22 2.4601 3.3685 no
Meanwhile, ABO is superior to GSO and SMA in solving 23 2.9200 3.3965 no
unimodal and multimodal functions. On the other hand, ABO
is still Competitive compared to GSO and SMA in solving TABLE VIII. RELATION BETWEEN MAXIMUM ITERATION AND AVERAGE
fixed-dimension multimodal functions. ABO is superior to FITNESS SCORE
NGO in solving unimodal and high-dimension multimodal - ——
functions but inferior in solving fixed-dimension multimodal Function Average Fitness Score Significantly
functions. Contrary, ABO is superior to ZOA in solving fixed- =60 =120 mproved?
dimension multimodal functions but inferior in solving high- 1 0.0000 0.0000 no
dimension functions. Based on this summary, ABO has fierce 2 0.0000 0.0000 no
competition with NGO and ZOA, where ABO is better than 3 1.9130x10" 0.0638 yes
NGO in high-dimension functions while ABO is better than 4 0.0000 0.0000 no
ZOA in fixed-dimension functions. 5 4.8975x10* 4.8939x10* no
The second part of the simulation is regarding the hyper- 6 1.0700x10" 1.0506x10" no
parameter evaluation. In this work, two parameters are / 0.0253 0.0164 no
observed. The first parameter is the population size, while the 8 -4.0184x10° -4.2073x10° no
second is the maximum iteration. The set of 23 functions is still 9 0.0000 0.0000 no
used in this evaluation. The result of the population size 10 0.0000 0.0000 no
evaluation is presented in Table VII, while the result of the 11 0.0000 0.0000 no
maximum iteration is presented in Table VIII. 12 1.0667 0.9978 no
Table VII indicates that the increase in population size does 13 3.1436 3.1255 no
not improve the quality of the solution in almost all functions. 14 4.2826 26412 no
The improvement takes place only in three functions. Among 15 0.0043 0.0034 no
these three functions, two functions are high dimension 16 -1.0224 -1.0248 no
unimodal functions, and one function is a fixed dimension 17 0.4671 0.4316 no
multimodal function. Meanwhile, there are two reasons why 18 3.6447 3.2859 no
the improvement fails. The first reason is that the global 19 -0.0495 -0.0495 no
optimal or quasi-optimal solution has been achieved. This 20 27096 27824 no
reason can be found in twelve functions. The second reason is n 27736 25821 o
tﬂat ABO fails to find the_lgﬁ_aspoptlmal solut;uor]l aft(ér r_eachlnhg 22 21184 2.9625 o
}uﬁcz?g:;mum iteration. This reason can be found in eight >3 2307 30198 s
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Table VIl indicates that the increase of the maximum
iteration does not improve the quality of the solution in almost
all functions. The improvement occurs only in one high-
dimension unimodal function (Schwefel 1.2). There are twelve
functions where the global optimal or quasi-optimal solution
has been achieved in the low maximum iteration circumstance
so that there is no improvement anymore due to the increase of
maximum iteration.

The third part is the evaluation of ABO in solving a
practical optimization problem: portfolio optimization. This
problem is chosen because most works that introduced new
metaheuristics chose problems in mechanical engineering or
power flow distribution as their use case. The portfolio
optimization problem is an important optimization work in the
finance sector. In general, two objectives can be chosen for the
portfolio optimization problem. The portfolio optimization
problem can be defined as an effort to arrange financial assets
(stock, bond, gold, and so on) to maximize the return or control
the risk [36].

In this work, the assets are stocks of the energy or mining
companies listed in 1IDX30. IDX30 is a list published by the
Indonesian stock exchange that consists of 30 very liquid

stocks with high market capitalization and strong fundamentals.

There are ten stocks, and the list is presented in Table IX.
These stocks have three important attributes: stock index,
market price, and year-on-year capital gain. The market price
and capital gain are presented in rupiah per share. The
information regarding these stocks was obtained on February
22, 2023.

This portfolio optimization is taken based on some scenario.

The objective is maximizing the total capital gain which is
calculated by accumulating the capital gain of all shares that
are held. The quantity of each stock ranges from 200 lots to
1,000 lots where each lot represents 100 shares. The maximum
total investment is five billion rupiah. This problem can be
seen as a unimodal problem where the dimension is 10.

In this portfolio optimization, ABO is also competed with
five metaheuristics like in the first part: MPA, GSO, SMA,
NGO, and ZOA. The population size is 10 where the maximum
iteration is 30. The result is presented in Table X.

Vol. 14, No. 4, 2023

Table X indicates that ABO is competitive in solving this
portfolio optimization problem, although it is not the best
performer. ABO becomes the third best after SMA and NGO.
On the other hand, ZOA becomes the worst metaheuristic in
solving this portfolio optimization problem, although it is very
competitive in solving the set of 23 functions.

TABLE X. PORTFOLIO OPTIMIZATION RESULT
No Metaheuristic Total Capital Gain
1 ABO 1,461,870,054
2 ZOA [26] 1,353,039,265
3 NGO [25] 1,478,676,650
4 SMA[11] 1,479,375,445
5 GSO [10] 1,461,377,050
6 MPA [9] 1,377,967,381

TABLE IX.  STOCK INFORMATION
No Stock Index Price Capital Gain
1 ADRO 2,850 530
2 ANTM 2,050 -150
3 BRPT 910 -55
4 ESSA 940 295
5 INCO 6,800 1,860
6 ITMG 35,575 11,600
7 MDKA 4,610 853
8 MEDC 1,060 500
9 PGAS 1,540 135
10 PTBA 3,540 530

V. DISCUSSION

The simulation result shows that ABO is competitive
enough as a swarm-based metaheuristic. ABO can find an
acceptable solution in both theoretical and practical
optimization problems. ABO can find the optimal global
solution in solving five functions. ABO is superior to MPA,
SMA, and GSO and competitive to NGO and ZOA in solving
the set of 23 functions. Meanwhile, ABO becomes the third
best in solving the portfolio optimization problem.

Solving the theoretical optimization problem shows that a
strict-acceptance approach is important to achieve good
performance, especially for high-dimension functions. In these
functions, ZOA [26] and NGO [25] are metaheuristics that
implement a strict-acceptance approach, while ABO
implements both strict-acceptance and non-strict-acceptance
approaches. ABO, ZOA, and NGO are the best of the three in
solving almost all functions in the big dimension problems,
while GSO [10], MPA [9], and SMA [11] do not implement a
strict-acceptance approach. This circumstance indicates that
metaheuristics implementing a strict-acceptance approach
significantly achieves better results than others. On the other
hand, circumstance becomes more dynamic in solving fixed-
dimension multimodal functions where the gap among
metaheuristics is narrow whether these metaheuristics
implement a strict-acceptance approach. It means avoiding a
worse solution is important in solving high-dimension
functions, while this strategy is not important in solving fixed-
dimension multimodal functions.

The strict-acceptance approach also does not significantly
affect solving the portfolio optimization problem. Table X
shows the narrow gap between the best and worst
metaheuristics. On the other hand, ZOA as the worst performer
is a metaheuristic that adopts a strict-acceptance approach. On
the contrary, MPA, as a metaheuristic that does not adopt a
strict acceptance approach, becomes the second worst
performer. As a metaheuristic that does not adopt a strict-
acceptance approach, SMA becomes the best performer.
Meanwhile, NGO becomes the second-best performer as a
metaheuristic that adopts a strict-acceptance approach.
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The simulation result also shows that the competition
among latest metaheuristics becomes tougher. It is common for
many latest metaheuristics to deploy multiple searches and
enrich the guided search with the random search. Many
metaheuristics can find the global optimal in several functions
and quasi-optimal in many other functions. Meanwhile, many
metaheuristics still need help finding the quasi-optimal solution,
especially in the low maximum iteration and low population
size. This circumstance strengthens the no-free-lunch theory
that a metaheuristic cannot solve all problems with superior
results.

There are three loops conceptually performed during the
iteration. The outer loop is the iteration from the first iteration
to the maximum iteration. The intermediate loop is the iteration
for the entire population. The inner loop is the iteration for the
entire dimension because all dimensions are calculated in every
search. Meanwhile, there are two searches performed by every
agent in every iterations. Based on this explanation, the
algorithm  complexity of ABO is presented as
O(2tmax-N(X).n(D)). This complexity is normal for the
population-based metaheuristic. Moreover, this complexity is
achieved because ABO does not implement a sorting process in
every iteration.

There are limitations regarding this work and its proposed
metaheuristics, even though the proposed ABO performs well
in solving both theoretical and practical optimization works. In
ABO, the adaptability in tackling the local optimal is
performed by choosing a non-strict acceptance approach.
Meanwhile, this non-strict acceptance approach is implemented
in any iteration. It differs from simulated annealing, where
accepting a worse solution becomes more difficult as iteration
increases. Meanwhile, different metaheuristic, such as tabu
search, uses tabu list to restrict the repetition of a similar
solution. This circumstance shows that there are various
adaptive approaches that can be explored in the future. At the
same time, a single metaheuristic such as ABO cannot adopt
various adaptive strategies into a single metaheuristic.

This work has presented the use of optimization problem in
financial sector, which is the portfolio optimization problem in
the introduction of a new metaheuristic. This work also proves
that ABO is competitive enough in solving this problem which
is an integer-based problem. Meanwhile, there are various
kinds of other optimization problems in the financial sector,
such as credit risk assessment, investment planning, debtor
analysis, and refinancing problems. These problems can also
be addressed in future work.

There is also a limitation in choosing a practical
optimization problem as a use case to evaluate the performance
of the new metaheuristic. This work chooses a portfolio
optimization problem as the use case, with its characteristics
being integer-based and unimodal. On the other hand, there are
various practical optimization problems, whether common or
not, in many studies introducing new metaheuristics. These
problems can be used for future studies, especially proposing
an improved or modified version of ABO.

The future studies can also be performed by implementing
ABO to solve various sustainable development goals (SDGSs)
related issues. SDG has become the global issue and
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consideration for developing sustainable society and
environment. For example, efficient energy consumption
becomes the main and important issue related to climate
change, renewable and affordable energy. Besides,
optimization plays an important role in the operation of
industry, transportation, and many other economic activities.

VI. CONCLUSION

The introduction of a new adaptive metaheuristic, namely
adaptive balance optimizer (ABO), has been presented in this
paper. This proposed model is designed to make a
metaheuristic adaptive, especially when facing optimal local
circumstances. This paper also presents the competitiveness of
ABO in solving both theoretical and practical optimization
problems. ABO is better than MPA, GSO, SMA, NGO, and
ZOA in solving 21, 18, 16, 11, and 8 functions, respectively, in
solving 23 functions. It means ABO is superior to MPA, GSO,
and SMA and still competitive with NGO and ZOA in solving
23 functions. Meanwhile, ABO is still competitive in solving
portfolio optimization problems, although ABO is not the best
performer in solving this problem.

Adaptability can be used for future studies in
metaheuristics. Various strategies have yet to be explored to
make metaheuristics more adaptive, especially in tackling the
local optimal entrapment. Besides, developing a superior
metaheuristic that can solve the optimization problem in the
low maximum iteration and low population size becomes
challenging too. Moreover, future work can be conducted by
addressing several common issues, such as scalability and
more practical recent and future use cases. The scalability issue
is related to wider boundaries and higher dimensions of the
problem. Meanwhile, there are various recent and future
optimization problems, such as in the green and blue economy,
climate change, renewable energy, and many more.
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