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Spatio-Temporal Features based Human Action Recognition using Convolutional Long Short-Term Deep Neural Network

A F M Saifuddin Saif, Ebisa D. Wollega, Sylvester A. Kalevela
School of Engineering, Colorado State University Pueblo, CO 81001, USA

Abstract—Recognition of human intention is crucial and challenging due to subtle motion patterns of a series of action evolutions. Understanding of human actions is the foundation of many applications, i.e., human robot interaction, smart video monitoring and autonomous driving etc. Existing deep learning methods use either spatial or temporal features during training. This research focuses on developing a lightweight method using both spatial and temporal features to predict human intention correctly. This research proposes Convolutional Long Short-Term Deep Network (CLSTDN) consists of Convolutional Neural Network (CNN) and Recurrent Neural Network (RNN). CNN uses Inception-ResNet-v2 to classify object specific class categories by extracting spatial features and RNN uses Long Short-Term Memory (LSTM) for final prediction based on temporal features. Proposed method was validated on four challenging benchmark dataset, i.e., UCF Sports, UCF-11, KTH and UCF-50. Performance of the proposed method was evaluated using seven performance metrics, i.e., accuracy, precision, recall, F-measure, error rate, loss and confusion matrix. Proposed method showed better results comparing with existing research results. Proposed method is expected to encourage researchers to use in future for real time implications to predict human intentions more robustly.

Keywords—Convolutional neural network; recurrent neural network; long short-term memory; human action recognition

I. INTRODUCTION

The recognition and understanding of human activities on video streams have now become crucial in many applications for instance smart video monitoring, automobiles driving, somatic gaming, etc. This task is extremely difficult if both accuracy and robustness are taken into consideration. In the field of human behavior recognition, substantial research is needed. Recognition and prediction of actions are two key tasks in the field of computer vision and action recognition. Understanding the actions of others is the foundation of human social interaction. It is difficult to predict the intent of others from their acts but it’s necessary. Recognition of human activities plays a significant role in people's daily lives, for example in applications for medical, protection, and law enforcement fields. Observation of human intentions through motions was introduced to many instances of Human-Robot Interaction. Recognition of actions and prediction of actions can be very different among the different classes of action. Intention prediction, however, infers from the subtle motion patterns of a series of action evolutions of the same action. This makes the prediction of intention a more challenging task. Recognition of action can essentially be categorized at various abstraction levels depending on the nature of the visual information. It varies from simple actions like activity concepts, interaction with objects and human beings to complex acts as a group activity.

In recent years, one of the popular deep learning models, Convolutional Neural Networks (CNNs), has shown great success in many computer vision’s tasks, such as image recognition, image segmentation, object tracking and so on [1] [2]. CNN appears to learn a hierarchy of features from low-level to high-level and researchers find the features that CNN automatically learns are typically better than the handcrafted features. Researchers have put a great effort to develop neural networks capable of capturing spatial-temporal features in recognition of human activities. Most of the researchers have taken advantage of the deep learning approach for the recognition of human activities. Because deep learning techniques allow automated extraction and learning of hierarchical features by human behavior recognition systems, several of these systems have been developed and have shown promising results. Deep Learning (DL) methods have gained significant attention recently due to their remarkable performance in various fields. It is, therefore, not surprising that DL-based methods for identification, prediction and prediction of intention have also increased. Particularly Deep Learning models based on the Recurrent Neural Network have brought much success in the field of behavior analysis in recent years. The most widely used model in RNN is usually the Long Short-Term Memory (LSTM). It is an extension of the RNN structure that essentially allows long-term temporal dependencies by replacing hidden nodes with gated memory cells.

Focusing on that, this research proposes a Deep Learning approach for recognizing human intention. In videos with complex scenarios, proposed method called Convolutional Long Short-Term Deep Network (CLSTDN) can identify human intentions with a good amount of precision. Pre-trained convolutional neural network, Inception-ResNet-v2 is used for extracting spatial features from video sequence and then using LSTM temporal features are extracted from the video sequence. With some more dense layers, training and classification are done to recognize intention from videos. In this task, this research evaluates proposed method on the human action datasets such as UCF Sports dataset, UCF-11 dataset, UCF-50 dataset and KTH dataset where variety of actions of different situations was found. These datasets are
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very complex and challenging because of wide variations in camera motion, conditions of lighting, object appearance and posture, size of object, view, cluttered background, etc. Regardless of the point of view, background, inter-class and intra-class similarities are found in image frames, proposed method performed very well with very small data sequences in all the datasets. Experiment results show that the proposed method achieved state-of-the-art performance with low computational resources for action intentions recognition from human behavior. Overall contribution of this research is summarized as below.

1) This research proposes a news method called Convolutional Long Short-Term Deep Network (CLSTDN) consists of a Convolutional Neural Network (CNN) and Recurrent Neural Network (RNN) for efficient human intention prediction. Proposed CLSTDN serves following two purposes:

a) Convolutional Neural Network (CNN) uses Inception-ResNet-v2 to classify scenes to categorize class specific objects by extracting spatial features.

b) Recurrent Neural Network (RNN) uses Long Short-Term Memory (LSTM) for final prediction based on temporal features.

Thus, this research ensures to use spatial and temporal features for improved human intention prediction. Previous research methods used either spatial or temporal features for human intention prediction; however, proposed CLSTDN used spatial-temporal features for human intention prediction.

2) Massive experimental results are demonstrated on four benchmark datasets to validate the proposed method. Four publicly available datasets were used for validation, i.e., UCF Sports, UCF-11, KTH and UCF-50. Seven evaluation metrics were estimated for each dataset, i.e., accuracy, precision, recall, f-measure, error rate, loss and confusion matrix.

3) Proposed CLSTDN performed efficiently based on all the evaluation metrics with limited number of data sequence irrespective of viewpoint, background, inter-class and intra-class similarities present in the image frames in all the datasets which is very promising comparing with previous research methods.

4) Previous research methods provide the evidence that deep learning architectures require huge computational power and GPU clusters which imply the fact that it is wise to consider not only the accuracy but also the cost of a method for implementation. By considering this fact to implicate new research methodology with limited computation resources in lieu of achieving satisfactory computation time, this research proposed Convolutional Long Short-Term Deep Network (CLSTDN) to recognize the human action based on intention.

Rest of this research is organized as follows, Section II illustrates existing research methods, Section III reflects proposed research methodology, Section IV reflects comprehensive experimental results for robust validation of the proposed methodology and finally, conclusion section presents concluding remarks.

II. PREVIOUS RESEARCH STUDY

There are essentially two types of human activity recognition approaches, i.e., video-based models and sensor-based models. High-dimensional features are derived from videos or images [3][5][10][13][14][35], whereas sensor-based systems rely on motion information captured by sensing devices [44]. Researchers have focused on analyzing human behavior through radar backscattering echoes with the development of new sensing technology. It is understood that the carrier frequency of the radar signal would be changed when reflected from any moving target which is known as the Doppler Effect. A point network can learn more efficiently about structural features from the micro motion trajectory than it can directly process the raw point cloud and it also shows that the temporal range-Doppler PointNet approach performs better on most behaviors [18]. This uses radar to emit signals, while very high frequency reflected signal analysis captures very fine dynamic behavior. Radar can be used for extreme climates, meaning that it is immune to light and weather conditions, as this system uses radar, human beings can be identified via walls, making radar useful in more situations. For researchers, the hierarchical model is superior to its base counterpart (P-Net). Sensor-based technologies may be a trigger for mental and physical discomfort [43] and wearable technology is not ideal for applications where complex motor activity needs to be monitored and interpreted [15][23][24][25][26][27].

YOLOv3 object detector [8] and SSD [29] can accurately detect a group of people with a high degree of confidence by only taking a few frames from video-based models. There is also a pipeline of Generative Adversarial Networks (GANs), which jointly learns latent information for estimating and group identification of pedestrian trajectories [2]. GAN suggests a learning mechanism for task-specific loss function where a minimum game between the generative and discriminatory models is an objective of training. In the area of computer vision, significant progress has been made concerning recent developments in deep learning methodologies due to the advancement of deeper CNN, parallel computer hardware and wide-ranged annotated datasets. Various approaches have been put on places to address the recognition of action problems. Actions recognition systems can be classified into representations based on shape and appearance, representations based on optical flow and representations based on the point of interest depending on the representations of the feature. The most successful methods of classifying the action involve using CNNs. Deep CNN models achieved state-of-the-art results with tasks of object identification, classification, generation and segmentation. In deep learning, there are two primary strategies used to extract features from the video frames. First, by expanding traditional 2D CNN architectures to 3D, 3D CNN learns convolution kernels in space and time domains [17]. The second strategy is a two-stream CNN [55] that delivers state-of-the-art results in [56][57][58].

A Convolutional Neural Network (CNN) with YOLO is used together for an IoT detection that enables suspicious human behavior with minimal effort [20]. A Deep Neural Network (DNN) is followed by a time-domain classifier method for automatic violent behavior detection designed for video sensor
networks [40]. One distinguishing characteristic of the proposed solution is that it relies entirely on motion characteristics by completely disregarding appearance details. Asymptotically the tests are like optical flow-based approaches and often better than the others. This method is ideally suited for low computing devices and used by researchers for improvement in the future. Researchers achieved state-of-the-art efficiency, using Raspberry-Pi sensor nodes to run on low computational embedded architecture. This approach works perfectly well with low-computing devices and a potential area for enhancement work. Research in [22] compared state-of-the-art machine learning and deep learning approaches suitable for detecting early changes in human behavior, where support vector machine (SVM) and Convolutional neural network (CNN) from the supervised method, One-class support vector machine (OC SVM) and Stacked auto-encoders (SAE) from Semi-Supervised and K-means clustering (KM) and Convolutional auto-encoder (CAE) from Unsupervised is used. Methods based on CNN take many parameters for model learning. This takes hours to months to optimize. In the meantime, using a GPU with parallel architecture significantly reduces the processing time. The more GPUs, the less computational time it takes to train. These factors have given much importance to the transition of transfer learning [11] [12] [32] [38] [41]. Researchers proposed a pre-trained model of a convolutional neural network (CNN) based on Visual Geometry Group network 19 (VGGNet-19) which is used to extract descriptive features [41]. An abnormal event detection system using pre-trained VGGNet-19 and Binary Support Vector Machine (BSVM) videos demonstrates higher detection accuracy than other pre-trained networks: GoogleNet, ResNet50, AlexNet, and VGGNet-16. BSVM needs only a few abnormal detection training patterns and provides reasonable detection accuracy for new patterns with the same features. Several researchers use Deep convolutional neural networks (CNN) to detect violent scenes by transfer learning to classify aggressive human behaviors [28][31][50]. Research in [30] recognized basic human activities using the Deep Belief Network (DBN) method which is a good candidate to the model activity recognition system. DBN is a robust, deep learning method used during training using Restricted Boltzmann Machines (RBMs). At first, they extracted efficient features from the raw data. Then they used kernel principal component analysis (KPCA) and linear discriminant analysis (LDA) to make the data more robust. Research in [16] proposed a Real-time Multi-Person 2D Pose Estimation using Part Affinity Fields (PAFs). The OpenPose program recognizes the key human points better than other methods. The program identifies and generates a student report every three seconds in the classroom. It utilizes a non-parametric representation called PAFs to learn to connect the body components with individuals in the image. Via this approach, the OpenPose system recognizes the human key points better than other approaches. This also operates on the low computational device slowly, leading to a lack of input in real-time and considering only six gestures. Long-term memory networks (LSTM) are another technology which is used in various approaches like in [32] to predict human movements accurately. To send visual signals, they used a deep learning model that explored combining CNN with LSTM. LSTM is used to derive temporal patterns of human motion outputting the prediction result immediately before movement occurs. LSTM is used by research in [45] for the simulation of spatial-temporal sequences obtained from smart home sensors. They mentioned that approaches based on LSTM yield higher results than the existing DL and ML methods. For pattern recognition, LSTM is also used for anomaly detection with the Recurrent Neural Network (RNN) and Multi-Layer Perceptron (MLP) [21,60]. Different researchers used models to explain human emotion, sentiment, stress, and fatigue using GRU [6][9] and LSTM [19]. GRU is LSTM-like, which has shown that it operates well on smaller datasets. GRU has less operation compared to LSTM and thus it can be trained much faster than LSTMs, while LSTM is more accurate in the long sequence datasets. A method was proposed by research in [43] to identify such behaviors in which humans interact with various objects, considering object-oriented knowledge of the operation, using a hybrid approach to combine deep convolutional neural networks with multi-class support vector machines (multi-class SVM). An Adaptive feature recalibration residual network (AFRRNNet) and Quaternion Spatio-Temporal Convolutional Neural Network (QST-CNN) based model is proposed by research in [47] to recognize human behavior. In predicting human action or behavior, the temporal network works much better than other related networks. It also makes use of optical flow representation for the input flow. The pre-processing of the optical flow image corresponds to the spatial flow. Optical flow suppresses horizon details and displays series motion fields. The motion fields highlighted encode motion information between adjacent frames which contribute significantly to the prediction of intention. This essentially improves the ability of the network to derive functionality and accuracy of recognition of behaviors.

Research in [35] proposed a multi-stream model for a better understanding of human activities through 3-channel Depth MHI and Skeleton based ST-GCN. The model defines contextual awareness, global and local intervention recognition motions. These two models have a fusion performance that exceeds each model and is comparable with state-of-the-art results. Researchers proposed an architecture with the multi-stream convolutional neural network (HR-MSCNN) based on a human-related region that encodes the presence, motion and captured tubes of regions with human relations [36]. The improved version of B-RPCA (IB-RPCA) can be defined reliably as the main actor in complex realistic circumstances including vibration, specific luminous conditions and partial occlusions. Human emotions also make a significant contribution to understand human intention. A deep learning approach is focused on the multimodal detection of stress through Convolutional Autoencoders and Recurrent Neural Networks. This also contained a recurrent unit called Gated Recurrent Unit (GRU) [9]. Some researchers use a lightweight CNN model for recognition of facial expression from a given input image [7]. CNN generates a matrix using the input image. After that the pooling process takes place then, the flattening process starts. Finally, the system predicts the facial expression. Using Convolutional Neural Network (CNN) fused with Extreme Learning Machines (ELMs), it can
classify emotions where two layers of the ELM to the fusion make calculation fast. It is found that the fusion based on ELM performed better than the combination of the classifiers [17]. With respect to local feature descriptors, there has been a lot of work to extract and explain useful and robust information. Several feature descriptors have been successfully adapted to enhance the accuracy of human action recognition from the image domain to the video domain. In addition to human-robot interaction, prediction of human intention plays an important role in a wide variety of applications, such as driving assistance systems on cars to predict the lane changes intentions of drivers [4] [34], prediction of pedestrian or cyclist intention [49], as well as monitoring to predict the intentions underlying detected suspicious activities and giving security [20][21].

There were many methods and frameworks with various types of limitations or drawbacks that are needed to overcome to develop a perfect method for human activity recognition. Many of the methods and frameworks were simple to implement and develop but offered considerable computational time. The more GPUs there are, the less computational time it needs for training. However, the solution is costly. It is wise to consider not only the accuracy but also the cost of a method when choosing a method for any implementation, as this can influence the time to build a production-ready method and the operating costs for running it.

III. PROPOSED RESEARCH METHODOLOGY

Previous research provides the evidence that deep learning architectures require huge computational power and GPU clusters to perform in low computational time. By considering this fact to implicate new research methodology with limited computational resources in lieu of achieving satisfactory computation time, this research proposed Convolutional Long Short-Term Deep Network (CLSTDN) to recognize the Human Action based Intention. Proposed method used both spatial and temporal features from a video and predicted intentions robustly. Pre-trained convolutional neural network (CNN), Inception-Resnet-v2 extracts spatial features from a video frame and makes a feature sequence. After that, features are given as input into the LSTM network. LSTM network extracts the temporal features from the sequence and with dense layer and SoftMax activation function, proposed method predicts an intention from the video. Overall proposed method was very resource friendly as this research did not use any external GPUs and only 8 gigabytes of RAM. Later, proposed method was validated with real-world environment videos and performed robustly to identify human intentions.

Proposed CLSTDN by this research consists of a convolutional neural network and a Long-short-term Memory network. Proposed methodology consists of three main parts, i.e., data preprocessing, feature extraction and intention recognition. This research used video-based datasets to train and test the method. In the data processing section, frames are extracted from the video data first and then reshaped those images to 224 x 224. For KTH dataset, this research calibrated images into 120 x 120 as the image dimension of the KTH dataset was smaller than the other datasets used by this research. Second significant part of the proposed methodology is feature extraction. This research used a pre-trained Inception-ResNet-v2 model to extract an image encoding. In this section, this research stacks the frames to provide a three-channel image to meet the specifications of Inception-ResNet-v2 and after that, this research reshaped images into 299 x 299 and made sequences by extracting features from the image frames for training and testing purpose. The third part of the proposed methodology is training and testing the model from the extracted features using LSTM deep learning method. Here, this research fed the extracted spatial feature into the LSTM model and extracts temporal features and the last layer output using the SoftMax activation function. Overall proposed methodology is shown in Fig. 1 and comprehensively explained in the subsequent sections.

A. Data Processing

This research used UCF Sports, UCF11, UCF50 and KTH dataset to train and test proposed CLSTDN. As these datasets are video-based dataset so this research first extracted image frames from these datasets followed by splitting the data into train and test data and saved each video’s number of frames into a CSV file by which extraction of spatial features were done by Inception-ResNet-v2 model. As imbalanced dataset may lead to wrong accuracy and over-fitting problems, this research removed blank image frames from the dataset. After that, this research reshaped images size to decrease computation time. Next, these images are used as input to Inception-Resnet-v2 to extract features.

B. Backbone

To utilize depth features as guidance of 2D convolutions, this research formulates backbone as a two-branch network: the first branch is the feature extraction network using RGB images and the other is the filter generation network to produce convolutional kernels for feature extraction network using the estimated depth as input. These two networks process the two inputs separately and their outputs of each block are merged by the depth guided filtering approach.

The backbone of the feature extraction network is Inception-ResNet-v2[54] without its final FC and pooling layers and is pre-trained on the ImageNet classification dataset [63]. To obtain a larger field-of-view and keep the network stride at 16, this research finds the last convolutional layer (conv5 i, block4) that decreases resolution and set its stride to 16.
1 to avoid signal decimation and replace all subsequent convolutional layers with dilated convolutional layers (the dilation rate is 2). For the filter generation network, we only use the first three blocks of Inception-ResNet-v2 to reduce computational costs. Note the two branches have the same number of channels of each block for the depth guided filtering task. More about Inception-ResNet-v2 is illustrated in the next section.

C. Inception-ResNet-V2

For extracting spatial features from input images, this research uses pre-trained Inception-ResNet-v2 model. This architecture is trained on more than a million images from the ImageNet database. The network is 164 layers deep and can classify images into 1000 object categories. Inception-ResNet-v2 [54] is from the Inception family convolutional neural network (CNN) architecture which gradually evolved from GoogleNet and was the first Inception neural network through Inception v2 and Inception v3, and finally, Inception v4 [54]. Every one of the architectures brought changes primarily with respect to the Inception module, Inception networks building block. Research in [54] motivated by the results obtained by residual neural networks, experimented with integrating residual connections, key features of residual networks, with the Inception module. The result, Inception-ResNet-v2 is a very deep network, which in a lower number of epochs can achieve high accuracy which motivates proposed method by this research to use Inception-ResNet-v2 model for spatial feature extraction.

Inception-ResNet-v2 architecture contains three separate types of Residual Inception modules, called A, B, and C, and two distinct blocks of reduction. In Residual Inception module, residual connections play significant role for overall manipulation. Residual connection is a simple concept that has been invented as a way of solving the problems of the vanishing gradient and exploding gradient that may appear in a very deep neural network. The theory behind is that residual block only measures the adjustments that will make the input perfect, apply them to the input, and present it as its output, instead of calculating the output from scratch. Residual Inception blends residual learning with the Inception modules by incorporating a residual connection to it. The concept on which the Inception module operates is to expand rather than deeper neural network. The expanded width enables complex patterns to be recorded at different scales. The initial 1x1 convolutions are only used to reduce dimensionality on the axis of the channel to lighten the following convolutions. All convolutions use zero padding for the preservation of height and width. This is important since the outputs are concatenated along the depth dimension after each separate calculation in the module, which would not be possible if the heights and widths differed. The split of a n x n convolution into two -1 x n and n x 1 convolution stored one on top of each other is another feature of the Inception module. An important feature of the Residual Inception module is that after the concatenation, there is a 1x1 convolution to allow the addition of identity passed by the residual relation and the actual output by aligning its dimensions [54]. Inception-ResNet-v2 contains reduction modules which are slightly changed Inception modules. Unlike those mentioned earlier, these modules contain an average pooling on one of the branches followed by a 1x1 convolution. This research extracted spatial features from the Average Pooling layer of Inception-ResNet-v2 architecture (Fig. 1 Top) and fed it as an input to the LSTM model for training the model.

D. Training LSTM Model

After extracting the spatial features, this research uses Long Short-Term Memory (LSTM) network to extract temporal features from a sequence. LSTM is a recurrent neural network (RNN) architecture designed more accurately than conventional RNNs for modeling temporal sequences and long-term dependencies. In the recurring hidden layer, LSTM has special units known as memory blocks. Fig. 2 shows that memory blocks contain a memory cell with self-connections to store the network's temporal state, as well as special multiplication units called information flow gates. An input gate and an output gate were included in each memory block of the initial architecture. Input Gate controls the memory cell flow of the activations. Output gate controls cell activation output flow into the rest of the network. Forget gate was added to the memory block later. The forgotten gate measures the inner cell state before connecting it to the cell through the self-recurring connection of the cell, thereby forgetting or resetting the cell's memory adaptively.

For training purpose this research used Long Short-Term Memory Deep Learning approach. During implementation, this research changed learning rate, decay rate, dropout and momentum to find the optimal value of these hyper parameters. A low learning rate helps overall methodology to avoid overfitting problem, where proposed method performs well on both training and test data. In this context, this research tuned parameters into four steps, i.e., tuning LSTM size, tuning batch size, tuning number of epochs and tuning for LSTM and Dense layers for four different datasets.

1) Tuning for LSTM size: This research initially fixed number of LSTM and Dense layers to 3, batch size to 32 and number of epochs to 50 and tuned LSTM size over these parameters. This research trained LSTM model with size 512,
1024 and 2048 for every dataset used for experimentation. With size 2048, proposed method generated the highest accuracy for tuning LSTM size. This research also used a fixed dense layer of size 512 and a classification dense layer to classify overall result.

2) Tuning batch size and no. of epochs: After tuning LSTM size, this research fixed its size to 2048 and number of LSTM and Dense layers to 3 and tuned batch size and number of epochs. This research performs training with a batch size of 8, 16, 32, 64, 128, 256 and number of epochs of 20, 50, 75 and 100. This research performs training for each set of batch sizes and number of epochs respectively. Here, this research found different batch sizes and number of epochs sets for different datasets which are explained in more details in experimental results section.

3) Tuning No. of LSTM and dense layers: For the final step of parameter tuning, proposed method fixed LSTM size to 2048 and different batch sizes and number of epochs for the different datasets and tuned number of LSTM and Dense layers. In this context, this research performs training with one fixed LSTM layers and 2, 3, and 4 Dense layers. This research also tuned the model by changing dense layer size of 256, 512 and 1024. Proposed method generated the best result for 3 layers with different sizes for the different datasets.

In summary, this research proposed a new method called Convolutional Long Short-Term Deep Network (CLSTDN) to recognize human action-based intention. Proposed CLSTDN consists of convolutional neural network and recurrent neural network. For convolutional neural network, this research used pre-trained network which was Inception-ResNet-v2 which is trained on more than a million images from ImageNet database. This network contains 164 layers to classify images into 1000 object categories. For recurrent neural network, this research used Long Short-Term Memory (LSTM) network. Overall proposed methodology consists of three main parts, i.e., data preprocessing, feature extraction, intention recognition. At first, video frames were extracted followed by preprocessing frames according to Inception-ResNet-v2. Then, images are passed to the Inception-ResNet-v2 network to extract the spatial features and create a sequence of the video. After that, the sequences are passed to the LSTM network which extracts temporal features from the sequence. Then dense layers and SoftMax activation function are used in the proposed method to predict the intention from the video. This research performs training with low computational resources by using both spatial-temporal features. Proposed method predicted intentions accurately which was revealed robustly during experimental validation demonstrated in the next section. In addition, implication of the proposed method is resource friendly.

IV. EXPERIMENTAL RESULTS AND ANALYSIS

Evaluation for the proposed Convolutional Long Short-Term Deep Network (CLSTDN) was done by experimenting four publicly available datasets, i.e., UCF Sports, UCF-11, KTH and UCF-50. This research plotted actual and predicted data for each intention into a confusion matrix after experimentation. From the confusion matrix, this research estimated True Positive (TP), False Positive (FP), True Negative (TN), False Negative (FN) which helped to find out the evaluation metrics. This research estimated accuracy, precision, recall, f-measure and error rate for each dataset. After 62 epochs, this research received best result for UCF Sports dataset which gives an accuracy of 95.74%, precision of 95.83%, recall of 97.49%, F-measure of 96.23%, and an error rate of 4.26%. After 43 epochs, proposed method received best results for UCF 11 dataset which gives an accuracy of 95.44%, precision of 95.3%, recall of 95.33%, F-measure of 95.26%, and error rate of 4.66%. After 45 epochs, proposed method found best result for KTH dataset which gives an accuracy of 90.1%, precision of 90.1%, recall of 90.54%, F-measure of 90.2% and an error rate of 9.9%. After 20 epochs, proposed method received best results for UCF 50 dataset which gives an accuracy of 80.80%, precision of 80.27%, recall of 80.27%, F-measure of 79.68%, and error rate of 19.2%.

A. Hardware and Software Set Up

1) Hardware set up: For experimental validation, this research used two different computers with similar configurations. Both computers were running on windows 10x64 platforms with an Intel Core i5-7200U CPU 2.5GHz with turbo boost up to 3.1 GHz and both with 8 Gigabytes of RAM and with no external Graphics Processing Unit (GPU).

2) Software set up: This research used python 3.7.1 on Jupyter Notebook 6.0.3 Integrated Development Environment (IDE) on Anaconda Navigator 2, Atom 1.51.0 x64 IDE. This research used different types of python libraries OpenCV 3.4.2, Tensorflow 2.1.0, Keras 2.3.1, MatplotLib 3.2.2 for line graph, Seaborn 0.10.1 for confusion matrix, FFMpeg 4.2.2, NumPy 1.19.1, Pandas 1.0.5, Sciit Learn 0.23.1 for evaluation metrics, Tqdm 4.47.0, CSV, and Glob.

B. Evaluation Parameters

To evaluate the performance of the proposed method, evaluation was done by finding the accuracy, precision, recall, f-measure, and error rate on various datasets. In this context, TP, FP, FN, TN are used to calculate accuracy, precision, recall, f-measure and error rate [67]. True Positive (TP) is the number of correct predictions that an instance is positive. False Positive (FP) is the number of incorrect predictions that an instance is positive. False Negative (FN) is the number of incorrect predictions that an instance negative. True Negative (TN) is the number of correct predictions that an instance is positive [69].

1) Accuracy: Accuracy is the most natural measure of performance which refers a ratio between correctly predicted observation and total observations expressed using following equation [63, 67].

\[
\text{Accuracy} = \frac{\text{TP+TN}}{\text{TP+FP+FN+TN}}
\]  

(1)

2) Precision: Precision is the proportion of positive observations accurately predicted to the overall predicted
positive observations which is expressed using following equation \[64, 67\].
\[
\text{Precision} = \frac{TP}{TP + FP}
\]

3) **Recall:** Recall is the proportion of positive observations accurately predicted to all observations in actual class which is expressed using following equation \[65, 67\].
\[
\text{Recall} = \frac{TP}{TP + FN}
\]

4) **F-Measure:** F-Measure is the weighted average of Recall and Precision which takes both false positives and false negatives into account and is expressed using following equation \[67, 68\].
\[
\text{F Measure} = 2 \times \frac{\text{Recall} \times \text{Precision}}{\text{Recall} + \text{Precision}}
\]

5) **Error rate:** Error rate is simply a ratio of wrongly predicted observation to the total observations which is expressed using following equation \[67\].
\[
\text{Error rate} = \frac{FP + FN}{TP + FP + FN + TN}
\]

6) **Loss:** Loss is a number that indicates how poor a prediction of the model was in one particular case \[59, 60, 61, 62, 66, 69\]. Loss is zero if the assumption of the model is right or else the loss is greater. Loss functions are intended to measure how much a method requires to minimize value in training. This research used the categorical_crossentropy as the loss function. The value measured by the loss function is simply called a loss which is usually used when there are two or more than two label classes.

7) **Confusion matrix:** For deep learning classification perspectives, confusion matrix is a performance measurement where two or more classes generate output \[59, 60, 61, 62, 66\]. Confusion matrix is a table with four different predicted and actual value combinations which is very useful for measuring accuracy, precision, recall, f-measure, and error rate. This research found predicted percentage value comparing to the actual value and inserted the value for that class in the confusion matrix.

**C. Datasets**

In order to evaluate the performance of the proposed Convolutional Long Short-Term Deep Network (CLSTDN) for Intention recognition, this research evaluated the performance of the network with the publicly accessible datasets like: UCF-Sports \[31, 36, 60, 66\], UCF-11 \[60, 66\], KTH \[8, 31, 47, 62\], and UCF-50 \[31, 36\]. Such challenging datasets are commonly used for benchmarking. Later, this research compared experimental results with state-of-the-art approaches. Details for each of the datasets are illustrated below.

1) **UCF-Sport:** UCF Sport is one of the oldest datasets for action’s recognition which consists of a sequence of acts from different sports activities. The dataset consists of 150 videos for 10 human actions with a resolution of 720x480. This dataset’s frame numbers vary from video to video. Frame rate of the UCF Sports dataset was 10 frames per second and on average each video contains 30 to 130 frames in total.

2) **UCF-11:** UCF-11 dataset includes 11 types of action categories. Due to broad variations in camera movement, object appearance and posture, object size, view, cluttering background, lighting conditions, etc. This dataset is very complex and challenging comparing than YouTube video-based dataset.

3) **KTH:** The KTH is the most widely used human behavior public dataset which contains 6 different types of video action with a resolution of 160x120. 25 participants in four different scenarios performed actions multiple times. For each combination of 25 subjects, 6 actions, and 4 scenarios, there are total of 600 video files. All sequences with a static camera with a 25fps frame rate had been taken over homogenous backgrounds.

4) **UCF-50:** UCF50 is a collection of action recognition data with 50 categories of action, consisting of realistic videos taken from YouTube. This dataset is an extension of the YouTube Action dataset (UCF-11). The videos are grouped into 25 groups for all the 50 categories, where each group consisting of more than four action clips with a resolution of 320x240.

This research splits all datasets into 70% for training and 30% for testing. The training and testing data split are shown in Table I.

| TABLE I. DESCRIPTION OF TRAIN AND TEST SPLIT OF VIDEOS OF DATASETS |
|-----------------|-----------------|-----------------|
| Dataset         | Training Data   | Testing Data    |
| UCF Sports      | 103             | 47              |
| UCF-11          | 1084            | 439             |
| KTH             | 407             | 192             |
| UCF-50          | 4636            | 1839            |

In the UCF Sports dataset, this research extracted 15 frames from per second of the video. For UCF-11 dataset, this research extracted 10 frames per second of video as there are more videos. Also, for the UCF-50 dataset, this research extracted 10 frames from per second of video as the dataset is very big in size and the images are loaded into a resolution of 224x224x3. For the KTH dataset, this research extracted 25 frames per second of the video and images are loaded into a resolution of 120x120x3 as the videos were of low resolution. This research ignored the frames mentioned to be ignored from the official site of the KTH dataset so there is no ambiguous data. This research reshaped images into a resolution of 299x299 because pre-trained Inception-ResNet-v2 network accepts an input of size 299x299 only. Inception-ResNet-v2 is a pre-trained convolutional neural network which was used to extract the spatial features from frames of a video.

To train the model, this research used batch size of 32 for the UCF Sports dataset, 32 for the UCF-11 dataset, 64 for KTH and 128 for the UCF-50 dataset. This research used
LSTM of size 2048 and two more dense layers size of 1024 and 512 with the most common Rectified Linear Unit (ReLU) activation function. This research used dropout probability of 0.1 to reduce any overfitting issues in all layers for UCF sports and UCF-11 dataset. In addition, this research used a dropout of 0.1 on the dense layer size of 512 for KTH and UCF-50 dataset and no dropout on other layers. Finally, this research used SoftMax activation function on the last dense layer of the size of the output class to achieve output. This research used Adam optimizer with a learning rate of 1x10^-5, a decay rate of 1x10^-6 and a momentum of 0.2 for all the datasets. This research sets the model to train for 100 epochs but if the validation loss of the model does not improve for 10 consecutive epochs, this research used early stopper function to stop epochs.

D. Experimental Results

Proposed method received best results for UCF Sports dataset after 62 epochs which needed 2336 seconds with accuracy of 95.74%, precision of 95.83%, recall of 97.49%, F-measure of 96.23% and error rate of 4.26% shown in Table II. After 43 epochs that needed 4970 seconds, proposed method received best results for UCF 11 dataset which gives an accuracy of 95.44%, precision of 95.3%, recall of 95.33%, F-measure of 95.26%, and error rate of 4.66%. After 45 epochs that needed 10556 seconds, proposed method achieved best results for the KTH dataset which gives an accuracy of 90.1%, precision of 90.1%, recall of 90.54%, F-measure of 90.2%, and error rate of 9.9%. After 20 epochs which needed 5146 seconds, proposed method received best results for UCF 50 dataset which gives an accuracy of 80.80%, precision of 90.1%, recall of 90.54%, F-measure of 90.33%, and error rate of 4.66.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
<th>Error rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>UCF Sports</td>
<td>95.74</td>
<td>95.83</td>
<td>97.49</td>
<td>96.23</td>
<td>4.26</td>
</tr>
<tr>
<td>UCF-11</td>
<td>95.44</td>
<td>95.3</td>
<td>95.33</td>
<td>95.26</td>
<td>4.66</td>
</tr>
<tr>
<td>KTH</td>
<td>90.1</td>
<td>90.1</td>
<td>90.54</td>
<td>90.2</td>
<td>9.9</td>
</tr>
<tr>
<td>UCF-50</td>
<td>80.8</td>
<td>80.27</td>
<td>80.27</td>
<td>79.68</td>
<td>19.2</td>
</tr>
</tbody>
</table>

Line graph as Accuracy per epochs of the UCF-Sports dataset is shown in Fig. 3(a) where yellow line indicates testing accuracy and blue line indicates training accuracy. As this research uses deep learning architecture to train and test data, proposed method learns gradually from the train data. From test data proposed method validates performance in each epoch. Fig. 3(a) states that after 62 epochs, training accuracy increased gradually and finally reached 1.0 which is 100%. Test accuracy also increased gradually with each epoch and reached a maximum value of 0.9574 which is 95.74%.

Line graph as Loss per epochs of the UCF Sports dataset is shown in Fig. 3(b) where yellow line is the test loss and blue line is the train loss. Loss is zero if the assumption of the proposed method is right or else the loss is greater. Loss will gradually decrease with each epoch. If test loss value does not decrease for 10 consecutive epochs, then this research stopped the epoch. Following this, this research receives best result with minimum test loss which is targeted for minimizing overfitting. Fig. 3(b) states that minimum train loss is 0.0042 and the minimum test loss is 0.22254.

Confusion matrix for UCF Sports dataset is shown in Fig. 3(c) which states that proposed method faced problems in predicting actions like Golf swing and Run side. Running sidewise is one time predicted as kicking by the proposed method. On the other hand, Golf-swing is predicted as kicking for one time by the proposed method. For the rest of the activities, proposed method model predicted intentions accurately. After analyzing various actions in videos for which proposed method predicted wrong, this research observed that some frames from the video of golf swing make the intention of kicking due to similarity of patterns. Also, for the running activity, the videos were a bit unclear and made the proposed method predicting it as kicking due to the same reason.
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Line graph as accuracy per epochs of the UCF-11 dataset is shown in Fig. 4(a) where yellow line indicates testing accuracy and blue line indicates training accuracy. Fig. 4(a) states that after 43 epochs, training accuracy increased gradually and finally reached 1.0 which is 100%. Testing accuracy also increased gradually with each epoch and reached a maximum value of 0.9544 which is 95.44%. Line graph as the Loss per epochs of the UCF-11 dataset is shown in Fig. 4(b) where yellow line is the test loss and the blue line is the train loss. Loss is zero if the assumption of the proposed method is right or else loss is greater. Best results were achieved with minimum test loss which is targeted for minimizing overfitting. Fig. 4(b) states that the minimum train loss is 0.0012 and minimum test loss is 0.1557.

Confusion matrix of UCF-11 dataset is shown in Fig. 4(c). From the confusion matrix, this research observed that proposed method almost predicted all the intentions perfectly where for almost all the activities prediction was robust. In some activities like Basketball playing, proposed method predicted some video sequences as soccer as there is a common object which is a ball. In this context, accuracy can be increased if more training is done with these activities. Also, for swing, there were some video angles in which proposed method was not trained which causes wrong prediction for those angles as golf swings.

Line graph as the Accuracy per epochs of the KTH dataset is shown in Fig. 5(a) where yellow line indicates testing accuracy and blue line indicates training accuracy. Fig. 5(a) states that after 45 epochs, training accuracy increased gradually and finally reached 0.9853 which is 98.53%. Test accuracy also increased gradually with each epoch and reached a maximum value of 0.9010 which is 90.10%.

Line graph as the Loss per epochs of the KTH dataset is shown in Fig. 5(b) where yellow line indicates test loss and blue line indicates train loss. Proposed method receives best results with minimum test loss which was targeted for minimizing the overfitting. Fig. 5(b) shows that the minimum train loss is 0.0645 and the minimum test loss is 0.3179. Confusion matrix of the KTH dataset is shown in Fig. 5(c). KTH dataset is robust datasets which contains similar kinds of activities like jogging, running and walking. Confusion matrix states that proposed method by this research predicted the intentions accurately enough. Although, proposed method faced problems for running activity which was predicted as jogging, which is also tough for a normal human being to differentiate between, them due to the similarity of the pattern.

Line graph as the Accuracy per epochs of the UCF-50 dataset is shown in Fig. 6(a) where yellow line indicates testing accuracy and blue line indicates training accuracy. Fig. 6(a) states that after 20 epochs, training accuracy increased gradually and finally reached 1.0 which is 100%. Testing accuracy also increased gradually with each epoch and reached a maximum value of 0.8113 which is 81.13%. Line graph as the Loss per epochs of the UCF-50 dataset is shown in Fig. 6(b) where yellow line indicates test loss and blue line indicates train loss. Proposed method received accuracy was 81.13%, best test loss was achieved with accuracy of 80.8%. Fig. 6(b) states that minimum train loss is 0.0098 and the minimum test loss is 0.7413. Confusion matrix of UCF-50 dataset is shown in Fig. 6(c). Confusion matrix for UCF-50 datasets states that proposed method faced problems in predicting the actions like nunchucks, jumping jack, and javelin throw. In these actions, there are some positions or frames which are like other activities. Nunchucks is often considered as golf swing or swing because it has some position like these two activities. For jumping jacks, it has some frames which make the proposed method predicting other activities like lunges, jumping rope or pullups. In javelin throwing, the actor often jumps to throw the javelin which was predicted as high jump by our proposed method often due to similarity of the pattern.
E. Comparison with Previous Research Results

After experimenting on four different datasets, this research compared proposed method with state-of-the-art methods and found that proposed method performed very well using spatial-temporal features compared to other method with a good amount of accuracy, precision, recall and f-measure.

Proposed CLSTDN received accuracy rate of 95.74% which is higher than previous research methods shown in Fig. 7(a). Research in [59] received accuracy of 93.1% using Convolutional Neural Network and Support Vector Machine. They used three frames of a video instead of all the frames to understand the human action. Besides, they extracted conceptual features to recognize objects and worked with sports-based dataset only. Whereas proposed CLSTDN used spatial-temporal features caused better performance than research in [59]. Research in [60] received accuracy rate of an accuracy of 93.67% using same method as research in [60]. They used only first and last frames of a video instead of all the frames to understand human action. Like in research [59], they used conceptual features to recognize objects and used SVM to classify high level and stationary features obtained from CNN; whereas usage of spatial-temporal features by the proposed CLSTDN resulted better performance than research in [60]. Research in [61] received...
Proposed CLSTDN received precision rate of 95.83% which is higher than previous methods shown in Fig. 7(b). Research in [59] received precision rate of 93.27% using Convolutional Neural Network and Support Vector Machine. Precision rate indicates the proportion of positive observations accurately predicted to the overall predicted positive observations. As research in [59] used only three frames of a video instead of the all the frames to understand the human action, their overall positive classifications were less than proposed method by this research. Research in [60] received precision rate of 93.91% using Convolutional Neural Network and Support Vector Machine. As they used first and last frames only of a video instead of all the frames to understand the human action caused their positive classifications less than proposed CLSTDN by this research. As accurately predicted positive observation by research in [60] is less than proposed CLSTDN, precision is also less than proposed CLSTDN. They used spatial-temporal understanding of an image but they are still unable to learn from an image due to lack of depth features which causes lower accurately predicted positive observations than proposed CLSTDN and precision is also higher than research in [61]. Research in [62] received precision rate of 95% and 89% using fully connected-to-LSTM and Convolutional-to-LSTM respectively. They used VGG-16 as pre-trained CNN network caused number predicted positive observations less than proposed method and finally resulted in better precision rate than in research [62]. Research in [66] received precision rate of 92.46% using frame sequences and spatial features extraction. Like other previous methods, research in [66] used the VGG-16 pre-trained network which caused less accurate predictions than proposed method by this research and resulted in lower precision rate than by the proposed CLSTDN.

Fig. 7. (a) Detection rate comparison with previous research., (b) Precision rate comparison with previous research.
both fully connected-to-LSTM and Convolutional-to-LSTM and research in [66] received recall rate of 92.36% using frame sequences and spatial features extraction. Proposed CLSTDN achieved better recall rate than research in [61], [62] and [66] due to usage of Inception-ResNet-v2 for deep Spatio-temporal features extraction instead of VGG-16.

Proposed CLSTDN received F-Measure value of 96.23% which is higher than previous methods shown in Fig. 8(b). Research in [59] received F-Measure value of 93.18% using Convolutional Neural Network and Support Vector Machine. Similarly, research in [60] received F-Measure value of 93.78% using Convolutional Neural Network and Support Vector Machine. F measure indicates the weighted average of recall and precision which considers both false positives and negative into account. As proposed CLSTDN understands spatial-temporal features of the video sequence and human motion in video, better F-Measure was achieved by this research comparing with research in [59] and [60]. Research in [61] received F-Measure value of 89.44% using Binary patterns of action-history and histogram of oriented gradient. As proposed method used Inception-ResNet-V2 to understand video sequence, better F-Measure rate was achieved than research in [61]. Research in [62] received F-Measure rate of 94% and 91% using fully connected-to-LSTM and Convolutional-to-LSTM respectively. As number of features extraction by VGG-16 is less and not deep as Inception-ResNet-V2 which used by proposed CLSTDN, F measure by research in [62] is not promising like proposed method by this research. Research in [66] received recall rate of F-Measure rate of 92.41% using frame sequences and spatial features extraction. They used VGG-16 pre-trained network to understand temporal changes from Motion History Images. However, proposed CLSTDN used Inception-ResNet-V2 to model spatial features which were passed to LSTM and caused understanding patterns better than research in [66]. For this reason, better F-Measure was achieved by this research comparing with research in [66].

Proposed CLSTDN received error rate of 4.26% which is lower than previous methods shown in Fig. 8(c). Research in [59] and [60] received error rate of 6.9% and 6.33% respectively using Convolutional Neural Network and Support Vector Machine. Error rate by research in [59] and [60] is higher than proposed CLSTDN due to usage of random frames to identify objects in the video scenes. Research in [61] received error rate of 13.33% which is very high comparing with the proposed CLSTDN due to learn features more deeply using Inception-ResNet-V2. Research in [62] received error rate of 6.3% and 10.8% using fully connected-to-LSTM and Convolutional-to-LSTM respectively which made their proposed approach computationally heavy and resulted in higher error rate comparing with the proposed CLSTDN. Research in [66] received error rate of 7.6% using frame sequences and spatial features extraction which is also higher than proposed CLSTDN due to extract more depth features using Inception-ResNet-V2.

Fig. 8. (a) Recall rate in comparison with previous research, (b) F-Measure rate in comparison with previous research, (c) Error rate in comparison with previous research.
In overall, results from experimenting on different datasets showed that proposed Convolutional Long Short-Term Deep Network (CLSTDN) using both spatial and temporal features can lead to a viable solution for significantly improving recognition performance of human intentions of various activities. Proposed method performed well on UCF Sports, KTH, and UCF-11 dataset with low computation power. However, proposed method lacks in performance in the UCF-50 dataset due to the number of frames extracted from the video which was very low.

Proposed CLSTDN was evaluated on four publicly available datasets where accuracy, precision, recall, f-measure, and error rate were estimated for each dataset. To validate the proposed method, satisfactory accurate results were achieved on determining the intention on real time videos. After 62 epochs that needed 2336 seconds, proposed method received best results for UCF Sports dataset which gives an accuracy of 95.74%, precision of 95.83%, recall of 97.49%, f-measure of 96.23%, and an error rate of 4.26%. Previous methods used either spatial or temporal data for understanding the scene [33][37][39][42][46][48][51][52][53], whereas proposed method used both spatial-temporal understanding of a video which helps for a better understanding of an intention. To extract spatial features, proposed method used pre-trained convolutional neural network which was Inception ResNet V2 and passed the sequence to long short-term memory for the temporal understanding of the sequence. Also, this research dealt with limited data sequences whereas other methods used full data which causes the proposed method be faster comparing with previous methods. In addition, another benefit of the proposed method is that it runs on low computational power and resources. As this research illustrated earlier, because of taking both spatial and temporal features, proposed method gives more accurate results.

V. CONCLUSION

This research proposed Convolutional Long Short-Term Deep Network (CLSTDN) to recognize human action-based intention. Proposed CLSTDN consists of Convolutional Neural Network (CNN) and Recurrent Neural Network (RNN). Inception-ResNet-v2 was used as pre-trained network for CNN which contains 164 deep layers deep to classify class specific object categories. Long Short-Term Memory (LSTM) network was used for Recurrent Neural Network. Proposed CLSTDN extracted spatial features by Convolutional Neural Network and temporal features by Recurrent Neural Network to ensure the usage of Spatio-temporal features for efficient human intention prediction. Overall proposed methodology consists of three main phases, i.e., data preprocessing, feature extraction and final classification. Data preprocessing involves reshape, handling of blank image frames and overfitting to prepare the data to feed into Inception-ResNet-v2. Feature extraction phase involves implication of Convolutional Neural Network (CNN) and Recurrent Neural Network (RNN). Finally, dense layers and SoftMax activation function predicts human intention based on spatial-temporal features. Training of the proposed methodology was done on low computation resources and achieved better performance comparing with existing research results. Four publicly available datasets were used for validation, i.e., UCF Sports, UCF-11, KTH and UCF-50. Validation of the proposed CLSTDN was done based seven evaluation metrics, i.e., accuracy, precision, recall, f-measure, error rate, confusion matrix and loss. Previous research methods used either spatial or temporal features for human intention prediction, however, proposed method used spatial-temporal features for human intention prediction caused more improved performance than previous research methods. In addition, proposed CLSTDN performed efficiently based on all the evaluation metric with a limited number of data sequence irrespective of viewpoint, background, inter-class and intra-class similarities present in the image frames with very small data sequences in almost all the datasets. However, proposed method produced some errors for several activities, i.e., jogging and running in KTH dataset, basketball and soccer game in UCF-11 dataset, nunchucks, jumping jack, and javelin throw in UCF-50 dataset due to similarity of patterns. In future, proposed CLSTDN will be investigated more comprehensively for more similar types of human actions.
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Abstract—Knowledge-based passwords are still the most dominant authentication method for securing digital platforms and services, in spite of the emergence of alternative systems such as token-based and biometric systems. This method has remained the most popular one mostly because of its usability, compatibility, affordability of implementation, and user familiarity. However, the main challenge of knowledge-based password schemes lies in creating passwords that provide a balance between memorability and security. This research aimed to compare various knowledge-based schemes in order to establish a strategy that provided high memorability and resilience to most cyberattacks. The overview of this research identifies areas of knowledge-based passwords for further research and enhances the methodology that helps to offer insight into usable, secure, and sustainable authentication approaches. Future work has been recommended to explore the major features and drawbacks of recognition-based textual passwords because this provides the usability and security benefits of graphical passwords with the familiarity of textual passwords.

Keywords—Knowledge-based authentication; recognition; recall; usability; security; memorability

I. INTRODUCTION

The biggest challenge for several companies is to establish an authentication technique that offers a high level of usability and security. Authentication systems can be classified into three main types: knowledge-based, token-based, and biometric [1], [2]. Large corporations and banks have recently switched to the use of biometrics or token passwords to verify individuals’ identities, but these passwords require expensive hardware and high-complexity algorithms [3]–[5]. However, the most usable password is the knowledge-based one, particularly the textual passwords, because it is easy to use and user-friendly and has an extendable security feature [6]. Different researchers have extensively investigated the most common password schemes, as shown in Fig. 1, including usability, security, and deployability benefits. Thus, none of the stated methods converge to the benefits of textual passwords [7], [8]. The text password security requirements have increased dramatically in the last ten years because most people are not aware of the fundamentals of creating a strong password[9]. Users tend to create weak passwords with personal information and predictable patterns, which could be easily guessed by the password owner’s close people or attackers [10]. Another scheme called a passphrase has been proposed as an alternative to text-based passwords; it offers better memorability and security [11], [12]. Though, the typing of long passphrases has shown an increase in typographical errors, thus reducing the successful login rate [13]–[15]. Researchers have suggested algorithms that help avoid small typographical errors but still do not fully mitigate this issue (correct up to 57.7%) [16]. A recent study also found that 8.8% of users’ passwords are vulnerable to attacks because of the typo-tolerance software [17]. There is another method considered a competitive strategy to recall passphrases called recognition-based textual passwords. The most usability-centered advantage of this scheme is to reduce the cognitive load and enhance the retrieval performance [18], [19]. Different studies have stated that a recognition passphrase has a better memorability rate than a recall scheme [19], [20]. The main usability and security challenges for recognition-based textual passwords are system design, user login performance, and resistance against guessing, brute-force, and shoulder-surfing attacks [21]. Nowadays, the knowledge-based password scheme needs further research to help to produce a system with large security entropy, low cognitive load, low cost, and resistance to common attacks. The main contribution of this paper is to analyze and evaluate the features and drawbacks of knowledge-based password schemes. We have aimed to present detailed information about the existing knowledge-based methods adopted thus far to critically investigate possible issues and, thus, help to propose ways to establish a new secure and usable knowledge-based authentication approach. This paper argues that the existing authentication systems must thoroughly address users’ cognitive limitations or leverage humans’, particularly for the recognition of textual passwords. Consequently, despite considerable research, establishing the recognition of textual passwords suggests a low cognition load, high memorability, and resistance to the most common attacks.

II. RELATED WORK

This part will compare the main types of knowledge-based authentication systems, namely textual and graphical passwords.

A. Textual Passwords

1) Text-Based Passwords: The traditional text-based password has been the most common authentication method for the past two decades [22]. It has several usability characteristics, such as ease of use and low cost to establish [23]. The password’s strength depends on its complexity, length, and unpredictability against a guessing attack [24]. However, people tend to use insecure strategies for password creation, such as the use of common phrases, personal information, or predictable patterns [25]. These behaviors enforce businesses to set strict password policies [26]. Unfortunately, prior research has found
that password policies are not sufficiently effective to form a strong password [10]. Additionally, a majority of people reuse the same passwords for different accounts because of cognitive challenges; thus, this practice might be risky as if one account is compromised, the attacker could use the same password to access the other accounts [27]. A survey result reported that 94% of the participants reused at least one password for more than one account [28].

2) Passphrases: A passphrase is a type of password that contains a series of words or text to authenticate an individual identity [29]. Long passphrases provide better security against brute-force attacks and frequently require less cognitive load than traditional passwords [30]. It was found that users spent less time on password activities such as retries and resets when using passphrases than when using traditional passwords [13]. However, a passphrase result in a usability issue related to typographical errors [13], [14], [31]. The typographical errors significantly increased when the passphrase was very lengthy [13], [19], [25] or when the guidelines and policies were followed strictly [8], [32]. In addition, people tend to create passphrases from common words with predictable patterns; this method is vulnerable to guessing attacks [33]. Regarding the previous usability and security issues of the passphrase approach, several studies have suggested the following:

- Tolerate spelling errors by applying a validation algorithm that accepts small typing errors without any influence on security entropy [34]. Still, these algorithms have a significant security degradation, not as previously understood [17].
- Create a long passphrase with specific security policies [12], [14].

- Systemically generate random words to reduce the predictability level [20], [31]. Table I lists the differences between users and system-generated passphrases.

3) Mnemonic Passwords: A mnemonic is a concept of sentence abbreviation that assists or is intended to assist memory by utilizing patterns of letters (often, the first letter), numbers, or relevant associations [35]. An analysis of mnemonics and passphrases created based on entire words shows that mnemonics offer a superior memorability rate [36]. Different mnemonic strategies are often utilized, such as sentence substitution “IwentHK4&hya” or special character insertion “He,llo&&world!” [37], [38]. Moreover, simulating the letters on keyboard buttons with different patterns to produce a mnemonic, such as “H” is equal to “UHBijnhj” [39]. Consequently, it provides a slight resistance against brute-force attacks as compared to traditional passwords [37].

4) Pronounceable Passwords: In 1975, it was established to systematically produce complex and memorable pronounceable passwords [40], [41]. The old version of the pronounceable password algorithm was vulnerable to guessing attacks if an attacker could analyze the pattern of the generated password [40]. Although systemically generated pronounceable passwords are intended to be easier to remember than random sequences of letters, but they still need further strategies. To address this issue, a study[42] suggested a method that partially combines two words while considering the phonotactic and syllabic restrictions of verbal English, which plays a role in determining the memorability rate. A new approach called “ProSemPass” is based on user-chosen pronounceable and semantically meaningful passwords; thus, it has 30% higher memorability than the systemically generated pronounceable
methods and is more resilient against guessing attacks [41]. Recently, a new study suggested converting a user-chosen password into phonemes and measuring their pronounceability to enhance the password’s usability and security and compared this method with different pronounceable strategies, including the “ProSemPass” scheme; however, on the basis of the findings, the author recommended the use of a passphrase instead of the proposed approach because it promises better usability and security standards [47].

5) Persuasive Text Passwords (PTP): PTP is a user-chosen text password system with a random guideline to create a secure password. It is based on selecting one word, whose security will be enhanced by the system by placing a few randomly selected characters at randomly assigned positions [48]. For instance, users can select the word “security”, and the PTP system will generate random changes, such as inserting or replacing the characters as “use>curity”. Users can shuffle for repositioning characters until they are persuaded with a memorable password. However, the PTP does not deliver a high security level, particular after insertion, because PTP does not assess the password’s strength [49].

6) Recognition-based Textual Passwords (Human Memory and Words Memorability): The human capacity to memorize large amounts of information is limited. Psychological researchers have discussed how the human brain works and how to exploit its features to transfer data from the short- to the long-term memory [50]. In 1956, Miller argued the range of items that individuals can hold for the short-term memory is approximately seven [51]. Different strategies explain how human memory pays attention to information through a human’s five senses (sight, hearing, taste, smell, and touch) and is transferred from the sensory register to the short-term memory. Moreover, with rehearsal the information will be transferred to the long-term memory [52]. The capacity of the human brain to store words for a long period differs from person to person, but the stimulus to the human memory has a critical role in how information is effectively stored and retrieved [53]. In general, the major factors in the English language that have a direct impact on the memorability rate are as follows:

- Word Frequency: Several research studies have examined the memorability of high-frequency (HF) or common words versus low-frequency (LF) or uncommon words and found that the HF-word versus the LF-word memorability is complex and depends on many aspects, such as recall versus recognition, word familiarity, task nature, mixed lists, pure lists and subsequent memory [54].
- Concreteness and imageability: Concrete words are words that “refer to tangible objects, materials, or persons and can be easily perceived with the senses” and thus, stimulate the mental image [55].
- Valence: This belongs to emotional words, which are divided into two main categories: attractiveness/”good”-ness (positive valence) or aver senseness/”bad”-ness (negative valence) of an object, circumstance, or event [56].
- Arousal: Arousal is related to the personal experience of feelings (emotion words), including tension and high energy [57].

Word memorability in education is complex because various physiological factors play a role, such as individual memory capacity, culture, and age [58]. In authentication systems, the English words are established with different strategies as compared to the learning criteria as follows:

1) Recall or recognition strategy
2) Word-generated methodology: user-generated, system-generated, or both
3) Grid design (word presentation)
4) Word type
5) Word structure (phrase, semantic meaning, etc.)

Previous researchers have attempted to implement a recognition mechanism for different types of passwords to enhance their retrieval performance. A majority of the authentication systems based on recognition methods used graphical passwords to leverage human memory through visual information (images) [59], as discussed in Section 2.2. In contrast, the recognition approach has been used with English words but has still not yet been fully investigated. Word recognition passwords are a relatively challenging area of authentication systems because they are a less common form of authentication. They typically require the users to select specific words as passwords, which can be easier to memorize than complex text-based passwords. In the last decade, several studies have examined the recognition of words with different types of passwords, as shown in Table II.

7) User-Chosen vs. System-Assigned Passwords: User-chosen passwords are vulnerable to various attacks because users tend to create easy passwords to remember with predictable patterns [64]. Most websites force their users to create passwords conforming to specific policies; however, these policies are not sufficiently effective to generate secure passwords [65]. Extant research has proven that users have a misconception about creating strong passwords for various reasons, such as using common keyboard patterns, words, phrases, or personal information [66]. To partially
TABLE II. Usability and Security of Recognition of Textual Passwords

<table>
<thead>
<tr>
<th>Source</th>
<th>Condition</th>
<th>Memorability</th>
<th>Security</th>
<th>Comments/Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Study [20]</td>
<td>system-generated (a) recall password (b) recall passphrase (c) recognition passphrase</td>
<td>- recognition passphrase &gt; recall passphrase, letter, password - letter recall &gt; passphrase recall</td>
<td>4 words out of 156 (29.14 bits)</td>
<td>• Some participants commented that their passphrase did not include a verb or semantic meaning (“throat” and “tongue”), which negatively affected the retrieval of the correct password. • Recognition method has significantly fewer password resets than word recall. • Takes a long time to log in because the GUI contains six groups of words.</td>
</tr>
<tr>
<td>Study [18]</td>
<td>system-generated recognition (a) objects (b) image (c) words</td>
<td>- objects &gt; image and words - words = image</td>
<td>5 words out of 48 (27.9 bits)</td>
<td>• No balance exists between word types presented to users in the registration phase (adjectives less than other types). • Word set contains words with the same first letters, which might confuse users in long-term memory such as “Camp” and “Lamp”. • Memorizing time for words is less than that for objects and significantly less than that for images.</td>
</tr>
<tr>
<td>Study [60]</td>
<td>system-generated (a) recognition nouns (b) text-based password</td>
<td>- text-based password &gt; recognition nouns</td>
<td>3 words out of 104 (20.1 bits)</td>
<td>• Noun recognition has significantly shorter login times on a mobile and a comparable login time on a desktop computer than text-based passwords.</td>
</tr>
<tr>
<td>Study [61]</td>
<td>(a) self-selection of system-generated recognition passphrase (b) system-generated recognition passphrase</td>
<td>- self-selection of generated system passphrase &gt; system-generated recognition passphrase</td>
<td>6 words out of 20 or 100 (25.93 to 39.86 bits)</td>
<td>• The dictionary used contains a majority of uncommon words; thus, it is not applicable to users with different backgrounds. • The experiment was not conducted in a controlled environment such as a lab. • Typing the recognized words slightly reduces the successful login rate.</td>
</tr>
<tr>
<td>Study [19]</td>
<td>(a) self-selection of system-generated recognition nouns with pure recall nouns (b) self-selection of system-generated recognition passphrase with pure recall passphrase</td>
<td>- recognition nouns and passphrase &gt; recall nouns and passphrase - recognition and recall passphrase &gt; recognition and recall nouns</td>
<td>4 words or more out of 26 words (18.8 bits)</td>
<td>• The login time for noun recall is less than that for recognition. The login time for a recognition passphrase is almost similar to that for a recall passphrase. • Words with the same categorization such as “YouTube” and “Facebook” confuse users to log in successfully. • Word set with words with almost the same first letters such as “store” and “story” negatively affects the participants’ retrieval of the correct password. Also, the Unmeaningful structure of passphrases has a negative impact on memorability.</td>
</tr>
<tr>
<td>Study [62]</td>
<td>(a) user-selection passphrase (b) conventional password</td>
<td>- passphrase &gt; conventional password</td>
<td>4 words (crossword puzzle with 625 cells)</td>
<td>• Takes a long time to log in than a conventional password. • Is a complex approach and needs more training for users to accomplish the authentication process. • Is invulnerable to several attacks such as dictionary attacks, brute-force attacks, and shoulder surfing attacks.</td>
</tr>
<tr>
<td>Study [21]</td>
<td>system-assigned recognition (a) nouns (b) nouns with verbal cues (c) nouns with verbal and spatial cues</td>
<td>- nouns with verbal and spatial cues &gt; nouns - nouns with (verbal and spatial) cues &gt; nouns with verbal</td>
<td>words out of 80 (20 bits)</td>
<td>• The registration time for nouns with verbal and noun (spatial and verbal) cues is significantly higher than that for nouns. • The login time for nouns with nouns with (spatial and verbal) cues is significantly less than that for nouns with verbal cues. • Nouns with verbal cues have a significantly higher login rate than just nouns. • There is no significant difference in the memorability rate between nouns with verbal cues, 94.23 %, and nouns with (spatial and verbal) cues, 96.15 %.</td>
</tr>
<tr>
<td>Study [63]</td>
<td>system-assigned passphrases (a) CC-SP is a condition with training features (fixed location of the words, repetition, exposure time, and/or the words with semantic relations) (b) other four conditions</td>
<td>- CC-SP &gt; all conditions</td>
<td>4 words out of 128 (28 bits)</td>
<td>• This study is based on Implicit learning techniques such as contextual cueing and semantic priming. • CC-SP method significantly improves the usability of system-assigned passphrases, in terms of recall rates and login time. • It includes different training sessions.</td>
</tr>
</tbody>
</table>
cover weak password patterns, several companies have suggested password meters to determine whether the created password is strong, but the results of popular website meters have revealed many weak passwords as very strong [67]. The final goal of password meters has not comprehensively solved the problem of creating a strong password. However, a system-assigned password has been proposed as a solution to the security issue of user-chosen passwords. Different studies have reported that randomly assigned passwords are secure but difficult to remember [68]. Moreover, another study has proven a significantly low memorability rate of system-assigned passphrases than that of user-generated and mnemonic-guided passphrases [43]. A systemic review article of different composition strategies of textual passwords includes text-based, pronounceable, mnemonic, passphrase, system, and user-generated passwords; thus, user-generated passwords are more memorable than system-generated passwords [69]. Additional research attempted to reach a compromise between user-chosen and system-assigned passwords by applying a PTP approach, which requires users to select a password and then the system will perform some modifications to the actual password, as discussed in Section 2.1.5, but the study was not conducted for several sessions that evaluate the memorability rate. Overall, a recent psychological study proved that self-generated passphrases have fewer cognitive load stressors on the working memory than system-generated passphrases [70].

B. Graphical Passwords

Graphical passwords were proposed by Blonder in 1991 and are presented in a certain visual format (as opposed to the text password format). Humans remember pictures better than text, so graphical authentication passwords are possible alternatives to text-based passwords [71]. Graphical passwords have been categorized into four main schemes: drawmetric (pure-recall-based), locimetric (cued-recall-based), cognometric (recognition-based), and hybrid [72]. In general, graphical password systems have various usability and security advantages such as being easy to remember and difficult to guess, higher security level, being human-friendly, and mitigating dictionary attacks; however, they are vulnerable to shoulder-surfing attacks and brute-force attacks (which reduce the common areas in the images) [73].

1) Drawmetric (Pure-Recall-Based) and Locimetric (Cued-Recall-Based): The recall graphical password is divided into pure and cued recall-based methods [74]. The pure recall technique is called drawmetric; users generate their passwords without any clues to remember these passwords. It mainly depends on drawing a secret on a blank canvas or a grid as a simple picture, such as Draw a Secret Algorithm (DAS) Fig. 2(a) and Background Draw a Secret (BDAS) Fig. 2(b) [75]. The users must draw their secrets in an exact manner, which would require help remembering the exact stroke order [76]. These methods have a memorability range of 50%–80% [77]; however, they have less password space and no resistance against shoulder-surfing attacks [78].

The cued-recall-based graphical password, also known as locimetric, is based on displaying an image to the users to choose different points on it [75]. The most common schemes of cued recall are blonder and pass-point. Users are required in the login phase to select the same regions in a specific order, as shown in Fig. 3(a) [79]. The blonder method resists brute-force attacks because it contains millions of regions that can be selected as passwords [80]. Nevertheless, the main disadvantage of this method is that users cannot arbitrarily click on the background [78], [81]. Another mechanism called pass-point was proposed to overcome the limitation of the blonder method [82]. It allows users to select any natural image sufficiently rich to have many possible click points, which would be a hint for the users to remember their click points, as shown in Fig. 3(b) [83].

2) Cognometric (recognition-based): A recognition-based graphical password scheme creates a platform for the user that contains visual passwords, and the user can select some of them as a password [18], [84]. Several image formats have been proposed for this recognition-based scheme: faces, random art pictures, icons, and daily objects [85]. Passfaces is a common method that uses human faces as a verification tool for the authentication procedure [86]. Passface is very memorable for a long period, but it is somehow predictable and vulnerable to a variety of attacks, as a majority of the users tend to select a person’s face on the basis of apparent behavioral patterns, as shown in Fig. 4(a) [87]. Another version of Passface was proposed called S-Passface, which is based on replacing some characters by entering random characters corresponding to each face instead of selecting the face by the mouse, as shown in Fig. 4(b). Therefore, S-Passface is 100% resistant to shoulder surfing as compared to the original Passface version, but the security improvement has decreased.

Fig. 2. Draw a secret algorithm.

Fig. 3. Blonder and pass-point method.
some of the usability features [88].

![Passfaces authentication systems](image)

**Fig. 4.** Passfaces authentication systems.

Furthermore, other common recognition-based methods, Dèjà Vu and story, are based on recognizing images with different principles. Dèjà Vu is an algorithm that uses the technology of hash visualization of the images, as shown in Fig. 5(a) [89]. This approach showed that 90% of the participants succeeded in the authentication by using this technique, while only 70% succeeded by using text-based passwords [90]. The main disadvantage of this technique is that it takes a long time to log in because storing a large number of pictures causes a delay in transferring over the network, thus delaying the authentication process [79]. The story mechanism is comparable to the Passfaces method; it presents images of places, people, or everyday objects, as shown in Fig. 5(b). Users are instructed to mentally create linked images as a story to quickly and easily remember their passwords. The memorability result revealed that from 236 failed attempts, more than 75% were correct pictures in a wrong order [91]. Moreover, this scheme suffers from guessing and shoulder-surfing attacks [78].

![Dejà Vu and story schemes](image)

**Fig. 5.** Dejà Vu and story schemes.

3) Hybrid Schemes: A hybrid scheme combines two or more different types of graphical passwords or other authentication techniques for usability and security improvement [92]. According to recent studies, hybrid techniques can be classified into two categories: hybrid systems with only graphical password methods [72] and a hybrid system with a graphical and textual password [93]. Recent studies have combined recognition-based and cued-recall-based graphical passwords with images and drawn a pattern, as shown in Fig. 6(a) [94].

Moreover, the Passface scheme has been combined with traditional text passwords, as shown in Fig. 6(b) [95]. The hybrid system is utilized to overcome the limitations of graphical password schemes by creating a new system that provides a robust authentication system against spyware and shoulder-surfing attacks [96]. A recent study comprehensively deliberated hybrid graphical passwords’ security levels and compared them with other graphical password systems against different attacks; thus, revealing that they had a high level of security against shoulder-surface attacks but were still vulnerable to the others [78]. However, the hybrid graphical password can provide an additional layer of security, but it could also be complex and require users to spend more time creating and entering their passwords [97]. It is critical to consider interaction while creating a hybrid graphical password system to maximize the system’s effectiveness [98].

![Hybrid authentication system](image)

**Fig. 6.** Hybrid authentication system.

### III. Comparative Analysis of Knowledge-Based Passwords, Tokens, and Biometrics

An alternative solution has been discussed to overcome the security issue of a knowledge-based password, which are tokens and biometrics. A token password is a widely used authentication mechanism that enables users to access website resources by verifying their identity by submitting a token produced for one-time use only [99]. However, it primarily depends on third-party providers to produce tokens or one-time passwords, which makes them susceptible to the man-in-the-middle attack [100]. Moreover, researchers have reported that token passwords have a safety issue: time wastage and delays before accessing services [101]. Additionally, losing the token devices and lengthy authentication time are the main issues of this technique [102]. Thus, token passwords have a high computational cost and are expensive to implement [103].

Biometric passwords are based on people’s unique behavioral and physiological characteristics and use these features as a password by using different technologies [104]. Recent studies have indicated that biometric passwords provide better
security than most of the other password types [105]. Nevertheless, biometric passwords are expensive to establish because they need high-quality devices and have a high complexity of implementation [106]. There is another concern about biometric methods, which is that no person can regulate the biometric differences caused by injury or aging [107]. The biggest security concern of biometric passwords is deceiving a security system by using copied or fake information [108]. These disadvantages of biometric methods reduce their efficiency as compared to the other types of passwords.

The knowledge-based password still provides extendable usability and security features. It can be comparable to the token and biometrics security levels with respect to mitigating most of the usability issues and security threats [1]. [109]. Textual passwords are relatively still the most usable passwords because their ease of use, lack of hardware required, and less required storage [110]. A comparison of textual passwords with graphical passwords revealed a huge difference in the storage space and time consumption to login [98]. Furthermore, the shoulder-surfing attack is the most pressing security concern of graphical passwords because of their visual interface [76]. Regarding the storage problem of graphical passwords, a colored image requires a storage space of around 23.98 MB, which is significantly higher than that required by textual passwords with eight characters (57 bits) [111]. The huge size of images of graphical passwords lead to the maximization of the network latency [112]. Increasing the data transmission over the network costs more because of the complex computation and communication [113]. Furthermore, graphical passwords have an issue with communication speed as compared to textual passwords because of the picture sizes, long configuration size of registration and logging in, as well as the complexity of the encryption process [114]. Overall, graphical passwords are more expensive than textual passwords because they require large storage space to store a large number of images [115].

IV. OPEN CHALLENGE AND FUTURE TRENDS

Authentication systems typically involve different types of credentials, such as tokens, biometrics, textual passwords, or graphical passwords. The main challenges with these systems are related to security, usability, and scalability. Each authentication method has its strengths and weaknesses, and organizations need to consider the benefits and drawbacks of each approach on the basis of their specific needs and security requirements. Biometrics and tokens offer high security, but they are costly and require particular hardware and software. Furthermore, graphical passwords require a large storage space to store large numbers of images, which causes delays in transferring the pictures over the network; therefore, they are not as widely used as textual passwords. Textual passwords are the most common type of passwords used and are regularly required to encounter certain complexity requirements. Recently, companies and government sectors (Microsoft, Canadian Government, FBI, etc.) have encouraged users to create long passphrases with the same complexity as traditional passwords to enhance security and memorability. The biggest challenge of using a long passphrase with policies as the password is the typographical errors, particularly when people need to gain experience with English as a primary language. Therefore, increasing the length of the password or passphrase helps to increase the security level, but it will make it difficult for users to login successfully. The future trend is establishing user-chosen recognition textual passwords with a high memorability rate and mitigating common attacks. This approach will be the alternated scheme for textual and graphical password schemes. It can solve several issues related to recall textual passwords such as memorization burden, lack of diversity, reuse across multiple accounts, and difficulty of password creation. Moreover, it does not require high storage space, complex implementation, and high load over the network (causing delay to login) as a graphical password scheme.

The main novelty of this paper was that specify the limitations of previous studies of recognition of textual passwords to establish a new strategy that is more competitive with other textual and graphical password, as shown in Table II. The majority of prior research on the recognition of textual passwords is based on system generated approach which results in several drawbacks. Firstly, a recent study stated that system-assigned recognition words have low memorability rates and need spatial cues (pictures) to improve word memorability; thus, they require considerable storage space, which will be costly and delay the login process [21]. Secondly, this approach needs more training to enhance password retrieval performance [63]. Finally, the word selection is limited between 4 and 5 words which cause a low password space as shown in Table II. There are different strategies that can be applied to user-chosen recognition textual passwords to enhance the usability and security level by applying a hybrid system that combines user-chosen recognition textual passwords with recall techniques or using cued recall strategies.
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Abstract—This paper proposes a U-Net-based deep learning architecture for the task of super-resolution of lower resolution brain magnetic resonance images (MRI). The proposed system, called MRI-Net, is designed to learn the mapping between low-resolution and high-resolution MRI images. The system is trained using 50-800 2D MRI scans, depending on the architecture, and is evaluated using peak signal-to-noise ratio (PSNR) metrics on 10 randomly selected images. The proposed U-Net architecture outperforms current state-of-the-art networks in terms of PSNR when evaluated with a 3 x 3 resolution downsampling index. The system's ability to super-resolve MRI scans has the potential to enable physicians to detect pathologies better and perform a wider range of applications. The symmetrical downsampling pipeline used in this study allows for generically representing low-resolution MRI scans to highlight proof of concept for the U-Net-based approach. The system is implemented on PyTorch 1.9.0 with NVIDIA GPU processing to speed up training time. U-Net is a promising tool for medical applications in MRI, which can provide accurate and high-quality images for better diagnoses and treatment plans. The proposed approach has the potential to reduce the costs associated with high-resolution MRI scans by providing a solution for enhancing the image quality of low-resolution scans.
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I. INTRODUCTION

Medical imaging has been an essential tool in the diagnosis and treatment of various diseases. Among the different types of medical imaging, magnetic resonance imaging (MRI) has been widely used because it provides detailed images of the internal structures of the body. However, the resolution of MRI images is limited by several factors, such as the hardware used and the acquisition parameters, which can affect diagnostic accuracy and make it challenging to identify subtle anatomical features.

To address this limitation, researchers have been exploring the use of super-resolution techniques to enhance the resolution of MRI images [1]. Super-resolution is a computational method that enhances the resolution of an image beyond the physical limits of the imaging hardware. The primary objective of this approach is to generate high-resolution images that can provide more detailed information about the anatomy and pathology of the imaged area.

Recent advancements in deep learning-based super-resolution techniques for MRI have shown promising results in generating high-resolution MRI images with improved details and contrast [3]. These techniques use advanced machine learning algorithms to learn the mapping between low-resolution and high-resolution images. High-resolution MRI images are particularly important in the diagnosis and treatment of neurological disorders, where small changes in the brain's anatomy can have significant implications for patient outcomes. For example, in the diagnosis of brain tumors, high-resolution MRI images can help to accurately identify the location, size, and shape of the tumor, which is critical for surgical planning and treatment.

The use of super-resolution techniques in MRI has the potential to revolutionize the field of medical imaging, leading to significant improvements in medical diagnosis and treatment. With the increasing availability of large datasets and the progress of machine learning algorithms, there is enormous potential for further advancements in this field. However, the effectiveness of super-resolution techniques in enhancing MRI images depends on several factors, including the choice of algorithms and evaluation metrics. In this context, several deep learning-based super-resolution algorithms have been developed and tested to improve the resolution of MRI images. The choice of the appropriate algorithm depends on several factors, including the quality of the input data, the complexity of the target structures, and the available computational resources. Additionally, it is crucial to use appropriate evaluation metrics to assess the effectiveness of these algorithms in improving the resolution of MRI images.

In this paper, we aim to evaluate the effectiveness of super-resolution techniques for enhancing MRI images, with a specific focus on the U-Net algorithm. One of the strengths of our approach is the utilization of the Mean Squared Logarithmic Error (MSLE) as the main loss function, which enables accurate reconstruction of high-resolution MRI images. We compare the performance of the U-Net algorithm against four other commonly used networks in terms of generating high-quality images. To assess the quality of the enhanced images, we employ the widely accepted metric, Peak Signal-to-Noise Ratio (PSNR). Notably, our results demonstrate that the U-Net algorithm surpasses the other networks, yielding higher average PSNR values. These findings have significant implications for the diagnosis and treatment of neurological disorders, as enhanced MRI images obtained through the U-Net algorithm can provide improved insights and precision in medical imaging. The advancements showcased in this research have the potential to make a substantial impact on the field of medical imaging as a whole.

II. LITERATURE REVIEW

Super-resolution of MRI is a critical task in the medical field that involves increasing the resolution of magnetic
resonance images to improve their quality and accuracy. Many researchers have proposed various techniques to achieve super-resolution of MRI, including deep learning, image registration, and image fusion. In this literature review, we will summarize some of the recent research works on super-resolution of MRI.

Li et al. [1] proposed a critic-guided framework for super-resolution of low-resolution MRI scans. In clinical practice, vast quantities of MRI scans are routinely acquired but are of sub-optimal quality for precision medicine, computational diagnostics, and neuroimaging research. To address this limitation, the authors utilized feature-importance and self-attention methods in their model to improve interpretability. Their framework was evaluated on paired low- and high-resolution MRI scans from various manufacturers and was shown to produce qualitatively faithful results to ground-truth scans with high accuracy (PSNR = 35.39; MAE = 3.78E−3; NMSE = 4.32E−10; SSIM = 0.9852).

Ottesen et al. [2] proposed a densely connected cascading deep learning reconstruction framework to improve accelerated MRI reconstruction. The authors modified a cascading deep learning reconstruction framework by incorporating three architectural modifications, namely input-level dense connections, an improved deep learning sub-network, and long-range skip-connections. The proposed framework, called the Densely Interconnected Residual Cascading Network (DIRCN), was evaluated on the NYU fastMRI neuro dataset with an end-to-end scheme at four- and eightfold acceleration. The authors performed an ablation study where they trained five model configurations and evaluated them based on the structural similarity index measure (SSIM), normalized mean square error (NMSE), and peak signal to noise ratio (PSNR). The results showed that the proposed DIRCN with all three modifications achieved an SSIM improvement of 8% and 11%, a NMSE improvement of 14% and 23%, and a PSNR improvement of 2% and 3% for four- and eightfold acceleration, respectively.

Similarly, Qiu, Wang, and Guo [3] proposed a novel deep learning-based approach for super-resolution of MRI, which utilizes a generative adversarial network (GAN) to generate high-resolution MRI images from low-resolution images. Due to limitations in hardware, scan time, and throughput, obtaining high-quality MR images can be a challenging task in clinical settings. Therefore, the authors aimed to use a super-resolution approach to enhance the image quality without requiring any hardware upgrades. In that paper, they proposed an ensemble learning and deep learning framework for MR image super-resolution. To create their framework, the authors first enlarged low resolution images using five commonly used super-resolution algorithms, resulting in differentially enlarged image datasets with complementary priors. Then, they trained a generative adversarial network (GAN) with each dataset to generate super-resolution MR images. Finally, they used a convolutional neural network for ensemble learning, which synergized the outputs of the GANs to produce the final MR super-resolution images.

De Leeuw den Bouter et al. [4] highlighted the potential of low-field MRI scanners to make MRI technology more accessible globally due to their significantly lower cost compared to high-field counterparts. However, images acquired using low-field MRI scanners tend to be of relatively low resolution, which limits their clinical utility. To address this limitation, the authors presented a deep learning-based approach to transform low-resolution low-field MR images into high-resolution ones. They trained a convolutional neural network to carry out single image super-resolution reconstruction using pairs of noisy low-resolution images and their noise-free high-resolution counterparts obtained from the NYU fastMRI database. The trained network was subsequently applied to noisy images acquired using a low-field MRI scanner, producing sharp super-resolution images with most of the high-frequency components recovered. The authors demonstrated the potential of a deep learning-based approach to increase the resolution of low-field MR images.

Wang et al. [5] proposed a CNN-based multi-scale attention network (MAN) to improve the performance of convolutional super-resolution (SR) networks. While convolutional neural networks can compete with transformer-based methods in many high-level computer vision tasks, transformers with self-attention still dominate the low-level vision, including the super-resolution task. The authors exploit large kernel decomposition and attention mechanisms in their design. The proposed MAN consists of multi-scale large kernel attention (MLKA) and a gated spatial attention unit (GSAU). Within the MLKA, the authors rectify LKA with multi-scale and gate schemes to obtain the abundant attention map at various granularity levels. This approach jointly aggregates global and local information and avoids potential blocking artifacts. In GSAU, a gate mechanism and spatial attention are integrated to remove the unnecessary linear layer and aggregate informative spatial context. The authors evaluate MAN with multiple complexities by simply stacking different numbers of MLKA and GSAU. Experimental results illustrate that their MAN can achieve varied trade-offs between state-of-the-art performance and computations.

Bahrami et al. [6] proposed a novel method for predicting high-resolution 7T-like MR images from low-resolution 3T MR images. The predicted 7T-like MR images demonstrate higher spatial resolution compared to 3T MR images, as well as prediction results obtained using other comparison methods. The authors suggest that such high-quality 7T-like MR images could better facilitate disease diagnosis and intervention. This paper demonstrates proof of concept for reconstruction in even high-resolution MRI dynamics.

Koonjoo et al’s paper introduces AUTOMAP, a deep learning method for improving image quality in low-field MRI systems [10]. AUTOMAP outperforms traditional Fourier reconstruction and two contemporary denoising algorithms, reducing noise and artifacts in the reconstructed images. It achieves substantial signal-to-noise ratio gains for both human brain and plant root data, demonstrating the potential of deep learning in enhancing image quality in low-field MRI. This approach contributes to advancing resolution and image quality in low-field MRI applications.

The U-Net architecture outperforms other techniques [9] in medical image super-resolution of brain MRI due to its dedicated design for image segmentation tasks and effective
feature extraction. Its skip connections enable the preservation and utilization of both high-level and low-level features, resulting in enhanced resolution. Unlike other architectures, such as the SRCNN, GAN-based approaches, or multi-scale attention networks, the U-Net consistently achieves superior resolution improvement. Its ability to capture fine details and preserve structural information makes it the preferred choice for medical image super-resolution tasks.

III. METHODOLOGY

A. Downsampling Pipeline

In order to accurately simulate the low-resolution scans typically obtained from lower field strength MRI scanners, we employed a symmetrical down sampling pipeline, as depicted in Fig. 1. This pipeline involved reducing each dimension of the scan by a factor of three, replicating the effects of decreased resolution. By implementing this downsampling technique, we were able to mimic the conditions of low field strength and lower-quality scanners commonly associated with compromised image resolution and reduced overall image quality. To further ensure the authenticity of the simulated low-resolution scans, we applied bilinear interpolation, a widely adopted interpolation method, to generate the corrupted scans. This approach effectively captures the characteristic imperfections and limitations of lower field strength MRI scanners, providing a reliable basis for evaluating the performance and effectiveness of our super-resolution techniques in enhancing the quality and resolution of these low-resolution MRI images.

In order to enhance the computational efficiency of the U-Net architecture, we employed a technique known as residual learning. Instead of directly generating the complete high-resolution scan, our U-Net model was trained to focus on learning the difference between the high-resolution scan and the bilinear interpolated output. By utilizing this residual learning approach, the model became more adept at capturing the fine details and nuances present in the high-resolution image that may be lost during the bilinear interpolation process.

During the inference stage, the U-Net model would generate the residual, which represented the additional information needed to transform the interpolated scan into a super-resolved MRI scan. This residual was then added to the bilinear interpolated scan, resulting in the creation of a high-resolution image with enhanced details and improved quality. This approach not only improved the computational efficiency of the U-Net architecture but also ensured that the generated super-resolved MRI scan closely resembled the original high-resolution scan by effectively compensating for the limitations of the bilinear interpolation.

B. U-Net Architecture

We used a U-Net architecture as denoted by Fig. 2, as the main super-resolution algorithm to improve the resolution of brain MRI. The U-Net architecture is a type of deep learning neural network that is particularly well-suited for image segmentation tasks, which involve dividing an image into multiple segments to identify specific structures or features within the image.

The U-Net architecture is specifically designed for biomedical image analysis, making it an effective choice for super-resolution of brain MRI. The architecture consists of an encoder, which gradually reduces the resolution of the input image, and a decoder, which gradually increases the resolution of the image to produce the final high-resolution output. The encoder and decoder are connected by a bottleneck layer that contains information about the original image, allowing for precise reconstruction of the high-resolution output.

Compared to other deep learning architectures, such as fully convolutional networks (FCNs) or residual networks (ResNets), U-Net has several advantages for super-resolution of brain MRI. First, the U-Net architecture allows for the preservation of fine details, which is important for identifying subtle anatomical features in MRI images. Second, U-Net is less prone to overfitting, a common problem in deep learning models, as it contains skip connections that enable the model to learn from features at multiple scales. Finally, U-Net is computationally efficient, allowing for faster training and inference times compared to other architectures.
C. Evaluation Metrics

When evaluating the performance of image super-resolution techniques for MRI, several metrics are commonly used, including Peak Signal-to-Noise Ratio (PSNR) and Structural Similarity Index (SSIM). While both metrics are useful for evaluating image quality, PSNR is generally considered to be more important than SSIM in the context of super-resolution for MRI. PSNR is a widely used metric that measures the quality of an image by calculating the ratio of the peak signal power to the mean squared error of the image. Higher PSNR values indicate better image quality, with a perfect image having a PSNR of infinity. In the context of MRI super-resolution, PSNR is important because it reflects the ability of the super-resolution technique to accurately reconstruct high-frequency details in the image. This is particularly important in MRI, where small details can have significant clinical implications.

SSIM, on the other hand, is a metric that measures the structural similarity between two images. Specifically, SSIM calculates the similarity of the luminance, contrast, and structure of the images being compared. While SSIM is useful for evaluating overall image similarity, it is less sensitive to high-frequency details, which are important in the context of super-resolution for MRI. Therefore, while SSIM can provide useful information about the overall similarity of two images, it may not be as effective at evaluating the ability of a super-resolution technique to accurately reconstruct high-frequency details.

In our paper, we include only PSNR as a metric for evaluating the performance of our super-resolution technique for brain MRI. However, we primarily focused on the PSNR results as this metric provides a more accurate reflection of the ability of the technique to accurately reconstruct high-frequency details. Our results showed that the use of our super-resolution technique significantly improved the PSNR values compared to the baseline low-resolution images, indicating that our technique was effective at accurately reconstructing high-frequency details.

$$PSNR = 10 \log_{10} \frac{255^2}{MSE}$$

D. Loss Function Determination

In our paper, we sought to explore the use of different loss functions to optimize the performance of our super-resolution technique for MRI. While Mean Squared Error (MSE) is a commonly used loss function for image super-resolution, we found that it underperformed during the training process for our specific application. As a result, we decided to experiment with different loss functions to identify the most effective option.

After extensive experimentation, we found that Mean Squared Logarithmic Error (MSLE) performed significantly better than MSE in terms of producing higher resolution metrics. MSLE is particularly useful for image super-resolution applications as it is less sensitive to outliers, which can be a common issue in medical imaging data. MSLE also places a higher weight on errors for lower pixel values, which is important in the context of MRI super-resolution as lower pixel values typically correspond to high-frequency details.

As a result of our experimentation, we established MSLE as the baseline loss function for our super-resolution technique and used it to test all of the networks. This allowed us to accurately compare the performance of different network architectures and identify the most effective approach for our specific application. By using MSLE as our main loss function, we were able to achieve significant improvements in image resolution and quality, ultimately leading to a more effective super-resolution technique for MRI [8].

$$MSLE = \frac{1}{n} \log(\sum (Y_i - \hat{Y}_i)^2)$$

E. Technology and Datasets

In order to ensure that our network is well-equipped to handle a wide range of imaging scenarios, we utilized a large dataset of 50-800 3D MRI scans (depending on the architecture). All of these images came from the ABIDE dataset. These scans were carefully selected to include a variety of imaging parameters, such as field strength, contrast, and resolution, in order to ensure that our network is trained to handle the full range of imaging scenarios that it may encounter in clinical practice.

Each of the 3D scans in our dataset contained 256 slices, from which we selected the 128th slice to train our model. This approach was chosen to ensure that we have a sufficient number of training examples while also avoiding any potential bias that might arise from using only a subset of the available slices. By selecting the middle slice of each 3D scan, we can be confident that our training data is representative of the full range of imaging parameters present in each scan.

To evaluate the performance of our network, we tested it on a set of 10 randomly selected images. We used the peak signal-to-noise ratio (PSNR) as our metric for evaluation. These metrics are widely used in the image processing community and are commonly used to assess the quality of reconstructed images.

All of the experimentation for this study was completed on PyTorch 1.9.0 with NVIDIA GPU processing to speed up training time. The use of GPU processing allowed us to train our network more efficiently, enabling us to complete the necessary experimentation in a timely manner. Additionally, the use of PyTorch provided a powerful and flexible framework for implementing and testing our network, allowing us to easily modify and iterate on our approach as needed.

IV. RESULTS

In our study, we utilized Fig. 3 to present the qualitative observations of our super-resolution technique based on the U-Net architecture. The U-Net algorithm is a sophisticated deep learning model that has gained widespread popularity for its high efficacy in image super-resolution tasks, particularly in the medical imaging domain. One of the key strengths of the U-Net algorithm is its ability to reconstruct fine details from low-resolution inputs, particularly in the deeper regions such as the hippocampal areas. These regions are particularly critical in
detecting neurological conditions such as Alzheimer's and Parkinson's disease.

By effectively improving the resolution of MRI images in these regions, the U-Net algorithm can enhance the accuracy and reliability of disease detection, ultimately leading to improved patient outcomes. Furthermore, our study also compared the U-Net algorithm against four other commonly used networks in terms of average Peak Signal-to-Noise Ratio (PSNR) as denoted by Table I. The results of our study demonstrate that the U-Net algorithm outperformed the other networks in terms of average PSNR. This highlights the superiority of the U-Net algorithm in producing high-quality, super-resolved MRI images, which is of paramount importance in medical diagnosis and treatment.

![Comparative Analysis](image)

Fig. 3. Qualitative observations from low-resolution (left) to u-net output (right).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>PSNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>SR DenseNet</td>
<td>29.62458398</td>
</tr>
<tr>
<td>VDSR</td>
<td>29.9758636</td>
</tr>
<tr>
<td>U-Net</td>
<td>30.40278329</td>
</tr>
<tr>
<td>U-Net++</td>
<td>30.18895619</td>
</tr>
<tr>
<td>SR CNN</td>
<td>30.13047352</td>
</tr>
</tbody>
</table>

V. DISCUSSION AND CONCLUSION

Our study has delved into the potential of deep learning-based super-resolution techniques to improve the resolution of MRI images in the medical imaging domain. The results of our research are highly promising, demonstrating the effectiveness of the U-Net architecture in reconstructing fine details from low-resolution inputs, specifically in the hippocampal regions that play a crucial role in detecting neurological conditions such as Alzheimer's and Parkinson's disease. Our comparison with four other commonly used networks has highlighted the superiority of the U-Net algorithm in producing high-quality, super-resolved MRI images. The U-Net performed with an average PSNR of 30.40, outperforming all other algorithms in terms of PSNR.

By improving the accuracy and reliability of medical diagnosis and treatment in the field of neurological disorders, our research could have a significant impact on the lives of patients and their families. However, our study is just the beginning, and there are numerous potential avenues for future research.

For example, we could explore the integration of multiple deep learning models for improved accuracy and efficiency. This could potentially lead to even more precise and comprehensive diagnosis and treatment for neurological disorders.

Another possible direction for future research is to expand the dataset used for training to encompass a broader range of neurological conditions and patient populations. This could help to improve the generalizability of our results and make our super-resolution techniques even more widely applicable in the medical imaging field.

While the U-Net architecture has demonstrated remarkable effectiveness in MRI super-resolution tasks, it is not without limitations. One notable limitation is the potential for overfitting, especially when dealing with limited or imbalanced training datasets. Due to the large number of parameters in the U-Net model, there is a risk of the model memorizing specific features from the training data rather than learning generalizable patterns. This can result in reduced performance when faced with unseen or diverse data during the testing phase. Another limitation is that our U-Net struggled to perform well with regards to the SSIM metric, underperforming current state of the art. Modifying loss function optimized to SSIM could potentially fix this issue.

Additionally, the U-Net architecture may struggle to capture long-range dependencies and complex spatial relationships within the MRI images, which could impact the accurate reconstruction of fine details. Moreover, the U-Net's performance may vary depending on the specific MRI imaging modality or imaging protocols, making it less universally applicable across different types of MRI scans. Addressing these limitations through appropriate regularization techniques, larger and more diverse training datasets, and exploration of alternative architectures could further enhance the performance and generalizability of the U-Net in MRI super-resolution tasks.

Moreover, we could investigate the potential of combining super-resolution techniques with other image processing techniques such as image segmentation and registration. By integrating these techniques, we could potentially achieve even more precise and comprehensive diagnosis and treatment for neurological disorders.

In summary, our study highlights the significant potential of deep learning-based super-resolution techniques for medical imaging, particularly in the detection and treatment of neurological disorders. By enhancing the resolution of MRI images, our research can contribute towards improving patient outcomes and ultimately lead to a better quality of life for
individuals suffering from these conditions. The outcomes of our research could pave the way for further advancements in the field, leading to even more accurate and efficient diagnosis and treatment in the future.

VI. ACKNOWLEDGMENT

I am grateful for the tremendous support and guidance provided by Dr. Matthew Rosen, an associate professor and low-field MRI media director at Harvard Medical School, who introduced me to this fascinating topic and generously shared his computational resources with me. His mentorship and expertise were invaluable to the success of my research. Additionally, I would like to extend my appreciation to Dr. Sean Young, whose support and encouragement were instrumental in my research journey. Their contributions have been instrumental in shaping my research and have inspired me to pursue my academic and professional goals with passion and dedication.

REFERENCES


Sentiment Analysis on COVID-19 Vaccine Tweets using Machine Learning and Deep Learning Algorithms

Tarun Jain1, Vivek Kumar Verma2, Akhilesh Kumar Sharma3*, Bhavna Saini4, Nishant Purohit5, Bhavika6, Hairulnizam Mahdin7, Masitah Ahmad8*, Rozanawati Darman9*, Su-Cheng Haw10, Shazlyn Milleana Shaharudin11, Mohammad Syaafwan Arshad12

Manipur University Jaipur, Dehni Kalan, Off Jaipur-Ajmer Expressway, Jaipur, Rajasthan, 303007 India1, 2, 5, 6
School of Information Technology, Manipal University Jaipur, Jaipur, Rajasthan3
Central University Rajasthan, India4
Faculty of Computer Science and Information Technology, Universiti Tun Hussein Onn Malaysia7, 9
Faculty of Computing and Informatics, Multimedia University, Jalan Multimedia, 63100, Cyberjaya, Malaysia8
Department of Mathematics, Faculty of Science and Mathematics, Universiti Pendidikan Sultan Idris, Tanjung Malim, Perak, Malaysia10
Department of Statistics, Columbia University, New York, N.Y., USA10
Faculty of Computer and Mathematical Sciences, Universiti Teknologi MARA Shah Alam, Selangor Malaysia11
MZR Global Sdn Bhd, 5A, Jalan Kristal K7/K, Seksyen 7, 40000 Shah Alam, Selangor, Malaysia12

Abstract—One of the main functions of NLP (Natural Language Processing) is to analyze a sentiment or opinion of the text considered. In this research the objective is to analyze the sentiment in the form of tweets towards the Covid-19 vaccination. In this study, the collected tweets are in the form of a dataset from Kaggle that have been categorized into positive and negative depending on the polarity of the sentiment in that tweet, to visualize the overall situation. The reviews are translated into vector representations using various techniques, including Bag-Of-Words and TF-IDF to ensure the best result. Machine learning algorithms like Logistic Regression, Naïve Bayes, Support Vector Machine (SVM) and others, and Deep Learning algorithms like LSTM and Bert were used to train the predictive models. The performance metrics used to test the performance of the models show that Support Vector Machine (SVM) achieved the highest accuracy of 88.7989% among the machine learning models. Compared to the related research papers the highest accuracy obtained using LSTM is 90.59 % and our model has predicted with the highest accuracy of 90.42% using BERT techniques.
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I. INTRODUCTION

In the wake of COVID-19, the healthcare sector has received considerable attention. Safety regulations such as wearing masks, keeping a good hygiene by washing hands regularly, and maintaining a safe distance from people are especially important now. Nevertheless, these measures can only decrease the spread of the virus, not eliminate it. In this case, vaccination proved to be the sole solution that had the greatest effectiveness in eradicating the coronavirus. But from the very beginning, the acceptance and public sentiment surrounding the COVID-19 vaccine have been subject to varying opinions and concerns. People have had mixed feelings about vaccinations; we have even seen the reluctance of our own family members towards it. Since it is very new to the market, people are not ready to trust the invention and are hesitant about it. This hesitancy and skepticism have highlighted the need to delve deeper into understanding the sentiments of individuals towards the vaccine.

Nowadays, the Internet is the best source for any company to learn about public perceptions of their products and services. For its rich knowledge, the business community is tapping into social media content. It has been utilized to carry out marketing and branding initiatives for organizations in the areas of innovation, product design, and stakeholder relations. It is a useful means of communicating and sharing information with the public for government and non-profit organizations. Every day, people use social media platforms such as Facebook, Twitter, and Instagram to voice their opinions and thoughts. These platforms have emerged as powerful sources for expressing opinions and thoughts, making them ideal for capturing and analyzing public sentiments. People began voicing their concerns on the COVID-19 vaccination process as soon as it began. And since COVID 19 has affected so many lives but the vaccine showed up as a ray of hope amidst these extreme conditions, it has been extremely important to analyze the sentiments of people towards the COVID-19 vaccine [1].

Sentiment analysis is one major task of NLP (Natural Language Processing). It is also called Opinion mining. It is done to capture the author’s feelings, emotion towards an entity. Sentiment analysis tries to capture this information by analyzing unstructured text data in the form of reviews and comments [2]. By harnessing the potential of sentiment analysis, the aim is to gain valuable insights into the perceptions and emotions of individuals regarding the COVID-19 vaccine. Sentiment analysis particularly is helpful when it comes to negative reviews. It helps discover the exact
shortcomings of the products. This requires the text to be classified into two sentiment polarities that are positive and negative (or neutral). In this research study, various textual and numerical features from tweets are extracted, evaluated on how they correlate, and used to predict sentiment of people related to the COVID-19 vaccine. The goal is to contribute to the existing knowledge on sentiment analysis and its applicability in the context of COVID-19 vaccines, ultimately aiding in the development of informed strategies and interventions for public health initiatives.

Further, the paper is divided into different sections to bring out all parts of the study properly. Section II shows the works of other people on sentiment analysis related to the COVID vaccine and how people have reciprocated to it. Section III gives information about the background of this study, highlighting a contrast between machine learning and deep learning techniques. Next is Section IV that highlights a major part of the study. It starts with the analysis of the data used in the study. Then it talks the complete process followed to carry out the study - the machine learning and deep learning algorithms used, the pre-processing techniques and feature extraction methods for both the type of algorithms, the performance metrics used to analyze the result of the model and lastly a comparison between the way machine learning and deep learning algorithms work [3][4][5][6]. Section V gives a deep analysis of the results obtained on the data with machine learning and deep learning techniques. It shows the results for all the five machine learning algorithms used with different feature extraction methods and then bar plots comparing their accuracy. Then, it shows the results for the two deep learning models used and their plots for accuracy and loss. Section VI highlights the conclusions and key takeaways from the study, along with the discussion of future plans and scope.

II. LITERATURE REVIEW

Sentiment analysis is being used in a large spectrum of fields right now. And a lot of people are increasingly interested in researching it. In the past year there have been much research on the sentiment of people towards the COVID-19 vaccine that came into existence. One such research employing tweets collected between December 21 and July 2, 2021, had information on the most prevalent vaccines that had just become available around the world. It used a tool called VADER to analyze people’s sentiment towards certain vaccines. The tool found that 33.96% responses were positive, 17.55% were negative and the left 48.49% were neutral responses. It applied the basic data preprocessing steps and feature extraction algorithms on the tweets in the dataset. Then it finally used a recurrent neural network (RNN) that included LSTM and Bi-LSTM where LSTM secured an accuracy of 90.59% and Bi-LSTM obtained an accuracy of 90.83%. This study contributes to a better knowledge of public opinion on COVID-19 vaccinations and advances the goal of removing the virus worldwide [7]. Another such study used tweets in general and then only from four countries with the most tweets on the COVID-19 vaccine: India, USA, Canada, and England. It consumed two text mining methods that are LDA and VADER to extract the sentiment from those tweets. The overall analysis showed that there were almost twice people that had a positive feeling towards the COVID vaccine than those having a negative feeling. However, the country-specific analysis showed that the people’s sentiment remained consistent for the vaccines that were approved in their country, while most people had some fear towards other vaccines [8]. Another research performing sentiment analysis had tweets that were taken from the 14th to the 18th of January 2021. Covishield and Bharat Biotech's Covaxin were two vaccines employed in this work. The purpose of this study was to examine the sentiments expressed in tweets about these two vaccines in India. It used the Syuzhet package version 1.0.1 to classify tweets based on sentiments into positive and negative as well as eight other emotions (fear, joy, anticipation, anger, disgust, sadness, surprise, trust). It used the NRC Emotion Lexicon to analyze the tweets. The study showed that while most of the population has positive feelings about these vaccines, there are also negative feelings about them, according to the analysis, associated with the sentiments such as fear and anger [9]. Another study introduces a lexicon-based framework for sentiment classification of tweets, categorizing them as positive, negative, or neutral. The results indicate that the proposed system surpasses existing systems in terms of performance and accuracy [10].

This research makes use of a dataset containing tweets about the opinion of people about vaccines like Pfizer/BioNTech, Sinopharm, etc. in the Kaggle data repository. Tweetly, a Python package, was used to capture the data. It synthesizes the dialogue surrounding worldwide immunization attempts and progress using an API called TextBlob and using word cloud visualizations. TextBlob classified roughly half of the tweets in the dataset as neutral, and the other half comprised of 75% positive tweets and 25% tweets depicting a negative sentiment [11]. This study used web scraping to extract the data from online news and blogs to work on. TextBlob library was used to analyze the sentiments of the public opinion collected. They gave a result that more than 90% of the articles had positive sentiments towards the vaccination drive [12]. From thirteen Reddit communities, data was collected regarding COVID-19 vaccines. LDA topic modelling was done on this data, and it was found that most of the communities had a positive sentiment towards the drive and found no major change in the opinions of people since December 2020 [13]. A RapidMiner software for data science was used for classifying English and Filipino tweets with the help of Naïve Bayes to conduct opinion mining. The results showed that the research had an accuracy of 81.77%. Their conclusion was that majority of people were enthusiastic and supportive of the vaccination drive [14]. This study takes about 1.2 million tweets to perform NLP and sentiment analysis on them to find out useful insights about the approach of people towards the COVID-19 vaccine and the measures to stay safe from the virus. This research used TextBlob and Vader as sentiment analysis tools and performed time series forecasting at a later stage. The result showed that many people have a positive view of the vaccination drive than negative. But more than that, people were highly conscious about maintaining hygiene and social distancing to combat the spread of the virus [15].

A study that was conducted in Indonesia was focused on analyzing the opinion of Indonesian people towards the newly
introduced vaccine. It collected the data from twitter using Rapid miner tool. The results of this study were slightly different. They showed about 39% of positive sentiment and 56% of negative sentiment and 1% of neutral sentiment. The people did not really trust that the vaccine was safe for them to consume [16]. Following this one, another study was conducted to evaluate the opinion of people of Indonesia about the two most prevalent vaccines, Sinovac and Pfizer in the country and understand people’s view on both. The best performing model came out to be Support Vector machine and the study concluded that people were more positive for the Pfizer vaccine as compared to Sinovac. While about 77% of the tweets indicated a positive sentiment towards Sinovac, this number shot up to 81% in the case of Pfizer vaccine [17].

In contrast to a country-specific approach, some studies were conducted to analyze the sentiments of people towards the vaccine on a global level, for different countries. This study collected about 820,000 tweets and analyzed the sentiment of those tweets in two stages. In the first stage, the sentiments of people towards the vaccine around the globe was considered and the findings showed which countries had an overall positive attitude and which countries had a negative one. This stage also included gender-based analysis about the sentiments of people to address those issues in a different way. The second phase included the tweets to be organized into word clouds to analyze the most used words and sentiments by people of different countries [18]. This study made use of 928,402 tweets collected from different countries and the six most popular vaccines’ tweets were picked from them to perform the analysis. They conducted an aspect-based analysis considering health, policy etc. and used four Bert models. The total accuracy was found out to be 87% and the F1 score lied between 84% to 88% [19]. This study used two different approaches to understand people’s hesitancy towards the vaccine. These were machine learning based and lexicon based. It divided the dataset into two cultures English and Arabic and studied them separately. The study analyzed the performance of both the approaches on the datasets and then used the better performing approach for the spatiotemporal analysis [20]. This research collected the English language tweets posted over a course of 3 months and applied the Vader tool to classify the tweets as positive, negative, and neutral. The results revealed that out of the 2,678,372 tweets in consideration, 42.8% were positive, 26.9% were neutral and 30.3% were negative. The important topics from the positive and negative tweets were drawn out using latent Dirichlet allocation analysis, and these topics were then subjected to a geographical and temporal analysis. The study concluded that the highest positive sentiment tweets came from United Arab Emirates and the lowest positive sentiment tweets came from Brazil. Also, the sentiment score increased a good amount at the start, then slowly decreased and finally remained almost the same till the end of the period of the tweets [21].

The works discussed above indicate that previous studies have focused on sentiment analysis using various techniques and datasets. Furthermore, these studies highlight the use of various machine learning and deep learning models for sentiment classification but do not delve deep into comparative studies that evaluate the performance of different models, feature extraction techniques, and sentiment analysis tools to identify the most effective techniques for sentiment analysis in the context of COVID-19 vaccination. This study employs a comprehensive range of techniques and models, including both machine learning algorithms (Logistic Regression, Naïve Bayes, Support Vector Machine) and deep learning algorithms (LSTM and BERT). It compares the performance of different feature extraction techniques, namely Bag of Words and TF-IDF, to showcase their impact on sentiment analysis accuracy. By utilizing these diverse approaches, it provides a better understanding of the most effective feature extraction methods and evaluation of the performance of different models, highlighting the strengths and weaknesses of each in the context of COVID-19 vaccination sentiment analysis.

III. BACKGROUND

Machine learning and Deep learning both fall under the umbrella of Artificial Intelligence, but they are more efficient in serving different purposes. Deep learning involves the use of something called a neural network which replicates how a human brain works to solve complex problems. But it requires a large amount of data to function with great accuracy, unlike machine learning which can work on lesser amounts of data. Machine learning learns from the data that is provided and makes intelligent predictions on the new data that is fed to it, with some human intervention. Both machine learning and deep learning models have been used on this dataset, but Deep learning has been preferred since the results it gave had better accuracy. Both machine learning and deep learning have a slight difference in how it classifies the data into sentiments.

For machine learning algorithms, firstly input data is fed into the system and pre-processing is performed on it to make it easier for the classification algorithm to classify it. Pre-processing includes converting the whole text into upper or lowercase, removal of extra words such as special characters or words that add no sentiment to the sentence. Then feature extraction is performed onto this data that extracts the important features from the tweet and converts it into vectors for the algorithm to be able to process it. This makes it easier for classification and improves the accuracy of the model in consideration. The next step is the model training which is when the model is trained onto the given data to classify the sentiment of the tweets and then it is tested using the test dataset to give the output or the sentiment of the tweets fed to the model. Here, the sentiment of the tweets can be positive or negative [22].

For deep learning algorithms, the process is slightly different. The input data goes through pre-processing to remove the extra words from the tweets and then it is fed to the deep learning algorithm which takes care of both the feature extraction and model training phase for classifying the sentiment of the data provided. Further the model is tested to check its performance on a test dataset, like how the machine learning algorithms do it [23].

Deep learning solves the problem end-to-end whereas machine learning first fragments the problem into smaller statements and then solves it incrementally. In machine learning the data is undergone through feature extraction first and then classification is performed but in deep learning,
feature extraction and classification are performed simultaneously [24]. Deep learning works adequately on large amounts of data by giving higher accuracies. High end systems are required to run deep learning algorithms as it mainly focuses on GPU of the system. Whereas a domain expert is required in Machine learning to spot and reduce the complexity of the data for the traditional algorithms to work. When the amount of data which is fed to the model is less, machine learning performs better than the deep learning models. But as the amount of data increases, the rate with which the performance of a machine learning model was increasing rapidly falls and remains almost the same with further increase in the amount of data. However, for a deep learning model the performance steadily increases with the increase in the amount of data fed to the model. For larger amounts of data, deep learning models perform a lot better than machine learning models. There are two deep learning models used in this study: BERT and LSTM. Both are discussed in detail in the following section.

A. BERT

Bidirectional Encoder Representations from Transformers also known as BERT is a deep learning model which was published by researchers at Google in 2018. It works on the encoder-decoder network where self-attention is used on the encoder side and attention is used on the decoder side. Large text corpus is used to train the Bert model, this gives the model the ability to understand better and grasp variability in data patterns on several NLP tasks. Being bidirectional it gives the model the freedom to learn and understand the context of a word from both the left and the right sides while training the model. This nature of the model helps it to understand the language deeply. Also, for the model to work well, some amount of pre-processing is done on the data. This makes the BERT model suitable for a variety of NLP tasks.

B. LSTM

LSTM also known as Long Short-Term Memory network are a part of a unique kind of RNN that has the potential to learn long-term dependencies. LSTM can remember information for long periods of time without any struggle and reduces the impact of short-term memory. Recurrent neural networks have chain type structure where each module is intertwined several times. LSTMs have a similar structure but instead of caring a single neural network there are four that are connected to each other in a unique way. LSTM networks retain the relevant information from the prior data in the sequence that helps in processing the incoming data points. There are three things that are important to determine the output of LSTM: the cell state, the previous hidden layer, and the input data at the current timestamp. The cell state is like the memory of the network. An LSTM cell has three gates: One is the forget gate, which allows it to forget the irrelevant information from the prior timestamp. The equation for the forget gate is:

\[ f_t = \sigma(x_t \cdot U_f + H_{t-1} \cdot W_f) \]  

Here, \( x_t \) is the input to the current timestamp, \( U_f \) is the weight, \( H_{t-1} \) is the hidden state of previous timestamp and \( W_f \) is the weight matrix of the hidden state.

Next is the input gate, which decides which information must be kept from the current timestamp. The equation for the input gate is:

\[ i_t = \sigma(x_t \cdot U_i + H_{t-1} \cdot W_i) \]  

Here, \( x_t \) is the input to the current timestamp, \( U_i \) is the weight matrix of input, \( H_{t-1} \) is the hidden state of previous timestamp and \( W_i \) is the weight matrix of input corresponding with hidden state.

The last one is the output gate, which determines what the hidden state will be for the next timestamp. The equation for the input gate is:

\[ o_t = \sigma(x_t \cdot U_o + H_{t-1} \cdot W_o) \]  

Here, \( x_t \) is the input to the current timestamp, \( U_o \) is the weight matrix of output, \( H_{t-1} \) is the hidden state of previous timestamp and \( W_o \) is the weight matrix of output corresponding with hidden state [25][26].

IV. METHODOLOGY

A. Data Collection and Analysis

In the initial stages of the research, a dataset comprising 10,000 tweets regarding people’s opinions on the COVID-19 vaccine was sourced from Kaggle. However, it was observed that a significant portion of the dataset consisted of neutral tweets. Recognizing the potential impact of these neutral tweets on the data consistency and the subsequent model performance, a decision was made to remove them from the dataset. This cleaning process resulted in a refined dataset of approximately 3,700 tweets. Out of the total tweets, approximately 2,000 exhibited a positive sentiment towards the COVID-19 vaccine, while around 1,700 displayed a negative sentiment. This balanced distribution of positive and negative sentiments provides a suitable foundation for training and evaluating machine learning models.

B. Data Cleaning and Preprocessing

To start with, data pre-processing steps were applied to the given dataset to ensure the data’s quality and consistency. These pre-processing steps are crucial in preparing the dataset for accurate model training and reliable outcomes. The dataset was thoroughly cleaned by removing any extraneous data or unnecessary elements that could introduce irregularities. This involved eliminating punctuation, symbols like "#,” and Twitter handles such as "@user." Further, this involved removing URLs from the tweet texts, converting the text to lowercase to eliminate case sensitivity, and applying tokenization to break down the text into individual words or tokens. Stopwords, which are commonly used words in a language like “the”, “and”, “is”, were removed from the text. These words are often irrelevant for sentiment analysis and can introduce noise into the data. After that an important step was lemmatization. This was applied to reduce words to their base or root form. This helps in standardizing the text data by converting variations of a word. These pre-processing steps were implemented to ensure the dataset’s consistency and to avoid poor model training and inaccurate outcome due to inconsistencies in the dataset [27]. After applying data pre-processing techniques to enhance the quality of the dataset, the
next step involved splitting the dataset into two distinct parts: a training dataset and a testing dataset. The dataset was split in a ratio of 80:20, with 80% of the tweets allocated to the training dataset and the remaining 20% reserved for the testing dataset. This ensures that a substantial portion of the data is utilized for training the model while still leaving a sizable portion for evaluation.

C. Feature Extraction and Model Training

When it comes to the machine learning models, the tweets in the training set undergo a process of vector representation using techniques like Bag of Words and TF-IDF. These techniques filter out irrelevant words and convert the tweets into numerical representations. By utilizing these vectorized representations, the classification algorithms are trained and tested on the given dataset. The results obtained from the testing dataset provide insights into the performance of these models in analyzing the sentiments [28]. The next step involves the classification of the data. In this process, several machine learning algorithms are utilized to train classifiers that can accurately predict the sentiment of the tweets. The following algorithms are applied to the training dataset: Support Vector Machine (SVM), Naïve Bayes, Logistic Regression, Decision Tree Classifier, and Random Forest Classifier. Each algorithm learns from the training data, capturing patterns and relationships between the tweet features and their corresponding sentiments. Once the classifiers are trained, they are evaluated using the testing dataset. By comparing the predicted sentiments with the actual sentiments of the tweets in the testing dataset, various performance metrics such as accuracy, precision, recall, and F1-score are calculated. Finally, the ROC AUC score for each model is compared. It is used to assess the degree of separability between the different classes. A higher ROC AUC score indicates that the model performs well in terms of classification [29]. Thus, these metrics provide insights into how well each classifier can perform in classifying the sentiments of the COVID-19 vaccine-related tweets.

On the other hand, the process for deep learning models differs slightly. In this case, the pre-processed data is directly fed into the deep learning algorithm. The deep learning algorithm itself takes care of both the feature extraction and model training phases. This feature extraction process is performed by the hidden layers of the neural network. It automatically learns and extracts relevant features from the data during the training process, eliminating the need for explicit feature extraction. Deep learning models consist of multiple layers of interconnected artificial neurons. Each neuron receives input signals, applies a mathematical operation, and produces an output signal. The outputs from one layer serve as inputs to the next layer, forming a hierarchical representation of the data. Once the model is trained, it can be tested on a separate test dataset, like how the machine learning algorithms are evaluated. The performance of the deep learning model on the test dataset helps analyze its effectiveness in sentiment classification.

V. RESULTS

The results for the machine learning and deep learning models have been separately illustrated. Deep learning models perform better than the machine learning models with a maximum accuracy of 90.42%.

A. Machine Learning Models

The results of the proposed models: Support Vector Machine (SVM), Logistic Regression (LR), Naïve Bayes (NB), Decision Tree and Random Forest are shown in this section. Different assessment criteria, including Accuracy, Precision, Recall, F-score, Confusion matrix, and ROC curve, were utilized to evaluate the models reviewed here. First, the results for each model using Bag of Words feature extraction algorithm are shown and then using TF-IDF feature extraction techniques are shown. Then, using a unique feature extraction technique that works well, the comparison between the results for each classification model is displayed.

B. Support Vector Machine

Support vector machine model is used for classification, and this algorithm works on the concept of finding a hyperplane that provides the best separability between different classes.

Support Vector Machine model with Bag of Words analyzed and registered 274 positive tweets correctly, 74 positive tweets incorrectly, 362 negative tweets correctly and 31 negative tweets incorrectly as per the confusion matrix. Based on this, Table I shows the major classification metrics precision, recall and f1-score for both the classes individually. Here, 1 is for the positive tweets and 0 is for the negative ones. For the positives, the precision score is 0.83, the f1-score is 0.87 and the recall is 0.92. For the negatives, the precision score is 0.90, the f1-score is 0.84 and the recall is 0.79. The total accuracy of the model comes out to be 0.86.

| Table I. RESULT OF SUPPORT VECTOR MACHINE USING BAG OF WORDS |
|---------------------------------|------|------|------|------|
|                                | precision | recall | f1-score | support |
| 1                              | 0.90    | 0.79  | 0.84   | 348    |
| accuracy                       | 0.86    | 0.69  | 0.85   | 671    |

Support Vector Machine with TFIDF analyzed and registered 307 positive tweets correctly, 41 positive tweets incorrectly, 351 negative tweets correctly and 42 negative tweets incorrectly as per the confusion matrix. Based on this, Table II shows the major classification metrics precision, recall and f1-score for both the classes individually. Here, 1 is for the positive tweets and 0 is for the negative ones. For the positives, the precision score is 0.90, the f1-score is 0.89 and the recall is 0.89. For the negatives, the precision score is 0.88, the f1-score is 0.88 and the recall is 0.88. The total accuracy of the model comes out to be 0.89.

| Table II. RESULT OF SUPPORT VECTOR MACHINE USING TF-IDF |
|---------------------------------|------|------|------|------|
|                                | precision | recall | f1-score | support |
| 1                              | 0.88    | 0.88  | 0.88   | 348    |
| accuracy                       | 0.89    | 0.89  | 0.89   | 741    |
C. Naïve Bayes

Naïve Bayes classifier is based on probability. It assumes that each variable input to the classifier is independent but gives good accuracy when applied. It uses conditional probability for obtaining the result. Conditional probability is basically calculating the probability of completing a certain task given a certain condition must always be satisfied.

Naïve Bayes Model with Bag of Words analyzed and registered 281 positive tweets correctly, 67 positive tweets incorrectly, 355 negative tweets correctly and 38 negative tweets incorrectly in the confusion matrix. Based on this, Table III shows the major classification metrics precision, recall and f1-score for both the classes individually. Here, 1 is for the positive tweets and 0 is for the negative ones. For the positives, the precision score is 0.84, the f1-score is 0.87 and the recall is 0.90. For the negatives, the precision score is 0.88, the f1-score is 0.84 and the recall is 0.81. The total accuracy of the model comes out to be 0.86.

<table>
<thead>
<tr>
<th>TABLE III. RESULT OF NAÏVE BAYES USING BAG OF WORDS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>-----</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>accuracy</td>
</tr>
</tbody>
</table>

Naïve bayes with TFIDF analyzed and registered 271 positive tweets correctly, 77 positive tweets incorrectly, 371 negative tweets correctly and 22 negative tweets incorrectly in the confusion matrix. Based on this, Table IV shows the major classification metrics precision, recall and f1-score for both the classes individually. Here, 1 is for the positive tweets and 0 is for the negative ones. For the positives, the precision score is 0.83, the f1-score is 0.85 and the recall is 0.78. For the negatives, the precision score is 0.83, the f1-score is 0.88 and the recall is 0.94. The total accuracy of the model comes out to be 0.87.

<table>
<thead>
<tr>
<th>TABLE IV. RESULT OF NAÏVE BAYES USING TF-IDF</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>-----</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>accuracy</td>
</tr>
</tbody>
</table>

D. Logistic Regression

Decision tree classifier is used for classification and regression. It forms a tree-like structure and learns simple decision rules to predict the target class value.

Logistic Regression with Bag of Words analyzed and registered 287 positive tweets correctly, 61 positive tweets incorrectly, 358 negative tweets correctly and 35 negative tweets incorrectly in the confusion matrix. Based on this, Table V shows the major classification metrics precision, recall and f1-score for both the classes individually. Here, 1 is for the positive tweets and 0 is for the negative ones. For the positives, the precision score is 0.85, the f1-score is 0.88 and the recall is 0.91. For the negatives, the precision score is 0.89, the f1-score is 0.86 and the recall is 0.82. The total accuracy of the model comes out to be 0.87.

<table>
<thead>
<tr>
<th>TABLE V. RESULT OF LOGISTIC REGRESSION USING BAG OF WORDS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>-----</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>accuracy</td>
</tr>
</tbody>
</table>

Logistic Regression with TFIDF analyzed and registered 295 positive tweets correctly, 53 positive tweets incorrectly, 350 negative tweets correctly and 43 negative tweets incorrectly in the confusion matrix. Based on this, Table VI shows the major classification metrics precision, recall and f1-score for both the classes individually. Here, 1 is for the positive tweets and 0 is for the negative ones. For the positives, the precision score is 0.87, the f1-score is 0.88 and the recall is 0.89. For the negatives, the precision score is 0.87, the f1-score is 0.86 and the recall is 0.85. The total accuracy of the model comes out to be 0.87.

<table>
<thead>
<tr>
<th>TABLE VI. RESULT OF LOGISTIC REGRESSION USING TF-IDF</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>-----</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>accuracy</td>
</tr>
</tbody>
</table>

E. Decision Tree Classifier

Decision tree classifier is used for classification and regression. It forms a tree-like structure and learns simple decision rules to predict the target class value.

Decision Tree Classifier analyzed and registered 257 positive tweets correctly, 91 positive tweets incorrectly, 347 negative tweets correctly and 46 negative tweets incorrectly in the confusion matrix. Based on this, Table VII shows the major classification metrics precision, recall and f1-score for both the classes individually. Here, 1 is for the positive tweets and 0 is for the negative ones. For the positives, the precision score is 0.79, the f1-score is 0.84 and the recall is 0.88. For the negatives, the precision score is 0.85, the f1-score is 0.79 and the recall is 0.74. The total accuracy of the model comes out to be 0.82.

On plotting its confusion matrix, Decision Tree classifier with TFIDF analyzed and registered 259 positive tweets correctly, 69 positive tweets incorrectly, 322 negative tweets correctly and 72 negative tweets incorrectly in the confusion matrix. Based on this, Table VIII shows the major classification metrics precision, recall and f1-score for both the classes individually. Here, 1 is for the positive tweets and 0 is for the negative ones. For the positives, the precision score is 0.78, the f1-score is 0.80 and the recall is 0.82. For the negatives, the precision score is 0.78, the f1-score is 0.76 and the recall is 0.74. The total accuracy of the model comes out to be 0.78.
models, specifically focusing on accuracy, precision, recall, and F1-score. These metrics were meticulously analyzed using the Bag of Words technique as the chosen method for feature extraction. By examining these performance indicators, valuable insights are gained into the effectiveness and efficiency of each model in the context of the analyzed dataset.

### Table VII. Result of Decision Tree Using Bag of Words

<table>
<thead>
<tr>
<th>precision</th>
<th>recall</th>
<th>f1-score</th>
<th>support</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.85</td>
<td>0.74</td>
<td>0.79</td>
<td>348</td>
</tr>
<tr>
<td>1.00</td>
<td>0.79</td>
<td>0.81</td>
<td>339</td>
</tr>
<tr>
<td>accuracy</td>
<td></td>
<td>0.82</td>
<td>741</td>
</tr>
</tbody>
</table>

### Table VIII. Result of Decision Tree Using TF-IDF

<table>
<thead>
<tr>
<th>precision</th>
<th>recall</th>
<th>f1-score</th>
<th>support</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.78</td>
<td>0.74</td>
<td>0.76</td>
<td>339</td>
</tr>
<tr>
<td>1.00</td>
<td>0.78</td>
<td>0.80</td>
<td>375</td>
</tr>
<tr>
<td>accuracy</td>
<td></td>
<td>0.76</td>
<td>741</td>
</tr>
</tbody>
</table>

### F. Random Forest Classifier

Random Forest classifier uses many decision trees and finds the average of the results from these trees to obtain improved accuracy for prediction.

Table IX shows the major classification metrics precision, recall and f1-score for both the classes individually. Here, 1 is for the positive tweets and 0 is for the negative ones. For the positives, the precision score is 0.81, the f1-score is 0.86 and the recall is 0.92. For the negatives, the precision score is 0.89, the f1-score is 0.81 and the recall is 0.75. The total accuracy of the model comes out to be 0.84. On plotting its confusion matrix, the random forest model analyzed and registered 258 positive tweets correctly, 90 positive tweets incorrectly, 363 negative tweets correctly and 30 negative tweets incorrectly as shown in Table IX.

### Table IX. Result of Random Forest Using Bag of Words

<table>
<thead>
<tr>
<th>precision</th>
<th>recall</th>
<th>f1-score</th>
<th>support</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.89</td>
<td>0.75</td>
<td>0.81</td>
<td>348</td>
</tr>
<tr>
<td>1.00</td>
<td>0.81</td>
<td>0.86</td>
<td>393</td>
</tr>
<tr>
<td>accuracy</td>
<td></td>
<td>0.84</td>
<td>741</td>
</tr>
</tbody>
</table>

Table X shows the major classification metrics precision, recall and f1-score for both the classes individually. Here, 1 is for the positive tweets and 0 is for the negative ones. For the positives, the precision score is 0.92, the f1-score is 0.87 and the recall is 0.94. For the negatives, the precision score is 0.92, the f1-score is 0.82 and the recall is 0.74. The total accuracy of the model comes out to be 0.85. On plotting its confusion matrix, the random forest classifier with TFIDF analyzed and registered 255 positive tweets correctly, 93 positive tweets incorrectly, 364 negative tweets correctly and 29 negative tweets incorrectly as shown in Table X.

### Table X. Result of Random Forest Using TF-IDF

<table>
<thead>
<tr>
<th>precision</th>
<th>recall</th>
<th>f1-score</th>
<th>support</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.92</td>
<td>0.74</td>
<td>0.82</td>
<td>348</td>
</tr>
<tr>
<td>1.00</td>
<td>0.80</td>
<td>0.87</td>
<td>393</td>
</tr>
<tr>
<td>accuracy</td>
<td></td>
<td>0.85</td>
<td>741</td>
</tr>
</tbody>
</table>

### G. Comparing Results

The presented data in Table XI provides a comprehensive overview of the performance metrics evaluated across various models, specifically focusing on accuracy, precision, recall, and F1-score. These metrics were meticulously analyzed using the Bag of Words technique as the chosen method for feature extraction. By examining these performance indicators, valuable insights are gained into the effectiveness and efficiency of each model in the context of the analyzed dataset.

### Table XI. Comparing Results of All the Models Using Bag of Words

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>0.8583</td>
<td>0.8733</td>
<td>0.8303</td>
<td>0.9211</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>0.8583</td>
<td>0.8712</td>
<td>0.8412</td>
<td>0.9033</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>0.8704</td>
<td>0.8818</td>
<td>0.8544</td>
<td>0.8906</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>0.7841</td>
<td>0.8010</td>
<td>0.7834</td>
<td>0.8193</td>
</tr>
<tr>
<td>Random Forest</td>
<td>0.8556</td>
<td>0.8715</td>
<td>0.8250</td>
<td>0.9236</td>
</tr>
</tbody>
</table>

The following graph in Fig. 1 shows a comparison of accuracy score of different models with Bag of Words as the feature extraction method.

![Accuracy bar plot for machine learning models with bag of words as feature extraction method.](image)

The following graph in Fig. 2 shows a comparison of ROC AUC score of different models with Bag of Words as the feature extraction method.

![ROC curve machine learning models with bag of words as feature extraction method.](image)
Here, ‘RF’ is Random Forest, ‘DT’ is Decision Tree, ‘LR’ is Logistic Regression, ‘NB’ is Naïve Bayes and ‘SVM’ is Support Vector Machine.

From the ROC curve and the accuracy bar plot, it can be observed from these plots that most of the classifiers perform decently, and Logistic Regression classifier with Bag of Words feature extraction method performs the best with AUC score of 0.942 and an accuracy of 87.0445%. Close to it is the Support Vector Machine and Naive Bayes classifier with an accuracy of 85.8300%.

The presented data in Table XII provides a comprehensive overview of the performance metrics evaluated across various models that are accuracy, precision, recall, and F1-score. These metrics have been diligently analyzed for all the models, with a specific focus on the utilization of the TF-IDF technique as the chosen approach for feature extraction.

**TABLE XII. COMPARING RESULTS OF ALL THE MODELS USING TF-IDF**

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>f1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>0.8879</td>
<td>0.8943</td>
<td>0.8954</td>
<td>0.8931</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>0.8664</td>
<td>0.8823</td>
<td>0.8281</td>
<td>0.9440</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>0.8704</td>
<td>0.8794</td>
<td>0.8685</td>
<td>0.8906</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>0.7841</td>
<td>0.8010</td>
<td>0.7834</td>
<td>0.8193</td>
</tr>
<tr>
<td>Random Forest</td>
<td>0.8367</td>
<td>0.8585</td>
<td>0.7944</td>
<td>0.9338</td>
</tr>
</tbody>
</table>

The following graph in Fig. 3 shows a comparison of accuracy scores of different models with TF-IDF as the feature extraction method.

![Fig. 3. Accuracy bar plot for machine learning models with TF-IDF as feature extraction method.](image-url)

The following graph in Fig. 4 shows a comparison of ROC AUC scores of different models with TF-IDF as the feature extraction method. Here, ‘RF’ is Random Forest, ‘DT’ is Decision Tree, ‘LR’ is Logistic Regression, ‘NB’ is Naïve Bayes and ‘SVM’ is Support Vector Machine.

From the ROC curve and the accuracy bar plot, it can be observed from these plots that all the classifiers perform decently, and Support Vector Machine classifier with TF-IDF feature extraction method performs the best with an AUC score of 0.95 and an accuracy of 88.7989%. Close to it is the Logistic Regression and Naive Bayes classifier with an accuracy of 87.0445% and 86.6397% respectively.

![Fig. 4. ROC curve machine learning models with TF-IDF as feature extraction method.](image-url)

**H. Deep Learning Models**

1) **BERT**: The deep learning model BERT worked efficiently with the dataset and gave a validation accuracy of 90.42%. The mode ran for three epochs where it gave an accuracy of 89.88% in first epoch, 89.20% in the second epoch and finally 90.42% in the third epoch which was the highest.

The above graph in Fig. 5 shows the relationship between loss and the learning rate. The model experienced the minimum loss when the learning rate was around $10^{-4}$.

![Fig. 5. A plot between learning rate and loss.](image-url)

2) **LSTM**: The deep learning model LSTM worked decently with the dataset and gave a validation accuracy of 88.26. The mode ran for 5 epochs where it gave an accuracy of 70.04 in first epoch, 86.50 in the second epoch, 87.58 in the third epoch, 87.72 in the fourth and finally 88.26 in the fifth epoch which was the highest. The following graph in Fig. 6 showcases the plot between the accuracy and the number of epochs with the training and the validation set.
Here the validation accuracy goes nearly constant after intersecting with accuracy at 0.88 whereas the accuracy plot keeps on increasing and takes over after the intersection.

The following graph in Fig. 7 showcases the plot between the loss and the number of epochs with the training and the validation set.

![Accuracy Plot](image1)

**Fig. 6.** Accuracy of LSTM model for both training and test set. Here accuracy refers to the training set accuracy and val_accuracy refers to the testing set accuracy.

**Fig. 7.** Loss of LSTM model for both training and test set. Here loss refers to the training set loss and val_loss refers to the testing set loss.

**VI. CONCLUSIONS**

The aim of this study is to analyze the sentiments of people about the COVID-19 vaccine that has been introduced recently through the social media platform “Twitter”. To be able to evaluate the opinion of the public, a dataset with the most recent tweets was taken and applied two word embedding techniques to them. Five machine learning algorithms and two deep learning algorithms have been utilized for classification of tweets into positive and negative. Experimental results suggest that out of the machine learning models used, Support vector machine when used with TF-IDF as word embedding technique gives the highest accuracy. However, deep learning models give a higher accuracy. LSTM model when used with some preprocessing gave the accuracy 88.26% after four epochs. They helped in analyzing that most people have a positive outlook for the COVID-19 vaccine, while some part of the population is still hesitant about it. The possible reasons for the same can be that people fear that the vaccine might have side effects, or they might not be open to accept a new vaccine introduced to the market, or they are not aware enough about the consequences of not taking the COVID vaccine. Compared to the related research papers the highest accuracy obtained using LSTM is 90.59 % and our model has predicted with the highest accuracy of 90.42% using BERT techniques. This study can be of utmost importance to organizations analyzing the sentiment of a large population towards the COVID-19 vaccine in turn acting as a tool to find out ways to cope with the problem. It can help them find what section of society is hesitant and why, so that they can probably change something or improve the quality of services they provide.

However, it should be noted that this study uses only two feature extraction methods, Bag of Words and TF-IDF. Future work might consider utilizing alternative feature extraction methods such as Word2Vec and GloVe to further improve the effectiveness of the models. Another important aspect to consider can be the geographic and cultural context. While this study analyzed sentiments on a global level, further research could focus on sentiment analysis within specific regions or countries. This would allow for a better understanding of the variations in public opinion and can help identify country-specific challenges, such as vaccine hesitancy, misinformation, or unique socio-political factors that influence sentiment.
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An Enhanced SVM Model for Implicit Aspect Identification in Sentiment Analysis

Halima Benarafa¹, Mohammed Benkalifa², Moulay Akhloufi³

Abstract—Opinion Mining or Sentiment Analysis (SA) is a key component of E-commerce applications where a vast number of reviews are generated by customers. SA operates on aspect level where the views are expressed on a specific aspect of a product and have a big influence on the customers’ choices and businesses’ reputation. Aspect Based Sentiment Analysis (ABSA) is the task of categorizing text by aspect and identifying the sentiment attributed to it. Implicit Aspect Identification (IAI) is a subtask of ABSA. This paper aims to empirically investigate how external knowledge (e.g. WordNet) is integrated into SVM model to address some of its intrinsic issues when dealing with classification. To achieve this research goal, we propose an approach to improve Support Vector Machines (SVM) model to deal with IAI. Using WordNet (WN) semantic relations, we suggest an enhancement for the SVM kernel computation. Experiments are conducted on three benchmark datasets of products, laptops, and restaurant reviews. The effects of our approach are examined and analyzed according to three criteria: (i) kernel function used, (ii) different experimental settings, and (iii) SVM behavior towards Overfitting and Underfitting. The research finding of our work is that the integration of external knowledge (e.g. WordNet) is experimentally proved to be significantly helpful to SVM classification for IAI and especially for addressing Overfitting and Underfitting that are considered as two of the main structural SVM issues. The empirical results demonstrate that our approach helps SVM (i) improve its performance for the three considered kernels and under different experimental settings, and (ii) deal better with Overfitting and Underfitting.

Keywords—Implicit aspect-based sentiment analysis; machine learning; supervised approaches; support vector machines; wordnet; lesk algorithm

Abbreviations

ABSA Aspect Based Sentiment Analysis
ACD Aspect Category Detection
ATE Aspect Term Extraction
IAI Implicit Aspect Identification
IAT Implicit Aspect Term
IR Improvement Rate
LDA Latent Dirichlet Allocation
LSTM Long Short Term Memory
NLP Natural Language Processing
POS Part Of Speech
RNN Recurrent Neural Network
SA Sentiment Analysis
SVM Support Vector Machines
WN WordNet
WSD Word Sense Disambiguation

I. INTRODUCTION

Sentiment Analysis (SA), also known as opinion mining, is a research area in the field of Natural Language Processing (NLP) [1] that aims to display emotions and automatically identify the sentiments conveyed in text. SA studies have been conducted at three granularity levels: document level [2], sentence level [3], and aspect level [4]. In Document-level Sentiment Analysis, the entire document is analyzed to determine whether it expresses a positive or negative sentiment. However, in Sentence-level Sentiment Analysis, the opinion of each sentence in the document is analyzed. In Aspect-Based Sentiment Analysis (ABSA), opinions regarding each aspect of the text’s existing entities are collected.

The majority of studies are interested in aspect identification task since it is the key task in aspect-level SA. Aspects can be either implicit or explicit. Explicit aspect extraction has attracted a lot of interest, whereas implicit aspects haven’t received much attention. Explicit aspects are defined as specific terms that are explicitly stated in the document, they can be expressed using a noun or noun phrase. On the other side, an implicit aspect is not explicitly stated in the text. It takes the form of an adjective, verb, or adverb as shown in [5], [6], and [7]. Implicit aspects are crucial since they can capture the emotions expressed in the text and improve the Opinion Mining Task.

In this study, we propose a method for enriching SVM model by combining its basic kernel function with similarity function inspired from Lesk algorithm [8] when applied to Word Sense Disambiguation (WSD) introduced by Weaver et al. [9]. WSD is the process of automatically assigning a meaning to the ambiguous words in a given context, as defined in [10], [11] and [12]. According to the original Lesk algorithm, a word’s appropriate meaning in a particular context is one that has the maximum degree of overlap between its dictionary definition and the given context.

In this paper, we use the fundamental idea of Lesk Algorithm for WSD. However, the originality of our work is established on two different levels: (i) The idea logic: We use WordNet dictionary (WN), developed in [13], to design a similarity function between terms inspired from the Lesk algorithm. We then use this function to create a novel SVM Kernel that assigns higher weights to semantically similar words in terms of the degree of influence they have on classifying new observations. (ii) Model construction: Our similarity function amplifies the similarity score between terms
by first squaring the original score and then adding 1. This new formulation ensures significantly greater similarity scores for terms with similar semantic properties. Nevertheless, it maintains the same basic SVM Kernel value for words with different meanings.

We prepare several experiments in accordance with protocols that are intended to support the goals of our investigation. The key findings of our study are summarized as follows: (i) Our method enhances SVM's performance for the three kernels Gaussian, Anova, and Bessel, for the three considered datasets and under different experimental settings, and (ii) Our approach helps SVM perform better even when dealing with Overfitting and Underfitting which are known to be serious intrinsic issues for SVM classification.

The breakdown of the paper’s structure is as follows. Related works on Aspect-based SA are discussed in the second section. Our proposed approach is described in the third section. The experimental setting is provided in section four, which is followed by a section on the results and discussion. The final section concludes this work.

II. RELATED WORKS

There are two major types of techniques used for Aspect Identification. Lexicon based approaches mainly include dictionary-based methods and corpus-based methods, where as machine learning approaches [15] and deep learning-based approaches [14] include supervised, unsupervised, or semi supervised learning methods.

Finding co-occurrence patterns of opinion words with context-specific orientation is the goal of corpus-based approaches. These techniques rely on syntactic patterns and seed opinion words to find additional opinion words and their orientation in domain corpora [16].

Dictionary-based techniques are methods that make use of WordNet or any other dictionary semantic relations. The work in [17], is an earlier dictionary-based method to identify aspects conveyed by adjectives. The authors of [18] perform an implicit aspect identification task for adjectives and verbs using definition and synonym relations extracted from WordNet. In [19], authors propose a new hybrid model for implicit aspect identification that uses semantic relations combined with a frequency-based method and supervised classifiers.

In [20] and [21], two of the most well-known co-occurrence-based approaches are presented. In [20], Schouten et al. predict implicit aspects according to the co-occurrence frequency between explicit aspects and opinion terms. Potential implicit aspects are determined based on a defined threshold value. In [21], the training data are enhanced by the use of WordNet’s semantic relations and the co-occurrence score is computed for each extracted implicit aspect and its WordNet synsets. Additional co-occurrence methods are presented in [22] and [23]. The researchers Devi et al. [22] proposed a novel method to detect implicit aspects from opinionated documents using the co-occurrence of aspects with feature indicators and ranking the pair according to how frequently they co-occur. To determine how well a given candidate implicit aspect matches an opinion word, Rana et al. [23] identified implicit aspects using the co-occurrence approach and normalized Google distance.

Traditional machine learning techniques have been frequently used for ABSA. In [24], Sivakumar et al. make use of semantic relatedness between aspect term and opinion sentence to improve some machine learning algorithms for sentiment classification task. Gupta et al. [25], use an ensemble machine learning technique to perform ATE task. They combine the output of different supervised learning algorithms using a majority voting technique. Topic modeling, an unsupervised machine learning technique, has been widely applied to ACD. [26], [27], and [28] all make use of the well-known topic modeling technique Latent Dirichlet Allocation (LDA). Garcia-Pablos et al. [26] suggest an unsupervised system called W2V/LDA. To conduct ACD and sentiment classification, the system uses LDA combined with a Maximum Entropy classifier and word embedding. In [27], Poria et al. provide an original LDA technique to group aspect terms into corresponding aspect categories. To enhance the clustering process, semantic similarity between two words is used. Pathik et al. [28] suggest an unsupervised model for ACD using LDA in combination with linguistic rules. To perform ACD, Aspects are first ranked according to their probability distribution values and then clustered into predefined categories using domain knowledge with frequent terms.

Deep learning algorithms have recently begun to be used for ABSA after experiencing great success across a number of application domains. A recent work, [29], provides a hybrid method for detecting implicit aspects that combines a recurrent neural network (RNN) with a similarity function from spaCy and similarity metrics based on WordNet. The authors of [30] suggest a deep learning-based topic-level model for sentiment analysis. They performed ACD and sentiment classification using an LSTM network with a topic-level attention mechanism. Authors in [31] propose a two-step unsupervised model that combines deep learning techniques with language patterns in order to improve the ATE task. First, they extract aspects using a rule-based technique, and then they prune the pertinent aspects using fine-tuned word embedding. The extracted elements from the first phase are used as labeled data in the second phase to train the attention-based deep learning model.

There are numerous challenges and limitations for related works. Some of them conduct evaluations of their proposed models under optimal conditions without considering special situations like Overfitting and Underfitting. Others do not test their models on multiple experimental settings to figure out how they behave in different situations including non-ideal conditions. In addition to the aforementioned general shortcomings, some directly related approaches suffer from particular limitations. It is important to note that every study addresses the same problem, namely “Implicit Aspect Identification”. They do, however, operate at various levels. While the techniques proposed in [18] and [19] concentrate on improving training data quality by acting at the data level which is a less challenging level, the approach proposed in [26] and our suggested method operate at the algorithmic level by suggesting modifications or additions. The works in [21], [17], [20] and [28] are hybrid methods that operate at both data level and algorithmic level. The work in [17], treats only aspects implied by adjectives without considering verbs that are very important implicit aspect indicators. In [21], the category is given to a sentence if the greatest conditional probability is greater than the corresponding trained threshold. the main
limitation of this technique is that it needs a sufficient amount of training data to work properly. The amount of training data needed to perform well presents also a limitation for the method proposed in [26] since additional text reviews are needed to compute the topic model and domain-based word embeddings. The technique proposed in [20] suffers from two limitations, the first one is the obvious need for labeled data, and the second one is selecting only one implicit feature for each sentence, since they are working on sentence-level and their datasets contain more than one implicit feature and some implicit aspects can be missed by the algorithm. A common limitation to all these directly related approaches and our technique is that they do not address broad aspects which are often omitted, like the “anecdotes/miscellaneous” aspect on the Restaurant dataset [34]. Unlike [20], [21], and [26], our technique doesn’t require a huge amount of training data to work properly.

Our research concentrates on implicit aspect-level sentiment analysis and its applications, and how to develop more semantic-oriented sentiment analysis. The motivation of our work is to address some of the structural issues of machine learning classification models applied to Implicit Aspect Identification like Overfitting and Underfitting. In this paper, the proposed approach is using semantic relations from WordNet lexical database for enhancing the SVM classification model so that it can better cope with some of its intrinsic issues. To achieve this motivation, we propose our approach which is specifically appropriate thanks to the fact that it captures similarity information between two aspect terms (from WordNet) and uses this similarity to increase the degree of influence on classification between these two aspect terms. Our approach operates at the SVM kernel which controls this degree of influence on classification between two aspect terms and therefore determines how each training term affects the final SVM classification results.

III. PROPOSED APPROACH

In this section, we describe our method, which is illustrated in Fig. 1. Its goal is to integrate relevant external knowledge, namely semantic knowledge obtained from WN lexical database into SVM Kernel calculation. For this purpose, we propose three new semantic kernel functions to SVM.

\( T_i \) and \( T_j \) are two implicit aspect terms (IAT) in the dataset, and \( Def_i \) and \( Def_j \) correspond to their respective sets of Wordnet definitions. \( Def_i \) and \( Def_j \) are defined as follows:

\[
Def_i = \{ \text{subset}_{i1}, ..., \text{subset}_{is} \}, s \in [1, n] \quad (1)
\]

\[
Def_j = \{ \text{subset}_{j1}, ..., \text{subset}_{jt} \}, t \in [1, m] \quad (2)
\]

Where \( n \) and \( m \) are respectively the numbers of definitions in \( Def_i \) and \( Def_j \), \( \text{subset}_{is} \) is the set of words representing the \( s^{th} \) definition in \( Def_i \), and \( \text{subset}_{jt} \) is the set of words representing the \( t^{th} \) definition in \( Def_j \). The new kernels are computed according to the following formulas:

\[
score(Def_i, Def_j) = \max NCW_{ij}(s,t), s \in [1, n], t \in [1, m] \quad (3)
\]

\[
sim(T_i, T_j) = score^2(Def_i, Def_j) + 1 \quad (4)
\]

\[
GaussianNew(T_i, T_j) = \exp(-\gamma(\|T_i - T_j\|^2/sim(T_i, T_j))) \quad (5)
\]

\[
AnovaNew(T_i, T_j) = \sum_{k=1}^{n} exp(-\sigma((T_{ik} - T_{jk})/sim(T_i, T_j))^2)^d \quad (6)
\]

\[
BesselNew(T_i, T_j) = J_0(\sigma\|T_i - T_j\|) * \sim(T_i, T_j) \quad (7)
\]

Since equivalent word senses are commonly defined by the same terms, the score is determined by comparing word definitions collected from WordNet lexical database [13]. We can make the following assumption: for two terms, the more similar words that their definitions contain the more similar these two terms are. We inspire from Lesk algorithm [8] to create the proposed score. The Lesk algorithm suggests comparing two concepts using the number of common words in their glosses. First, the number of common terms between each subset in \( Def_i \) and each subset in \( Def_j \) is computed.

Let’s note this number as follows:

\[
NCW_{ij}(s, t) = \text{the number of common terms between subset}_{is} \in Def_i \text{ and subset}_{jt} \in Def_j .
\]

As stated in equation (3), the score is then computed as the maximum of all these numbers \( NCW_{ij}(s, t) \).

Equation (4) shows how \( \sim(T_i, T_j) \) is obtained. This latter is calculated by adding 1 to the square of \( score(Def_i, Def_j) \).

If \( T_i \) and \( T_j \) are dissimilar (\( score(Def_i, Def_j) = 0 \)), then the new kernel between them is computed as follows:

- For Gaussian and Anova kernels, the new distance between \( T_i \) and \( T_j \) is set to the standard distance since \( \sim(T_i, T_j) \) is equal to 1.
- For Bessel kernel, \( J_0 \) (the Bessel function of the first kind) is set to its basic value since \( \sim(T_i, T_j) \) is equal to 1.

The score is squared to provide higher similarity of terms having a larger number of common words between subsets of their definitions.

In equations (5) and (6), the new SVM kernels (\( GaussianNew(T_i, T_j) \) and \( AnovaNew(T_i, T_j) \)), are calculated by dividing the standard distances used in the original Gaussian and Anova kernel functions by the proposed similarity in equation (4). In each of these new kernels, the division of the distance by the proposed similarity aims to decrease the distance between similar terms and then increase the degree of influence they have on the classification of each others. In other terms, by decreasing the value inside the exponential function, the resulting value of the kernel is amplified for similar terms.

In equation (7), the new Bessel kernel is calculated by multiplying \( J_0 \), which is the Bessel function of the first kind, by
the proposed similarity in equation (4). The new Bessel kernel
value is defined as $J_0$ multiplied by the proposed similarity
function. Consequently, this resulting value is amplified which
increases the degree of influence on classification between the
nearest terms.

**IV. EXPERIMENTS AND RESULTS**

This section presents the experiments conducted to assess
our proposed method. The pre-processing techniques applied,
the classifier used, the utilized datasets, the performance met-
rics adopted, and the experimental protocols implemented are
detailed below.

**A. Experimental Setup and Protocols**

1) **Pre-processing:** Pre-processing begins with corpus pars-
ing to extract a list of adjectives and verbs using Part of Speech
Tagger (POS). And then all stop words are removed from the
initial list to create the final one.

2) **Classifier used:** Support Vector Machines (SVM) [32]
are a group of supervised learning techniques for classification
and regression. Putting more emphasis on classification task,
the goal of SVM is to create a hyperplane that divides instances into distinct classes while maximizing the distance (or margin) with the closest data points, known as support vectors.

3) Datasets: To evaluate our technique, we used Restaurant, Products and Laptop datasets. Products dataset was created by Cruz-Garcia et al. [33] who manually labeled each IAT. This dataset is based on the customer review corpus described in [36]. It includes five corpora for various electronic products. The primary considered implicit aspects are functionality, performance, appearance, price, quality, weight, and size.

Restaurant dataset is used for SemEval-2014 ABSA task 4 [35]. It contains 3044 English sentences from Gana et al.’s [34] restaurant reviews with five predetermined implicit aspects: price, food, ambiance, service, and anecdotes/miscellaneous.

Laptop dataset is a modified version of SemEval-2015 ABSA dataset for laptop domain [37]. This corpus is used for SemEval-2016 task 5 for Aspect Based Sentiment Analysis [38]. The primary addressed implicit aspects are operation performance, usability, price, quality, design features, portability, and connectivity.

4) Evaluation measures: Accuracy, precision, recall, and F1-score are the most widely utilized evaluation measures for assessing the model’s performance. Accuracy is the proportion of correctly predicted samples. Precision, recall, and F1-score are employed instead of accuracy when the dataset is unbalanced since accuracy alone is insufficient. The F1-score is the equally weighted average of precision and recall [39].

\[
F1 = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]  

Where Precision is the percentage of correct predictions over all positive label samples, whereas recall is the percentage of correct predictions across all positive predictions.

5) Experimental protocols: Our experimental protocols are prepared in order to evaluate our method according to the following issues:

a) SVM behavior depending on kernel functions used,
b) SVM behavior under different experimental settings,
c) SVM behavior under Overfitting and Underfitting.

To lower the uncertainty of data splitting between testing and training data, 10-fold cross-validation is used in all experiments. The experimental protocols will be detailed in the following four subsections, with an emphasis on each protocol’s intended purpose and how each protocol is designed to achieve its goal.

a) Kernel functions used: The main function of the kernel is to transform the input data into the required form. There are various types of kernels. In order to evaluate our approach, we used three different kernels.

Gaussian RBF kernel: The Gaussian RBF kernel is one of the most used kernels with SVM. This kernel function is preferred when we do not have any prior knowledge of the data. The equation of Gaussian RBF is presented as follows:

\[
K(x, z) = \exp(-\gamma ||x - z||^2)
\]

Where ||x – z|| denotes the Euclidean distance between the two data points x and z, respectively. The parameter γ controls the Gaussian curve’s shape and determines how each training sample affects the classification result.

Anova kernel: The ANOVA kernel is a radial basis function that is frequently used in kernel-based techniques, such as SVM. The ANOVA kernel is formulated as:

\[
K(x, z) = \sum_{k=1}^{n} \exp(-\sigma (x_k - z_k)^2)^d
\]

Where x and z are two data points, and d denotes the ANOVA kernel’s degree. The parameter σ influences both the border of the categorization problem and the shape of the ANOVA kernel.

Bessel kernel: The Bessel kernel is a radial basis function used in kernel-based methods in mathematics, such as SVM. The equation of Bessel kernel is given by:

\[
K(x, z) = J_0(\sigma ||x - z||)
\]

Where x and z are two data points, \(J_0\) is the Bessel function of the first kind, and \(||x - z||\) is the Euclidean distance between them. The parameter \(\sigma\) impacts the boundary of the categorization problem, which also impacts the Bessel kernel’s structure.

b) SVM behavior under different experimental settings: SVM is a machine learning classification technique whose performance depends not only on kernel function but also on its parameters. The most critical parameters are C, γ, and σ. Parameter C is the error penalty misclassification, it controls the trade-off between maximizing the margin and minimizing the misclassification error. Parameter γ determines the speed of the decrease of the similarity of two points as the distance between them increases. It is critical to determine how far the influence of each training instance reaches.

Protocol 1: Experiments for issues (a) and (b):

For our comparative protocol, we execute BasicSVM and NewSVM using a grid search with respect to combinations \{C, γ\} (for Gaussian RBF Kernel) and \{C, σ\} (for Anova and Bessel Kernels), where C, γ and σ range within \([2^{-5}, 2^{15}]\) interval, in order to obtain as many as possible significant values for performance ranging from Underfitting values up to Overfitting values.

As the parameter setting changes, the performance of each of NewSVM and BasicSVM models ranges from Minimum to Maximum values that correspond respectively to Underfitting and Overfitting situations. For each model, we identify from its performance range three different pertinent F1 performance values Minimum Value, Median Value, and Maximum Value. The identified Minimum and Maximum performance values
are chosen to be different, if possible, from Underfitting and Overfitting values respectively. This is because Underfitting and Overfitting are treated separately in the next part of this section. Our protocol aims to conduct objective comparisons of F1 performances of both NewSVM and BasicSVM models. In fact, it compares each of the three identified F1 performances of each model to the F1 performance of the other model, obtained under the same experimental parameter setting leading to the identified performance of the former model.

To deal with issues (a) and (b), we conduct our experiments according to the following protocol:

**Protocol 1: kernel functions used and different experimental settings:**

For each dataset from \{Laptop, Products, Restaurant\}:

For each Kernel from \{Gaussian RBF, Anova, Bessel\}:

If (the best performance is identified for BasicSVM) / (OR the best performance is identified for NewSVM):

Let’s denote:

1) BestBasicSVM as the BasicSVM algorithm with the best F1-score performance. (OR BestNewSVM as the NewSVM algorithm with the best F1-score performance.)

2) NewSVM\_\text{Param} – BestBasicSVM as the NewSVM algorithm using the same parameters used by BestBasicSVM. (OR BasicSVM\_\text{Param} – BestNewSVM as the BasicSVM algorithm using the same parameters used by BestNewSVM.)

Compare F1-score average performances of NewSVM\_\text{Param} – BestBasicSVM and BestBasicSVM (OR Compare F1-score average performances of BasicSVM\_\text{Param} – BestNewSVM and BestNewSVM)

If (the median performance is identified for BasicSVM) / (OR the median performance is identified for NewSVM):

Let’s denote:

1) MedianBasicSVM as the BasicSVM algorithm with the median F1-score performance. (OR MedianNewSVM as the NewSVM algorithm with the median F1-score performance.)

2) NewSVM\_\text{Param} – MedianBasicSVM as the NewSVM algorithm using the same parameters used by MedianBasicSVM. (OR BasicSVM\_\text{Param} – MedianNewSVM as the BasicSVM algorithm using the same parameters used by MedianNewSVM.)

Compare F1-score average performances of NewSVM\_\text{Param} – MedianBasicSVM and MedianBasicSVM (OR Compare F1-score average performances of BasicSVM\_\text{Param} – MedianNewSVM and MedianNewSVM)

If (the worst performance is identified for BasicSVM) / (OR the worst performance is identified for NewSVM):

Let’s denote:

1) WorstBasicSVM as the BasicSVM algorithm with the worst F1-score performance. (OR WorstNewSVM as the NewSVM algorithm with the worst F1-score performance.)

2) NewSVM\_\text{Param} – WorstBasicSVM as the NewSVM algorithm using the same parameters used by WorstBasicSVM. (OR BasicSVM\_\text{Param} – WorstNewSVM as the BasicSVM algorithm using the same parameters used by WorstNewSVM.)

Compare F1-score average performances of NewSVM\_\text{Param} – WorstBasicSVM and WorstBasicSVM (OR Compare F1-score average performances of BasicSVM\_\text{Param} – WorstNewSVM and WorstNewSVM)

Compute all Improvement Rates (IR) of NewSVM over BasicSVM
Report F1-score averages and IR results

c) SVM behavior under overfitting and underfitting: We design a protocol that is intended to examine and compare the impact of Overfitting and Underfitting on the performance of NewSVM and BasicSVM with three kernels, Gaussian RBF, Anova, and Bessel. To accomplish this aim, our suggested protocol should:

1. Be built under conditions that cause SVM Underfitting and Overfitting. Generally, Overfitting and Underfitting are induced by respectively large values of C, \( \gamma \) and \( \sigma \), and small values of C, \( \gamma \) and \( \sigma \). The small and large values of these parameters are experimentally identified using grid search along with cross-validation.

The parameters \( \gamma \) and \( \sigma \) determine the extent of a single training example influence (\( \gamma \) is the hyper-parameter of Gaussian RBF Kernel, and \( \sigma \) is the hyper-parameter of Anova and Bessel kernels). When gamma and sigma are very small the model is too constrained and cannot capture the complexity of the data. Consequently, the region of influence of any selected support vector would include the whole training set. In addition to that, small values of \( \gamma \) and \( \sigma \) consider only nearby points in calculating the separation line. As a result, a low value of \( \gamma \) and \( \sigma \) will loosely fit the training dataset, which causes Underfitting. In contrast to small values, large values of \( \gamma \) and \( \sigma \) consider all the data points in the calculation of the separation line. Consequently, a high value of \( \gamma \) and \( \sigma \) will exactly fit the training dataset, which causes Overfitting.

Parameter C represents the error penalty for misclassification for SVM. The C parameter trades off correct classification of training examples against maximization of the decision function’s margin. For larger values of C, a smaller margin will be accepted thus the model will be less tolerant, in other words, the model will be more specific and therefore this leads to Overfitting. A lower C will encourage a larger margin, therefore a simpler decision function at the cost of training accuracy, thus the model will be more tolerant to misclassifications, which causes Underfitting. In other words, C behaves as a regularization parameter in SVM.
2. Provide a measure to analyze the impact of Underfitting and Overfitting on SVM performance, in order to make a comparison between BasicSVM and NewSVM with regard to how they behave under Overfitting and Underfitting situations. In Overfitting, SVM has a good training performance and a bad test performance. In contrast, in Underfitting SVM performs poorly on both testing and training data. For assessing how sensitive both models are to Underfitting and Overfitting, we propose different measures that are presented and described in detail in section B “Results and Discussion”.

Protocol 2: Experiments for issue (c):

We compare the performances of NewSVM and BasicSVM for each of the three kernels (Gaussian RBF, Anova, and Bessel) and for Overfitting and Underfitting conditions. For this comparison, we execute a grid search with respect to \{C,γ\} and \{C,σ\} combinations, where C, γ and σ range within \([2^{-5}, 2^{15}]\) interval. This range is chosen to be very large (with very small lower bound and very large upper bound) so that grid search results in many combinations of \{C,γ\} and \{C,σ\} from which we extract relevant values leading to Overfitting and Underfitting that are used to conduct our experimental comparisons of BasicSVM and NewSVM.

In fact, for each situation of Underfitting and Overfitting, grid search identifies several relevant combinations resulting in the same F1-score performance. Thus, for our comparative experiments, we select the combinations of the largest values \{C_{max}, γ_{max}\} or \{C_{max}, σ_{max}\} and the smallest values \{C_{min}, γ_{min}\} or \{C_{min}, σ_{min}\} (depending on the kernel used) for respectively Overfitting and Underfitting conditions.

Protocol 2: Overfitting and Underfitting: For each dataset from \{Laptop,Products, Restaurant\}:

For each Kernel from \{Gaussian RBF, Anova, Bessel\}:

For each Model from \{NewSVM, BasicSVM\}:

If Kernel = Gaussian RBF :

If Overfitting :

Select \{C_{max}, γ_{max}\} for comparing NewSVM and BasicSVM

Else //Underfitting // :

Select \{C_{min}, γ_{min}\} for comparing NewSVM and BasicSVM

If Kernel = Anova or Kernel = Bessel :

If Overfitting :

Select \{C_{max}, σ_{max}\} for comparing NewSVM and BasicSVM

Else //Underfitting // :

Select \{C_{min}, σ_{min}\} for comparing NewSVM and BasicSVM

Report F1-score average results of Model

B. Results and Discussion

The results of the experiments are shown and discussed in this part considering the following aspects:

- SVM behavior depending on kernel functions used,
- SVM behavior under different experimental settings,
- SVM behavior under Overfitting and Underfitting.

1) SVM behavior depending on kernel functions used and under different experimental settings:

Table I is defined to show the behavior of both BasicSVM and NewSVM models with respect to different experimental settings. It presents, on one hand, the F1-score average performances of BestBasicSVM, MedianBasicSVM, and WorstBasicSVM compared respectively to F1-score average performances of NewSVM_Param−BasicSVM, NewSVM_Param−MedianBasicSVM and NewSVM_Param−WorstBasicSVM, and on the other hand, the F1-score average performance of BestNewSVM, MedianNewSVM, and WorstNewSVM compared respectively to F1-score average performances of BasicSVM_Param−BestNewSVM, BasicSVM_Param−MedianNewSVM and BasicSVM_Param−WorstNewSVM. It outlines these comparisons for the three considered kernels and the three datasets. Table I reveals that NewSVM outperforms BasicSVM for all kernels and all datasets used (shown by positive IR for all cases). In fact, when we introduce our proposed similarity in SVM kernels this results in tuned kernel values and then enhances the classification performance. These tuned values are obtained by integrating the proposed similarity function in the three considered kernels (Gaussian RBF, Anova, and Bessel), which amplifies kernel values and then increases the level of influence between the nearest terms. As a result, the new kernel functions allow SVM to improve its classification performance.

In addition to global findings marked by positive performance improvement rates of NewSVM over BasicSVM, there are some noteworthy points that clearly show NewSVM’s superiority:

a) We observe that NewSVM outperforms BasicSVM with the lowest, the middle, and the highest average IR over all kernels and datasets respectively for the best, the median, and the worst performances of both models. (IR average values are \{5, 78%, 36, 94%\}, \{34, 48%, 118, 97%\}, and \{193, 53%, 211, 89%\}, for respectively the best, the median, and the worst performances). NewSVM is shown to outperform BasicSVM for all cases but its outperformance rate changes with the level of the performance considered for comparison. Indeed, the best performance, that is chosen for any one of both models, usually corresponds to optimal hyperparameters for both NewSVM and BasicSVM. This fact allows this latter to reach high performances in general, and therefore not to be largely exceeded by NewSVM. Conversely, the worst performance, that is identified for any of both models, leads to the worst hyperparameters mainly for BasicSVM. Hence, this latter achieves its worst performance, which helps NewSVM to highly outperform it.

b) We notice that NewSVM outperforms BasicSVM with higher average IR over all kernels and datasets when best and median performances
are used for NewSVM than when they are used for BasicSVM (Average-IR(IR-BestNewSVM) and Average-IR(IR-MedianNewSVM) in Table II). In fact, the newly included similarity into SVM kernels helps NewSVM to be much less sensitive to the change of setting, the error misclassification, and the influence of training data instances that are controlled by hyperparameters (C, γ, and σ). Whereas, BasicSVM remains very sensitive as usual to these factors. Therefore, the performances of NewSVM do not significantly change even when we change hyperparameters from values leading to its best, median, and worst performances to values corresponding respectively to the best, median, and worst performances of BasicSVM. At the same time, BasicSVM is generally penalized when its own parameters are changed to NewSVM parameters. c) We also note that for the worst performances, NewSVM outperforms BasicSVM with higher average IR over all kernels and datasets (Average-IR(IR-WorstNewSVM) and Average-IR(IR-WorstBasicSVM)). However, NewSVM is shown to exceed BasicSVM with the same IR for every kernel and dataset except for the Gaussian kernel on Laptop dataset. This is simply explained by the fact that both models share the same hyperparameter values for their worst performances. In others terms, the values of the parameters that correspond to the worst performance of BasicSVM lead to the worst performance of NewSVM and vice versa.

To better show the behavior of both NewSVM and BasicSVM with respect to kernel functions for all datasets, we create Table II that represents an aggregated view of Table I. Indeed, Table II shows for each kernel function and for each dataset: (i) Average-F1-BasicSVM which is the average of F1-score performances of BestBasicSVM, MedianBasicSVM, and WorstBasicSVM, BasicSVM$_{Param}$-BestBasicSVM, BasicSVM$_{Param}$-MedianNewSVM, and BasicSVM$_{Param}$-WorstNewSVM, and (ii) Average-F1-NewSVM which is the average of F1-score performances of BestNewSVM, MedianNewSVM, and WorstNewSVM, NewSVM$_{Param}$-BestBasicSVM and NewSVM$_{Param}$-MedianNewSVM and NewSVM$_{Param}$-WorstBasicSVM and (iii) IR which is the improvement rate of Average-F1-NewSVM over Average-F1-BasicSVM. From Table II, it can be observed that the average improvement rates of NewSVM over BasicSVM reach their highest values with Bessel kernel and their lowest values with Anova kernel for all datasets. This observation may be explained by the low BasicSVM performance with Bessel kernel and the high BasicSVM performance with Anova kernel. This shows that BasicSVM performance is one among other impacting factors of the improvement rate of NewSVM over BasicSVM.

2) SVM behavior under overfitting and underfitting: a) Overfitting: To analyze the behavior of the new and original model in Overfitting conditions, and as stated previously in our protocol, the comparative experiments are conducted using the combination \( \{C_{\text{max}}, \sigma_{\text{max}}\} = \{32768, 32768\} \) for Gaussian kernel, and \( \{C_{\text{max}}, \sigma_{\text{max}}\} = \{32768, 32768\} \) for Anova and Bessel kernels, corresponding to the largest values of \( \delta \), \( \gamma \), and \( \sigma \) of BasicSVM. From Table II, it can be observed that \( \Delta \) values with Anova kernel for all datasets. This observation may be explained by the low BasicSVM performance with Bessel kernel and the high BasicSVM performance with Anova kernel. This shows that BasicSVM performance is one among other impacting factors of the improvement rate of NewSVM over BasicSVM.

Table III shows F1-score averages for NewSVM model and BasicSVM model under Overfitting situations (each average is obtained across multiple folds). In Overfitting, the two models perform well on training data but badly on test data.

We provide three indicators in Table III that are utilized to measure how sensitive BasicSVM and NewSVM are to Overfitting. Delta-test (Delta-test = F1-test(NewSVM) − F1-test(BasicSVM)) values are positive in all experiments in Table III. This demonstrates that NewSVM outperforms BasicSVM for all kernels and for all datasets, even in Overfitting situation. The fact that NewSVM outperforms BasicSVM on test data is the first indicator of NewSVM’s less Overfitting sensitivity in comparison to BasicSVM.

The two other indicators of BasicSVM and NewSVM Overfitting sensitivity are respectively Delta-BasicSVM and Delta-NewSVM (Delta-BasicSVM = F1-Train(BasicSVM) − F1-Test(BasicSVM), Delta-NewSVM = F1-Train(NewSVM) − F1-Test(NewSVM)). These two metrics measure the performance losses that are made respectively by BasicSVM and NewSVM over BasicSVM (Average-IR(IR-WorstBasicSVM)) minus Average-IR(IR-BestNewSVM). From Table II, it can be observed that the average improvement rates of NewSVM over BasicSVM reach their highest values with Bessel kernel and their lowest values with Anova kernel for all datasets. This observation may be explained by the low BasicSVM performance with Bessel kernel and the high BasicSVM performance with Anova kernel. This shows that BasicSVM performance is one among other impacting factors of the improvement rate of NewSVM over BasicSVM.

Table III shows F1-score averages for NewSVM model and BasicSVM model under Overfitting situations (each average is obtained across multiple folds). In Overfitting, the two models perform well on training data but badly on test data.

We provide three indicators in Table III that are utilized to measure how sensitive BasicSVM and NewSVM are to Overfitting.

Delta-test (Delta-test = F1-test(NewSVM) − F1-test(BasicSVM)) values are positive in all experiments in Table III. This demonstrates that NewSVM outperforms BasicSVM for all kernels and for all datasets, even in Overfitting situation. The fact that NewSVM outperforms BasicSVM on test data is the first indicator of NewSVM’s less Overfitting sensitivity in comparison to BasicSVM.

The two other indicators of BasicSVM and NewSVM Overfitting sensitivity are respectively Delta-BasicSVM and Delta-NewSVM (Delta-BasicSVM = F1-Train(BasicSVM) − F1-Test(BasicSVM), Delta-NewSVM = F1-Train(NewSVM) − F1-Test(NewSVM)). These two metrics measure the performance losses that are made respectively by BasicSVM and NewSVM over BasicSVM (Average-IR(IR-WorstBasicSVM)) minus Average-IR(IR-BestNewSVM). From Table II, it can be observed that the average improvement rates of NewSVM over BasicSVM reach their highest values with Bessel kernel and their lowest values with Anova kernel for all datasets. This observation may be explained by the low BasicSVM performance with Bessel kernel and the high BasicSVM performance with Anova kernel. This shows that BasicSVM performance is one among other impacting factors of the improvement rate of NewSVM over BasicSVM.

Table III shows F1-score averages for NewSVM model and BasicSVM model under Overfitting situations (each average is obtained across multiple folds). In Overfitting, the two models perform well on training data but badly on test data.

We provide three indicators in Table III that are utilized to measure how sensitive BasicSVM and NewSVM are to Overfitting.

Delta-test (Delta-test = F1-test(NewSVM) − F1-test(BasicSVM)) values are positive in all experiments in Table III. This demonstrates that NewSVM outperforms BasicSVM for all kernels and for all datasets, even in Overfitting situation. The fact that NewSVM outperforms BasicSVM on test data is the first indicator of NewSVM’s less Overfitting sensitivity in comparison to BasicSVM.

The two other indicators of BasicSVM and NewSVM Overfitting sensitivity are respectively Delta-BasicSVM and Delta-NewSVM (Delta-BasicSVM = F1-Train(BasicSVM) − F1-Test(BasicSVM), Delta-NewSVM = F1-Train(NewSVM) − F1-Test(NewSVM)). These two metrics measure the performance losses that are made respectively by BasicSVM and NewSVM over BasicSVM (Average-IR(IR-WorstBasicSVM)) minus Average-IR(IR-BestNewSVM). From Table II, it can be observed that the average improvement rates of NewSVM over BasicSVM reach their highest values with Bessel kernel and their lowest values with Anova kernel for all datasets. This observation may be explained by the low BasicSVM performance with Bessel kernel and the high BasicSVM performance with Anova kernel. This shows that BasicSVM performance is one among other impacting factors of the improvement rate of NewSVM over BasicSVM.
and NewSVM between testing and training data. A higher Delta-BasicSVM (Delta-NewSVM) results in a poorer performance on testing data than on training data for BasicSVM (NewSVM). This means that BasicSVM (NewSVM) sensitivity to Overfitting increases. The model that is more sensitive to overfitting is indicated by Delta (Delta = Delta-BasicSVM – Delta-NewSVM). The BasicSVM is more sensitive when Delta is positive; otherwise, the NewSVM is more sensitive. Additionally, BasicSVM becomes more sensitive than NewSVM as Delta increases. Table III shows that for all kernels and for all datasets, all Delta values are positive. This means that the differences between F1-score averages in training data and F1-score averages in test data are smaller for the NewSVM model, and this denotes a lower performance loss between testing and training data, and thus, lower sensitivity to Overfitting.

Therefore, our method aids SVM coping with Overfitting more effectively. Thus, the suggested model is less sensitive than the basic one to Overfitting.

b) Underfitting: To analyze the behavior of the original and new models under Underfitting, and as stated previously in our protocol, the comparative experiments are conducted using the combination \( \{C_{min}, \gamma_{min}\} = \{0.03125, 0.03125\} \) for Gaussian kernel, and \( \{C_{min}, \sigma_{min}\} = \{0.03125, 0.03125\} \) for Anova and Bessel kernels, corresponding to the lowest values of parameters.

Table IV shows the behavior of BasicSVM and NewSVM under Underfitting when both models show poor performance on both testing and training data.

In order to analyze both models sensitivity to Underfitting, we introduce two indicators in Table IV to measure BasicSVM and NewSVM tolerance to Underfitting.

Delta-test (Delta-test = F1-test(NewSVM) – F1-test(BasicSVM)) values are positive in all experiments in Table IV (except for Gaussian kernel on Restaurant dataset). This shows that NewSVM outperforms BasicSVM for all kernels and for all datasets, even in Underfitting situation. The fact that NewSVM outperforms BasicSVM on test data is the first indicator of NewSVM’s less Underfitting sensitivity in comparison to BasicSVM.

Delta-train (which is equal to F1-train(NewSVM) – F1-train(BasicSVM)) is the second indicator. Delta-train values are positive in all experiments in Table IV (except for Gaussian kernel on Restaurant dataset). This implies that NewSVM is more performant than BasicSVM on training data. This indicates that NewSVM is more tolerant to Underfitting than BasicSVM.

### V. Comparison with Other Works

In order to evaluate the effectiveness of the proposed approach, it is compared against various existing methods from the literature. Table V shows a comparison between the traditional and deep learning methods and our suggested method for Implicit Aspect Identification. It is crucial to note that all the works use the same datasets. However, they operate at distinct levels. While W2VLDA [26], and our proposed method (using 3 kernels) work at the algorithmic level by proposing adjustments or additions, the rest of the techniques focus on enhancing the quality of training data by operating at the data level. Schouten et al.’s supervised method [21] is an hybrid method that operates at both data level and algorithmic level.

From Table V, we observe that:

- In the case of Restaurant dataset, despite the difficulty of adjusting the core model that is more challenging and sensitive, our proposed technique (with the three kernels) shows a highly competitive performance level when compared to all works even the ones operating on data level which is less challenging and even the deep learning methods of [19] that are generally reputed for high classification performance.

- In the case of the Products dataset, our three proposed approaches, which operate at the algorithm level without modifying the training data structure, are mostly surpassed by all methods of [18] and [19] that make use of data-level techniques. These techniques enhance the training data by incorporating semantic relations from WN, which should help mitigate the issue of high-class imbalance present in the Products dataset. However, Our technique (with three kernels) outperforms KNN [40] with its three versions, which is an algorithmic-level technique.

- In the case of Laptop dataset, our proposed approach with all kernels outperforms LSTM+WN+Frequency [19] and Att-LSTM+WN+Frequency [19] which are not only deep learning methods that are generally reputed for high classification performance, but also operating on less sensitive and less challenging data level.

<table>
<thead>
<tr>
<th>Dataset / Kernel</th>
<th>Gaussian</th>
<th>Anova</th>
<th>Bessel</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average-F1-BasicSVM_Restaurant</td>
<td>42.67%</td>
<td>69.14%</td>
<td>45.18%</td>
</tr>
<tr>
<td>Average-F1-NewSVM_Restaurant</td>
<td>74.51%</td>
<td>87.59%</td>
<td>66.87%</td>
</tr>
<tr>
<td>IB_Restaurant</td>
<td>74.62%</td>
<td>20.90%</td>
<td>101.18%</td>
</tr>
<tr>
<td>Average-F1-BasicSVM_Products</td>
<td>57.92%</td>
<td>71.07%</td>
<td>49.36%</td>
</tr>
<tr>
<td>Average-F1-NewSVM_Products</td>
<td>74.35%</td>
<td>76.12%</td>
<td>81%</td>
</tr>
<tr>
<td>IB_Products</td>
<td>28.37%</td>
<td>7.10%</td>
<td>64.10%</td>
</tr>
<tr>
<td>Average-F1-BasicSVM_Laptop</td>
<td>44.54%</td>
<td>76.44%</td>
<td>57.87%</td>
</tr>
<tr>
<td>Average-F1-NewSVM_Laptop</td>
<td>79.99%</td>
<td>89.58%</td>
<td>91.92%</td>
</tr>
<tr>
<td>IB_Laptop</td>
<td>75.99%</td>
<td>77.19%</td>
<td>58.84%</td>
</tr>
<tr>
<td>Average-IR</td>
<td>60.86%</td>
<td>15.00%</td>
<td>74.71%</td>
</tr>
</tbody>
</table>
### TABLE III. F1-score Average Performances of NewSVM and BasicSVM under Overfitting for All Datasets and using Three Kernels

<table>
<thead>
<tr>
<th>Kernel</th>
<th>Gaussian ${C_{max}, \gamma_{max}}$</th>
<th>Anova ${C_{max}, \sigma_{max}}$</th>
<th>Bessel ${C_{max}, \sigma_{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rest</td>
<td>Prod</td>
<td>Lap</td>
</tr>
<tr>
<td>F1-test(BasicSVM)</td>
<td>80.13</td>
<td>76.30</td>
<td>85.35</td>
</tr>
<tr>
<td>F1-test(NewSVM)</td>
<td><strong>86.85</strong></td>
<td><strong>78.61</strong></td>
<td><strong>90.48</strong></td>
</tr>
<tr>
<td>Delta-test</td>
<td><strong>6.72</strong></td>
<td>2.31</td>
<td>5.03</td>
</tr>
<tr>
<td>F1-train(BasicSVM)</td>
<td>100</td>
<td>96.90</td>
<td>99.52</td>
</tr>
<tr>
<td>F1-train(NewSVM)</td>
<td>100</td>
<td>96.12</td>
<td>98.91</td>
</tr>
<tr>
<td>Delta-BasicSVM</td>
<td>19.87</td>
<td>20.60</td>
<td>14.07</td>
</tr>
<tr>
<td>Delta-NewSVM</td>
<td><strong>13.15</strong></td>
<td><strong>17.51</strong></td>
<td><strong>8.43</strong></td>
</tr>
<tr>
<td>Delta</td>
<td><strong>6.72</strong></td>
<td>3.09</td>
<td>5.64</td>
</tr>
</tbody>
</table>

*Rest refers to Restaurant dataset.
*Prod refers to Products dataset.
*Lap refers to Laptop dataset.

### TABLE IV. F1-score Average Performances of NewSVM and BasicSVM under Underfitting for All Datasets and using Three Kernels

<table>
<thead>
<tr>
<th>Kernel</th>
<th>Gaussian ${C_{min}, \gamma_{min}}$</th>
<th>Anova ${C_{min}, \sigma_{min}}$</th>
<th>Bessel ${C_{min}, \sigma_{min}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rest</td>
<td>Prod</td>
<td>Lap</td>
</tr>
<tr>
<td>F1-test(BasicSVM)</td>
<td>15.21</td>
<td>5.07</td>
<td>7.50</td>
</tr>
<tr>
<td>F1-train(BasicSVM)</td>
<td>15.23</td>
<td>5.07</td>
<td>7.50</td>
</tr>
<tr>
<td>F1-test(NewSVM)</td>
<td>15.21</td>
<td>19.15</td>
<td>26.05</td>
</tr>
<tr>
<td>F1-train(NewSVM)</td>
<td>15.23</td>
<td>21.82</td>
<td>26.37</td>
</tr>
<tr>
<td>Delta-test</td>
<td>0</td>
<td>14.08</td>
<td>18.55</td>
</tr>
<tr>
<td>Delta-train</td>
<td>0</td>
<td>16.75</td>
<td>18.87</td>
</tr>
</tbody>
</table>

*Rest refers to Restaurant dataset.
*Prod refers to Products dataset.
*Lap refers to Laptop dataset.

### TABLE V. Performances of Selected Traditional and Deep Learning Techniques and Our Proposed Techniques for IAI on Restaurant, Products and Laptop Datasets

<table>
<thead>
<tr>
<th>Method</th>
<th>Type</th>
<th>F1-score (Restaurant)</th>
<th>F1-score (Products)</th>
<th>F1-score (Laptop)</th>
</tr>
</thead>
<tbody>
<tr>
<td>W2VLDA [26]</td>
<td>traditional</td>
<td>72.00%</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Schouten et al. Supervised [21]</td>
<td>traditional</td>
<td>83.80%</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>MNB+WN [18]</td>
<td>traditional</td>
<td>77.40%</td>
<td>90.00%</td>
<td>-</td>
</tr>
<tr>
<td>BNB+WN [18]</td>
<td>traditional</td>
<td>78.40%</td>
<td>93.30%</td>
<td>-</td>
</tr>
<tr>
<td>SVM+WN+frequency [19]</td>
<td>traditional</td>
<td>85.30%</td>
<td>91.80%</td>
<td>-</td>
</tr>
<tr>
<td>KNN+WN+frequency [19]</td>
<td>traditional</td>
<td>85.30%</td>
<td>91.80%</td>
<td>-</td>
</tr>
<tr>
<td>MNB+WN+frequency [19]</td>
<td>traditional</td>
<td>87.55%</td>
<td>91.80%</td>
<td>-</td>
</tr>
<tr>
<td>LSTM+WN+frequency [19]</td>
<td>deep learning</td>
<td>85.20%</td>
<td>89.09%</td>
<td>86.71%</td>
</tr>
<tr>
<td>Att-LSTM+WN+frequency [19]</td>
<td>deep learning</td>
<td>87.83%</td>
<td>94.36%</td>
<td>88.26%</td>
</tr>
<tr>
<td>KNN with Cosine dist. [40]</td>
<td>traditional</td>
<td>87.80%</td>
<td>74.60%</td>
<td>-</td>
</tr>
<tr>
<td>KNN with Jaccard dist. [40]</td>
<td>traditional</td>
<td>84.40%</td>
<td>74.00%</td>
<td>-</td>
</tr>
<tr>
<td>KNN with Euclidian dist. [40]</td>
<td>traditional</td>
<td>77.60%</td>
<td>72.60%</td>
<td>-</td>
</tr>
<tr>
<td>Proposed SVM with Gaussian</td>
<td>traditional</td>
<td>88.83%</td>
<td>80.21%</td>
<td>89.35%</td>
</tr>
<tr>
<td>Proposed SVM with Anova</td>
<td>traditional</td>
<td>88.54%</td>
<td>79%</td>
<td>92.84%</td>
</tr>
<tr>
<td>Proposed SVM with Bessel</td>
<td>traditional</td>
<td>89.81%</td>
<td>80.89%</td>
<td>93.42%</td>
</tr>
</tbody>
</table>
VI. Conclusion

In this work, we suggest a method to enhance SVM algorithm to address Implicit Aspect Identification. We provide an improvement for SVM kernel computation to support the IAI task through the use of WordNet semantic relations. For empirical evaluation, experiments are conducted on three datasets of laptop reviews, electronic product reviews, and restaurant reviews, and the effects of our approach on SVM performance are examined and analyzed according to three criteria: (i) kernel function used, (ii) different experimental settings, and (iii) SVM behavior under Overfitting and Underfitting.

The key conclusions of our research can be summarized as follows:

a) Our technique helps SVM improve its performance under different experimental settings and for the three considered kernels and datasets.

b) Our method helps SVM deal with Overfitting and Underfitting more effectively by minimizing their effects on SVM and thereby enhancing its performance.

Even though our approach helps SVM classifier better deal with some of its main issues, it has some limitations at different levels:

- Machine learning model: it only uses one popular eager machine learning model. It would be more interesting to test other types of machine learning models such as lazy or deep learning techniques.

- WordNet semantic relations: it uses only one semantic relation which is "definition relation". It would be also more interesting to explore other semantic relations offered by WordNet like synonyms, antonyms, and their combinations. These relations seem to have significant linguistic importance that may help improve machine learning models to address their critical issues when applied to IAI.

- Datasets used: it uses three datasets that are medium-sized and noise-free that better suit the SVM classification model. We plan to use other less suitable datasets like noisy and large data which present many challenges to the SVM model.

Future work will investigate the use of our method to improve SVM model with non-distance-based kernels and evaluate it under different aspects like dataset size, curse of dimensionality, and noise tolerance. It will also look into considering our approach to address the above-mentioned limitations of our work.

REFERENCES


Ethereum Cryptocurrency Entry Point and Trend Prediction using Bitcoin Correlation and Multiple Data Combination

Abdellah EL ZAAR$^1$, Nabil BENAYA$^2$, Hicham EL MOUBTAHI$^3$, Toufik BAKIR$^4$, Amine MANSOURI$^5$, Abderrahim EL ALLATI$^6$
Laboratory of R and D in Engineering Sciences, FST Al-Hoceima, Abdelmalek Essaadi University, Tetouan, Morocco$^{1,2,6}$
Higher School of Technology, University Ibn Zohr, Agadir, Morocco$^3$
IMVIA Laboratory, University of Burgundy, Dijon, France$^{1,5}$

Abstract—Deep learning methods have achieved significant success in various applications, including trend signal prediction in financial markets. However, most existing approaches only utilize price action data. In this paper, we propose a novel system that incorporates multiple data sources and market correlations to predict the trend signal of Ethereum cryptocurrency. We conduct experiments to investigate the relationship between price action, candlestick patterns, and Ethereum-Bitcoin correlation, aiming to achieve highly accurate trend signal predictions. We evaluate and compare two different training strategies for Convolutional Neural Networks (CNNs), one based on transfer learning and the other on training from scratch. Our proposed 1-Dimensional CNN (1DCNN) model can also identify inflection points in price trends during specific periods through the analysis of statistical indicators. We demonstrate that our model produces more reliable predictions when utilizing multiple data representations. Our experiments show that by combining different types of data, it is possible to accurately identify both inflection points and trend signals with an accuracy of 98%.
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I. INTRODUCTION

Trading refers to buying and selling operations carried out on the financial markets. These operations are executed by traders from the trading room of a financial organization or the stock market institution, or from the Internet in the case of independent traders. The operations in financial markets are made in a secure and controlled environment which brings together hundreds of thousands of market participants who wish to buy and sell shares. The buying and selling activities operate electronically on well known platforms for trading. These platforms contain all information and tools that the trader needs to analyze the different markets. Hence, a strong knowledge about the market psychology is essential to trade in the live market. In trading, market movement can be observed and analyzed through various types of trading charts. These charts often contain technical indicators that assist traders in accurately predicting market trends and trading signals. Examples of popular trading charts include bar charts, line charts, point and figure charts, market profile charts, and candlestick charts. In this article, we will specifically focus on candlestick charts, which are widely used in financial markets for their visual representation of price movements and patterns (see Fig. 1).

Candlestick charts offer unique visual indicators that differentiate them from other types of trading charts. The shapes and patterns of candlesticks on these charts can provide valuable insights into price action. Candlesticks come in various sizes, and understanding the psychology behind the different body sizes is crucial in trading. Each candlestick is formed using the open, high, low, and close prices of the chosen time frame, and analyzing these components can provide valuable information for traders (see Fig. 2). The graph chart contains several types of candles which are decisional and have a strong effect on market trend. The most powerful candlestick patterns are: bearish engulfing bar, bullish engulfing bar, Doji, morning star, evening star, Hammer, shooting star, Harami and the Tweezers tops and bottoms [1], [2], [3].

In this research paper, we have implemented a deep learning algorithm based on Convolutional Neural Networks (CNNs) to predict the trend of Ethereum cryptocurrency. The main objective of this work is to develop an intelligent trading system that can assist traders in automating their trades, predicting market trends, and mitigating high volatility. The proposed system is designed to identify high probability setups and maximize profits. To achieve accurate predictions, we have utilized different data representations. We have found that combining multiple data representations significantly improves the efficiency of the algorithms during the training process, enabling them to learn data dependencies with high accuracy.
In addition to incorporating candlestick pattern data and statistical indicators, we have also considered the Ethereum-Bitcoin correlation to precisely identify Ethereum price action.

When using such structured data, a Convolutional Neural Network (CNN) is superior for learning features dependencies in wide datasets. In addition to that, CNN can also provide satisfactory performance with 1-dimensional data. When working with time series data, Long Short-Term Memory (LSTM) algorithm can also learn easily temporal patterns and dependencies using memory cells and gates. To find the most effective architecture, two different 1-Dimensional Convolutional Neural Network training strategies are evaluated and tested: training from scratch strategy and transfer learning strategy.

The current state-of-the-art research in the field of financial time series forecasting using deep learning has primarily overlooked the relationship between predicted market movements and the optimal trading entry point. Financial time series data often contain significant noise, posing challenges for accurate analysis and predictions. Notably, Ethereum cryptocurrency exhibits a price action pattern that closely resembles Bitcoin. However, Ethereum demonstrates comparatively less noise in its price action chart. The presence of fake breakouts and high volatility are considered major hurdles in employing deep learning for financial time series prediction. To address the issue of noise in financial time series data, particularly in the case of cryptocurrency markets like Ethereum, we employed 1D Convolutional Neural Networks (1DCNN) using various strategies. Utilizing 1D Convolutional Neural Networks (1DCNN) is a robust approach for analyzing financial time series data. These networks have demonstrated significant potential in capturing meaningful patterns and dependencies in sequential data. When applied to financial time series, 1DCNNs can effectively learn and extract relevant features such as price fluctuations, trends, and patterns from the input data. The inherent capability of 1DCNNs to capture both local and global dependencies makes them highly suitable for modeling complex relationships in financial time series. By leveraging their multi-layered architecture and convolutional operations, 1DCNNs can uncover valuable insights, enhance prediction accuracy, and assist in decision-making processes related to trading and investment strategies. In order to ensure precise trading entry points, we meticulously collected the data and performed comprehensive feature engineering. We trained and tested three learning strategies based on 1DCNN to compare their performance and determine the most effective strategy. 1DCNN have proven to be highly proficient in identifying short trends and establishing optimal trading entry points. Leveraging their specialized architecture and convolutional operations, 1DCNNs excel at capturing local dependencies and extracting relevant features from sequential financial data. By analyzing price fluctuations and other pertinent information, 1DCNNs can effectively detect and interpret short-term trends, providing valuable insights to traders. These networks possess the capability to uncover subtle patterns that might elude human analysts, leading to enhanced prediction accuracy and informed decision-making for trading strategies. With their robust ability to learn complex relationships within financial time series data, 1DCNNs have emerged as a powerful tool in the field of financial analysis, contributing significantly to successful trading strategies. To the best of our knowledge, this is the first work that uses market correlation combined with price action and moving average data to predict the Ethereum trend signal. Market correlation helps to understand the behaviour of price action and avoid volatility. In our case study, we based on Ethereum and Bitcoin correlation (Fig. 3). Theses two markets have strong relationship and have almost same price action.

It can be seen from Fig. 3 that Ethereum and Bitcoin have the same price movement, the thing that facilitates Ethereum trend prediction. This price correlation data combined with the other data representation that we used, can ameliorate the accuracy of our model. A detailed study is presented in Section IV. The rest of the paper is organised as follows: In Section II, we give a brief overview of some significant and recent contributions to market trend prediction using deep learning approaches and Section III describes the proposed approach.

II. RELATED WORK

The majority of works done in the field of market trend prediction using deep learning refer to the data issued from technical analysis of the market. This data is used to train machine learning models. Technical analysis aims to study market behaviour throughout price action data, statistical indicators and news. In the chart of the market, candlestick patterns Fig. 2 are considered as an important visual indicator that can help to analyse the price movement. These patterns are also used to predict the trend of the market. For example, in [17], J.Hao Chen and Y.Cheng Tsai proposed a two-step approach based on a GAF-CNN algorithm to recognize candlestick patterns automatically. They were able to identify eight types of candlestick patterns with 90.7%. In [18], the authors introduced a deep learning-based approach to forecast
trend signals and determine trading entry points. Their method combines LSTM, 1DCNN, and the XGBoost algorithm. The experimental results demonstrate that their approach achieves a high level of accuracy in both predicting market movements and identifying optimal trading entry points. PL Seabe et al. [19], proposed three types of Recurrent Neural Networks (RNNs): Long Short-Term Memory (LSTM), Gated Recurrent Unit (GRU), and Bi-Directional LSTM (Bi-LSTM) for predicting exchange data by three prominent cryptocurrencies: Bitcoin (BTC), Ethereum (ETH), and Litecoin (LTC), based on their market capitalization. The proposed methodology demonstrates high performance, with Bi-LSTM exhibiting the most accurate predictions compared to GRU and LSTM. The Mean Absolute Percentage Error (MAPE) values for BTC, LTC, and ETH are reported as 0.036, 0.041, and 0.124, respectively, indicating the superior predictive capabilities of Bi-LSTM in this context.

R.M. Kusuma et al. [20] used the Convolutional Neural Network to perform candlestick analysis, there method provides a satisfactory result with a recognition score of 92%. A. Andriyanto, A. Wibowo and N. Abidin [21] presented a CNN approach to identify the strength of a trend pattern in the movement of the stock market, the proposed approach produces an accuracy of 99% with a remarkable noise during the training process, this problem generally is behind the noisy dataset and a non suitable CNN strategy during the training process. In [22], JH. Chen et al. provide an approach based on the local search adversarial attacks algorithm to predict the patterns of candlesticks. The applied strategy gives good results with an attack ratio of 64.36%. J. Chen et al. [23] propose modeling strategies based on machine learning (ML) techniques. They introduce a vector autoregression (VAR)-based rolling prediction model for forecasting stock prices and a Gaussian feed-forward neural networks (GFNN)-based graphical signal identification method to recognize different types of stock price signals. The experimental results demonstrate improved performance; however, the method encounters challenges when dealing with high volatility signals. These difficulties can significantly impact trading strategies and long-term cumulative profits. In case of Bitcoin trend prediction, S. Cavalli and M. Amoretti [24], proposed a methodology for building useful datasets that take into account social media data, the full blockchain transaction history, and a number of financial indicators. The data was trained and tested using CNN model with an accuracy of 74.2%. M. Poongodi et al. [25] combined the Latent Dirichlet Allocation (LDA) and Neural Network to predict the Bitcoin trend using data issued from social media and forums. S. Alonso-Monsalve et al. [26], implemented and compared various Long Short-Term Memory (LSTM) and Convolutional Neural Network (CNN) architectures for predicting the trend of several cryptocurrencies, including Bitcoin, Dash, Ether, Litecoin, Monero, and Ripple. The proposed approaches demonstrated promising results, particularly for Bitcoin, Ether, and Litecoin cryptocurrencies. In [27], M. Poongodi et al. implemented two machine learning techniques to Predict the price of Ethereum blockchain cryptocurrency in an industrial finance system. When using their proposed model, the SVM method has a higher accuracy (96.06%) than the LR method (85.46%). This can be explained by the SVM ability to classify 1-Dimensional data. T. Shintate and L. Pichl [28] provided a trend prediction classification framework named the random sampling method (RSM) for cryptocurrency time series that are non-stationary. Their proposed approach shows strong results and outperformed those based on LSTM.

III. PROPOSED APPROACH

The proposed approach for Ethereum entry point and signal prediction is illustrated in Fig. 4. The historical data of Ethereum and Bitcoin is extracted from the Exchange broker via the trading platform using python packages. The dataset is then used to train the Convolutional Neural Network (CNN) using two different strategies: 1-dimensional transfer learning and training from scratch strategy. The first block of the system extracts the Bitcoin OHLC dataset and the trend signal, then, it is combined with the price action of Ethereum and the data issued from the moving averages to predict the Ethereum trend. In the following we describe every Block in detail.

A. Dataset and Processing

The Bitcoin and Ethereum cryptocurrencies historical data is extracted from the Exchange via the Broker. The data is characterized by the Open, High, Low and Close of prices during a time interval. OHLC data is used to analyse the price movement and calculate the statistical indicators. The collected dataset contains the OHLC prices of 4 (four) hour timeframe during one year from 11/2021 to 11/2022 as indicated in the Fig. 5. Two important Moving averages are used to determine the entry point and the signal trend: Simple Moving Average (SMA) and Hull Moving Average (HMA).

The Table I shows the used dataset to train our proposed approach. The dataset contains OHLC prices and the calculated Moving averages in addition to the bitcoin trend (1 for uptrend and 0 for downtrend):

B. Ethereum and Bitcoin Correlation

As illustrated in Fig. 3, it can be seen that Bitcoin (BTC) and Ethereum (ETH) have almost the same price action. According to the correlation analysis, Bitcoin (BTC) and Ethereum (ETH) have a strong positive relationship from the period of 2019 to 2022. Notably, data from Coin Metrics (Fig. 6) highlighted that ETH-BTC correlation coefficient was nearing all-time high values, sitting at 0.90. For that reason we used BTC price action data to predict the movement and the signal trend of Ethereum cryptocurrency. The diversity and the quality of the data is very important to determine with high accuracy the trend signal of cryptocurrency markets. Therefore, we combined the price action data and the statistical indicators with the data provided by Bitcoin (BTC) price action to spot with high accuracy the trading entry point and price movement.

C. Ethereum and Moving Averages

Concerning the statistical indicators, we choose to work with both SMA (Simple Moving Average) and HMA (Hull moving average). SMA indicator calculates the average of recent prices by the number of periods within this range of prices. SMA can be described by the following formula:

\[ \text{SMA} = \frac{\sum P_n}{N} \] (1)
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Fig. 4. System overview.

Fig. 5. Bitcoin and Ethereum close prices from 11/2021 to 11/2022.

TABLE I. OHLC DATASET COMBINED WITH HMA, SMA INDICATORS AND BITCOIN TRENDS SIGNAL

<table>
<thead>
<tr>
<th>open</th>
<th>high</th>
<th>low</th>
<th>close</th>
<th>close_HMA_361</th>
<th>close_SMA_19</th>
<th>BTC trend</th>
<th>Ethereum Trend</th>
</tr>
</thead>
<tbody>
<tr>
<td>378</td>
<td>1733.25</td>
<td>1813.23</td>
<td>1729.69</td>
<td>1807.71</td>
<td>1705.174187</td>
<td>1805.201105</td>
<td>1</td>
</tr>
<tr>
<td>379</td>
<td>1807.71</td>
<td>1816.01</td>
<td>1763.28</td>
<td>1790.32</td>
<td>1705.096086</td>
<td>1806.170526</td>
<td>1</td>
</tr>
<tr>
<td>380</td>
<td>1790.32</td>
<td>1840.95</td>
<td>1782.22</td>
<td>1837.21</td>
<td>1706.676416</td>
<td>1813.845263</td>
<td>1</td>
</tr>
<tr>
<td>381</td>
<td>1839.54</td>
<td>1841.54</td>
<td>1790.68</td>
<td>1806.32</td>
<td>1707.462536</td>
<td>1814.555263</td>
<td>1</td>
</tr>
<tr>
<td>382</td>
<td>1806.32</td>
<td>1822.66</td>
<td>1792.01</td>
<td>1807.52</td>
<td>1708.156744</td>
<td>1812.817895</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>......</td>
<td>......</td>
<td>......</td>
<td>......</td>
<td>......</td>
<td>......</td>
<td>......</td>
</tr>
<tr>
<td>1359</td>
<td>3158.43</td>
<td>3167.58</td>
<td>3062.28</td>
<td>3102.27</td>
<td>3445.458519</td>
<td>3242.610579</td>
<td>0</td>
</tr>
<tr>
<td>1360</td>
<td>3102.27</td>
<td>3130.62</td>
<td>3052.56</td>
<td>3099.67</td>
<td>3448.097849</td>
<td>3236.160526</td>
<td>0</td>
</tr>
<tr>
<td>1361</td>
<td>3100.33</td>
<td>3149.47</td>
<td>3075.14</td>
<td>3122.14</td>
<td>3450.442969</td>
<td>3218.079474</td>
<td>0</td>
</tr>
<tr>
<td>3825</td>
<td>1307.58</td>
<td>1323.95</td>
<td>1307.09</td>
<td>1318.33</td>
<td>1233.700725</td>
<td>1295.621053</td>
<td>1</td>
</tr>
<tr>
<td>3826</td>
<td>1318.56</td>
<td>1336.41</td>
<td>1317.89</td>
<td>1328.69</td>
<td>1324.041343</td>
<td>1295.136842</td>
<td>1</td>
</tr>
</tbody>
</table>

P_n represents the closing price at specific period n, and N is the number of total periods. In this work we chose period (19) which reacts perfectly with the price.

HMA indicator can be calculated using two WMAs (Weighted Moving Average): one with the specified number of periods and one with half the specified number of periods.

\[
WMA_1 = WMA(n/2) \quad (2)
\]

\[
WMA_2 = WMA(n) \quad (3)
\]

Then, we calculate the non-smoothed Hull Moving Average:

\[
HMA_{nonst} = (2 \times WMA_1) - WMA_2 \quad (4)
\]

The final smooth HMA is calculated with periods of non-smoothed HMA with the following formula:

\[
HMA_{sth} = WMA(\sqrt{n}) \quad (5)
\]

n represents periods of non-smoothed HMA

In addition to their capacity to show the price movement, moving averages are also used to spot trend reversals and the inflection point of the market. It can be seen from the Fig. 7 that SMA(19) is more responsive to the price action and turns quickly than the HMA(361).
The computation for the technical indicators relies on a number of \( n \) periods, that was set to 19 candlestick bars (4 hours time frame) for the Simple Moving Average (SMA) indicator, and 361 candlestick bars for Hull Moving Average (HMA) indicator. This parameter was defined at the start and it is optimized. The cross between the two moving averages using the optimised periods provide an excellent trading entry point. In addition to that it provides the start of the price movement.

**D. CNN Architectures**

To determine the entry point and the trend of the Etherium crypto-currency we implemented the Convolutional Neural Network. CNN algorithm is used to train our collected 1-Dimensional Data. Convolution and pooling layers are configured to learn 1D features using two different strategies: CNN learned from scratch and 1D transfer learning (see Fig. 8).

The two strategies are built using the convolutional neural network architecture indicated in Fig. 9. The output dimensions after every layer is presented in the Table II.

<table>
<thead>
<tr>
<th>Model Summary</th>
<th>Layer type</th>
<th>Output Shape</th>
<th>Param #</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>conv1d_1 (Conv1D)</code></td>
<td><code>(None, 7, 64)</code></td>
<td>192</td>
<td></td>
</tr>
<tr>
<td><code>conv1d_2 (Conv1D)</code></td>
<td><code>(None, 6, 64)</code></td>
<td>8256</td>
<td></td>
</tr>
<tr>
<td><code>max_pooling1d_1 (MaxPooling1D)</code></td>
<td><code>(None, 3, 64)</code></td>
<td>0</td>
<td></td>
</tr>
<tr>
<td><code>conv1d_3 (Conv1D)</code></td>
<td><code>(None, 2, 128)</code></td>
<td>16512</td>
<td></td>
</tr>
<tr>
<td><code>conv1d_4 (Conv1D)</code></td>
<td><code>(None, 2, 128)</code></td>
<td>16512</td>
<td></td>
</tr>
<tr>
<td><code>max_pooling1d_2 (MaxPooling1D)</code></td>
<td><code>(None, 2, 128)</code></td>
<td>0</td>
<td></td>
</tr>
<tr>
<td><code>flatten</code></td>
<td><code>(None, 256)</code></td>
<td>0</td>
<td></td>
</tr>
<tr>
<td><code>dense_1 (Dense)</code></td>
<td><code>(None, 256)</code></td>
<td>514</td>
<td></td>
</tr>
<tr>
<td><code>dropout_1 (Dropout)</code></td>
<td><code>(None, 2)</code></td>
<td>0</td>
<td></td>
</tr>
<tr>
<td><code>dense_2 (Dense)</code></td>
<td><code>(None)</code></td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

The Table I indicates the data fed to convolutional neural network. The data contains seven (7) features: The Open, High, Low and Close (OHLC) features of Etherium (ETH), the moving averages (SMA 19) and (HMA 361) of Etherium (ETH) and Bitcoin (BTC) Trend. For the training from scratch strategy, the data is fed from the input to the output of the model, the output. In other side, the proposed 1-Dimensional transfer learning strategy consists on transferring the knowledge from a pretrained model using different dataset to a tar-
targeted model (see Fig. 8). The pretrained model is trained using BTC OHLC dataset and used to perform the transfer learning strategy. The implementation of pre-trained models offers several benefits in analyzing the Ethereum cryptocurrency market. These models facilitate the extraction of pertinent features and the recognition of common patterns and interdependencies, thereby enhancing the accuracy of forecasts and enabling better decision-making. The potential implications of employing one-dimensional transfer learning in finance are promising, as they have the potential to yield excellent results.

IV. EXPERIMENTS AND RESULTS

A. Experiments and Parameterization

In this section we present the model behaviour and results using the approaches identified in Section III. The two approaches are evaluated in terms of Training accuracy, training loss, testing accuracy and testing loss. The experiments were conducted using a system running on a six (06) core processor equipped with 56Go of RAM. The algorithms were implemented using the Python language and processed a multivariate dataset with 10747 samples. The experimental procedure starts with preparing the dataset. After the step of data collection and organisation mentioned in Section III-A, the data were saved in the CSV format for preprocessing convenience. As explained in Fig. 7, the entry point occurs when the two moving averages crossover is happening. Therefore, the trader can choose to buy if it is a bullish crossover or sell if it is a bearish crossover. In our case the entry point and also the trend signal are predicted by the proposed algorithms using the collected dataset attributes and parameters (Section III). The training accuracy according to the learning rate, the number of fully connected layers and Epochs of both learning strategies is indicated in Tables III, IV, VI, VII, V and VIII.

<table>
<thead>
<tr>
<th>TABLE III. ACCURACY OF CONVOLUTIONAL NEURAL NETWORK TRAINED FROM SCRATCH ON TRAINING DATA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model: 1D CNN</td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

B. Results and Discussion

In the study, the multi-layer perceptron was used as baseline. The sensitivity of the multi-layer perceptron was studied using different learning rates and a variety of the number of the fully connected layers (see Tables V and VIII). The accuracy metrics are calculated to compare the effectiveness of the proposed approaches using Training and validation data sets. In general both 1DCNN trained from scratch and 1D transfer learning using CNN provide high accuracy during the training and validation. When analysing the 1DCNN training from scratch accuracy (see Table III VI), it can be seen that the learning strategy provides high accuracy only for Learning rate (LR) is superior or equal to
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0.001 for both Training and validation data and regardless of the number of the Fully connected layers. In case of 1D transfer learning strategy, it can be seen from Tables IV and VII that the model shows high accuracy for learning rate equal or superior to 0.01. Deep neural networks are very sensitive to the learning rate value. A large value of LR may result an unstable training process as is the case when using both strategies with a LR=0.1, whereas a value
too small may cause a long training process but effective. Learning rate refers to the step size that the weights are updated during training. It is a configurable hyper-parameter often in the range between 0.01 and 1.0. When analysing the model behaviour during the training process, it can be seen from Fig. 10 that the multilayer perceptron is unstable compared with the 1DCNN using learning from scratch and transfer learning strategies. This can be explained by the ability of CNN to learn perfectly data dependencies using the convolution and pooling functions. It can be analyzed also that the accuracy of 1DCNN attained 98.6% without overfitting and perturbations during the training process. The 1DCNN trained from scratch exhibits superior performance compared to the transfer learning strategy and the Multilayer Perceptron. Although the transfer learning strategy and the Multilayer Perceptron achieve high accuracy, the training process lacks stability. This observation can be attributed to the remarkable ability of the 1DCNN trained from scratch to accurately capture dependencies, particularly when analyzing Ethereum close price data. To evaluate and test our model architectures, we used a test data which was not used for training and validation. Fig. 11a, 11b and 11c show the confusion matrices of the proposed approaches. The x-axis is the prediction and the y-axis is the true label. We observe that the three methods work perfectly on test data.

It can be seen from the Tables IX, X, XI and XII that all the used methods perform perfectly with the unseen test data.

<table>
<thead>
<tr>
<th>Class</th>
<th>Precision</th>
<th>Recall</th>
<th>F-score</th>
<th>Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.98</td>
<td>0.98</td>
<td>0.98</td>
<td>1003</td>
</tr>
<tr>
<td>1</td>
<td>0.98</td>
<td>0.98</td>
<td>0.98</td>
<td>1146</td>
</tr>
</tbody>
</table>

micro avg | 0.98 | 0.98 | 0.98 | 1003

macro avg | 0.98 | 0.98 | 0.98 | 1146

avg | 0.98 | 0.98 | 0.98 | 1146

**TABLE XII. PROPOSED MODEL STRATEGIES EVALUATION ON ACCURACY, PRECISION, RECALL AND F1 SCORE. WE USED A TEST DATA WHICH IS NOT USED IN TRAINING AND VALIDATION PROCESSES**

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F-score</th>
<th>P</th>
<th>F Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multi-layer perceptron</td>
<td>0.995</td>
<td>0.996</td>
<td>0.993</td>
<td>0.994</td>
<td>995</td>
<td>996</td>
</tr>
<tr>
<td>1DCNN trained from scratch</td>
<td>0.998</td>
<td>0.996</td>
<td>1.000</td>
<td>0.997</td>
<td>998</td>
<td>996</td>
</tr>
<tr>
<td>1DCNN and transfer learning</td>
<td>0.977</td>
<td>0.976</td>
<td>0.975</td>
<td>0.975</td>
<td>977</td>
<td>976</td>
</tr>
</tbody>
</table>
As mentioned in Section III, our model predicts the entry point based on Simple Moving Average (SMA), Hull Moving Average (HMA) crossover and Bitcoin-Etherieum correlation. The proposed approach can predict with high accuracy the entry point and avoids the fake breakout.

![Confusion Matrices](image1.png)

Fig. 11. Confusion matrices.

![Profits Based on 1D CNN](image2.png)

Fig. 12. Profits based on 1D CNN from scratch entry point prediction.

![Predicted Positions using 1D CNN](image3.png)

Fig. 13. Predicted positions using 1D CNN from scratch close.

![Profits Based on MLP](image4.png)

Fig. 14. Profits based on MLP entry point prediction.

Note that the 1 dimensional Convolutional Neural Network trained from scratch obtained the highest accuracy, recall, precision and F1 score. This can be explained by the ability of the CNN to learn perfectly dependencies on providing historical data.

C. Profitability

In this section we will provide profit results based on our 1-DCNN learned from scratch entry point and trend prediction. As mentioned in Section III, our model predicts the entry point based on Simple Moving Average (SMA), Hull Moving Average (HMA) crossover and Bitcoin-Etherieum correlation. The proposed approach can predict with high accuracy the entry point and avoids the fake breakout.

It can be seen from the Fig. 12 That the proposed method based on 1D CNN trained from scratch can reach a profit of 7K dollars in 6 months (from the period of 6 June 2022 to 21 December 2022). Based on predicted entry points (see Fig. 13) which is 14% of The initial Balance (50K Dollars). For the multilayer perceptron (see Fig. 14), the profit is 4.9K dollars with 9.8% of the initial balance based on predicted positions (see Fig. 15). In other side, the predictions based on transfer learning strategy (see Fig. 16) give 7% of the initial balance with a profit of
3.5K Dollars (see Fig. 17). The Table XIII summarizes the profitability percentage using each of the proposed algorithms.

V. CONCLUSION

Market movement and entry point prediction using Deep learning algorithms can help traders to automate their trades and make more profits. The most important thing in trading is controlling the emotions. Indeed, fear, doubt and impulsiveness are the most common causes of capital loss. However, the solution is to employ Deep learning algorithms and a strong strategy. In our case we combined the BTC-ETH correlation with two key moving averages periods HMA(361) and SMA(19). The proposed methods yielded highly accurate results. Therefore, the trained models can be deployed and implemented in real time. Compared with the transfer learning strategy, and the MLP algorithm, the training from scratch provides a higher accuracy (99.8%). The 1D transfer learning strategy can provide better results when working with very large datasets. The difference in accuracy between the transfer learning strategy and learning from scratch is about 2%. In term of profitability using unseen data, the entry points and positions predicted by the 1DCNN from scratch can reach a profit of 14% of the initial balance compared with 7% for the transfer learning strategy and 9.8% for the multilayer perceptron. As a perspective, the proposed approach can be developed to find the relationship between several cryptocurrencies to predict the most profitable position during specific time interval. Moreover, the proposed algorithms will help to avoid fake breakouts during trading and identify the real trends.
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Abstract—Now-a-days, the Internet of Things (IoT) has enormous potential and growth impact due to the technological revolution and the spread and appearance of events. It has received considerable attention from researchers and is considered the future of the Internet; however, according to Cisco Inc. reports, the IoT will be crucial in transforming our standards of living, as well as our corporate and commercial models. By 2023, the number of devices connected to IP networks will reach more than three times the population of the entire world. In addition, there will be 5.3 billion Internet users worldwide, representing 66% of the world's population, up from 3.9 billion in 2018. IoT enables billions of devices and services to connect to each other and exchange information; however, most of these IoT devices can be easily compromised and are subject to various security attacks. In this article, we present and discuss the main IoT security issues, categorizing them according to the IoT layer architecture and the protocols used for networking. In the following, we describe the security requirements as well as the current attacks and methods with adequate solutions and architecture for avoiding these issues and security breaches.
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I. INTRODUCTION

Due to the continuous fast development of smart environments and broadband networks, the Internet of Things is now widely accepted and popular, earning its designation as the main standard for low-loss networks (LLN) with limited resources. It refers to a network where "objects" or devices that are integrated with sensors are interlinked through a network that may either be private or public [1, 2]. The sharing of information between the different devices is done through the network using standard communication protocols. The intelligent connected devices, or "objects," range from basic accessories to larger devices that each includes chips and detection sensors. For example, smart shoes contain chips that track and analyze fitness data [3]. Likewise, electric devices that may be operated remotely through the IoT, as well as any security cameras that are installed for surveillance of a place can be controlled remotely from anywhere. In addition to personal use, IoT also meets community needs. Several intelligent devices perform various functions such as surgical operation monitoring in hospitals, detection of weather conditions, automobile tracking, and connectivity. Due to its use in daily life, the IoT’s potential size is obvious. It keeps expanding quickly as a result of the development of hardware techniques like bandwidth augmentation using networks based on cognitive radio to solve the underutilization of frequency spectrum resources [4,5]. Limited resources are one of the major challenges to IoT security, given that small devices or objects with sensors have limited computing and processing power and memory, making it easy for attackers to exploit these devices. On the other hand, the main challenge is ensuring consistency and adaptation between solutions with these limited architectures. For this reason, the global deployment architecture should be secured and reinforced against attacks that could impact the services offered by the IoT. In the last few years, considerable work has been done to solve security in the IoT ecosystem paradigm. While some methodologies focus on addressing security concerns at a particular layer, others strive to offer comprehensive end-to-end security for the entire Internet of Things (IoT) layer.

Security issues are categorized according to application, architecture, communication, and data in research by Alaba et al. [6]. The traditional layered design differs from the suggested topology for IoT security. After that, hardware, network, and application component threats are analyzed. Another study by Granjal et al. [7] examines and addresses security risks with IoT protocol definitions. The security studies detailed in [8–9] analyze and contrast various cryptographic algorithms and key management systems. Similar goals are shared by the authors of [10–11], who want to compare and evaluate intrusion detection technologies. IoT privacy, security, access control, and confidentiality contributions, as well as cross-software security, are examined in a review by Sicari et al. [12]. Additionally, Oleshchuk [13] presents an overview of IoT privacy preservation strategies. The author outlines secure multi-party computations that can be used to maintain user privacy, and attribute-based access control mechanisms are outlined as an efficient solution to ensure privacy in the Internet of Things. Numerous security risks for cloud-based IoT are covered by Zhou et al. [14], along with potential preventative measures. They discuss IoT employing clouds for key management, node compromise, layer removal or addition, identity and location privacy, and node compromise. In their article [15], Zhang et al. highlight the fundamental issues with IoT security including the requirement for lightweight cryptographic processes, privacy, unique object identification, authentication and authorization, malware, and software susceptibility.

Our primary contributions and methods are enumerated below in comparison to survey studies that have been published in the literature:

- A parametric examination of security risks and how well they fit with potential IoT solutions.
• IoT security challenges classification and categorization in relation to the various tiers, as well as the solutions employed.
• Future views providing workable answers to security issues with the Internet of Things.

The remaining sections of the paper are structured as follows: The IoT architecture is explained in Section II, as well as the security challenges encountered at every level of the IoT protocol stack. In Section III, the major security challenges and issues are categorized, while Section IV examines and provides a map of potential solutions, and finally, Section V concludes the paper.

II. IoT ARCHITECTURE AND SECURITY REQUIREMENTS

The integration of the Internet of Things is a fundamental element in the development of an intelligent ecosystem, connecting physical objects to the internet. It lets sensors, controllers, machines, people, and objects work together in a new way so that they can be intelligently identified, located, tracked, and monitored. While the Internet of Things is still in its development, many applications and standards must be adopted, including home automation, traffic control, smart cars, smart grids, etc. [16]. Fig. 1 illustrates how an IoT deployment typically consists of a number of heterogeneous devices with embedded sensors connected to one another through a network. These devices are all individually recognizable and typically have low power consumption, little memory, and limited computational power. In order to remotely transmit data and services to IoT consumers, gateways are used to link IoT devices to the public domain.

![Fig. 1. Overview of IoT components.](image)

A. IoT Architecture

Protocols are a group of instructions that allow data to be sent and received between electronic devices while respecting the agreements made in advance regarding the structure of the data. Accordingly, IoT protocols are standards that allow data to be exchanged and transmitted across the internet and between devices. Different IoT architectures are proposed by different authors, such as middleware-based architectures, Service-oriented architecture (SOA), architectures with six layers and three layers [17]. In our case, and to address the fundamental communication issue, we will focus on the fundamental three-layer IoT architecture depicted in Fig. 2, which provides a general list of the most widely used protocols and standards for powering IoT devices, applications, and systems. As stated below, these three levels consist of a "perception layer," a "network layer," and an "application layer":

• The perception layer consists of physical and communication devices composed of captors and controllers that collect, desensitize, and treat information before transmitting it to the network layer. It includes the physical devices like cameras, Radio Frequency Identification (RFID).
• The network and transport layer represents a communication tier that uses gateways, switches, and routers to transmit and route data aggregated at the perception layer and delivered to the application layer.
• The application layer is a communication layer that contains the application in charge of the interaction with the users.

Every IoT layer employs a distinct set of protocols and standards, as shown in Fig. 2, protocols used by physical devices and communication technology include Zigbee Wi-Fi, 4G/5G, NB-IoT, and LoRaWAN. Different protocols are used by the network and the transport, including IPv6, 6LoWPAN, RPL, TCP/UDP TLS, and DTLS. The message and application protocols include XML, HTTP, MQTT, and CoAP. Additionally, many protocols, including OAuth 2.0, OpenID, and PKI, are used for key management and authentication [17, 18]. Fig. 2 also illustrates a structured architecture based on the most prevalent IoT protocols for applications, emailing, authentication, key management, routing, and transfer, and those for physical devices. The physical layer and the MAC (Media Access Control) layer are two low-level layers specified by the IEEE 802.15.4 standard. The physical layer specification relates to data rates and frequency bands for wireless channels used for communication. The channel access techniques and synchronization are covered by the MAC layer specification. Routing Protocol for Low Power and Lossy Networks (RPL) [19] is used to provide IPv6 across low-power wireless personal area network (6LoWPAN) environments, enabling connection and exchange between numerous points and a single point; this standard also permits point-to-point traffic. Due to the limited payload, User Datagram Protocol (UDP) [20] is used in the IoT application architecture for communication. The UDP protocol is considered more efficient and simpler than the TCP protocol. Additionally, UDP header compression guarantees that the restricted payload space is used more effectively [21]. CoAP (Constrained Application Protocol) [22] presents a model for low-power loss networks working in confined spaces based on demand response. Additionally, it permits asynchronous message transmission and has the ability to connect to IoT resources using HTTP mapping. LPWAN enables long-range connections of IoT "objects." It provides low-power and low-bit-rate connectivity compared to a wireless WAN that demands more energy to operate at a high bit rate. LPWAN provides connectivity between gateways and end devices to manage changing data rates.
B. Security Requirements

Several research initiatives have been proposed in recent years to identify various methods for securing the connection between an end device and its components. The primary objectives of the Internet of Things are the configuration of a smart environment and autonomous devices, such as smart living, smart objects, smart health, and smart cities, among others domains [23]. Ensuring security in smart systems poses a major challenge, due to the diversity and complexity of the end device and its components [24,25]. Fig. 3 illustrates the considerations that must be made to ensure the reliability and security of IoT implementation.

- Privacy, confidentiality, and integrity
  Given that IoT data moves over several network hops, an appropriate encryption technique is needed in order to assure the privacy of the data. And this, because of the diversity of services and microservices integration, means that the vast majority of the information saved and kept on any device is exposed to invasions of privacy, and assaults can allow a malicious user to gain data integrity by changing the saved data for illegal uses.
  - Authentication and authorization
    In order to ensure secured IoT communication between different devices, authentication is paramount between the different parties who are communicating. The multiplicity of IoT device architectures and different underlying ecosystems are primarily responsible for the IoT devices’ wide range of authentication procedures. Creating an associated standard protocol for authentication in the IoT will be extremely difficult in these situations. Similar to that, authorization methods make sure that only authorized people are allowed access to systems or information. Additionally, keeping track of how resources are used and making sure they are used correctly through audits and reports is a reliable and effective way to manage network security.
  - Availability of services
    Traditional denial-of-service attacks against IoT devices could obstruct the delivery of services. Different tactics, such as replay assaults, sinkhole attacks, and jammer advertisements, employ IoT components at various stages to reduce the quality of service (QoS) offered to IoT users.
  - Single points of failure
    IoT-based infrastructure’s continuous reliance on heterogeneous networks has the potential to expose numerous single points of failure, which could harm the IoT’s intended services. As a result, it’s necessary to create a safe environment in order to accommodate a greater number of Internet of Things devices and to propose other techniques to build a fault-tolerant system.
  - Energy management
    IoT devices frequently have a small battery life and a weak storage capacity. Attacks on IoT systems can lead to increased power usage by saturating the network and draining device resources with repetitive and false service queries.

III. Security Issues Classification

Nowadays, several reports and research findings indicate that the IoT is susceptible to various forms of attack, such as active and passive attacks, which have the potential to disrupt the operation of the device as well as affect its functionality and remove the benefits of its services. A taxonomy of security issues related to the Internet of Things has been developed and presented in Fig. 4 based on the IoT deployment architecture, as mentioned below:
A. **Low Security Issues**

It relates to security vulnerabilities at the hardware level as well as the physical and data link levels of communication, as described below:

- **Jamming attacks**

  Jamming is an attack method that disrupts the radio signals utilized by nodes in a network. It's characterized as the intentional use of electromagnetic radiation to disrupt or disable a communication system. These attacks aim to degrade networks by transmitting Radio frequency (RF) signals without having to adhere to a specified protocol [26, 27]. Radio interference has a significant impact on how a network operates because it interferes with authorized nodes' ability to send and receive data, which makes the system unstable or dysfunctional.

- **Low-level Sybil attacks:**

  Malicious Sybil nodes utilize false identities to carry out Sybil attacks on wireless networks and impair IoT capabilities. A Sybil node may employ random, fabricated MAC values on the physical layer to pretend to be another device in order to drain network resources [28]. This could prevent the authorized nodes from getting access to resources.

- **Spoofing attacks**

  Spoofing attacks are simple to launch on an access IoT network. An attacker can pretend to be another approved IoT device by claiming the real user's MAC or IP (internet protocol) address. The attacker can perform attacks on the IoT network after gaining illegal access.

- **Sleep deprivation attack**

  The target of this attack is battery-operated computational hardware, like a sensor node, which is trying to conserve power by entering a low-power sleep state for as long as feasible without disrupting the node's activities [29].

  By keeping the sensor nodes awake, "sleep deprivation" attacks can take advantage of energy-constrained IoT devices [30]. The battery is drained when too many tasks are scheduled to run in 6LoWPAN.

B. **Medium-Level Security Issues**

The security concerns at the intermediate level primarily pertain to the communication, routing, and session management that occur at the network and transport layers of IoT, as outlined below:

- **Insecure NDP**

  Every device must have a unique network identifier in order to comply with the IoT deployment architecture. Secure
communication transmission is required for security purposes. To ensure that all information sent to a device across a continuous connection reaches its intended destination, the phase of neighbor discovery performs a number of operations prior to data transfer, including router detection and resolving addresses [31]. Utilizing neighbor discovery packets without conducting adequate verification could have serious consequences, including distributed denial of service (DDoS) attacks.

- Buffer reservation attack.

An attacker may take advantage of this by delivering incomplete packets to a receiving node must allocate slots for the reassembling of received packets [32]. Due to the attacker’s unfinished packets taking up space and causing other fragment packets to be deleted, this attack causes denial-of-service.

- Routing Attacks RPL-Based

The IPv6 Routing Protocol for Low-Power and Lossy Networks (RPL) is susceptible to numerous attacks that are launched by infected network nodes [33]. This attack might cause resource exhaustion and eavesdropping.

- Sinkhole Node detection attacks

The attacker uses falsified routing information to lure nearby nodes, after which it performs selective forwarding or modifies the data traveling through them as illustrated in Fig. 5. The attacking node asserts that it is providing a very alluring link. As a result, this node is skipped by a lot of traffic. The sinkhole attack can be combined with other attacks besides straightforward traffic analysis, such as selective forwarding or denial of service.

- wormhole attacks

During a wormhole attack, as illustrated in Fig. 6 the data is delivered across many channels, or the malicious node makes use of the incoming data in various ways. Due to these attacks, which form a tunnel connecting two nodes to ensure that the packets coming from one node immediately reach the other node, 6LoWPAN operations can be further hampered by network attacks [34].

- Sybil Attacks

The deployment of Sybil nodes can affect network performance and breach data privacy. In a network, Sybil nodes communicating under false identities run the risk of sending spam, spreading malicious software, or conducting phishing attacks [35].

In Fig. 7, the lowest layer contains one Sybil node and four regular nodes. However, due to the fact that the Sybil node carries several identities in the overlay network, there are three Sybil nodes in the top layer. In this situation, the Sybil node has the ability to seize network control. For instance, the Sybil node has the ability to transmit malicious software to conduct a DDoS attack or fake computation results to disrupt the nodes that are not malicious.
• Authentication and secure communication

Device identification is done through authentication, and permissions are given through authorization. IoT devices employ these procedures to perform role-based access control and make sure that only the access and permissions necessary for their tasks are granted to devices. The use of applications and other devices requires authorization. Cloud accounts, gateways, and key management systems are required for the IoT to authenticate people and devices. Any security flaw at the network layer or significant cost associated with communication security may expose the network to several vulnerabilities [36–38]. Due to limited resources, for example, Datagram Transport Level Security (DTLS) overhead must be kept to a minimum, and the cryptographic algorithms enabling secure data flow in the Internet of Things require consideration of the lack of other resources and performance [39].

• Transport level security

The goal of end-to-end security at the transport level is to provide secure mechanisms which ensure that the sending node's data is reliably received by the target destination node [37]. It required extensive authentication processes that offer encrypted secure message transfer while maintaining privacy and run with the least amount of overhead possible [40,41].

• Session hijacking attack

Denial-of-service may be caused via the hijacking of a session on the transport layer using falsified messages [42]. An attacker node might prolong the session between the two nodes by acting as though it is the victim node by faking its identity. By changing the sequence numbers, the communicating nodes may even need to resend messages.

C. High Level Security Issues

Most high-level security problems affect IoT apps that run at the application and communications layers, as will be discussed below:

• CoAP security

A CoAP (Constrained Application Protocol) is an IETF standard, and RFC 7252 defines the basic protocol. Additional extensions are defined in several RFCs. It works well for nodes that communicate over LPWAN, such as 6LoWPAN, and are powered by basic microcontrollers with little ROM and RAM. UDP is used as the underlying transport protocol, and it operates at the application layer of the TCP/IP stack. RFC 8323, a new standard that covers CoAP over TCP, TLS, and WebSockets, was published in 2018. Attacks can potentially target the high-level layer, which houses the application layer [43–44]. In order to guarantee end-to-end security, the Limited Application Protocol (CoAP) combines DTLS bindings with a variety of security options. The CoAP messages must be encrypted for safe communication and adhere to a certain format specified in RFC-7252 [22]. Similar to this, suitable key management and authentication techniques are needed for CoAP's multicast capability.

• Insecure Ecosystem interfaces

The user interfaces for IoT services on the web, mobile, and cloud are vulnerable to a number of risks that pose a major risk to data privacy [45].

• Insecure Software / Firmware

Insecure software/firmware is one source of numerous IoT vulnerabilities [45]. Carefully testing the code that uses languages like JSON, XML, SQL, and XSS is necessary. Similar to this, firmware and software upgrades should be made properly.

• Middleware security

The Internet of Things middleware must be sufficiently secure to enable service delivery among the diverse elements of the Internet of Things paradigm [61,62]. To offer reliable and safe communication, several middleware-based interfaces and environments must be used.

IV. SECURITY SOLUTIONS FOR IOT

IoT security threats take advantage of flaws in a variety of components, including applications and interfaces, network components, and different levels of software, firmware, and physical devices. In the IoT paradigm, users communicate with these components using protocols that might not be secure. We've broken out the security risks for each IoT layer level in this area, along with their relevance and the suggested appropriate solutions for each of the cases listed in Section III.

This section examines the key security solutions that have been put forth. Table I presents a comparative analysis of security threats and potential countermeasures for the lowest level, the middle level, which includes the transit layer, and the highest level, respectively. All of the threat parameters, their effects, and comparative analyses are taken into consideration.

A. Low-Level Security Solutions

Jamming attacks on Wireless Sensor Networks (WSN) involve interference that causes message collisions or channel floods. Young et al. [48] present a method for detecting jamming attacks by determining the signal quality, which will be used to extract noisy signals; attacks can be detected in this manner. Then, for attack detection, these statistics are compared to preset threshold levels. False MAC values could be used by a malicious Sybil node to impersonate another device. It may lead to resource exhaustion and the denial of access to authorized network devices. Demirbas et al. [49] provide a method for identifying Sybil attacks using signal strength measures. In order to determine the sender position during message communication, their method deploys detector nodes. When a different message communication has the same sender location but a different sender identity, a Sybil attack is suspected. MAC address signal strength measurements are used to spot spoofing attempts. The study [30] outlines a methodology for preventing sleep deprivation attacks in WSNs. The suggested architecture uses a cluster-oriented model, in which each cluster is further broken down across various areas. Avoiding long-distance communication lowers energy use. A wireless sensor network architecture with five layers is used by the framework to perform intrusion detection.
<table>
<thead>
<tr>
<th>IoT levels</th>
<th>Security issue</th>
<th>Implications</th>
<th>layers</th>
<th>Suggested Solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>Jamming Technique</td>
<td>Destabilization and</td>
<td>Physical</td>
<td>Changing frequencies and locations, encoding packets, and measuring the packet delivery ratio.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Denial of service (DoS)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sybil attacks</td>
<td>Network disruption, DoS</td>
<td>Physical</td>
<td>Measurements of the signal strength and channel estimation</td>
</tr>
<tr>
<td></td>
<td>Spoofing attacks</td>
<td>Network disruption, DDoS</td>
<td>Physical</td>
<td>Measurements of the signal intensity and channel estimation</td>
</tr>
<tr>
<td></td>
<td>Sleep deprivation attack</td>
<td>Energy consumption</td>
<td>Link</td>
<td>Intrusion detection system with multiple layers</td>
</tr>
<tr>
<td></td>
<td>Insecure NDP</td>
<td>IP Spoofing</td>
<td>Network</td>
<td>Using SEND's signature algorithm agility and multiple-key CGA to secure NDP messages</td>
</tr>
<tr>
<td></td>
<td>wormhole attacks</td>
<td>DoS</td>
<td>Network</td>
<td>Rank verification through hashing chain function</td>
</tr>
<tr>
<td></td>
<td>Buffer reservation attack</td>
<td>Closing reassembly buffer</td>
<td>6LoWPAN</td>
<td>Address space layout randomization (ASLR)</td>
</tr>
<tr>
<td></td>
<td>Authentication and secure</td>
<td>Privacy violation</td>
<td>6LoWPAN</td>
<td>Monitoring node behavior and authentication Using hashing and signatures</td>
</tr>
<tr>
<td></td>
<td>communication</td>
<td></td>
<td>adaptation,</td>
<td>Placement of an IDS or IPS in the IoT</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Transport Network</td>
<td>Eliminating malicious nodes from RPL by using a whitelist or a blacklist Nodes</td>
</tr>
<tr>
<td></td>
<td>Routing Attacks RPL-Based</td>
<td>Eavesdropping, man-in-the-middle attacks</td>
<td>Network</td>
<td>Signal intensity measurement, Graph Traversal Analysis, IDS anomaly detection, cryptographic key management, communication behavior analysis, rank verification via hash chain function</td>
</tr>
<tr>
<td></td>
<td>Sinkhole Node detection attacks</td>
<td>DoS</td>
<td>Network</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sybil Attacks</td>
<td>Privacy violation, spamming</td>
<td>Network</td>
<td>verification of identities observing user behavior and keeping a list of trusted and untrusted users</td>
</tr>
<tr>
<td></td>
<td>Transport level security</td>
<td>Privacy violation eavesdropping</td>
<td>Transport,</td>
<td>Using the 6LoWPAN Border Router (6LBR) as a conduit between nodes and the inter-net</td>
</tr>
<tr>
<td></td>
<td>Session hijacking attack</td>
<td>DoS</td>
<td>Transport</td>
<td>Encrypting all data transmitted</td>
</tr>
<tr>
<td></td>
<td>CoAP security</td>
<td>Network bottleneck, DoS</td>
<td>Application,</td>
<td>protection by Datagram Transport Layer Security (DTLS)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Network</td>
<td>TLS-tunnel</td>
</tr>
<tr>
<td></td>
<td>Insecure interfaces</td>
<td>DoS, invasion of privacy, and network disruption</td>
<td>Application</td>
<td>Filtering messages using 6LBR</td>
</tr>
<tr>
<td></td>
<td>Insecure Software / Firmware</td>
<td>DoS, invasion of privacy, and network failure</td>
<td>Application, Transport</td>
<td>Use of https and firewalls; prevention of the use of weak passwords by enforcing expiration policies and forcing compliance with password complexity requirements; assessment of the interface against software tool vulnerabilities (SQLi and XSS).</td>
</tr>
<tr>
<td></td>
<td>Middleware security</td>
<td>DoS, invasion of privacy, and network failure</td>
<td>Application, Transport, Network</td>
<td>updating software and firmware securely on a regular basis, using file signatures, and encrypting data with validation</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>The safeguarding of communication is achieved through the implementation of authentication protocols, security policies, key management mechanisms between devices, gateways, and M2M components, as well as transparent middleware.</td>
</tr>
</tbody>
</table>
B. Mediate-Level Security Solutions

Riaz et al. [31] suggest a security system that includes modules for secure neighbor finding, authentication, key generation, and data encryption. Elliptic Curve Cryptography (ECC) [50] is utilized for secure neighbor finding. In the neighbor discovery phase, nodes are identified using ECC public key signatures. Depending on the needs of the application, both symmetric and asymmetric key management solutions are recommended for deployment. Then, in order to guarantee node-to-node security, the encrypted data is transmitted.

A node's reassembly buffer could be prevented by a buffer reservation attack. This attack is lessened by the split buffer technique [32], which raises the cost of launching the attack by necessitating the transmission of full fragmented packets in brief bursts. Each node must calculate the completion rate of the packet and monitor the behavior of sending pieces. When under load, the node may reject packets that have low fragment percentages or a high fragment sending pattern fluctuation.

The Directed Acyclic Graph (DAG) is created by the RPL protocol with root at any of the gateways. RPL utilizes ranks to describe the quality of the path to the last sink node. To link to the root for eavesdropping, a node's rank value may be reduced. Version Number and Rank Authentication (VeRA), a proposed security technique, authenticates version numbers and rankings using the hash function (SHA), MAC function (HMAC), and digital signature (RSA) [51,52].

Weekly et al. propose a strategy that involves failover and authentication techniques to counter sinkhole attacks. [53], Pirzada et al. [54] provide another approach to thwart sinkhole attacks by utilizing various trust levels. Their method makes use of a variety of Dynamic Source Routing (DSR) protocol features to identify and prevent wormhole and sinkhole attacks in wireless networks.

Pseudo-identities, also known as Sybil nodes, are used in Sybil attacks on the network layer to impersonate numerous distinct identities. Peer-to-peer (P2P) and distributed systems, such as the Internet of Things, are seriously at risk from these attacks. A trust connection is added to social networks to prevent the establishment of Sybil identities [55]. By moving across the graph randomly or utilizing community detection methods, legitimate nodes can use the countermeasures employing social graphs to identify Sybil nodes. [42,56–57] Similar to this, users' behavior in relation to network activity is examined; users who consistently follow the same pattern are automatically labled as sybils. [35], Mahalle et al. have proposed a method that can protect the Internet of Things against attacks involving a man-in-the-middle as well as denial-of-service (DoS) attacks.

In a networked environment, man-in-the-middle attacks resulting from secret keys exposed as a result of eavesdropping may lead to identity theft. Additionally, the credentials or identity information might be replayed by attackers to influence network traffic. The Elliptic Curve Cryptography-based Diffie Hellman algorithm is used to mutually authenticate devices for communication and access via encryption and secret keys. With capability-based access, two devices' capacity to communicate is first confirmed. Additionally, before performing the actual operation, the device's capacity to carry out the specified functionality is verified. To create secret keys in the proposed method is known as Identity Authentication and Capability-based Access Control (IACAC). Kothmayr et al. [59, 60] detail a strategy for achieving end-to-end security by employing public key cryptography in conjunction with two-way authentication. For the purpose of storing the network's publishers' access privileges, a reliable access control server is built, and the publisher's website must store both the publisher's and the Authority's certificates. Authentication can be done with RSA or DTLS preshared keys by the Trusted Platform Module (TPM) processors [61], whereas TPMs are utilized to transmit RSA certificates in X.509 format.

Alghamdi et al. [62] recommend using Transport Layer Security pre-shared key ciphersuites (TLS-PSK) to ensure security during the entire transaction, allowing communication to occur between HTTP and CoAP. This necessitates a conversion message on the DTLS layer. Similar to this, a DTLS extension including pre-shared key (PSK) is recommended to provide processing of session keys for multicast message security. The 6LoWPAN Border Router (6LBR) is proposed as a dedicated authentication approach for transport-level security [37]. The 6LBR is able to intercept packets, compute for public key authentication, and then forward them. For the implementation of transport-level security, elliptic curve cryptography (ECC) is used. Also, end-to-end security at the transport level has been proposed using a variety of header compression approaches. Raza et al. [63] offer a method for reducing the size of the maximum transmission unit (MTU) of 6LoWPAN packets by compressing DTLS Record and Handshake headers and other Handshake data. An additional technique for encryption that employs hash functions for devices with limited resources has been suggested. The efficiency of the system is attributed to its minimal computational overhead. A proposed approach for achieving mutual authentication in fog computing environments that involve devices with limited resources is presented in research [58].

Park et al. [42] provide a mutual authentication strategy for safe session management with symmetric key-based encryption techniques. The suggested method first chooses a random number, encrypts it, and creates a session key that is then used to encrypt another random number. The encrypted number serves as an authentication key. Another hash-based encryption technique is also suggested for devices with limited resources that implement hash functions. As a result of the minimal computational overhead, it operates effectively.

C. High-Level Security Solutions

A method using TLS and DTLS is suggested by Brachmann et al. [43] to secure CoAP-based Low-power and Lossy Networks (LLN) connected to the internet. The suggested method is effective in situations where a 6LoWPAN Border Router (6LBR) connects the LLN to the internet so that devices can be accessed remotely. The CoAP and HTTP clients are serviced by the LLN nodes. It is suggested to map TLS and DTLS to provide end-to-end security that shields LLNs against internet-based threats.
Granjal et al. [64] present a different method of protecting messages for applications connecting across the internet utilizing various CoAP security parameters. SecurityOn, SecurityToken, and SecurityEncap are the new security settings for CoAP.

The SecurityOn option is important for the security of CoAP messages at the application level. Through identity and permission, the SecurityToken option at the application level makes it easier to access CoAP resources. The SecurityEncap option performs [65] and proposes a security paradigm that uses 6LBR for message filtration to guarantee end-to-end security for IoT. The TLS-DTLS tunnel can be formed. Similar to this, it is advised that message verification or replay detection be carried out at the CoAP device when two hosts share the same key. Sethi et al. [44] present an energy-efficient security paradigm for IoT-based CoAP based on public key cryptography. The proposed security architecture, which is a model, employs a mirror proxy (MP) and resource directory to supply a catalog of the endpoint’s resources.

The OWASP project [45] offers suggestions for IoT security countermeasures to deal with vulnerable high-level interfaces, including setups that prevent the use of weak passwords and evaluate the interface for common software tool weaknesses (SQLi and XSS), and utilize firewalls and secure HTTPS connections. Additionally, through a secure transfer method, the device’s software or firmware should be frequently updated. The updated files need to be signed and correctly validated before installation, and they should be downloaded from a secure site.

Conzon et al. [46] have proposed the utilization of VIRTUS middleware to provide authentication and encryption for safeguarding distributed applications that operate within an IoT ecosystem.

IoT middleware solutions are heavily used in contexts with limited resources, such as memory, computational power, and the network. Because of this, middleware system components must cope with lightweight security techniques. However, it is seen as difficult to deploy new security strategies in accordance with the demands of certain Internet of Things applications. Liu et al. [47] propose a middleware server that provides data filtering during communication among heterogeneous IoT environments. The suggested middleware offers effective methods for addressing, naming, and profiling in a variety of settings. A key hierarchy comprising keys for the root, applications, and services is used to achieve the common authentication, authorization, and accounting (AAA) functionalities. A web-based portal is used to register for services, limiting access to those services to approved users. A common architecture with various security layers is suggested for machine-to-machine (M2M) communications in the IoT environment [66].

The resource contents should be encrypted for M2M service layer security, and securing message transmission using TLS or DTLS sessions is recommended. The study [67] suggests a security architecture for IoT middleware that makes use of accepted encryption techniques like AES to ensure data confidentiality. The proposed architecture-based approach has the ability to secure the communications of IoT entities, such as users, devices, and services.

V. CONCLUSION

Today’s Internet of Things devices are unsafe and vulnerable, and they are not able to provide any security to protect themselves. This is due to the resource limitations in IoT devices as well as the lack of developed standards and weakly implemented security measures in hardware and software.

This paper presents an analysis of IoT security issues. The components of IoT technology are defined, and the areas of its application are considered. An analysis of the security of the Internet of Things has been carried out; looking at assets and technologies, and a classification of these issues has been compiled into three groups according to the standard IoT layers: high, medium, and low. We briefly go over the literature-proposed approaches for utilizing IoT security at various tiers; requirement for security, including privacy, authenticity, and integrity, is discussed; in addition, we present a parametric evaluation of IoT possible attacks and countermeasures. We analyze the effects of the attack and connect them to countermeasures that have been presented in the literature. The ultimate goal of addressing IoT security and protection issues is to ensure that all assets are prioritized, maintain the required level of privacy, and achieve and maintain a high level of attack resistance, thereby ensuring comprehensive security.
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Abstract—Flowers are admired and used by people all around the world for their fragrance, religious significance, and medicinal capabilities. The accurate taxonomy of these flower species is critical for biodiversity conservation and research. Non-experts typically need to spend a lot of time examining botanical guides in order to accurately identify a flower, which can be challenging and time-consuming. In this study, an innovative mobile application named FloralCam has been developed for the identification of flower species that are commonly found in Mauritius. Our dataset, named FlowerNet, was collected using a smartphone in a natural environment setting and consists of 11660 images, with 110 images for each of the 106 flower species. Seventy percent of the data was used for training, twenty percent for validation and the remaining ten percent for testing. Using the approach of transfer learning, pre-trained convolutional neural networks (CNNs) such as the InceptionV3, MobileNetV2 and ResNet50V2 were fine tuned on the custom dataset created. The best performance was achieved with the fine tuned MobileNetV2 model with accuracy 99.74% and prediction time 0.09 seconds. The best model was then converted to TensorFlow Lite format and integrated in a mobile application which was built using Flutter. Furthermore, the models were also tested on the benchmark Oxford 102 dataset and MobileNetV2 obtained the highest classification accuracy of 95.90%. The mobile application, the dataset and the deep learning models developed can be used to support future research in the field of flower recognition.
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I. INTRODUCTION

Flowers have long been appreciated as a significant phenomenon in the history of mankind [1]. They are adored and used by humans around the globe to embellish their environment as well as for fragrance, religion, and medicine [2]. Flowering plants, commonly known as angiosperms (Merriam-Webster, 2021), have been the most dominant plant biodiversity in our terrestrial ecosystem for over 60 million years [3]. The dominance of these living organisms over more primitive angiosperms, such as pines and palms, was even described as an “abominable mystery” by Charles Darwin [4]. According to [5], there are about 400,000 species of plants on Earth. Over the last few decades, the world’s biomass have undergone a change of more than 10% owing to the various effects of climate change and land use. In addition, the increasing invasion of alien plant species has shown a negative impact on native plants, destroying our natural ecosystem. The accurate identification of invasive non-native plant species can therefore aid in the development of awareness and educational programs contributing to the mitigation of their impacts [5].

According to [6], accurate identification of species is critical for ecological monitoring. Therefore, proper plant and flower identification can help stakeholders with a variety of activities, such as investigating the biodiversity richness of an area and monitoring the population of endangered species while species misidentification can lead to erroneous conservation strategies [7]. As can be deduced, accurate species classification is essential for biodiversity conservation and research. Furthermore, accurate flower classification is a non-tedious task for skilled taxonomists and for people with expertise in anthology and botany [8]. Non-experts and novices typically find it complex and time-consuming to properly identify a flower. They usually must spend a significant amount of time examining botanical guides [9]. Automatic recognition technologies, such as machine learning (ML) and artificial intelligence (AI), can thus be utilized for the automatic identification of flowers, overcoming this taxonomic gap.

Several studies have been conducted on flower detection and recognition systems by employing different flower images and methods. Flower shape and colour, as well as the stamen region, can be used to identify different flowers [10]. Deep learning techniques such as the convolutional neural networks (CNN) are effective in distinguishing between numerous flower species [11]. Also, a mobile application for the automatic recognition of plants from their leaves was developed by [12]. However, no such application for flower recognition has yet been developed in Mauritius. The purpose of this paper is therefore to create such an application to facilitate the identification of flowers among common people with little or no botany knowledge through pictures taken using a smartphone. Moreover, information on the flower, such as its scientific name, common name, and a brief description will be displayed.

Today, it is still challenging to differentiate flowers in image processing systems. This is because many flower species exhibit similar shapes and colours. In addition, there are several difficulties when images are captured in natural outdoor scenes. For example, lighting is largely dependent on the weather conditions and the time of day. Furthermore, due to illumination considerations, specular highlights can affect the appearance of flowers, for example flowers may appear brighter or whiter than usual. Moreover, differences in occlusions, viewpoints, and scales in flower images, as well as uncertainty across different flower species with similar characteristics such as colour and form, contribute to the difficulties of automatic flower recognition. Another challenge is that the flower in the image must be segmented properly and with as few errors as possible [13].

Thus, a mobile application that can automatically identify and categorise flowers found in Mauritius will be developed.
The system will be created using AI and deep learning approaches and will make use of a new dataset of flowers, which are available in the Republic of Mauritius. This paper proceeds as follows. In section II, we provide an overview of all the related works that have been done on the automatic recognition of flowers. The datasets and the deep learning models used are described in section III. Section III discusses the results for each experiment, together with a comparison with existing works. Section V concludes the paper. A list of all the flowers using in this work are provided in the appendix.

II. RELATED WORKS

Artificial intelligence along with machine learning and deep learning, has been used for the development of software involving image recognition. Numerous models, approaches, and methodologies have been adopted in the classification of flower species. This section includes some pertinent research on various flower recognition studies.

One of the first flower recognition studies was conducted by [14] using an approach that indexes flower images based on their colours and spatial domains. Their research focus was mainly based on developing efficient methods for querying a database by colour for identification of flowers. An iterative segmentation algorithm with the aim of reducing unnecessary processing, was used to extract flower regions from their background using the flower’s domain knowledge. This allowed for the indexing of flower images based solely on the colours present in the flower rather than the complete image. The database could then be queried by a specific colour or by supplying a sample flower image. This colour-based algorithm, however, makes it difficult to classify flowers primarily based on their colour, without considering their shape and other features.

An approach with the aim of classifying wildflowers based on more than one attribute (shape and colour) was implemented in [15]. Their method involved the use of a three-layered network along with a back propagation learning algorithm. A dataset consisting of 20 sets of images from 16 flower species was used, with each set containing two images of a plant: a leaf and a flower’s frontal image captured using a digital camera. The proposed model was trained using 19 sets of images, with the remaining one was used for testing. They obtained an accuracy of 96% by using four features from the leaf and two from the flower. Their study also demonstrated that having too many features from the input images can have an impact on the recognition performance. Images were taken under controlled environments by positioning a black cloth behind the flower and leaf to enable easier segmentation.

Saitoh et al. enhanced their previous work by conducting further research to automatically recognise blooming flowers [16]. The innovation in their research was a new way of extracting the flowers from their background, as opposed to their earlier work, which used K-means clustering. This new method, called “Intelligent Scissors”, was proposed by [17]. In this innovative approach, images were taken such that the flowers appeared in the centre of the photo with a defocused background. A total of 600 pictures, comprising 20 images per flower for 30 different species, were taken for this experiment. Of these, 19 images from each flower species were used for training and the rest for testing. They achieved a classification accuracy of 90% by using 10 colour and shape features.

Traditional flower recognition studies usually implicate constraints such as variations in flower positions as well as having multiple flowers in an image, resulting in poor recognition performance. Kim et al. therefore proposed using the Difference Image Entropy (DIE) and contour features retrieved from images comprising of multi-flower objects in their mobile system [18]. Their application works by using two images. Firstly, the user draws a contour line around the flower region on the original congregated flower image to retrieve the first image. Next, contour features such as Zero-Crossing Rate (ZCR), minimum distance, and length of the contour line are extracted from the first image. These features are then used to reduce the number of flower candidates in the entire identification process. Following that, pixel subtraction is used to calculate the difference between the second image (the sub image containing the flower from the original image), and the normalized average of the reduced images obtained from the previous step. Their system used a dataset consisting of 20 images per flower species, for a total of 10 species. Ten images per flower for all species were used in training, and the other 10 images were used for testing the model. The recognition accuracy was 95%.

Automatically extracting flower boundaries from flower images is a key part of the recognition process. Given the difficulties of extracting flowers from its background, Aydin and Ugur presented the IPSOAntK-Means algorithm [19]. Their proposed solution combines the K-means algorithm with particle swarm optimisation and an ant colony algorithm to improve the flower boundary extraction process. Their approach was evaluated by using two different datasets, namely the CAVIAR and Oxford 17 datasets. The first dataset contained 1078 flowers from 113 distinct species, while the second one had flowers from 17 different species. Based on images from the CAVIAR dataset, their investigation revealed that the IPSOAntK-Means method performed better than the K-means algorithm, with a segmentation accuracy of 96.4%. However, since only colour was used for the extraction process, the proposed method has decreased extraction performance on flowers with similar colours to that of their background.

Flowers come in a variety of colours and contours, and it is difficult to distinguish between them based only on their contours. In their mobile application, Hong and Choi used both colour and contour aspects, as well as K-means clustering and history matching, to increase the recognition accuracy [20]. A dataset consisting of 500 images was built, with 400 images used for training and the remaining 100 images used for testing their model. Their study demonstrated that they could improve contour detection quality by using colour-based contour detection and edge-based contour detection. They also observed that light and camera angle can lead to recognition failures by wrongly detecting the contours of the flowers. Therefore, they applied image recovery and partial recognition to mitigate this issue. With all these measures, their application obtained an accuracy of 94.8%.

Tiay et al. also attempted to recognise flowers based on their colour and edge properties by using the K-nearest neighbour (KNN) algorithm [21]. Their system displayed the top three similar flowers by using seven edge and forty colour
characteristics. Their proposed system consisted of 10 flower species with 50 images per species for testing and 100 images for training. Their study showed that having flowers with overlapping edge and colour properties can impact the classification accuracy. Their method resulted in a classification accuracy of more than 80%.

CNN-based recognition method was used by [22] for apple blossom identification. Dias et al. used a pre-trained CNN model with Support Vector Machines (SVM). Their detection rate was 90%. Another closely related approach was the hybrid method proposed by [23] Their method used CNN models along with feature selection methods. Their dataset had 4242 photos, non-uniformly distributed by species: each flower had a different number of images. Adding to that, their dataset was partitioned into 80% for training and the remaining 20% for testing. For feature extraction, the GoogleNet, AlexNet, ResNet-50, and VGG-16 CNN models were used and trained using the transfer learning method. The features extracted were then combined, and only the efficient ones were finalised using the f-regression and multiple inclusion criterion (MIC) methods yielding two sets of features. The 2-feature sets obtained were then compared and only the intersecting features in both sets (stable features) were extracted and classified using the SVM method. Their research indicated that the stable features obtained by the feature selection methods contributed to their high classification accuracy of 98.91%. However, their study was conducted using only 5 different flower species.

Liao and Zhang also used the feature selection method in their system along with a classification method based on SVM and a DenseNet architecture called DN-F-SVM [24]. DenseNet was utilised to extract several features from the flower images. Furthermore, the Fast Correlation-Based Filter (FBCF), was employed to select the most effective features. The proposed model was trained on the Oxford 17 and Oxford 102 datasets. A classification accuracy of 99.12% and 98.90% was obtained, respectively for each dataset.

Researchers have also adopted the CNN ensemble approach to achieve optimum recognition accuracy in real-world applications. Such an approach was proposed by Wang et al. and it consisted of 3 steps [25]. The first phase, known as feature extraction, was achieved by pretraining the MobileNet models on the ILSVRC-2012-CLS image dataset. Following that, the retrieved features were used to train different classifiers. In addition, a re-sampling strategy was used to improve the diversity of the individual models used. Finally, an ensemble model was implemented using the weighted average technique. They tested the effectiveness of their system on two flower datasets consisting of 3670 and 1660 images from 5 flower species. The first dataset consisted of a training set with 3320 images and a test set with 350 images while the second dataset was used entirely for testing. Their findings demonstrated that the ensemble technique outperformed single classifiers. Adding to that, they also noted that the ensemble method can achieve better performance with a larger dataset.

A hybrid approach integrating the Viola-Jones algorithm and multi-template matching for effective and accurate identification of Anthurium flower cultivars was done in [26]. Their system had a computation time of less than 0.5s and a classification accuracy of more than 99%. Their results indicated that the technique had acceptable performance in detecting the spadix region and very good performance in classifying the flower cultivars. Based on the VGG-16 CNN method, Ly et al. designed a flower classification model using the saliency detection algorithm [27]. They also used the stochastic gradient descent algorithm to adjust network weights. The dropout and the transfer learning methods were also used in optimising the model to reduce overfitting. They utilised the Oxford-102 dataset, which included 102 flower species and around 40-258 images per species for a total of 8189 images. The categorisation accuracy was 91.9%.

III. METHODOLOGY

This section describes the different steps followed to build the flower recognition system. The datasets and the deep learning models are used are described in detail.

A. Datasets

1) FlowerNet: The first and most critical step in implementation of the system is data acquisition. As a result of the non-availability of a large image dataset of flowers found in Mauritius at the beginning of the study, a new dataset had to be created to undertake the research. To achieve the primary objective of building a huge dataset, flower images were captured in various locations, including plant nurseries, neighbourhoods, gardens, and parks from the period of November 2021 to April 2022. For this research, the Huawei Y9 2019 smartphone with a resolution of 13 megapixels was utilised to collect data samples for 106 flower species. The dataset was constructed either by capturing close-up flower pictures continuously or extracting frames from recorded flower videos. The images and recorded videos were captured in a natural environment, such as in sunny and rainy weather conditions with variations in viewpoints, illumination and rotation. This new dataset was named as FlowerNet. It consists of 106 classes of flower species with a total of 11660 images. Each class has 110 different flower images. The dataset can be obtained by contacting the authors.

2) Other datasets: For a fair consideration, we will compare the performance of our implemented models with the Oxford 102 flower dataset. This dataset contains 40 to 258 images for 102 flower species commonly found in the UK with a total of 8189 images. The dataset contains images that vary in terms of scaling, lighting and poses.

Additionally, three different variations of these two datasets were also created:

(i) A merged dataset consisting of flower categories from both the Oxford 102 and the FlowerNet but excluding the overlapping flowers from the Oxford 102 dataset,

(ii) A flower dataset consisting of overlapping flowers from the Oxford 102 dataset only, and

(iii) A flower dataset consisting of overlapping flowers from the FlowerNet dataset only.

3) Overlapping flowerNet and oxford 102 datasets: Table I shows the corresponding overlapping flowers in FlowerNet and Oxford 102 datasets. The flowers in the first column are used to create the overlapping flower dataset for the Oxford 102 dataset while the flowers in the second column are used to create the overlapping flower dataset for the FlowerNet dataset.
Also, flowers of different colours were considered as different flower categories in the FlowerNet dataset. However, for the creation of the overlapping flower dataset for the FlowerNet dataset, the different colours were merged as a single flower category as shown in Table II.

<table>
<thead>
<tr>
<th>#</th>
<th>Flower Category</th>
<th>No of Flowers</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Canna Lily</td>
<td>110</td>
</tr>
<tr>
<td>2</td>
<td>Daisy (White)</td>
<td>110</td>
</tr>
<tr>
<td>3</td>
<td>Desert Rose</td>
<td>220</td>
</tr>
<tr>
<td>4</td>
<td>Flamingo Lily</td>
<td>220</td>
</tr>
<tr>
<td>5</td>
<td>Gerbera</td>
<td>220</td>
</tr>
<tr>
<td>6</td>
<td>Hibiscus</td>
<td>330</td>
</tr>
<tr>
<td>7</td>
<td>Leopold Flower</td>
<td>110</td>
</tr>
<tr>
<td>8</td>
<td>Mexican Petuna</td>
<td>110</td>
</tr>
<tr>
<td>9</td>
<td>Ostrich Plum</td>
<td>110</td>
</tr>
<tr>
<td>10</td>
<td>Paper Flower</td>
<td>330</td>
</tr>
<tr>
<td>11</td>
<td>Rose (Cream)</td>
<td>330</td>
</tr>
<tr>
<td>12</td>
<td>Rose (Pink)</td>
<td>330</td>
</tr>
<tr>
<td>13</td>
<td>Rose (Yellow)</td>
<td>330</td>
</tr>
</tbody>
</table>

### TABLE III. DATASET SUMMARY

<table>
<thead>
<tr>
<th>Dataset</th>
<th># Images per Flower Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oxford 102</td>
<td>40 - 258</td>
</tr>
<tr>
<td>FlowerNet</td>
<td>110</td>
</tr>
<tr>
<td>Merged</td>
<td>40 - 258</td>
</tr>
<tr>
<td>Overlapping Oxford 102</td>
<td>42 - 171</td>
</tr>
<tr>
<td>Overlapping FlowerNet</td>
<td>110 - 990</td>
</tr>
</tbody>
</table>

---

#### C. Classification System

Different CNN models were trained on the FlowerNet dataset using the transfer learning approach. Transfer learning, as the term implies, is the application of knowledge gained from one problem to solve other distinct but related problems. In deep learning, the knowledge of a neural network previously trained to tackle one problem can be leveraged as a starting point to address another classification challenge. AlexNet, GoogleNet, MobileNet, ResNet, and VGG19 are a few examples of CNN models trained on the huge ImageNet dataset which encompasses 1.4 million images with 1000 classes. These pre-trained models can be repurposed for another target domain by using the fixed feature extraction and fine-tuning methods. During this study, several models were implemented, and the optimal model is chosen through a series of experiments and converted into TensorFlow Lite for integration into a mobile application. Fig. 1 illustrates the processes in the flower recognition system.

![Fig. 1. The flow of processes in the flower recognition system.](image-url)

#### D. Fine Tuning Pre-trained CNNs

The InceptionV3, MobileNetV2 and ResNet50V2 models were fine-tuned for the flower classification problem. The fully connected layers of the pretrained networks were removed while the remaining network, consisting of a sequence of convolution and pooling layers, were retained for fixed feature extractor. New classification layers were incorporated to
perform classification on the different flower classes. In our study, a global average pooling layer, dropout layer along with two dense layers with ReLu and a dense layer with SoftMax classifier were added as classification layers as shown in Fig. 2.

![Proposed architecture of fine-tuned InceptionV3, ResNet50V2 and MobileNetV2.](image)

**Fig. 2. Proposed architecture of fine-tuned InceptionV3, ResNet50V2 and MobileNetV2.**

### E. Summary of Models Implemented

Table IV summarises the different models that were implemented in this study.

<table>
<thead>
<tr>
<th>Pre-Trained CNN</th>
<th>Trainable Layer</th>
<th>Classifier</th>
</tr>
</thead>
<tbody>
<tr>
<td>MobileNetV2</td>
<td>True</td>
<td>SoftMax</td>
</tr>
<tr>
<td>ResNet50V2</td>
<td>True</td>
<td>SoftMax</td>
</tr>
<tr>
<td>InceptionV3</td>
<td>True</td>
<td>SoftMax</td>
</tr>
<tr>
<td></td>
<td>False</td>
<td>SoftMax</td>
</tr>
</tbody>
</table>

### F. Summary of Datasets Used

Table V summarises the different datasets that have been used in this study.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Flower Classes</th>
<th>Images per Flower Class</th>
<th>Total Images</th>
<th>Training (70%)</th>
<th>Validation (20%)</th>
<th>Testing (10%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FlowerNet</td>
<td>106</td>
<td>110</td>
<td>11660</td>
<td>8162</td>
<td>2332</td>
<td>1166</td>
</tr>
<tr>
<td>Oxford 102</td>
<td>102</td>
<td>110</td>
<td>11220</td>
<td>7854</td>
<td>2244</td>
<td>1122</td>
</tr>
<tr>
<td>Merged</td>
<td>195</td>
<td>110</td>
<td>21450</td>
<td>15015</td>
<td>4290</td>
<td>2145</td>
</tr>
<tr>
<td>OverlappingOxford</td>
<td>13</td>
<td>110</td>
<td>1430</td>
<td>1001</td>
<td>286</td>
<td>143</td>
</tr>
<tr>
<td>OverlappingFlowerNet</td>
<td>13</td>
<td>110</td>
<td>1430</td>
<td>1001</td>
<td>286</td>
<td>143</td>
</tr>
</tbody>
</table>

### G. Mobile Application

Flutter is chosen as the framework for developing the mobile application since it can be utilised to develop user-friendly interfaces with the help of well-structured documentation. Additionally, Flutter is cross-platform allowing it to run on different mobile operating systems. Table VI shows the different screens developed for the mobile application.

**Table VI. Screens in Mobile Application**

<table>
<thead>
<tr>
<th>Screen</th>
<th>Screen Image</th>
</tr>
</thead>
<tbody>
<tr>
<td>Splash Screen</td>
<td><img src="image" alt="Splash Screen" /></td>
</tr>
<tr>
<td>Home Page</td>
<td><img src="image" alt="Home Page" /></td>
</tr>
<tr>
<td>Choosing Image Upload Option</td>
<td><img src="image" alt="Choosing Image Upload Option" /></td>
</tr>
<tr>
<td>Cropping Screen</td>
<td><img src="image" alt="Cropping Screen" /></td>
</tr>
<tr>
<td>Loading Screen</td>
<td><img src="image" alt="Loading Screen" /></td>
</tr>
</tbody>
</table>
IV. RESULTS AND DISCUSSION

The results obtained by the implemented models on the different datasets are described in this section. The performance of each model is assessed using the classification accuracy and F1 scores. The FlowerNet dataset consists of 11660 images, 106 flowers each having 110 images. The dataset was divided into three sets before training the models: 70% for training, 20% for validation, and remaining 10% for testing.

A. FlowerNet Dataset

Table VII displays the accuracy values achieved after evaluating all the models with the FlowerNet dataset. The MobileNetV2 and InceptionV3 models achieved the highest accuracy scores of 99.74% and 99.31%, respectively. These highest accuracy scores were obtained when the feature extraction layers were set to trainable. When trainable layers are set to true, this implies that all the weights of the neural network are updated during training. When feature extraction layers were not trained, the maximum accuracy score was 98.97%.

<table>
<thead>
<tr>
<th>Model</th>
<th># Trainable Layers</th>
<th>Accuracy</th>
<th>F1 Macro</th>
<th>F1 Weighted</th>
</tr>
</thead>
<tbody>
<tr>
<td>MobileNetV2</td>
<td>TRUE</td>
<td>99.74%</td>
<td>0.9974</td>
<td>0.9974</td>
</tr>
<tr>
<td></td>
<td>FALSE</td>
<td>98.97%</td>
<td>0.9899</td>
<td>0.9899</td>
</tr>
<tr>
<td>ResNet50V2</td>
<td>TRUE</td>
<td>98.77%</td>
<td>0.9877</td>
<td>0.9877</td>
</tr>
<tr>
<td></td>
<td>FALSE</td>
<td>98.21%</td>
<td>0.9821</td>
<td>0.9821</td>
</tr>
<tr>
<td>InceptionV3</td>
<td>TRUE</td>
<td>99.31%</td>
<td>0.9931</td>
<td>0.9931</td>
</tr>
<tr>
<td></td>
<td>FALSE</td>
<td>98.80%</td>
<td>0.9881</td>
<td>0.9881</td>
</tr>
</tbody>
</table>

B. Oxford 102 Dataset

Table VIII displays the accuracy values achieved after evaluating all the models with the Oxford 102 dataset. The MobileNetV2 and InceptionV3 models achieved the highest accuracy scores of 95.90% and 95.28%, respectively. These highest accuracy scores were obtained when the feature extraction layers were set to trainable. When the layers in the InceptionV3 model are set to non-trainable, the accuracy drops to 91%.

<table>
<thead>
<tr>
<th>Model</th>
<th># Trainable Layers</th>
<th>Accuracy</th>
<th>F1 Macro</th>
<th>F1 Weighted</th>
</tr>
</thead>
<tbody>
<tr>
<td>MobileNetV2</td>
<td>TRUE</td>
<td>95.90%</td>
<td>0.9594</td>
<td>0.9594</td>
</tr>
<tr>
<td></td>
<td>FALSE</td>
<td>92.87%</td>
<td>0.9278</td>
<td>0.9278</td>
</tr>
<tr>
<td>ResNet50V2</td>
<td>TRUE</td>
<td>92.25%</td>
<td>0.9217</td>
<td>0.9217</td>
</tr>
<tr>
<td></td>
<td>FALSE</td>
<td>91.18%</td>
<td>0.9111</td>
<td>0.9111</td>
</tr>
<tr>
<td>InceptionV3</td>
<td>TRUE</td>
<td>95.28%</td>
<td>0.9530</td>
<td>0.9530</td>
</tr>
<tr>
<td></td>
<td>FALSE</td>
<td>91.30%</td>
<td>0.9109</td>
<td>0.9109</td>
</tr>
</tbody>
</table>

When trainable layers are set to true, the feature extraction layers of the pretrained CNNs are re-trained, and their weights are updated according to the FlowerNet dataset. This explains why the best results are obtained when the trainable layers are set to true. However, when trainable layers are set to false, this implies that the feature extraction layers of the CNNs are using the original weights and features of the ImageNet dataset, and this resulted in poor prediction, as compared to re-training all layers in the pretrained CNNs for the FlowerNet and Oxford 102 dataset. The ImageNet dataset, Oxford 102 and the FlowerNet datasets have distinct characteristics. Therefore, training the feature extraction layers from scratch using the FlowerNet/Oxford 102 dataset resulted in better accuracies.

C. Merged Dataset

Table IX displays the accuracy values achieved after evaluating all the models with the merged dataset. The InceptionV3 and MobileNetV2 models achieved the highest accuracy scores of 97.30% and 97.11%, respectively. These highest accuracy scores were obtained when the feature extraction layers were set to trainable. When the layers in the InceptionV3 model are set to non-trainable, the accuracy drops to 94.22%.

<table>
<thead>
<tr>
<th>Model</th>
<th># Trainable Layers</th>
<th>Accuracy</th>
<th>F1 Macro</th>
<th>F1 Weighted</th>
</tr>
</thead>
<tbody>
<tr>
<td>MobileNetV2</td>
<td>TRUE</td>
<td>97.11%</td>
<td>0.9711</td>
<td>0.9711</td>
</tr>
<tr>
<td></td>
<td>FALSE</td>
<td>94.22%</td>
<td>0.9422</td>
<td>0.9422</td>
</tr>
<tr>
<td>InceptionV3</td>
<td>TRUE</td>
<td>97.30%</td>
<td>0.9730</td>
<td>0.9730</td>
</tr>
<tr>
<td></td>
<td>FALSE</td>
<td>94.22%</td>
<td>0.9422</td>
<td>0.9422</td>
</tr>
</tbody>
</table>
The models which were trained on the merged dataset have obtained a lower accuracy as compared to the original FlowerNet dataset. As the number of classes in a computer vision task increases, the identification process becomes complex. When the number of classes is increased from 106 (FlowerNet) to 195 (Merged), the complexity of the model increases, which makes the model more prone to errors.

### D. Overlapping Flowers Datasets

For the FlowerNet dataset, the images were captured as close-up flower pictures. Oxford 102, on the other hand, consists of a variety of images taken in different positions and orientations. In this study, the effect of training a model with close-up pictures is also analysed with flowers found in both the FlowerNet and the Oxford 102 datasets.

Table X displays the accuracy values achieved after evaluating all the models with the overlapping FlowerNet dataset. A general observation is that all models have obtained an accuracy of above 99%. For the MobileNetV2 and ResNet50V2 models, the accuracies and F1 macro and weighted scores are all 100%. For the InceptionV3 model, the accuracy and F1 macro and weighted scores dropped by 0.7% when trainable layers are set to false.

<table>
<thead>
<tr>
<th>Model</th>
<th># Trainable Layers</th>
<th>Accuracy</th>
<th>F1 Macro</th>
<th>F1 Weighted</th>
</tr>
</thead>
<tbody>
<tr>
<td>MobileNetV2</td>
<td>TRUE</td>
<td>99.14%</td>
<td>0.9711</td>
<td>0.9711</td>
</tr>
<tr>
<td></td>
<td>FALSE</td>
<td>98.13%</td>
<td>0.9687</td>
<td>0.9687</td>
</tr>
<tr>
<td>ResNet50V2</td>
<td>TRUE</td>
<td>95.15%</td>
<td>0.9513</td>
<td>0.9513</td>
</tr>
<tr>
<td></td>
<td>FALSE</td>
<td>98.87%</td>
<td>0.9474</td>
<td>0.9474</td>
</tr>
<tr>
<td>InceptionV3</td>
<td>TRUE</td>
<td>97.80%</td>
<td>0.9325</td>
<td>0.9325</td>
</tr>
<tr>
<td></td>
<td>FALSE</td>
<td>99.22%</td>
<td>0.9414</td>
<td>0.9414</td>
</tr>
</tbody>
</table>

Table XI displays the accuracy values achieved after evaluating all the models with the overlapping Oxford 102 dataset. When trainable layers are set to true, the InceptionV3 model achieved the best accuracy of 99.30% followed by an accuracy of 96.50% by the MobileNetV2 and ResNet50V2 models. When the layers in the InceptionV3 model are set to non-trainable, the accuracy drops to 97.90%.

<table>
<thead>
<tr>
<th>Model</th>
<th># Trainable Layers</th>
<th>Accuracy</th>
<th>F1 Macro</th>
<th>F1 Weighted</th>
</tr>
</thead>
<tbody>
<tr>
<td>MobileNetV2</td>
<td>TRUE</td>
<td>99.40%</td>
<td>0.9930</td>
<td>0.9930</td>
</tr>
<tr>
<td></td>
<td>FALSE</td>
<td>99.00%</td>
<td>0.9900</td>
<td>0.9900</td>
</tr>
<tr>
<td>ResNet50V2</td>
<td>TRUE</td>
<td>99.50%</td>
<td>0.9954</td>
<td>0.9954</td>
</tr>
<tr>
<td></td>
<td>FALSE</td>
<td>96.50%</td>
<td>0.9646</td>
<td>0.9646</td>
</tr>
<tr>
<td>InceptionV3</td>
<td>TRUE</td>
<td>96.50%</td>
<td>0.9641</td>
<td>0.9641</td>
</tr>
<tr>
<td></td>
<td>FALSE</td>
<td>99.50%</td>
<td>0.9954</td>
<td>0.9954</td>
</tr>
</tbody>
</table>

Table XII displays the accuracy values achieved after evaluating all the models with the overlapping Oxford 102 dataset. The models which were trained on the merged dataset have obtained a lower accuracy as compared to the original FlowerNet dataset. As the number of classes in a computer vision task increases, the identification process becomes complex. When the number of classes is increased from 106 (FlowerNet) to 195 (Merged), the complexity of the model increases, which makes the model more prone to errors.

<table>
<thead>
<tr>
<th>Model</th>
<th># Trainable Layers</th>
<th>Accuracy</th>
<th>F1 Macro</th>
<th>F1 Weighted</th>
</tr>
</thead>
<tbody>
<tr>
<td>MobileNetV2</td>
<td>TRUE</td>
<td>99.14%</td>
<td>0.9711</td>
<td>0.9711</td>
</tr>
<tr>
<td></td>
<td>FALSE</td>
<td>98.13%</td>
<td>0.9687</td>
<td>0.9687</td>
</tr>
<tr>
<td>ResNet50V2</td>
<td>TRUE</td>
<td>95.15%</td>
<td>0.9513</td>
<td>0.9513</td>
</tr>
<tr>
<td></td>
<td>FALSE</td>
<td>98.87%</td>
<td>0.9474</td>
<td>0.9474</td>
</tr>
<tr>
<td>InceptionV3</td>
<td>TRUE</td>
<td>97.80%</td>
<td>0.9325</td>
<td>0.9325</td>
</tr>
<tr>
<td></td>
<td>FALSE</td>
<td>99.22%</td>
<td>0.9414</td>
<td>0.9414</td>
</tr>
</tbody>
</table>

Models trained on the overlapping FlowerNet flowers have performed relatively better than models trained on the overlapping Oxford 102 dataset. The overlapping FlowerNet dataset classes consist of mostly close-up images of flowers with minimal background while the overlapping Oxford 102 dataset consists of flower images with a lot of background. This result suggests that the proportion of background in the images has influenced the identification process, hence the difference in accuracy.

### E. Model Prediction Time

A good model is not dependent solely on classification accuracy. The prediction time of the model should also be considered. As a result, an experiment is carried out to test the prediction time with models that have trainable layers set to true. To calculate the inference time of the models, the prediction time was recorded for the test images. The experiment was then repeated seven times to obtain an average prediction time for a more realistic inference time. The prediction time per image was then computed and the results are tabulated as shown in Table XII.

From Table XII, it can be deduced that MobileNetV2 has a lower prediction time (0.09 seconds) followed by the ResNet50V2 (0.12 seconds). InceptionV3 has the highest inference time of 0.22 seconds per image. In terms of model size, MobileNetV2 has the smallest size followed by InceptionV3 and ResNet50V2.

MobileNetV2 obtained the least prediction time as compared to ResNet50V2 and InceptionV3. This is because the network size and parameter count affect the inference time and MobileNetV2 (3.1 million) has a lower parameter count as compared to InceptionV3 (23.0 million) and ResNet50V2 (24.8 million). Adding to that, the trained MobileNetV2 model has the lowest size compared to the others. This is another reason influencing the prediction time.

### F. Comparison with Existing Works

Wang et al. performed classification on five different flower categories using an initial dataset consisting of a training set to train their model and a test set to evaluate it [25]. Additionally, another dataset set was used to test their models. They used the ensemble method, whereby the predictions of seven MobileNet models were combined. They achieved the best accuracy of 94.63% and 91.14% on their first and second datasets, respectively. Compared to the result in this paper, an accuracy of 99.7% was achieved when the MobileNetV2 model was used. Even with a much more significant number of categories of flowers (106 classes), our models produced better accuracy. The dataset used by [25] was not publicly available to perform additional testing.

Lv et al. used the VGG16 CNN model to perform flower classification [27]. They were able to achieve an accuracy of 91.9% when the model was trained on the Oxford 102 dataset. The Oxford 102 dataset was also used to compare the implemented models with that of [27]. The best accuracy obtained when trained on the Oxford 102 dataset was 95.90% when the MobileNetV2 model was used. Thus, our work outperformed the VGG16 model used in [27].

### V. Conclusions

The classification of flower species is a challenging process. Flower images captured in varying viewpoints, lightings...
and occlusion by leaves and other debris make it difficult to classify flower species. Deep learning has recently surfaced as one of the preferred approaches for achieving promising results in such classification problems. A new dataset, named FlowerNet, consisting of 106 flower species was created and deep learning models such as InceptionV3, MobileNetV2, ResNet50V2 were used for the classification. The best performing model, MobileNetV2, achieved an accuracy of 99.74% with the smallest prediction time of 0.09 seconds. Moreover, this model was deployed in a mobile application named FloralCam. In the real environment, FloralCam achieves a good level of accuracy when high-quality close-up flower images are used, but it may result in poor prediction in cases when blurry and low-quality images with a high proportion of background are used. Further experiments may be carried out to fine tune the best model’s performance in the real world by utilising a larger and a more diverse dataset.
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**TABLE XII. MODELS PREDICTION TIME**

<table>
<thead>
<tr>
<th>Model</th>
<th>No of tests images</th>
<th>Total Prediction Time for 7 iterations /sec</th>
<th>Average Prediction Time /sec</th>
<th>Predictions per image /sec</th>
<th>Model Size / MB</th>
</tr>
</thead>
<tbody>
<tr>
<td>MobileNetV2</td>
<td>1166</td>
<td>730</td>
<td>104</td>
<td>0.09</td>
<td>35.8</td>
</tr>
<tr>
<td>ResNet50V2</td>
<td></td>
<td>1010</td>
<td>144</td>
<td>0.12</td>
<td>284.1</td>
</tr>
<tr>
<td>InceptionV3</td>
<td></td>
<td>1836</td>
<td>262</td>
<td>0.22</td>
<td>264.4</td>
</tr>
</tbody>
</table>


## APPENDIX

### TABLE XIII. FLOWER SPECIES IN FLOWERNET DATASET

<table>
<thead>
<tr>
<th>#</th>
<th>Common Name</th>
<th>Scientific Name</th>
<th>Image</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Purple Allamanda</td>
<td>Allamanda Blanchetti</td>
<td><img src="image" alt="Purple Allamanda" /></td>
</tr>
<tr>
<td>2</td>
<td>Yellow Allamanda</td>
<td>Allamanda Cathartica</td>
<td><img src="image" alt="Yellow Allamanda" /></td>
</tr>
<tr>
<td>3</td>
<td>Angel Wing Begonia (Pink)</td>
<td>Begonia coccinea</td>
<td><img src="image" alt="Angel Wing Begonia" /></td>
</tr>
<tr>
<td>4</td>
<td>Angel Wing Begonia (White)</td>
<td>Begonia coccinea</td>
<td><img src="image" alt="Angel Wing Begonia" /></td>
</tr>
<tr>
<td>5</td>
<td>Billygoat weed</td>
<td>Ageratum conyzoides</td>
<td><img src="image" alt="Billygoat weed" /></td>
</tr>
<tr>
<td>6</td>
<td>Butterfly milkweed</td>
<td>Asclepias tuberosa</td>
<td><img src="image" alt="Butterfly milkweed" /></td>
</tr>
<tr>
<td>No.</td>
<td>Plant Name</td>
<td>Scientific Name</td>
<td></td>
</tr>
<tr>
<td>-----</td>
<td>----------------------------------</td>
<td>------------------------------</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Cane Begonia (Orange Rubra)</td>
<td>Begonia coccinea &quot;Orange&quot;</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Cane Reed Flower</td>
<td>Cheilocostus speciosus</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Canna lily</td>
<td>Canna 'Yellow King Humbert'</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Cape Honeysuckle (Orange)</td>
<td>Tecoma capensis</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>Caricature Plant Flower</td>
<td>Graptophyllum pictum</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>Corn Marigold</td>
<td>Glebionis segetum</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Flower Name</td>
<td>Scientific Name</td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>--------------------------------</td>
<td>----------------------</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>Cotton Morning Glory</td>
<td>Ipomoea cordatotriloba</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>Cotton Rose (Dark Pink)</td>
<td>Hibiscus mutabilis</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>Cotton Rose (Pale Pink)</td>
<td>Hibiscus mutabilis</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>Cotton Rose (Red)</td>
<td>Hibiscus mutabilis</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>Daisy (White)</td>
<td>Bellis perennis</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>Daylily (Orange)</td>
<td>Hemerocallis fulva</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>-----</td>
<td>-----------------------------</td>
<td>---------------------</td>
</tr>
<tr>
<td>19</td>
<td>19</td>
<td>Desert Rose (Pink)</td>
<td>Adenium obesum</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>Dessert Rose (Dark Red)</td>
<td>Adenium obesum</td>
</tr>
<tr>
<td>21</td>
<td>21</td>
<td>Double Dahlia (Pale Yellow)</td>
<td>Dahlia</td>
</tr>
<tr>
<td>22</td>
<td>22</td>
<td>Double Dahlia (White)</td>
<td>Dahlia</td>
</tr>
<tr>
<td>23</td>
<td>23</td>
<td>Dwarf Marigold (Orange)</td>
<td>Tagetes erecta</td>
</tr>
<tr>
<td>24</td>
<td>24</td>
<td>Dwarf Marigold (Pale Yellow)</td>
<td>Tagetes erecta</td>
</tr>
<tr>
<td></td>
<td>Name</td>
<td>Genus</td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>-----------------------------</td>
<td>------------------</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>Dwarf Marigold (Yellow)</td>
<td>Tagetes erecta</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>Easter Lily (Red)</td>
<td>Lilium longiflorum</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>Easter Lily (White)</td>
<td>Lilium longiflorum</td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>Egyptian Starcluster (Pale Purple)</td>
<td>Pentas lanceolata</td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>Egyptian Starcluster (White)</td>
<td>Pentas lanceolata</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>Madagascar jewel</td>
<td>Euphorbia Leuconeura</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>Fairy Lily (Pink)</td>
<td>Zephyranthes candida</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>Fairy Lily (White)</td>
<td>Zephyranthes candida</td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>False sunflower</td>
<td>Heliopsis helianthoides</td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>Firecracker Flower</td>
<td>Crossandra infundibuliformis</td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>Flamevine</td>
<td>Pyrostegia venusta</td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>Flamingo Lily (Pale Pink)</td>
<td>Anthurium andraeanum</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td></td>
</tr>
<tr>
<td>37</td>
<td>Flamingo Lily (Pink)</td>
<td>Anthurium andraeanum</td>
<td></td>
</tr>
<tr>
<td>38</td>
<td>Frangipani (Pink)</td>
<td>Plumeria rubra</td>
<td></td>
</tr>
<tr>
<td>39</td>
<td>Frangipani (White)</td>
<td>Plumeria pudica</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>Frangipani (Yellow)</td>
<td>Plumeria rubra</td>
<td></td>
</tr>
<tr>
<td>41</td>
<td>French Marigold</td>
<td>Tagetes patula</td>
<td></td>
</tr>
<tr>
<td>42</td>
<td>Garlic Vine</td>
<td>Mansoa alliacea</td>
<td></td>
</tr>
<tr>
<td>No.</td>
<td>Description</td>
<td>Genus</td>
<td></td>
</tr>
<tr>
<td>-----</td>
<td>----------------------------</td>
<td>--------------------</td>
<td></td>
</tr>
<tr>
<td>43</td>
<td>Geranium (Pink)</td>
<td>Pelargonium × hortorum</td>
<td></td>
</tr>
<tr>
<td>44</td>
<td>Geranium (Red)</td>
<td>Pelargonium × hortorum</td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>Gerbera (Dark Pink)</td>
<td>Gerbera</td>
<td></td>
</tr>
<tr>
<td>46</td>
<td>Gerbera Daisy (Dark Orange)</td>
<td>Gerbera</td>
<td></td>
</tr>
<tr>
<td>47</td>
<td>Gerbera Daisy (Fuchsia)</td>
<td>Gerbera</td>
<td></td>
</tr>
<tr>
<td>48</td>
<td>Gerbera Daisy (Pale Orange)</td>
<td>Gerbera</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Flower Name</td>
<td>Species Name</td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---------------------------------</td>
<td>--------------------</td>
<td></td>
</tr>
<tr>
<td>49</td>
<td>Gerbera Daisy (Pale Pink)</td>
<td>Gerbera</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>Gerbera Daisy (Red)</td>
<td>Gerbera</td>
<td></td>
</tr>
<tr>
<td>51</td>
<td>Gerbera Daisy (White)</td>
<td>Gerbera</td>
<td></td>
</tr>
<tr>
<td>52</td>
<td>Gerbera Daisy (White_Pink)</td>
<td>Gerbera</td>
<td></td>
</tr>
<tr>
<td>53</td>
<td>Gerbera Daisy (Yellow)</td>
<td>Gerbera</td>
<td></td>
</tr>
<tr>
<td>54</td>
<td>Ground Orchid (White)</td>
<td>Spathoglottis plicata</td>
<td></td>
</tr>
<tr>
<td>Page</td>
<td>Flower Name</td>
<td>Scientific Name</td>
<td></td>
</tr>
<tr>
<td>------</td>
<td>-----------------------------</td>
<td>---------------------</td>
<td></td>
</tr>
<tr>
<td>55</td>
<td>Hibiscus (Light pink)</td>
<td>Hibiscus rosa-sinensis</td>
<td></td>
</tr>
<tr>
<td>56</td>
<td>Hibiscus (Pale Orange)</td>
<td>Hibiscus rosa-sinensis</td>
<td></td>
</tr>
<tr>
<td>57</td>
<td>Hibiscus (Red)</td>
<td>Hibiscus rosa-sinensis</td>
<td></td>
</tr>
<tr>
<td>58</td>
<td>Hummingbird Fuchsia</td>
<td>Fuchsia magellanica</td>
<td></td>
</tr>
<tr>
<td>59</td>
<td>Hydrangea</td>
<td>Hydrangea macrophylla</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>Pink Orchid Balsam</td>
<td>Impatiens flaccida</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td></td>
</tr>
<tr>
<td>61</td>
<td>Indian chrysanthemum</td>
<td>Chrysanthemum indicum</td>
<td></td>
</tr>
<tr>
<td>62</td>
<td>Ixora (orange)</td>
<td>Ixora coccinea</td>
<td></td>
</tr>
<tr>
<td>63</td>
<td>Japanese Hawkweed</td>
<td>Youngia japonica</td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>Lantana (White)</td>
<td>Lantana camara</td>
<td></td>
</tr>
<tr>
<td>65</td>
<td>Lantana (Yellow)</td>
<td>Lantana camara</td>
<td></td>
</tr>
<tr>
<td>66</td>
<td>Leopard Flower</td>
<td>Iris domestica</td>
<td></td>
</tr>
<tr>
<td>Page</td>
<td>Name</td>
<td>Genus and Species</td>
<td></td>
</tr>
<tr>
<td>------</td>
<td>-------------------------------------</td>
<td>------------------------------------</td>
<td></td>
</tr>
<tr>
<td>67</td>
<td>Madamfate</td>
<td>Hippobroma</td>
<td></td>
</tr>
<tr>
<td>68</td>
<td>Showy Medinilla</td>
<td>Medinilla magnifica</td>
<td></td>
</tr>
<tr>
<td>69</td>
<td>Mexican Flame Vine</td>
<td>Pseudogynoxys chenopodioides</td>
<td></td>
</tr>
<tr>
<td>70</td>
<td>Mexican Heather</td>
<td>Cuphea hyssopifolia</td>
<td></td>
</tr>
<tr>
<td>71</td>
<td>Mexican Petunia</td>
<td>Ruellia simplex</td>
<td></td>
</tr>
<tr>
<td>72</td>
<td>Moss Flower (Orange_Yellow)</td>
<td>Portulaca grandiflora</td>
<td></td>
</tr>
<tr>
<td>No.</td>
<td>Flower Name</td>
<td>Scientific Name</td>
<td></td>
</tr>
<tr>
<td>-----</td>
<td>---------------------------------</td>
<td>--------------------------</td>
<td></td>
</tr>
<tr>
<td>73</td>
<td>Moss Flower (Pale Pink)</td>
<td>Portulaca grandiflora</td>
<td></td>
</tr>
<tr>
<td>74</td>
<td>Mustard Flower</td>
<td>Brassica nigra</td>
<td></td>
</tr>
<tr>
<td>75</td>
<td>Nora Grant (Red)</td>
<td>Ixora coccinea</td>
<td></td>
</tr>
<tr>
<td>76</td>
<td>Ostrich Plume</td>
<td>Alpinia purpurata</td>
<td></td>
</tr>
<tr>
<td>77</td>
<td>Paper Flower (Fuchsia)</td>
<td>Bougainvillea glabra</td>
<td></td>
</tr>
<tr>
<td>78</td>
<td>Paper Flower (Sundown Orange)</td>
<td>Bougainvillea glabra</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>----</td>
<td>--------------</td>
<td>-------------------------------</td>
<td></td>
</tr>
<tr>
<td>79</td>
<td>Paper Flower (White)</td>
<td>Bougainvillea glabra</td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>Parakeet Flower (Red-Orange)</td>
<td>Heliconia psittacorum</td>
<td></td>
</tr>
<tr>
<td>81</td>
<td>Parakeet Flower (Yellow)</td>
<td>Heliconia psittacorum</td>
<td></td>
</tr>
<tr>
<td>82</td>
<td>Peregrina</td>
<td>Jatropha integerrima</td>
<td></td>
</tr>
<tr>
<td>83</td>
<td>Periwinkle (Pink)</td>
<td>Catharanthus roseus</td>
<td></td>
</tr>
<tr>
<td>84</td>
<td>Periwinkle (Red)</td>
<td>Catharanthus roseus</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Flower Name</td>
<td>Genus</td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---------------------------------------</td>
<td>-------------------</td>
<td></td>
</tr>
<tr>
<td>85</td>
<td>Periwinkle (White with Pink centre)</td>
<td>Catharanthus roseus</td>
<td></td>
</tr>
<tr>
<td>86</td>
<td>Periwinkle (White)</td>
<td>Catharanthus roseus</td>
<td></td>
</tr>
<tr>
<td>87</td>
<td>Princess Flower</td>
<td>Pleroma urvilleanum</td>
<td></td>
</tr>
<tr>
<td>88</td>
<td>Rose (Cream)</td>
<td>Rosa</td>
<td></td>
</tr>
<tr>
<td>89</td>
<td>Rose (Dark Red)</td>
<td>Rosa</td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>Rose (Pink)</td>
<td>Rosa</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Description</td>
<td>Scientific Name</td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>-----------------------------------</td>
<td>---------------------</td>
<td></td>
</tr>
<tr>
<td>91</td>
<td>Rose Balsam (Lavender)</td>
<td>Impatiens balsamina</td>
<td></td>
</tr>
<tr>
<td>92</td>
<td>Rose Balsam (Red)</td>
<td>Impatiens balsamina</td>
<td></td>
</tr>
<tr>
<td>93</td>
<td>Rose Balsam (White_Pink)</td>
<td>Impatiens balsamina</td>
<td></td>
</tr>
<tr>
<td>94</td>
<td>Rose Balsam(Fuchsia)</td>
<td>Impatiens balsamina</td>
<td></td>
</tr>
<tr>
<td>95</td>
<td>Shower Orchid</td>
<td>Congea tomentosa</td>
<td></td>
</tr>
<tr>
<td>96</td>
<td>Silver Cockscomb (Fuchsia)</td>
<td>Celosia argentea</td>
<td></td>
</tr>
<tr>
<td>No.</td>
<td>Name</td>
<td>Scientific Name</td>
<td></td>
</tr>
<tr>
<td>-----</td>
<td>-------------------------------</td>
<td>--------------------------</td>
<td></td>
</tr>
<tr>
<td>97</td>
<td>Single Dahlia (Yellow)</td>
<td>Dahlia</td>
<td></td>
</tr>
<tr>
<td>98</td>
<td>Singapore daisy</td>
<td>Sphagneticola trilobata</td>
<td></td>
</tr>
<tr>
<td>99</td>
<td>Spiny sowthistle</td>
<td>Sonchus asper</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>Stargazer Lily</td>
<td>Lilium Stargazer</td>
<td></td>
</tr>
<tr>
<td>101</td>
<td>Tagar Flower</td>
<td>Tabernaemontana divaricata</td>
<td></td>
</tr>
<tr>
<td>102</td>
<td>Thai Eggplant Flower</td>
<td>Solanum melongena</td>
<td></td>
</tr>
<tr>
<td>Page</td>
<td>Flower Name</td>
<td>Scientific Name</td>
<td></td>
</tr>
<tr>
<td>------</td>
<td>--------------------------------</td>
<td>-------------------------</td>
<td></td>
</tr>
<tr>
<td>103</td>
<td>Thornless Crown of Thorns</td>
<td>Euphorbia geroldii</td>
<td></td>
</tr>
<tr>
<td>104</td>
<td>Turmeric Flower</td>
<td>Curcuma longa</td>
<td></td>
</tr>
<tr>
<td>105</td>
<td>Wax Begonia</td>
<td>Begonia cucullata</td>
<td></td>
</tr>
<tr>
<td>106</td>
<td>Yesterday Today and Tomorrow</td>
<td>Brunfelsia latifolia</td>
<td></td>
</tr>
</tbody>
</table>
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Abstract—This study aims to present a model that predicts the stock price of an airline by setting the economic and technical information of oil as features and taking advantage of the LSTM method. In this study, oil price data for about seven years from January 4, 2016, to April 14, 2023, were collected through FinanceDataReader. The collected data is a total of 1,833 days of AA stock price data. The price data consists of six categories: Date, Open, High, Low, Close, Volume, and Change (price is based on dollars). Data is stored every 24 hours, so it was judged to be most suitable for short-term price prediction (24 hours later) to be conducted in this study. In this paper, normalized closing price data was trained for 50 epochs. As a result of learning, the loss value converged close to 0. The MSE measured by the accuracy of the model shows a result of 0.00049. The significance of this study is as follows. First, it is meaningful in that it can present indicators such as more sophisticated predictions and risk management to airline companies. Oil price as our selected feature can compensate for the poor performance of a simple model and its limitations on overfitting.
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I. INTRODUCTION

For a considerable period, scholars have been interested in forecasting future stock price movements [1]. While proponents of the efficient market hypothesis argue that accurate stock price prediction is unattainable, empirical evidence suggests that by employing appropriate variables and suitable models, it is feasible to predict future stock prices and detect patterns of stock price movements with a relatively high level of precision. LSTM (Long Short-Term Memory) is a powerful technique for predicting stock prices due to several compelling reasons [2]. Firstly, stock prices exhibit sequential patterns, and LSTMs are designed to capture long-term dependencies in time-series data. They can effectively model the sequential relationships in historical stock price data, enabling them to capture relevant trends, patterns, and seasonality for accurate future price forecasting. Secondly, LSTMs incorporate a memory cell that selectively retains or forgets information over time. This memory cell helps in preserving important historical information while filtering out irrelevant noise, making LSTMs robust in handling noisy and volatile stock price data where multiple factors may affect price movements. Thirdly, stock prices are influenced by a wide range of factors with non-linear relationships, and LSTMs are capable of modeling such non-linearity. With non-linear activation functions and multiple gates, LSTMs can capture complex patterns in the data, allowing them to capture intricate relationships in stock price data that linear models may miss. Fourthly, LSTMs can automatically learn relevant features from raw data without relying on manual feature engineering. This is particularly advantageous for stock price prediction as relevant features may change over time and may be difficult to identify manually. LSTMs can learn to represent important features from historical data, enhancing the accuracy of predictions. Lastly, LSTMs are adaptable and can be trained on different time scales, such as daily, weekly, or monthly data, depending on the prediction task requirements. They can also be trained on various stock markets or different stocks, making them flexible for different prediction scenarios. Finally, LSTMs can undergo training using extensive historical stock price data, which is often accessible for multiple stocks. This enables them to capture prolonged patterns and trends, rendering them suitable for predicting stock prices over extended timeframes. Consequently, the ability of LSTMs to handle sequential data, capture long-term dependencies, model non-linear relationships, learn relevant features, adapt to different time scales, and scale to large datasets makes them a formidable tool for stock price prediction.

Selecting crucial factors for predicting stock prices using LSTM is imperative to capture relevant information that can impact stock prices [3]. Economic indicators, financial statements, market sentiment, and news are significant factors that can significantly affect stock prices. Incorporating these relevant factors into the LSTM model enables it to capture the complex relationships and patterns in the data, resulting in more accurate stock price predictions. The careful selection of these factors ensures that the LSTM model is trained on meaningful inputs, enhancing its ability to forecast stock prices and potentially assisting in making informed investment decisions.

The stock market is influenced by crude oil prices, which reflect economic conditions. Existing studies present mixed findings, with some reporting positive associations and others indicating negative associations. Park and Ratti [4] discovered a negative influence on composite stock market returns but a positive influence on energy stock market returns. Filis and Chatziantoniou [5] found a negative influence on the stock markets of importing countries but a positive influence on the stock markets of exporting countries. Narayan and Sharma [6] identified that the influence depends on the scale of the enterprise. Bjornland [7] observed a positive influence on crude oil production stock prices and a negative influence on transportation stock prices. Lu and Chen [8] investigated the influence of WTI crude oil prices on stock prices of
transportation companies across eight countries and found that sea transportation is less affected due to increased crude oil transportation volume. Mohanty et al. [9] revealed a negative impact on US airlines during the financial crisis, while Shaeri et al. [10] identified a stronger impact on airlines. Although there is limited literature on the effect of crude oil prices on aviation stocks, Kristjanpoller and Concha [11] reported a negative relationship between oil prices and aviation stocks. The researchers utilized statistical analysis techniques to examine the impact of oil on stock prices in their academic paper. They employed various datasets and models, such as three-factor and two-factor asset pricing models, GARCH model, the standard market model, the event study methodology, and CAPM with GARCH models. However, no prior research has employed LSTM (Long Short-Term Memory) based on crude oil prices to predict airline stock prices. Predicting airline stock prices using LSTM based on crude oil prices holds significant value due to the influence of oil prices on airline operational costs, industry dynamics, risk management, investor confidence, and operational optimization. Accurate predictions can assist airlines in planning and budgeting for fuel costs, making informed strategic decisions, managing risk exposure, attracting investors, and optimizing operations, potentially impacting profitability and stock prices.

As a result, this study focuses on oil prices while considering the characteristics of airlines. From this perspective, there is a need to identify an accurate method for predicting airline stock prices using machine learning algorithms. Since stock prices do not exhibit seasonality, machine learning models are applicable and beneficial. Therefore, the study has implemented a long short-term memory (LSTM) model, which is one of the popular machine learning algorithms used in previous studies. However, previous studies simply input data into the model without considering data frequency or sample size. Data with different frequencies possess distinct structures, and employing simplistic machine learning algorithms may result in errors such as overfitting due to their complex methods. Thus, in this study, we investigate whether the information concealed in the economic and technological determinants of oil can accurately predict airline stock prices.

II. RELATED WORK

Crude oil is a significant resource, and its price change is closely linked to the stock market, which serves as an indicator of economic development [12][13][14]. While some studies suggest a positive correlation between oil and stocks, other studies also report a negative correlation. Firstly, Park and Ratti [4] emphasize that although the crude oil price hurts the overall stock market returns, it has a positive impact on the energy stock market returns. Filis and Chatziantoniou [5] also conclude that an increase in crude oil prices negatively affects the stock market of crude oil-importing countries, but positively affects the stock market of crude oil-exporting countries. Secondly, Narayan and Sharma [15] analyze the stock market prices of 560 companies across 14 industries listed on the New York Stock Exchange (NYSE), and find that the impact of oil prices on different companies depends on their scale. Bjornland [7] concludes that an increase in crude oil prices positively affects the stock prices of crude oil production companies, but negatively affects the stock prices of transportation companies.

In particular, Lu and Chen [8] conducted a study on the effects of WTI crude oil prices on the stock prices of 160 transportation companies in eight countries. The findings revealed that sea transportation companies were able to mitigate the negative impact of rising crude oil prices by increasing their crude oil transportation volume, while air transportation companies were more vulnerable to crude oil price volatility. Mohanty et al. [9] examined the impact of WTI crude oil prices on six industries in the US, including airlines, gambling, hotels, recreational services, restaurants & bars, and travel & tourism. They discovered that crude oil prices had a significant negative effect on the stock price returns of airlines, with a stronger impact observed during the 2008-2009 financial crisis. Similarly, Shaeri et al. [10] found that the impact of crude oil price risk on airlines was more pronounced compared to other industries. Despite limited research on the relationship between crude oil prices and aviation stocks, Kristjanpoller and Concha [11] demonstrated a negative association between oil prices and aviation stocks. Specifically, they analyzed the impact of fuel price fluctuations on aviation stocks associated with the International Air Transport Association (IATA) and found a positive influence of oil prices on aviation stocks.


However, utilizing LSTM (Long Short-Term Memory) to predict airline stock prices based on crude oil prices can minimize similarity in academic papers when considering the following points. Firstly, crude oil prices significantly impact airline operational costs, as jet fuel constitutes a significant portion of expenses. Accurate prediction of crude oil prices can enable airlines to plan and budget their fuel costs more effectively, ultimately affecting profitability and stock prices. Secondly, the airline industry is highly competitive and sensitive to external factors, including changes in crude oil prices. Reliable predictions of crude oil prices can provide airlines with valuable insights into industry dynamics, facilitating informed strategic decision-making and operational adjustments, which in turn can impact stock prices as investors closely monitor industry trends. Thirdly, fluctuating crude oil prices introduce risks to airlines’ financial performance and stock prices. LSTM-based predictions of crude oil prices can
aid airlines in managing risk exposure by developing risk mitigation strategies such as hedging or adjusting pricing strategies, to minimize the impact of volatile oil prices on stock prices. Fourthly, accurate predictions of airline stock prices based on crude oil prices can enhance investor confidence. Factors such as fuel costs and industry dynamics are often considered by investors when making investment decisions in the airline sector. Reliable predictions of stock prices can attract and retain investors, leading to increased market demand for airline stocks and potentially driving up stock prices. Lastly, timely and accurate predictions of crude oil prices can help airlines optimize their operations for better efficiency. To mitigate the potential impact of rising oil prices, airlines can implement proactive strategies such as optimizing flight routes, adjusting ticket prices, and negotiating fuel contracts. By employing LSTM to predict airline stock prices using crude oil prices, valuable insights can be gained into fuel costs, industry dynamics, risk management, investor confidence, and operational efficiency. These insights can inform decision-making, optimize airline operations, and potentially influence stock prices, making it a valuable tool for financial forecasting in the airline industry.

III. METHODOLOGY

A. Data Collection

This study utilized oil and American Airlines (AA) stock price data from FinanceDataReader. The stock of American Airlines represents the airline industry stock price for the following reasons: Industry leader: American Airlines is one of the prominent airlines in the United States, with a wide network of routes including international air transportation connecting the U.S. and other countries. Moreover, it has a strong competitive position in the U.S. air transportation market, making it a representative indicator of the trend in airline stock prices. Market size: The aviation industry is a significant part of the global economy, closely tied to economic activities in countries around the world. Therefore, airline stock prices can serve as a representative indicator of the market size concerning global economic conditions and expectations for economic growth. Industry trends: The aviation industry is highly sensitive to fluctuations in the economy and various factors such as oil prices, exchange rate fluctuations, government regulations, and international geopolitical situations can impact airline stock prices. The stock of American Airlines reflects these industry trends, representing the movements in airline stock prices. Investor interest: Airline stocks garner significant attention from investors due to the industry's unique characteristics, competitive landscape, technological advancements, and profitability prospects, all of which influence investors' decisions. Therefore, the stock of American Airlines can serve as a representative indicator of the overall trends in the aviation industry and economic conditions, reflecting the factors that represent airline stock prices.

In this study, oil price data for about seven years from January 4, 2016, to April 14, 2023, were collected through FinanceDataReader. The collected data is a total of 1,833 days of AA stock price data. The price data consists of six categories: Date, Open, High, Low, Close, Volume, and Change (price is based on dollars). Data is stored every 24 hours, so it was judged to be most suitable for short-term price prediction (24 hours later) to be conducted in this study. Fig. 1 shows the change in oil prices over time of the data. Fig. 2 shows the change in the stock price of AA over time of the data.

B. Data Preprocessing

In this study, data preprocessing was performed using Python as follows. Pre-processing is a total of 4 steps, 1) converting raw data into a data frame, 2) data refinement, 3) data normalization, and 4) data division. First, the sequence length of data consisting of daily was set to 30, and it was reconstructed into a data frame matrix in units of 30 days. Second, in the data refinement process, null values or data marked as 0 among the data were replaced with the mean value to handle missing values. Third, all input values were converted into values between 0 and 1 through the data normalization process. Finally, data segmentation was performed. The entire collected Ethereum data was divided in a ratio of 7:3, and 7 parts of data (training data) were used for model learning, and 3 parts of data (test data) were used for testing. However, since the data is composed of time series, considering the order, the test data was selected as the most recent data. In addition, the hyper-parameters were divided into
training and verification parts at a ratio of 8:2 to the 7 parts of the training data split for optimization.

C. Price Prediction with LSTM Model

Recurrent neural network (RNN) can reflect the sequence-related characteristics of financial time-series data, but it has the problem of gradient disappearance or gradient explosion. Also, its mining of historical information for financial time-series data is very limited. LSTM is a special RNN that can well handle the long-term dependencies of time-series data [17]. Therefore, the LSTM model is an improved RNN model, to some extent.

![LSTM network structure](image)

Fig. 3. LSTM network structure.

Fig. 3 shows the network structure of the LSTM. The basic unit of the LSTM model is a memory block, which includes a memory cell and three gate structures that control the state of the memory cell, forget gate, input gate, and output gate. To be specific, the forget gate decides to forget the useless historical information from the memory cell state, the input gate decides the influence of the current input data on the memory cell state, and the output gate decides the output information.

Firstly, the data that must be erased from the cell is identified based on the forget gate (ft) of the (1) as outlined below:

\[ ft = \sigma(bf + Wf \cdot xt + Uf \cdot ht - 1) \]  

(1)

The sigmoid activation function \( \sigma \) is used to determine the amount of information retained. The xt refers to the current input vector, while ht represents the hidden layer vector. bt, xt, and xt are the bias, input weight, and loop weight of the forget gate, respectively, in the neural network architecture.

Subsequently, the information state is updated within the cell. The external input gate (it) is regulated by a sigmoid activation function as described in (2):

\[ gt = \sigma(bg + Wg \cdot xt + Ug \cdot ht - 1) \]  

(2)

Meanwhile, the update of the cell state (Ct) is carried out by equation (3), which utilizes Ct−1 as the input.

\[ Ct = ft \cdot Ct-1 + gt \cdot \tanh(bc + Wcxt + Ucht - 1) \]  

(3)

The state of the memory cell at time t is represented by Ct.

Lastly, the output gate (Ot) of (4) regulates the information output in the following manner:

\[ ht = \text{tanh}(Ot) \]  

\[ Ot = \sigma(bo + Wo \cdot xt + Uoht - 1) \]  

(4)

The model's accuracy was assessed using Mean Squared Error (MSE), which is a common loss function for regression tasks in neural network models. MSE calculates the average of the squared differences between the predicted values and the actual values. This study chose to use MSE for several reasons. Firstly, MSE is a differentiable function, which makes it suitable for updating the model's weights using the backpropagation algorithm. Secondly, MSE accounts for the magnitude of the error, as larger errors are squared, emphasizing their impact and aiding in reducing prediction errors during model training. Thirdly, MSE is robust to outliers, making it suitable for evaluating model performance even in the presence of data outliers. The calculation of MSE was performed as shown in Equation (6), where \( y_k \) represents the predicted value and \( t_k \) represents the actual value.

\[ MSE = \frac{1}{n} \sum_{k=1}^{n} (y_k - t_k)^2 \]  

(6)

where the variable "n" denotes the data size.

D. Train and Test the Model

In this study, after constructing the model, the hyperparameter optimization process of the LSTM model was performed to optimize performance. The primary process explored the number of neurons and the number of times of learning (Epoch). The two layers inside the LSTM model consist of n number of neurons. In this study, we experimented by changing the number of neurons to 16, 32, 64, 128, and 200. In addition, the number of times of learning was experimented by changing to 10, 30, 50, and 100. If the number of training is too small, the model does not train well, and if the number of training is too large, overfitting problems occur. In conclusion, when the number of neurons is 32 and the number of learning is 50, the verification data prediction results are the best.

As a secondary process, the optimal window size and activation function were optimized. The second process was carried out with the number of neurons and the number of learning selected in the first fixed at 32 and 50, respectively. The window size refers to the size of the previous data set used by the model in the process of learning, and the analysis was conducted while reducing it in the order of 10, 7, 5, and 3. An activation function means a function that converts an input value into an output value in the two hidden layers inside the LSTM. Recurrent activation is a commonly used time.

The sigmoid function was used as it is, and the gate function was compared and analyzed with four functions, tanh, relu, linear, and softmax. As a result of the secondary analysis, when the window size was 7 and the gate function was composed of a combination of the tanh function, the verification data prediction result was the best. Additional hyperparameter selection work was carried out through the first and second optimization processes. The dropout ratio means the ratio of randomly disconnecting some of all the lines connected between neurons to prevent overfitting and was designated as 0.25 in this study. Batch size refers to the amount that is passed to the next network after learning by dividing the entire data. The larger the size, the more computer memory is used, so 2 was designated in this study. The sequence length and output dimension were configured in units of 30 days. And
the optimizer used Adam, and the loss function used MSE (Mean Squared Error).

IV. RESULTS

In this paper, normalized closing price data was trained for 50 epochs. As a result of learning, the loss value converged close to 0 as shown in Fig. 4.

![Learning loss value](image)

Fig. 4. Learning loss value.

![Prediction results](image)

Fig. 5. Prediction results.

There was a case where the validation-set loss soared temporarily due to a sudden rise or fall in the stock price, but it generally converged to 0. The results of testing with test data using the trained model are shown in Fig. 5. Inverse normalization was performed on the test results before output. The MSE measured by the accuracy of the model shows a result of 0.0004. As a result of testing with the trained model, it was confirmed that the trend of the actual value was followed with high accuracy, as shown in Fig. 5.

V. CONCLUSION

The selection of influential factors for stock price prediction using LSTM is crucial as it allows for capturing relevant information that can impact stock prices. Economic indicators, financial statements, market sentiment, and news are significant factors that can affect stock prices. Including these relevant factors in the LSTM model enhances its ability to capture complex relationships and patterns in the data, leading to more accurate stock price predictions. Crude oil prices have been found to affect stock markets, but studies show mixed associations with some reporting positive and others negative effects. Previous studies have used statistical analysis methods to study the impact of oil prices on stock prices, but there is a gap in research predicting airline stock prices using LSTM based on crude oil prices. Accurate predictions can help airlines plan and budget fuel costs, make strategic decisions, manage risk exposure, and optimize operations. Therefore, this study focuses on accurately predicting airline stock prices using machine learning algorithms, particularly LSTM, considering the impact of oil prices on airline operations and industry dynamics. Different frequencies of data have different structures, and simple copy machine learning algorithms may have errors such as overfitting. Hence, this study investigates whether the information hidden in the economic and technological determinants of oil can accurately predict airline stock prices using LSTM. Based on the necessity of this study, this study developed an LSTM model that predicts the price of airline stock prices through oil prices. As a result of learning, the loss value converged close to zero. The MSE value for AA stock closing price predictions resulted in 0.00049.

The significance of this study is as follows. First, it is meaningful in that it can present indicators such as more sophisticated predictions and risk management to airline companies. In addition, many researchers are attempting to develop new algorithms for predicting airline stock prices, and studies have been conducted with various types of statistical models. However, in this study, we developed a model with improved performance by constructing optimal hyperparameters based on LSTM, an existing algorithm. Oil price as our selected feature can compensate for the poor performance of a simple model and its limitations on overfitting. This result is meaningful in that the prediction accuracy of this study is superior to the results of previous studies that attempted to predict airline stock prices based on a single machine-learning model.
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Abstract—Method for Ad-Hoc blockchain of wireless mesh networking with agent and initiate nodes is proposed. Minimizing the number of hops and maintaining connectivity of mobile terminals are concerns. Through simulation studies, it is found that increasing number of initiate nodes caused nodes to route a large number of messages. Thus, these nodes will die out quickly, causing the energy required to get the remaining messages to increase and more nodes to die. This will create a cascading effect that will shorten system lifetime. Multi-hop routing, however, imply high packet overhead, (more nodes in the network means more hops will be available). The packet overhead of the multi-hop routing is extremely high compared to single path routing since many nodes near the shortest path participate in packet forwarding. This additional overhead caused by moving node can cause congestion in the network.
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I. INTRODUCTION

Blockchain was born in 2008 when an individual or group of unknown nationality named Satoshi Nakamoto published a paper on Bitcoin. There are two types of blockchains, Public and Private. Public blockchains allow an unspecified number of participants to participate in block generation, but on the other hand, there is a problem that processing speed and safety are impaired due to this. On the other hand, with private blockchains, the authority to generate blocks is given only to a limited number of participants, making it difficult to differentiate from conventional databases and making it impossible to demonstrate the inherent strengths of blockchains.

In this study, ad-hoc blockchain of wireless mesh networking is proposed for private blockchains for mobility services. Connected cars are called as smartphones with mobility services. Mobile devices, mobility service sharing, sometimes, needs ad-hoc blockchain functions such as payment confirmation, etc. In such cases, ad-hoc wireless mesh networking is needed. One of the problems of the ad-hoc wireless networking is continuous connectivity among the moving targets of mobile objects, cars, mobile devices, etc.

Wireless mesh network technology, which connects access points by wireless communication, is being considered as an access network [1], [2], [3], [4]. A wireless mesh network consists of access points with interconnection functions called mesh STAs. In a wireless mesh network, route control is necessary for multi-hop communication between mesh STAs. Each meshSTA exchanges information used for routing on the network. Since this information exchange is also performed by wireless communication, there is a possibility that the opportunity of data packet delivery may be deprived due to the collision caused by the communication.

On the other hand, in wireless mesh networks, there are studies to improve packet transfer efficiency by adjusting the transfer rate of each path [5], [6]. There is also a method of leaving routes that can achieve high throughput by deleting unnecessary routes from multiple routes [7]. In addition to these, there is a method of constructing detours using signaling messages included in standard specifications [8], and research that utilizes the characteristics of hash functions when searching for moving user terminals in mesh networks [9]. Also, there is a method [10] that exchanges position information with adjacent mesh STAs on the Euclidean plane, constructs a Delaunay overlay network, and builds detour routes with neighboring mesh STAs that are not directly adjacent physically. Furthermore, we proposed a basic method for route design and route control using the estimated adjacency relations between mesh STAs [11], and applied it to IPv6 networks [12]. Moreover, there is Ad-hoc On-Demand Distance Vector (AODV) Routing [13]. There are some related research works to the Ad-Hoc wireless network [14]-[24]. There is such related research work to Ad-Hoc wireless blockchain networking at all.

The method proposed here is based on the ad-hoc networking protocol for a block chain of peer-to-peer (P2P) networks with mobile devices. In particular, nodes of mobile devices move from one coverage area to the other coverage areas. The locations of the mobile devices are known with GPS. Therefore, only thing it has to do is to establish ad-hoc network in the moved network area. An agent node is assumed to be an initiate node for establishment of the network. Thus, a blockchain can be created in Ad Hoc manner. This would be useful for “Web3.0” because "Web 3.0" is a decentralized Internet realized by blockchain technology. The decentralized Internet has the advantage that data and information can be decentralized and managed by individuals without depending on specific companies or administrators. This is the basic idea of the proposed method.

In the following section, research background is described followed by the proposed method. Then, some of simulation studies are described followed by conclusion with some discussions.
II. RESEARCH BACKGROUND

A. Blockchain

A block that stores information = a hash function (which replaces some data with a certain other random string: this replacement makes it impossible to read the original data from the string, acting as a cipher) where a hash function is a function that calculates input data in a fixed procedure and outputs a character string of a fixed length regardless of the length of the data of the input value. This research assumes SHA-3: Secure Hash Algorithm 3 as the hash function. This is because there is no regularity between the input data and the output hash value, and if the input data is even slightly different, a completely different hash value is output. In addition, it is difficult to guess input data that gives a specific hash value (weak collision resistance), and it is not easy to find other input data with the same hash value (strong collision resistance). In addition, it is a method of connecting blocks of data that are equally connected without management in the center of the block and that have been replaced with hash values. The basis of the networking method is the P2P method, which manages data.

When it is wanted to mine to add a new block, encrypt the transaction with a hash function and check the consistency with the previous block before adding. Mining is the issuance of a new block, and this issuance must be confirmed by the computer calculations involved in the blockchain to be consistent. Confirming consistency requires astronomical calculations, and all nodes participating in the blockchain participate in the calculations to confirm consistency.

One of the characteristics of blockchain is that it is resistant to attacks because there is no central administrator. In addition, a huge number of computers are involved in the procedures carried out on the blockchain, and they are also encrypted. If the information is tampered with, the hash value will be replaced, and it will be known that all the nodes in the world have been tampered with. Since the information is distributed and managed, there is no need to centralize it, and the more people who participate, the cheaper the operation becomes.

Governance is also an issue for blockchain. This is the problem of how to design and make decisions that affect the design to securely and stably record and process transactions on the blockchain. There is also the issue of scalability. A public blockchain is a distributed ledger with an unspecified number of participants, so the throughput (processing speed) is slow. In addition, there is the issue of privacy. Since the ledger of information traded on the blockchain is public, anyone who participates in the network can see the transaction information. Therefore, in order for blockchain to be implemented in society and spread widely, it is necessary to ensure the confidentiality of sensitive transaction information.

Tapyrus is one of the publicly available blockchain tools. Anyone can freely participate in this blockchain network and can create and view transactions. On the other hand, since the authority to generate blocks and add functions belongs to the administrator network, the governance problems of conventional public blockchains can be resolved.

Tapyrus clarifies the domain to which the blockchain is applied, and multiple federations (coordinators) can be configured by the stakeholders of the domain. In addition, the consensus algorithm used for block generation can be multi-signed by federation instead of Proof of Work (PoW) adopted by Bitcoin and Ethereum. This ensures consistent and stable approval of transactions. Furthermore, since anyone can participate in node operation and the ledger information is open to the public, the reliability of the public blockchain can be guaranteed. Next, a block verification method will be described. It is necessary to clarify the domain to which blockchain is applied. Select multiple federations (coordinators) from domain stakeholders. Construct a signature network that realizes block generation by “multisignature” by 2/3 of the federation (parameter adjustable). The signing network blocks transactions transferred to the Tapyrus network and broadcasts the created blocks to the Tapyrus network. Network participants will then verify the validity of the blocks created by the transaction and signature network.

Colored Coins were developed as part of the Bitcoin 2.0 project (handling Bitcoin as financial assets such as securities and bonds, assets such as commodities and real estate, and expressing this asset information in colors). Besides the underlying cryptocurrency that maintains the Tapyrus chain, it can support the operation of issuing, canceling, and transferring arbitrary tokens designed with unique value by network participants. This includes support for data provision by Oracle, and Tapyrus will support data provision by a trusted third party (Oracle) to enable the execution of smart contracts conditional on real-world data.

Two important features are introduced here. Atomic Swap and Extension Chain. The former is a technology that enables peer-to-peer exchanges between two cryptocurrency tokens on different blockchain networks, and Tapyrus can support coin/token exchanges between chains with features based on atomic swaps. In addition, by making the unique functions of various blockchains mutually usable, participants can implement the necessary functions at any time. Also, Extension Chain is a mechanism that adds specific functions to the blockchain without changing the first layer, and only the participants who need the functions bear the additional overhead. This avoids the centralization of the network and the burden of data not directly related to transactions by network participants, which could have been caused by implementing the first layer to handle all needs in the past.

A feature of transactions using blockchain is that all transaction histories are recorded in a block (ledger). When dealing with, huge storage and throughput are required. In addition, with a proprietary protocol that uses an accumulator, a large amount of transaction data is compressed and recorded in each block, thereby solving storage and throughput problems, which was difficult until now without compromising security. Enables massive data transactions.

“Paradium” is a blockchain traceability application. “Paradium” is an application that can manage the movement of large amounts of goods (massive transaction volume) by solving problems of storage and throughput by installing Tracking Protocol using Accumulator developed by
“Chaintope”. It is possible to implement the traceability function of blockchain not only on private chains that are managed independently, but also on public chains that do not have a central administrator. It is possible to safely manage the movement of goods using blockchain technology not only for one company but also between companies or across industries.

Tapyrus version 0.5.0 is now available for download¹. Tapyrus v0.5.0 is supported on three platforms: Linux, MacOS and Windows (WSL). Introduce new opcode OP_COLOR (0xbc) to allow issuing/sending/destroying arbitrary tokens in Tapyrus. OP_COLOR is based on OP_GROUP, which was previously considered for introduction in BCH, with some improvements, and has the following functions.

- Token issuance.
- Issuing reissue able tokens.
- Issuance of non-reissue able tokens.
- Issuing NFTs.
- Sending token.
- Incineration of tokens.

B. Web3.0

Blockchain has affinity with Web3.0 and decentralized applications. Web3.0 (Web3) was proposed by Gavin Wood, co-founder of Ethereum in 2014. It consists of a web system built in a distributed manner instead of the conventional centralized one. It refers to an ecosystem where Blockchain is the underlying technology. Gavin Wood proposed the notation Web3. Initially, Web 3.0 was the Semantic Web advocated by Tim Berners-Lee of W3C, that is, the Web that allows computers to collect information and make decisions autonomously, but this concept has spread to the general public. Web 3.0 and Web3 have come to be equated because they were not.

There is “Infrastructure mode” which is one of the operation modes that can be performed with a wireless LAN. To use the wireless LAN environment, install a router that serves as an access point. Installing an access point enables Internet communication via wireless LAN. Wireless LAN is not limited to Internet communication. In a wireless LAN environment, communication between terminals using the same LAN is possible. The function to communicate between terminals using the same LAN is called infrastructure mode.

On the other hand, “Ad hoc mode” is also one of the operation modes of wireless LAN, but it is a paired function with infrastructure mode. In ad-hoc mode, terminals communicate with each other without using an access point. In ad-hoc mode, communication is encrypted using the WEP method, but because the security standard is older, the risk of being deciphered is higher than in infrastructure mode, where communication is encrypted in a more complicated format. In infrastructure mode, files can be shared faster than in ad-hoc mode. Infrastructure mode is also superior in terms of ease of setup, so there aren't many benefits to using ad-hoc mode from now on.

When communicating between terminals in ad-hoc mode, the Internet cannot be used while files are being shared. In infrastructure mode, the Internet can be used even while terminals are communicating with each other. Ad-hoc mode allows only one-to-one communication, but infrastructure mode allows one-to-many communication. A single computer can communicate with multiple devices at the same time.

There are no major disadvantages to infrastructure mode, but the following three points should be noted.

- Need to prepare an access point.
- A compatible router is required.
- Peripheral devices must support wireless LAN.

To use infrastructure mode, installation of a wireless LAN router that will act as an access point is needed. Note that one-to-many communication is not possible without a wireless router. In addition, any wireless LAN router is not sufficient, and a model that supports infrastructure mode is required.

In the ad-hoc networking, terminals that can communicate using infrastructure mode are not limited to PCs but can also be used with various peripheral devices.

III. PROPOSED METHOD

The network architecture is based on IEEE 802.11s. Wireless ad-hoc mode is a method for wireless devices to directly communicate with each other. Operating in ad-hoc mode allows all wireless devices within range of each other to discover and communicate in peer-to-peer fashion without involving central access points.

On the other hand, blockchain technology is a type of database that directly connects terminals on an information communication network and processes and records transaction records in a distributed manner using cryptographic technology. Blockchain has a mechanism that can easily detect falsification of data by using encryption technology such as "hash" and "electronic signature". Blockchain has a mechanism that can easily detect falsification of data by using encryption technology such as "hash" and "electronic signature". In addition, although an unspecified number of participants conduct transactions in blockchain, many participants (not necessarily all participants) record copies of everyone's transaction history, so some computers may go down. However, the entire system does not go down, as many of the remaining participants continue to keep records. Since the copy of this transaction history cannot be deleted, the transaction record once recorded remains as evidence without disappearing. A system in which data is distributed among many participants is called a distributed system.

Many distributed systems to date have had a central administrator for the system. However, in blockchain, all participants continue to copy transaction history autonomously. This is called an autonomous decentralized system and can be said to be one of the major features of blockchain. The characteristics of this autonomous decentralized system, which

¹ https://github.com/chaintope/tapyrus-core/releases/tag/v0.5.0
does not allow fraud or tampering and stably records the history of fair transactions, has been indispensable for transactions that require high credibility, such as cryptocurrencies.

Essentially, networking for the block chain, therefore peer-to-peer based networks. The proposed method is applicable to the block chain networking even for the network nodes are moving devices. Furthermore, the mobile devices can be moved from one to the others. Even so, the network connectivity can be maintained. Therefore, the method works well for block chain networking.

The network situation is illustrated in Fig. 1 where MPP: mesh portals, MP: mesh point, AP: access point, MAP: mesh access point, STA: pure client station.

The followings are situations,
1) Each Node has direction, speed, move with distance.
2) Each Node will sense path to others (same area) for send DATA.
3) Each node will keep path to Agent for send DATA (to other area).
4) Agent is special Node (unlimited Energy).
5) Agents become relay to other area.

Research focused on three bottom layers of the OSI model. In the physical layer was air (wireless medium) and the followings are set-up in the Data Link layer (Interface),
1) Node addressing.
2) Packet transmission / re-transmission,
3) Buffer receives / transmit,

The followings are also set-up in the Interface with Link,
1) Network layer (Data Handler),
2) Route calculation *weight criteria,
3) Path determination,
4) Packet examination,
5) Fragmentation / de-fragmentation,
6) Packet re-formation,

When nodes do communicate with others, they will use other node as relay (if destination located far away). The number of relays will determine hops. Relay will receive, process, and transmit packet. Relay will calculate the best route to next relay / node. Transmission will follow sequential process (from node to node until destination). Source and destination (*also agents) will maintain end-to-end communication (TCP communication type) as shown in Fig. 2.

Node to node communication is done in accordance with the following steps,
1) Broadcast to get neighbor’s knowledge,
2) Broadcast to send packet to next node,
3) Receive messages (packet, reply/Hello, etc.) from the other node, examine it, and process it,
4) During data transmission, each node must follow point to point communication type.

a) In this situation, error transmission through wireless medium is considered. Bit error happen when source sent bit 'b' and receiver doesn’t receive 'bit' b. Bit error rate (BER) shows the probability of bit got error. Typical value of BER for electric link was 10-9, and for optical link was 10-12. Source of error: EM interferences, loss signal, hardware failure and memories error during the path route, etc. In this simulation, BER was set to zero. Also, there is no detection and correction scheme.

Duplex link is assumed as shown in Fig. 3. Packet here utilized IPPacket. On each packet, there were:
- HEADER*.
- Source and destination.
- Flags (to mark packet with certain purpose).
- TTL (time to live).
- Type of protocol used*.
- Detection error CRC*.
- Source hop and destination hop.
- DATA (real transmission goal).
There are assumptions made in IPPacket creation. Packets are treated as follows,

- IPPacket formation (executed in Protocol layer).
- IPPacket encapsulation/de-encapsulation.
- IPPacket queue.
- IPPacket transmission (unload/reload source hop and destination hop).
- IPPacket fragmentation / de-fragmentation.
- IPPacket re-formation.

Furthermore, packet formation is as follows,

- DATA in BYTES (which intended to be sent).
- Header information.
- Protocol TCP.
  - Source and Destination.
  - Length.
  - ID.
  - TTL (time to live).
  - Source HOP and Destination HOP.
  - Flags.
- Encapsulate DATA within IPPacket.

Packet transmission is as follows,

**Sender Station A:**

- When IF, send it out; Start Tout timer for this IF,
- Wait for Tout (Time-out value) for ACK,
- If (ACK) Then clear timer; proceed to next transmission,
- Else backoff for a random number of Tout intervals; retransmit; If no ACK after repeated transmissions, give up.

**Receiver Station B:**

- If (CRC(IF) OK && DA(IF) == address(B), send ACK,

If may be damaged by noise or by another station transmitting at the same time (collision).

Any overlap of frames causes collision.

Packet Framing is done as follows,

- Responsible for: reliable transmission of frame through Link.
- Determine complete packet receiving.
- Error detection: CRC check.
- Error recovery: retransmission of packets.
- Live time of packet exceeded.
- Selective ARQ (Automatic Repeat Request).

**Boundaries of frame:**

- Character oriented framing.
- Length counts – fix length.
- Bit oriented protocols (flags) *used.

Also, Bit Oriented Framing: BOF (Flag) is assumed as follows,

- Flag is (actually sequence of bits) that used to indicate the beginning and end of completed packet.
- Together with fragment_offset, sequence of fractioned packet can be determined.
- Standard protocol used bit sequence of 8 01111110 as ONE flag.

**INVENTED ~ 1970 by IBM for SDLC (synchronous data link protocol).**

Packet fragmentation means break up the data into smaller pieces. This is necessary when the maximum transmission unit (MTU) is smaller than the packet size. For example, the maximum size of an IP packet is 65,535 bytes while the typical MTU for Ethernet is 1,500 bytes. Since the IP header consumes 20 bytes (without options) of the 1,500 bytes, 1,480 bytes are left for IP data per Ethernet frame (this leads to an MTU for IP of 1,480 bytes). Therefore, a 65,535-byte data payload (including 20 bytes of header information) would require 45 packets (65535-20)/1480 = 44.27, rounded up to 45 as shown in Fig. 4. On the other hand, Fig. 5 and 6 show packet transmission in send and receive, respectively.

**Meanwhile,** as shown in Fig. 7, route / path calculation can be done as follows,

- Stated as Table_routing.
- Used 3 criteria: buffer on next hop, distance (*RTT), and direction of next hop (getting closer or away).
- Buffer and distance made throughput weight on the link.
- Route decision is executed in DataHandler layer.
- **Table_Routing** is shown in Table 1. In the table, the followings are detailed assumptions,
- **Node_address:** address of Interface in next hop.
Interface: set Interface must be used to reach next hop.

RTT: round trip time.

Throughput: throughput calculation for link.

Direction: + (getting closer), - (getting away).

---

**Fig. 4.** Packet fragmentation.

**Fig. 5.** Packet transmission (send).

**Fig. 6.** Packet transmission (receive).

**Fig. 7.** Route / path calculation.

---

**TABLE I.** ROUTING TABLE

<table>
<thead>
<tr>
<th>Node_address</th>
<th>Interface</th>
<th>RTT</th>
<th>Throughput</th>
<th>Direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>192.168.0.2</td>
<td>ABIface</td>
<td>b ms</td>
<td>1000 Bytes/ms</td>
<td>+</td>
</tr>
<tr>
<td>192.168.0.20</td>
<td>ATIface</td>
<td>t ms</td>
<td>8000 Bytes/ms</td>
<td>-</td>
</tr>
<tr>
<td>...</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Energy can be calculated as follows,

1) Node dissipates $E_{elec} = 50 \text{ nJ/bit}$ to run the transmitter or receiver and $c_{amp} = 100 \text{ pJ/bit/m}^2$ for the transmit amplifier.

2) To transmit a k-bit message a distance d, the Node expends:

3) To receive the message, the Node expends:

4) The communication range of the nodes is a perfect symmetric unit disk. If $dx, y \leq rx \rightarrow$ then Node-x and Node-y can see each other.
IV. SIMULATION STUDIES

Node Deployment is shown in Fig. 8 and is assumed as follows,

1) Each node examines itself and senses its neighbors.
2) Nodes create object Interface (with #Interface equals to #neighbors).
3) Ex. Node A has Interface AB, AC, and AD.
4) Interface AB is read as Interface at Node A that can reach Node B. Interfaces at a Node have same address.
5) Every Interface (in Node) is related with object Link (#Link equals to #neighbors).
6) Ex. Node A connected with Link "a", Link "f", and Link "c". Link "a" was used by Interface AB; Link "f" was used by Interface AC; Link "c" was used by Interface AD.
7) Nodes calculate buffer, RTT, and throughput through each owned Link.

With these, Node forms a routing table.
- route 1:192.168.0.2; Interface_AB; RTT; throughput; 0.
- route 2:192.168.0.3; Interface_AC; RTT; throughput; 0.
- route 3:192.168.0.4; Interface_AD; RTT; throughput; 0.

In the simulation study, the following 25 nodes and 4 initiators are considered as shown in Fig. 9.

Initiator node is node that initiates transmission of packet. Like other nodes, initiator is always moving with random direction, speed, and distance as shown in Fig. 10.

V. CONCLUSION

Method for Ad-Hoc blockchain of wireless mesh networking with agent and initiate nodes is proposed. Minimizing the number of hops and maintaining connectivity of mobile terminals are concerns. Through simulation studies, it is found that increasing number of initiator nodes caused nodes to route a large number of messages. Thus, these nodes will die out quickly, causing the energy required to get the remaining messages to increase and more nodes to die.

This will create a cascading effect that will shorten system lifetime. Multi-hop routing, however, imply high packet overhead, (more nodes in the network means more hops will be available). The packet overhead of the multi-hop routing is extremely high compared to single path routing since many nodes near the shortest path participate in packet forwarding. This additional overhead caused by moving node can cause congestion in the network.

The idea of a "decentralized network", which is the greatest feature of Web 3.0, may change the existing corporate form. That is the birth of the decentralized autonomous organization "DAO". A DAO is an organizational form without a centralized administrator. Because it is an organization operated by a program on the blockchain, it has the advantage of being extremely transparent. In addition, since there is no top, it is managed democratically, such as by voting when deciding something, and the direction is decided by the party that wins the majority. The proposal method that can build this block chain ad-hoc can contribute to promote Web3.0.
VI. FUTURE RESEARCH WORKS

Further investigation needs to be conducted on dynamic routing advantages and factors which affect routing mode, e.g., flow type, delay, and etc. The throughput/delay/reliability tradeoff between wireless network areas that deploy agents and without agents is also investigated.
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Recommendation System on Travel Destination based on Geotagged Data
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Abstract—Tourism research has benefitted from the worldwide spread and development of social networking services. People nowadays are more likely to rely on internet resources to plan their vacations. Thus, travel recommendation systems are designed to sift through the mammoth amount of data and identify the ideal travel destinations for the users. Moreover, it is shown that the increasing availability and popularity of geotagged data significantly impacts the destination decision. However, most current research concentrates on reviews and textual information to develop the recommendation model. Therefore, the proposed travel recommendation model examines the collective behaviour and connections between users based on geotagged data to provide personalized suggestions for individuals. The model was developed using the user-based collaborative filtering technique. The matrix factorization model was selected as the collaborative filtering technique to compute user similarities due to its adaptability in dealing with sparse rating matrices. The recommendation model generates prediction values to recommend the most appropriate locations. Finally, the model performance of the proposed model was assessed against the popularity and random models using the test design established using Mean Average Precision (MAP), Root Mean Square Error (RMSE), and Mean Absolute Error (MAE). The findings indicated that the proposed matrix factorization model has an average MAP of 0.83, with RMSE and MAE values being 1.36 and 1.24, respectively. The proposed model got significantly higher MAP values and the lowest RMSE and MAE values compared to the two baseline models. The comparison shows that the proposed model is effective in providing personalized suggestions to users based on their past visits.

Keywords—Geotagged data; travel recommendation system; travel recommender; collaborative filtering; matrix factorization

I. INTRODUCTION

A. Background

The World Travel and Tourism Council reported that the tourism industry contributed around 11% to the global economy in 2019 before the pandemic outbreak [1]. This illustrates that the tourism industry has been one of the most influential and profitable industries and has been a major contributor to the global economy. It is also one of the most promising sectors. The travel industry has evolved dramatically over time, and the introduction of big data analytics has profoundly impacted people’s travel. Travelers used to rely on newspapers, magazines, and radio to get to know about places and plan their trips with help of the travel agencies. However, in modern society, travelers have numerous options to plan their trips.

The rise of big data and the evolution of technology have significantly impacted people’s travel [2], [3]. Today, many people book their trips online using platforms such as TripAdvisor and Expedia. The increasing amount of data collected and accessible by travel providers has facilitated the creation of sophisticated analytics and forecasting algorithms. The rise of social media has also greatly impacted how people communicate allowing users to exchange content, such as pictures and videos, and has greatly aided in human interaction. The report by Wyman [4] further illustrates that travelers have expanded their social media usage by 44% since the pandemic, and 92% of users find useful information online about places to visit.

The impact of social media on travel destinations was investigated in several studies in the past. Various social media platforms, blogs and online communities are becoming more prevalent in the travel industry as they allow users to connect and share their experiences [5-7]. Social media platforms such as Twitter, Flickr, and Facebook have enabled travelers to share information and express their travel experiences online, which has helped boost the reputation of a city as a desirable travel destination. The study also noted that Generation Z and Millennials are more likely to utilize social media to plan their vacations because they value online experiences more than commercials. The study [8] elaborated that having a strong online presence is very important for a destination to gain a positive reputation, and social media significantly impacts how customers choose travel destinations.

The travel industry is one of the most data-driven industries in the world due to the exponentially increasing amount of data. It is often difficult for individuals to select the ideal holiday destination due to a lack of understanding of the various attractions and the complexity of the planning process. Consequently, several research works were conducted on travel recommendations that consider the different elements to deliver personalized recommendations based on the preferences and behaviours of users [9-11].

A geotagging service is a type of geographic identification service that may be used to identify the location of a media file or social media post. The data typically includes a latitude and longitude coordinate that may be used to locate the captured place on a map, as well as the date and time the picture or post was filmed [12]. According to the study, the growth of location-based social networks has enabled individuals to construct their social networks based on interpersonal contacts. Studies explained that the expansion in publicly available geotagged social media data may be attributed to the adoption
of social media platforms such as Facebook, Instagram, and Flickr [13-15]. In addition, geotagged data is rich in information about the users' interests and may be utilized to discover new regions of interest. The statement is reinforced and demonstrated that the analysis of geotagged data may assist the government in promoting tourist places [16]. Therefore, using geotagged social media data to identify tourist hotspots is advantageous for developing a trip recommendation model.

A major portion of establishing successful travel recommendation systems has focused on examining the reviews from Google Maps and TripAdvisor. Although the models are accurate, oriented towards a few famous landmarks and do not utilize geotagged data to make personalized recommendations depending on the user's preferences.

B. Problem Statement

Numerous studies indicate that the prevalence of social media networks that supply geotagged data is increasing the influence of this data type on users' destination selections [5], [7], [17]. Due to the rising popularity of geotagged social media as a source of travel destinations, the existing travel recommendation system lacks the efficiency to fully leverage the information gathered from geotagged data to construct a travel recommendation model that can study users’ preferences.

C. Aim

The research aims to determine the role of geotagged data in shaping the selection of attractions using clustering techniques and develop a travel recommendation model as well as compare it to the models with different approaches.

D. Significance and Scope

Extensive studies have attempted to develop a personalized travel recommendation model to assist people in filtering data to attractions that match their preferences [10], [18], [19-20]. The proposed travel recommendation system allows travelers to discover possible destinations based on their interests. Additionally, the tourist sector may utilize the potential information gathered from the research to establish successful marketing plans in the tourism sector and increase operational efficiency. The dataset for this research was acquired from Kaggle which contains 20,000 geotagged data points in London between 2014 and 2019 [21]. London is recognized for its various attractions, including stunning architecture and historical buildings. Given that the coronavirus pandemic in 2020 may impede travel mobility, the final year of 2019 in the dataset is ideal [22]. Given that the data obtained for this research was collected at random and across time, the recommendation model will focus on location recommendations rather than route suggestions.

II. RELATED WORKS

A brief history of the recommendation system describes various forms of recommendation systems including the current state-of-the-art techniques for the travel recommendation system. Past studies conducted using geotagged data were reviewed and summarized at the end of this section.

A. Recommendation System

During the 1990s, research in the field of recommendation models started focusing on developing systems that can predict product ratings [23-24]. The recommendation model suggests the best suitable goods and services to its consumers through the information gathered [25]. The most notable examples include Amazon’s personalized shopping system, YouTube’s suggestions for videos relevant to the viewers' interests, and Facebook’s system allows users to interact with more people. The rise of information technology made users and organizations more dependent on recommendation systems to sift through the vast amount of data collected in this century.

B. Types of Recommendation Systems

The recommendation systems can be categorized into four different categories such as content-based, collaborative-based, hybrid-based, and knowledge-based [25-30]. The content-based method connects user traits with items most likely to satisfy their demands. The collaborative filtering technique, on the other hand, believes that individuals with similar interests and historical behaviors would act similarly in the future. The disadvantage of implementing a content-based system is that it heavily relies on the knowledge base to provide recommendations while implementing collaborative filtering can be very challenging when the users are relatively new to the platform. A knowledge-based system can be very useful in helping users find the best products and services that are seldom acquired, such as luxury goods and real estate. As the calculation is based on the similarity between the item descriptions and the user's needs, it is essential to outline the knowledge base needed to generate recommendations [31]. However, the process can be very time-consuming and costly. Besides, a hybrid recommendation system uses the best elements from various techniques to overcome these shortcomings. The research [29] proposed the hybrid system integrated the characteristics of content-based and collaborative filtering to have the right predictions.

To date, numerous pieces of literature have studied the recommendation system in a broad range of industries. For instance, [30] proposed a matrix factorization-based recommender system that can recommend books based on the similarities and ratings of users. In contrast, a movie recommendation system was developed by applying the content filtering technique to exploit the movie’s genre characteristics and requested the users to answer a few questions while building up their profiles to enrich the users’ data [32]. Moreover, [33] used the content-based approach to suggest music to users based on the musical features utilizing the convolutional recurrent neural network (CRNN) method. As online learning sites grew in popularity, a knowledge-based recommendation system was proposed, which serves as an agent to assist users in recommending appropriate courses and materials based on their preferences and requirements [34].

C. Algorithms used in Travel Recommendation System

Multiple studies on recommender systems in the tourism industry were undertaken over the years to assist individuals with their trip decisions. The authors in [35] analyzed the essential information and interests of the users on social media platforms to suggest travel-related activities in Tunisia. The
proposed system created user profiles using the content-based filtering algorithm based on the content they posted on social media sites such as Facebook, TripAdvisor, and Twitter. Furthermore, [11] conducted a study that analyzed the opinions of Korean undergraduates on various destinations. The study used a collaborative method to analyze the similarities and differences between the users. It also considered the various restrictions and demands to provide personalized suggestions. However, since the data for the study was only collected from a single university, the results might be biased.

The study [10] collected users’ reviews from TripAdvisor and developed a collaborative system to deliver suggestions to their users. The researchers used a combination of text processing and semantic clustering to analyze the data and extract their preferences for recommendations. However, the research only acquired 100 reviews from the site on specific locations, which may have led to skewed findings and the neglect of other less-visited attractions. Likewise, [20] sought to discover the ideal tour route for international visitors in South Korea by examining TripAdvisor ratings. Text mining and network analysis were used to perform a comprehensive analysis of user preferences. However, the study overlooked the lesser-known attractions since the model only collected reviews from top attractions in the country.

The research [18] proposed a travel recommendation model to analyze the reviews collected from Google Maps and identify the most relevant locations for travellers based on the similarities and differences between the users’ reviews. The Jaccard Similarity and Cosine Similarity were used to calculate the similarity scores. The algorithm ranked the most popular locations using a neural network and associated the users’ preferences through the similarities of their reviews. On the other hand, [9] used Twitter data and built a system using a collaborative filtering framework with users’ profile matrix and their interests. The travel-related tweets were mined for sentiment analysis, and a follow-up step was performed to determine the social media activity of their friends. The algorithm will generate travel recommendations and suggest various destinations based on relevant tweets. Unlike previous systems, the model was time-sensitive, allowing it to collect the users’ most recent interests.

Moreover, [36] proposed a deep learning-based recommendation model to analyze the data from blogs, Google Maps and TripAdvisor to recommend travel activities in the country. Latent Dirichlet Allocation (LDA) was employed by the researchers for topic modelling in tourist blogs. These topics were used to extract the sentiments from Google and TripAdvisor reviews. The user history was extracted based on the information and a collaborative filtering technique was used to predict the most likely visited locations based on the users’ preferences.

D. Analyzing Geotagged Data

The development of geotagging services and Web technologies have boosted the amount of geotagged data accessible. Through social media platforms like Foursquare, Facebook, and Flickr, individuals can now easily share their locations with others. Consequently, a growing corpus of research explored the use of geotagged data in personalized travel destination suggestions [37-39].

The authors in [38] presented a travel recommendation system that combines geotagged data with users’ textual information. The multiclass SVM classifier was used to identify candidates from the user’s travel history. The data was analyzed using a gradient-boosting regression model, which ranked the candidates based on their interests. Moreover, [19] proposed a weighted multi-information criteria matrix factorization model for recommending travel locations based on geotagged photos from Flickr. The model was built to examine the various aspects of a user’s visit sequence, as well as the textual and visual information to recommend travel locations. The textual information in the photos was processed using Latent Dirichlet Allocation (LDA) to profile the attractions, and the model was tested on a sample of six Chinese cities.

The researchers in [37] combined the sequential and temporal information from the geotagged photos to build personalized itineraries based on the travel patterns of individual users. The model was developed using a collaborative filtering strategy to analyze the visit sequences and preferences of other users. In addition, [39] established a framework for determining the interests of Hong Kong tourists based on geotagged data. The study combined image processing, text processing, and clustering algorithms to evaluate geotagged data in three geographical locations, enabling the government to comprehend better and promote popular vacation spots.

Numerous studies have identified landmarks and tourist attractions based on geotagged data acquired using clustering algorithms [36-37], [39-40]. The geotagged data was clustered using several techniques, including K-means clustering, mean shift clustering, and density-based clustering to build a location database containing the travel records of users to different destinations.

E. Summary

According to the existing travel recommendation models, the most common technique used in developing travel recommendation models is the collaborative filtering approach, which involves analyzing the users’ interactions or similarities. However, most studies have focused on leveraging reviews from travel websites or textual information for topic modelling from geotagged data. This demonstrates a deficiency in using the implicit information from the geotagged data, which does not require extra information. Additionally, clustering techniques are often used to group geotagged data to build a location database. Therefore, the proposed model would employ a clustering algorithm to identify locations from the geotagged data, and the collaborative approach will be utilized to compute user similarities. The model will then deliver personalized recommendations to the users based on their travel histories.

III. MATERIALS AND METHOD

The research process was structured as a sequence of stages designed to achieve the study’s goals. The steps include data selection, data pre-processing, data transformation, model
building, and evaluation. A flowchart is also provided to visualize the whole process as shown in Fig. 1.

![Flowchart](image)

Fig. 1. KDD process.

A wide variety of data mining approaches are available for detecting patterns and interpreting data to develop a model. Knowledge Discovery in Databases (KDD) was chosen as the data mining methodology to develop the travel recommendation model. It is a process of studying data to uncover patterns that can be utilized to identify meaningful information [41]. Fig. 2 illustrates the entire process of developing the travel recommendation model.

![Workflow Diagram](image)

Fig. 2. Project workflow.

**F. Selection**

The literature review and research objectives provided a clear understanding to create the model. The selection procedure defined the target dataset for model building. The variables that could be used to construct the travel recommendation model were chosen at this stage.

1) **Variables selection**: As specified in the research scope, the dataset used for this study was obtained from Kaggle with 20,000 records and 13 attributes [21]. The attributes that contain the geographical information, the owner and the time were used to develop the recommendation model.

2) **Dataset exploration**: Data exploration is the process of examining data to comprehend better the data and reduces the likelihood of incorrect decisions [41]. The data properties were examined, and the geotagged data were visually analyzed. In addition, the missing values were also inspected.

**G. Pre-Processing**

Data pre-processing is typically performed to prepare the data before data modelling. The geotagged data were clustered, and redundant data was removed to improve the efficiency of the analysis.

1) **Data cleaning**: Data is the foundation of every data mining project. However, as data comes in a variety of formats and sizes, it must be thoroughly analyzed to ensure no discrepancies or outliers. Therefore, data cleaning was performed to identify missing values, outliers, and inconsistencies. The two most important attributes used in developing the travel recommendation model were the geotagged data, which includes latitude and longitude information. As a result, individuals with incomplete information for these two attributes were removed from the dataset, as the imputation of geographic location may disrupt the dataset's balance.

2) **Clustering technique**: The initial step in the development of the travel recommendations model was to identify the locations from the geotagged data. This process was carried out through the clustering technique, which was used to group the collected data into clusters. Three main types of clustering techniques were commonly used in this process: hierarchical clustering, partitional clustering, and density-based clustering [42].

Several studies have been conducted on identifying landmarks and hotspots from the geotagged data. A classical method used in discovering tourist attractions is the Density-based spatial clustering of applications with a noise clustering algorithm (DBSCAN) [37], [40], [43-45]. DBSCAN is effective in clustering geotagged data since it requires less knowledge to detect arbitrary shape clusters with varying densities. This method seems to be more effective when analyzing spatial data concerning latitude-longitude coordinates. The clustering process shall result in a dataset that resembles Table I.

<table>
<thead>
<tr>
<th>TABLE I. DATASET AFTER DBSCAN</th>
</tr>
</thead>
<tbody>
<tr>
<td>photo_id</td>
</tr>
<tr>
<td>user_id</td>
</tr>
<tr>
<td>lat</td>
</tr>
<tr>
<td>lon</td>
</tr>
<tr>
<td>Taken (time stamp)</td>
</tr>
<tr>
<td>location_id (cluster label)</td>
</tr>
<tr>
<td>cent_lat (cluster lat)</td>
</tr>
<tr>
<td>cent_lon (cluster lon)</td>
</tr>
</tbody>
</table>

3) **Location database**: A location database is built by applying the appropriate clustering technique which helped to label the geotagged data. The resulting database was found with the sorted locations visited according to the timestamp included. According to the study by [19], if the user concurrently uploads two geotagged posts during the same visit, the two posts should be regarded as one. This is to reduce the number of repeat visits by the same users and improve the quality of the location database. The duplicate records would be deleted if the time interval between two
successive postings is less than three hours and assumed to have originated from the same visit.

Individuals with less than three geotagged posts were excluded from the dataset since the model was constructed using the collaborative approach. As illustrated in Table II, the final location database containing user travel histories shall have five variables: location id (cluster label), user id, lat, lon, and time taken (timestamp).

**TABLE II. LOCATION DATABASE**

<table>
<thead>
<tr>
<th>location_id (cluster label)</th>
<th>user_id</th>
<th>lat</th>
<th>lon</th>
<th>time_taken</th>
</tr>
</thead>
</table>

**H. Transformation**

The data transformation process involves arranging the data into a suitable form for modelling. In this stage, the user-location rating matrix was built using the pre-processed geotagged data.

1) **User-location rating matrix**: Using their historical travel records, individuals' preferences for a place may be inferred by the frequency of their visits to a travel destination. Inspired by the research of [19], the user-location rating table estimates the frequency of a user's visits to a travel location as ratings. Therefore, the number of times a user has visited a specific location is used to construct a new variable, ratings. As illustrated in Table III, three variables: user id, location id, and ratings depending on the frequency of visits were transformed into a matrix as shown in Table IV. The ratings were standardized using the min-max approach to ensure that the forecast is not skewed towards popular attractions.

**TABLE III. USER-LOCATION RATING TABLE**

<table>
<thead>
<tr>
<th>location_id (cluster label)</th>
<th>User_id</th>
<th>Ratings</th>
</tr>
</thead>
</table>

**TABLE IV. USER-LOCATION RATING MATRIX**

<table>
<thead>
<tr>
<th>User_id</th>
<th>location_id</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>rating</td>
<td>rating</td>
<td>rating</td>
<td>rating</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>rating</td>
<td>rating</td>
<td>rating</td>
<td>rating</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>rating</td>
<td>rating</td>
<td>rating</td>
<td>rating</td>
<td></td>
</tr>
</tbody>
</table>

**J. Data Mining**

Data mining is the process of examining data to uncover hidden insights and patterns. This process aims to develop a personalized travel recommendation model that can provide the best possible Matrix Factorization Model.

Multiple techniques are used in the construction of the recommendation model. According to the literature review, there are four main techniques such as content-based, collaborative-based, knowledge-based, and hybrid-based. This study used a collaborative approach based on user similarities since many prior studies relied on collaborative techniques to investigate user interactions and provide recommendations. For instance, [11] investigated destination reviews and user similarities to recommend vacation places, while [37] presented an itinerary planner by assessing different travel patterns from other users and matching the suggestions to the users' preferences.

**TABLE V. USER-USER SIMILARITY MATRIX**

<table>
<thead>
<tr>
<th>User_id</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>similarity</td>
<td>similarity</td>
<td>similarity</td>
</tr>
<tr>
<td>2</td>
<td>similarity</td>
<td>similarity</td>
<td>similarity</td>
</tr>
<tr>
<td>3</td>
<td>similarity</td>
<td>similarity</td>
<td>similarity</td>
</tr>
</tbody>
</table>

Similarity value is one of the most crucial aspects when building a recommendation system using a collaborative method. The user-location rating matrix was used to generate the user-user similarity matrix (Table V) to construct the recommendation model. The cosine similarity algorithm was selected as the metric to determine the similarities between various users since it is one of the most extensively used and well-known similarity measures [18-19], [40], [46-50].

The recommendation model was built to predict the ratings to generate recommendations based on the user profiles from the user-user similarity matrix with a sparse rating matrix. Despite the popularity of the K-Nearest Neighbor (KNN) model as a collaborative-based technique, the KNN model required users to select the number of nearest neighbours, making the prediction unstable [51]. The study found that the non-negative matrix factorization model outperformed the k-nearest neighbour model in terms of accuracy and error metrics while constructing the movie rating recommendation system. Besides, [52] noted that the matrix factorization model was able to provide more precise pairwise preference scores and ranking predictions. Therefore, using the value generated from the cosine similarity algorithm, the matrix factorization model, which was extensively used in recommender systems in a variety of domains, was used to provide personalized recommendations to the target users [47], [53-55]. The system would be able to identify latent factors in the data and recommend the most appropriate destination according to their preferences without requiring additional features.

The matrix factorization can be equation as:

\[ P \times Q^T \approx R \] (1)

The main idea of a matrix factorization technique is to fit the rating matrix with a low-ranking approximation that considers the latent features. For instance, the matrix \( P \) in the equation represents the association between the user and the item and its features. The matrix \( Q \) represents the association between the item and its features. The prediction of the rating is the dot product of the latent factors. The model is fueled by the ratings provided by the user-location rating matrix. The prediction values will be used to rank the top-n suggestions. This aligns with the project's goal of providing personalized suggestions ranked according to the prediction values.

**J. Evaluation**

Model evaluation is an integral part of the data mining process for measuring the performance of models using a variety of evaluation metrics. Multiple studies indicate that Mean Average Precision (MAP), Root Mean Square Error (RMSE), and Mean Absolute Error (MAE) are the common
assessment metrics for measuring the performance of a recommendation model [19], [30], [38], [47], [53], [55-57].

1) Mean average precision@n (MAP@n) [38]

The formula:

\[
\text{Precision} = \frac{\text{True Positive}}{\text{Total Positive Results}} \tag{2}
\]

\[
\text{MAP@n} = \frac{1}{N} \sum_{i=1}^{N} AP_i, AP_i = \frac{1}{r} \tag{3}
\]

2) Mean absolute error (MAE)

The formula:

\[
\text{MAE} = \frac{1}{N} \sum |\text{Predicted Ratings} - \text{Actual Ratings}| \tag{4}
\]

3) Root mean square error (RMSE)

The formula:

\[
\text{RMSE} = \sqrt{\frac{\sum (\text{Predicted Ratings} - \text{Actual Ratings})^2}{N}} \tag{5}
\]

4) Comparison with two baseline methods: The performance of the proposed travel recommendation model was compared with two baseline models. The random selection technique and the popularity-based strategy were chosen for comparative studies [37], [47], [58]. The popularity-based technique recommends the most popular vacation destination based on an overall popularity score. The random selection strategy, on the other hand, generates travel destinations at random from the location database, ignoring similarities between users.

The data was split into training (80%) and testing (20%). The recommendations were made based on the users’ past travel experiences, and the recommended locations were ranked based on the projected values. The top-n recommendations to the target users were compared with the actual ratings.

IV. IMPLEMENTATION

A. Data Pre-Processing

The data pre-processing is crucial to building the model since it allows the dataset to be prepared for modelling purposes.

The data was obtained from Kaggle with over 20,000 records and 13 attributes as described in Table VI.

1) Variables selection: The project’s objective was to recommend travel destinations to users based on geotagged information collected. As shown in Table VII, the study employed only five variables for building the model such as picture id, user id, geographical information, including the latitude and longitude of the images, and the time at which the photos were taken.

<table>
<thead>
<tr>
<th>No</th>
<th>Attributes</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>photo_id</td>
<td>photo id</td>
</tr>
<tr>
<td>2</td>
<td>owner</td>
<td>user id related to the owner of the photo</td>
</tr>
<tr>
<td>3</td>
<td>gender</td>
<td>owner's gender</td>
</tr>
<tr>
<td>4</td>
<td>occupation</td>
<td>occupation of owner</td>
</tr>
<tr>
<td>5</td>
<td>title</td>
<td>title of photo</td>
</tr>
<tr>
<td>6</td>
<td>description</td>
<td>description of photo</td>
</tr>
<tr>
<td>7</td>
<td>tags</td>
<td>photo tag</td>
</tr>
<tr>
<td>8</td>
<td>faves</td>
<td>photo's favorite rate</td>
</tr>
<tr>
<td>9</td>
<td>lon</td>
<td>photo's latitude</td>
</tr>
<tr>
<td>10</td>
<td>lon</td>
<td>photo's longitude</td>
</tr>
<tr>
<td>11</td>
<td>u_city</td>
<td>owner's city</td>
</tr>
<tr>
<td>12</td>
<td>u_country</td>
<td>owner's country</td>
</tr>
<tr>
<td>13</td>
<td>taken</td>
<td>the time of the photo taken</td>
</tr>
</tbody>
</table>

2) Data exploration: The data type of the dataset was inspected after eliminating unnecessary attributes. Suitable type conversions were done to the variables such as date, latitude, and longitude to prevent slower operations during data transformation and model construction. The dataset was examined for missing values and confirmed with no imputation or removal of data required.

3) Clustering algorithm: The initial step in developing the travel recommendation model involved identifying the locations of the geotagged data. The study [59] highlighted that it is often challenging to process spatial data due to the existence of redundant points. By transforming the number of latitude-longitude coordinates into the corresponding values generated by the clustering technique, DBSCAN can reduce the size of a geographical data set to a small collection of representative points. The data were grouped into clusters to serve as a location for recommendations. The latitude and longitude data were extracted as dbscan_data as the first step.

The two main parameters for the DBSCAN algorithm are the epsilon (eps) and the minimum points (MinPts). The epsilon specifies the radius of a neighbourhood around the center point of the clusters, and it is important to determine the optimal number of clusters. If the eps value is too low, a significant amount of the data will be omitted from the cluster. This is because the value is insufficient to produce a dense region. Conversely, if the value is very high, many objects will be merged into a cluster, making the clustering meaningless. Besides, the parameter MinPts specifies the minimum number of points necessary to create a cluster. The estimation of the various parameters used is often a challenge during the development of an algorithm. Therefore, different combinations of eps and MinPts values were examined to discover the optimal values.

Research [59] stated the haversine metric was used as the metric of the DBSCAN algorithm to minimize the noise generated by the random selection process by computing the great-circle distances between the various points in the data set. Given their respective latitudes and longitudes, the haversine formula relates the great-circle distance of a sphere to two locations on a specified plane. The parameter and coordinates were then converted to radians to ensure the algorithm to perform precise calculations.
Fig. 3 shows the number of clusters generated by various parameter combinations. The optimal value for eps and MinPts was determined using the elbow approach, which is a basic procedure used in cluster analysis [60]. As a result, the eps and minimum points selected were 0.15 and 10, respectively.

The geographical coordinates were converted from 20,000 data points to 181 clusters using the given parameters. With cluster_num = 0 as the noises in the data, 180 clusters were found as the representative points of the travel locations for recommendations. The coordinates of the geotagged data that were formed as part of the cluster were labelled by its cluster labels using the points closest to the cluster’s centroid. It was accomplished by taking a set of points and returning to the centermost point of the cluster.

Fig. 4 illustrates the original data set which was reduced to a cluster-representative collection of points where different colours correspond to each cluster formed by the DBSCAN algorithm. The grey dots represent the outliers of the geotagged data points, often known as the dataset’s noise.

4) Remove outliers: The outliers were eliminated as found as noise in the dataset and not beneficial for the recommendation process after constructing the cluster labels for each geotagged data set.

5) Remove duplicate data: It is important to note that users may take multiple photos of the same location while visiting a venue. Therefore, if the timestamps between two photos taken at the same location are less than three hours, the visit must be treated as a single visit. The most recent timestamps of the images taken at the same place are then used to determine the time. The elimination of duplicate data was done by merging users with visits within three hours. In addition, for consistency, a random number between 100 and 999 was generated in place of the cluster labels 0 to 180.

6) Remove users with less than three visits: Users who have visited less than three distinct places were eliminated as the model was developed using a collaborative filtering approach.

B. Data Transformation

The rating matrix to construct the recommendation model was formed by calculating the number of times a user visited a certain location as a rating. The ratings were scaled to a range between 1 and 5 using the min-max scale function to eliminate bias in the training phase and enhance the efficiency of the data mining process. After the data scaling process was completed, the user-location rating matrix was generated using the pivot_table function to develop a travel location recommendation model and provide users with ideal suggestions based on their previous visits.

The final dataset was split into two: training (80%) and testing (20%) to assess the recommendation model.

C. Data Mining

This section discusses the matrix factorization model, a widely used technique in the collaborative filtering approach to construct the travel location recommendation model.

1) Matrix factorization model: The rating matrix is sparse by nature. The goal of the modelling process was to forecast the ratings of the areas that have not been visited by the target

<table>
<thead>
<tr>
<th>No</th>
<th>Attributes</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>photo_id</td>
<td>photo id</td>
</tr>
<tr>
<td>2</td>
<td>owner</td>
<td>user id related to the owner of the photo</td>
</tr>
<tr>
<td>3</td>
<td>lat</td>
<td>photo's latitude</td>
</tr>
<tr>
<td>4</td>
<td>lon</td>
<td>photo's longitude</td>
</tr>
<tr>
<td>5</td>
<td>taken</td>
<td>the time of the photo taken</td>
</tr>
</tbody>
</table>
user through user similarities. Therefore, the user-user similarity matrix is crucial for determining the possibility that they will visit other travel destinations. According to [61], the sparsity in the rating matrix is a major factor that affects the performance of collaborative filtering systems, and the matrix factorization model is effective in addressing the insufficiency of ratings. Therefore, the modelling process utilized the matrix factorization model to factorize the various similarities between different pairs of users. The main objective of this process was to predict the missing values of the user-user similarity matrix. The cosine similarity was selected as the metric to predict the similarities between the users. The matrix factorization model decomposed the original matrix of user preferences into two smaller matrix elements, known as latent factors. The model discovered the hidden features of the interactions between different users and analysed the various factors that affect the users’ behaviour to recommend the most appropriate destination according to their preferences. The approach was inspired by the study by [57], who revealed that the matrix factorization performed well with sparse data using movie ratings.

After determining various similarities between every pair of users, a weighted average of the ratings from the users like the target user was then used to calculate the ratings to a location for the current user. The projected rating of a specific location was the expected value that the target users will be assigned to the specific location.

V. RESULTS AND DISCUSSION

This Section provides a comprehensive analysis of the performance of the developed model. Several evaluation metrics were used to test the model’s performance. The results of the study were analyzed through a comparative analysis with two baseline models.

A. Results

The testing datasets were used to construct the test rating matrix for evaluating the proposed model. In the testing dataset, the ratings were also scaled to a range of 1 to 5. Using the proposed model, the predict function was defined to forecast the ratings of locations for a user. Fig. 6 shows the top five suggestions for the representative target user, 41087279@N00. The ratings are displayed side by side with the predictions.

![Fig. 6. Prediction result.](image)

The proposed model was evaluated against two different baseline approaches selected from past studies, and the assessment was conducted using the same dataset [37, 47, 58]. One of these is the popularity-based method, which used a general popularity score as the basis for its recommendations. It considered the number of unique visits to these locations. On the other hand, the random model generated random travel destinations for the target users regardless of their similarities or popularity scores.

B. Model Comparison

1) Mean average precision@n (MAP@n): The mean average precision (MAP) is a measure that takes into the list of recommendations and compares it with the true set. The MAP represents the number of recommendations generated to the users. Using n = 5, 10, 15, the MAP for each model was calculated and tabulated for comparison. Based on Fig. 7 and Table VIII, the results show that the proposed matrix factorization model got an average precision value of 0.83, which is higher than the popularity and random models.

![Fig. 7. MAP@n.](image)

<table>
<thead>
<tr>
<th>Location Id</th>
<th>True</th>
<th>Pred</th>
</tr>
</thead>
<tbody>
<tr>
<td>137</td>
<td>1.0000</td>
<td>3.2612</td>
</tr>
<tr>
<td>511</td>
<td>0.5636</td>
<td>2.6054</td>
</tr>
<tr>
<td>115</td>
<td>0.0000</td>
<td>2.6057</td>
</tr>
<tr>
<td>152</td>
<td>0.0000</td>
<td>2.6057</td>
</tr>
<tr>
<td>155</td>
<td>0.0000</td>
<td>2.6057</td>
</tr>
</tbody>
</table>

![Table VIII. MAP@N](image)

<table>
<thead>
<tr>
<th>MAP@n</th>
<th>Popularity Model</th>
<th>Random Model</th>
<th>Matrix Factorization Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.746</td>
<td>0.744</td>
<td>0.829</td>
</tr>
<tr>
<td>10</td>
<td>0.749</td>
<td>0.744</td>
<td>0.829</td>
</tr>
<tr>
<td>15</td>
<td>0.753</td>
<td>0.745</td>
<td>0.831</td>
</tr>
</tbody>
</table>
2) Root mean square error (RMSE): The Root Mean Square Error (RMSE) is a statistical tool used to assess the accuracy of rating predictions. It measures the square root of the difference between predicted and actual values. As shown in Fig. 8 and Table IX, the matrix factorization model got an RMSE value of 1.36, which is the lowest compared to the two baseline models.

![Fig. 8. RMSE.](Image)

<table>
<thead>
<tr>
<th>Models</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Popularity Model</td>
<td>1.41</td>
</tr>
<tr>
<td>Random Model</td>
<td>1.39</td>
</tr>
<tr>
<td>Matrix Factorization Model</td>
<td>1.36</td>
</tr>
</tbody>
</table>

3) Mean absolute error (MAE): The Mean Absolute Error (MAE) represents the deviations between the model's predictions and the actual results. Fig. 9 and Table X reveal that the proposed matrix factorization model got the lowest MAE of 1.24 value among the three models. In contrast, the MAE value for the popularity and random models is 1.27 and 1.28, respectively.

![Fig. 9. MAE.](Image)

<table>
<thead>
<tr>
<th>Models</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Popularity Model</td>
<td>1.27</td>
</tr>
<tr>
<td>Random Model</td>
<td>1.28</td>
</tr>
<tr>
<td>Matrix Factorization Model</td>
<td>1.24</td>
</tr>
</tbody>
</table>

VI. CONCLUSION

This Section summarizes the findings and the study's contribution to the research field. Limitations and future recommendations are additionally highlighted to improve the algorithm's performance and enhance its usability for the general population.

A. Conclusion

The rapid development and growth of the tourism industry has led to the need for more effective tools and methods to help travellers make informed decisions when planning their trips. Numerous studies have been conducted on the development of effective travel recommendation systems, but most of them have been reliant on reviews and descriptions of the attractions.

The study develops a recommendation system for travellers using geotagged data to provide personalized location recommendations based on user interactions. The evaluation metrics used, such as MAP@n, RMSE and MAE, revealed that the proposed model outperforms the two baseline models chosen by exhibiting recommendations with the highest MAP values and the lowest RMSE and MAE values. As per the findings, the proposed model obtained the highest MAP value using the different number of recommendations generated, with an average value of 0.83. Further, compared to the two baseline models, the proposed model got the lowest RMSE and MAE, with values of 1.36 and 1.24, respectively. This proves that the matrix factorization model effectively generates personalized location recommendations based on users’ past visits and interactions with other users.

The study has significant implications for the tourism industry, as the proposed system can help travellers make informed decisions when planning their trips. The use of geotagged data provides a more comprehensive and unbiased view of travel destinations, as it considers both popular and less popular spots. Additionally, the results of this study also contribute to the existing literature on travel recommendation systems by showcasing the efficacy of utilizing geotagged data to generate personalized recommendations.
B. Contributions and Importance of the Study

Overall, the study has accomplished its aim of analyzing the impact of geotagged data in selecting attractions and proposing a travel recommendation model based on geotagged data. The proposed travel recommendation model can analyze the collective behavior of tourists and identify regions that are ideal for them. It also introduces serendipity by enabling users to discover new interests in different areas depending on the interests indicated by other similar users based on the data collected.

In conclusion, the proposed model has the potential to be a valuable tool for users who have uploaded geotagged social media posts to get travel destination ideas from other places. This can ultimately reduce the time spent browsing through different websites to find the ideal destination to travel to. Additionally, the tourism sector may incorporate this model into their applications to promote tourism in their respective countries to create revenue and contribute to their Gross Domestic Product (GDP). With further implementation in the future, this can provide significant benefits to both users and the tourism industry.

C. Limitations and Future Recommendations

The collaborative filtering technique does not require domain knowledge since embeddings are automatically learnt, and the matrix factorization can solve the sparsity problem. However, the proposed model suffers from the cold-start problem, which occurs for users that are relatively new due to insufficient connection with other users. To address this issue, users with less than three visits were excluded from the recommendation process. It is recommended to incorporate other algorithms such as content-based filtering to build a hybrid recommender to eliminate the cold-start issue. Content-based filtering can be used to construct user profiles by collecting user information based on their social media postings or through a questionnaire.

It is also recommended to build a mobile application or a graphical user interface (GUI) using the developed recommendation model to provide personalized recommendations. The application should have an interactive interface that allows the users to select their previous visits and display the various locations that it recommends. In addition to providing locations as recommendations, the proposed model should also add side features collected from sites like Google Maps to enhance the location profiles. For example, it can provide the type of activities and opening hours in the area to allow users to understand more about the recommended locations.
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Abstract—Input value chains greatly affect rice yield, however previous related studies were mainly based on empirical survey and simple statistics, which lacked generality and flexibility. The article presents a new method to predict the influence of input value chain on rice yield in Vietnam based on a machine learning algorithm. Input value chain data is collected through field surveys in rice-growing households. We build a predictive model based on the neural network and swarm intelligence optimization algorithm. The prediction results show that our proposed method has an accuracy of 96%, higher than other traditional methods. This is the basis for management levels to have orientation on the input supply value chain for Vietnamese rice, contributing to the development of the Vietnamese rice brand in the world market.
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I. INTRODUCTION

A value chain is a sequence of activities in which the product passes through all the activities in order and at each activity, the product acquires some value [1]. Value chain development plays a very important role in the development of Vietnam's agriculture. The role of the value chain manifests itself in aspects such as promoting the improvement of productivity and quality of agricultural products, being a basic solution for product distribution and consumption, and increasing the attractiveness of investment in agriculture, etc. With underdeveloped agriculture in Vietnam, the role of the value chain is becoming more and more important. The effectiveness of the value chain depends on the cooperation of the members of the chain. When participating in cooperation in the value chain, members enjoy many benefits, especially the conditions to reduce costs, improve productivity and product quality, reduce sourcing time, be stable in production, etc. If participating in the global value chain, members also enjoy higher benefits, have conditions to increase productivity, improve product quality, have the opportunity to easily penetrate international markets, and increase profits, etc. In Vietnam, developing linkage cooperation along the value chain model is a condition for agricultural development. More than 75% of our agricultural products have to go through intermediaries or foreign brands to approach the international market. Therefore, many people combine to form a value chain, which will attract the participation of suppliers, distributors, and processing companies [2][3][4].

With favorable natural conditions, Vietnam has become a powerhouse in rice exports, just behind India and Thailand. According to UN FAO data, in 2017, Vietnam had more than 80 rice-exporting enterprises, accounting for about 20% of global rice exports [5]. However, because Vietnamese rice brands are not outstanding enough in the international market, although the export volume is high, it is mainly in the low and medium-quality segments. To overcome this problem and create sustainable development for the rice industry, the Vietnamese government is finalizing many drafts of the Regulation on the management of national certification marks for Vietnamese rice. Along with that, the development of stages in the rice value chain is also invested and interested. In the current Vietnamese rice industry, the value chain is mainly vertical. The main interlinked actors are input, production, conversion, distribution, and consumption. The input value chain is the opening stage and determines the output and productivity of Vietnamese rice [6][7]. Therefore, research to assess the impact of factors in the input value chain affecting Vietnamese rice is extremely necessary.

In recent years, along with the development of computers, artificial intelligence, and machine learning algorithms have been born that have solved countless problems of statistical analysis in economics that traditional analytical methods have not been able to achieve. Machine learning makes data processing, calculation, and analysis faster and more accurate, helping economic researchers’ approach and evaluate hot issues [8][9][10]. Valendin et al. [11] used recurrent neural networks to analyze customers. They propose a new approach by using the history of individual customer transactions and relevant contextual factors to predict future behavior, and linking the characteristics of the individual and customer. This approach can help managers capture seasonal trends and buying dynamics. Chen et al. [12] designed a manufacturing enterprise environmental cost control system using the decision tree algorithm of machine learning. This method can realize the optimization of the circular economy value chain, and put forward important suggestions for the control of environmental cost schemes. Liu et al. [13] explored the application of artificial intelligence in global value chains. The results confirm that there is a significant positive correlation between artificial intelligence and the industry's global value chain. Liu et al. [14] established an economic risk prediction model using artificial intelligence algorithms based on the analysis of global value chains. This method can realize its trend prediction and
provide an important theoretical reference for global value chain economic risks.

Traditional methods of studying the effects of value chains on products are mainly based on empirical surveys and simple statistics, which lack generality and flexibility, leading to many non-conforming conclusions, even imprecise. Therefore, applying intelligent assessment methods to value chain analysis is essential, it can solve some problems existing in traditional methods. This study proposes a new method of analyzing the input value chain affecting the yield of Vietnamese rice based on a machine learning method. First, we collect data through actual survey sources. Next, based on a new machine learning algorithm to build a predictive model, to improve the accuracy of the model, an optimization algorithm is applied to optimize the parameters. Finally, experiments to evaluate the effectiveness of the proposed model.

II. METHOD

A. Data Collection and Processing

In this study, data were collected from rice-growing households in the Mekong Delta of Vietnam including Kien Giang, Long An, An Giang, Dong Thap, and Soc Trang provinces. Information and data were collected through direct interviews with rice growers, soil quality statistics, and from input suppliers such as agricultural mechanical engineering companies, companies providing seeds and plant protection drugs. Data collection is based on trained collaborators and under the supervision of the research team. We use random sampling in combination with different geographic zoning, this combination will increase the generality for many regions. In addition, we conducted interviews with long-term rice growers and experts to assess, and gain practical experience and the current situation, thereby deepening our understanding of the actual situation in the data collection area. Finally, we selected input data to build predictive models including soil quality, water source, seed supply, fertilizer supply, agricultural medicine supply, science and technology, access to credit, age of homeowners, number of years in occupation, and qualification of homeowners.

Since the collected data is heterogeneous, it is necessary to normalize the data to enhance the training process of the model. In this paper, we use the method of max normalization to normalize the data [15], this method will select the largest number to return to 1, and the remaining numbers will be proportional to the range from 0 to 1.

B. Extreme Learning Machine

The training set has N samples \((x_i, t_i)\), \(x_i = [x_{i1}, x_{i2}, \cdots, x_{im}]^T \in \mathbb{R}^m\), \(t_i = [t_{i1}, t_{i2}, \cdots, t_{im}]^T \in \mathbb{R}^m\), the mathematical expression of extreme learning machine (ELM) [16][17][18] is shown in Equation (1).

\[
f_{\text{ELM-L}}(x) = \sum_{j=1}^{L} \beta_j g(w_j \cdot x + b_j) = t ; b_j, \beta_j \in \mathbb{R}
\]  

(1)

here, \(w_j = [w_{j1}, w_{j2}, \cdots, w_{jm}]^T \in \mathbb{R}^m\) is the input weight, \(L\) is the hidden layer nodes, \(b_j\) is the bias, \(\beta_j\) is the output weight, and \(g(\bullet)\) is the activation function. Equation (1) and Equation (2) are the same.

\[
H_{\beta_1} = T
\]

(2)

here,

\[
H_i(w_1, \cdots, w_L, b_1, \cdots, b_L, x_1, \cdots, x_n) = \begin{bmatrix} g(w_1 \cdot x_1 + b_1) & \cdots & g(w_L \cdot x_1 + b_L) \\ \vdots & \ddots & \vdots \\ g(w_1 \cdot x_n + b_1) & \cdots & g(w_L \cdot x_n + b_L) \end{bmatrix}_{N \times L}
\]

(3)

here, \(H_i^+\) is the Moore Penrose matrix of \(H_i\).

C. Differential Squirrel Search

The differential squirrel search (DSS) method was presented in 2021 [19]. This approach combines the differential evolution and the squirrel search algorithm. Originally, the squirrel’s position is determined at random. Its fitness is measured by the fitness function and is similar to the quality of the food supply found by the squirrel at that place. Then, the best position \(P_{s_b}\) is in the fitness values. We record the three best position values \(P_{s_b}(1:3)\), the remaining locations \(P_{s_b}(1:NP-4)\) are believed to have yet to find any food sources. In the presence of a predator, squirrels shifted courses at random while foraging. Equation (6) depicts the revised locations of the squirrels on the acorn trees.

\[
PS_{\text{new}} = \begin{cases} 
PS_{\text{old}} + d_g \cdot G \left(PS_{\text{old}} - PS_{\text{avg}} \right), & r_j \geq P_{\text{up}} \\
\text{random position}, & \text{otherwise}
\end{cases}
\]

(6)

where \(d_g\) is the random gliding distance, \(P_{\text{avg}}\) is the average of all squirrels position, \(P_{\text{up}}\) is the predator presence probability, \(G\) is the gliding constant.

The authors use the crossover method to increase the diversity of squirrels and avoid entering local minima, and Eq. (7) depicts its mathematical model.

\[
PS_{\text{new},i,j} = \begin{cases} 
PS_{\text{old},i,j}, & \text{if (}rand_j \leq Cr\text{) or } j = j_{\text{rand}} \text{ or } i = 1,2,3,\ldots, D \\
PS_{\text{avg},i,j}, & \text{if (}rand_j > Cr\text{) or } j \neq j_{\text{rand}} \text{ or } i = 1,2,3,\ldots, NP
\end{cases}
\]

(7)

where \(PS_{\text{new},i,j}\) and \(PS_{\text{old},i,j}\) are new and old positions, \(NP\) is the population size, \(PS_{\text{avg},i,j}\) is the positions of the squirrels after
crossover operation, \( j_{rand} \in [1,D] \) is a random value, \( rand_j \in [0,1] \), and \( Cr=0.5 \).

The position of the squirrels in the normal trees is updated as shown in Eq. (8).

\[
\text{PS}_{it}^{new} = \begin{cases} 
\text{PS}_{it}^{old} + d_x \cdot G_i \left( \text{PS}_{it}^{old} - \text{PS}_{at} \right), & \text{if } j = j_{rand}, \text{otherwise} \\
\text{random position} & \text{otherwise} 
\end{cases} \quad (8)
\]

where \( r_t \in [0,1] \) is a random number.

The new positions of the remaining squirrels are shown in Eq. (9).

\[
\text{PS}_{it}^{new} = \begin{cases} 
\text{PS}_{it}^{old} + d_x \cdot G_i \left( \text{PS}_{it}^{old} - \text{PS}_{at} \right), & \text{if } j = j_{rand}, \text{otherwise} \\
\text{random position} & \text{otherwise} 
\end{cases} \quad (9)
\]

The Eq. (10) is the crossover algorithm.

\[
\text{PS}_{it,i,j}^{new} = \begin{cases} 
\text{PS}_{it,i,j}^{old}, & \text{if } \text{rand}_j \leq Cr \text{ or } j = j_{rand} \\
\text{PS}_{it,i,j}^{old} + d_x \cdot G_i \left( \text{PS}_{it,i,j}^{old} - \text{PS}_{at} \right), & \text{if } \text{rand}_j > Cr \text{ or } j \neq j_{rand} \\
\text{random position} & \text{otherwise} 
\end{cases} \quad (10)
\]

The new positions of the squirrels in the hickory trees are updated by Eq. (11).

\[
\text{PS}_{at}^{new} = \text{PS}_{at}^{old} + d_x \cdot G_i \left( \text{PS}_{at}^{old} - \text{PS}_{at}^{new} \right) \quad (11)
\]

**D. Propose an Algorithm based on ELM and DSS**

ELM uses a random method to initialize the parameters of the input layer and the hidden layer, and calculates the output weight through the Moore Penrose matrix. Since it does not need to iteratively update parameters, the running time of the model is greatly reduced, and it is an efficient neural network algorithm. However, due to the way of random input parameters, it will bring algorithm uncertainty, and the model cannot be guaranteed to be in the optimal state. Therefore, the input parameters need to be optimized to improve the accuracy and stability of the model. DSS has been proved to be an efficient optimization algorithm. Therefore, this study uses DSS algorithm to optimize the input parameters of ELM, and proposes an algorithm called DSS-ELM. The optimization process of the algorithm is shown in Fig. 1.

Algorithm 1: DSS-ELM algorithm

Random initialization parameters

\[
\text{for } i=1: \text{Imax} \\
\quad \text{Calculate the PS}_{at} \text{ by Eqs. (6,7)} \\
\quad \text{Calculate the PS}_{at} \text{ by Eqs. (8,9,10)} \\
\quad \text{Calculate the PS}_{at} \text{ by Eq. (11)} \\
\quad \text{Update parameters.} \\
\text{end for}
\]

Output optimized \( w \), and \( b \) of the RFRA.

III. RESULT

Survey data includes 378 rice farmers, rice farms, and rice farming cooperatives. For rice farmers, the labor force is mainly family members. With rice farms, hired labor is the main source. Farmers still produce rice based on experience, and following habits, but most have had the support of local agricultural extension organizations in technical advice. However, focusing on convenience is still deeply rooted in households’ awareness, and economic efficiency and productivity are not high. From there, it shows that individual rice-producing households still face many difficulties to increase rice productivity. With large-scale farms or cooperatives, the organization of production is quite modern with the application of many mechanized machines and basic technical staff.
problems. Using DSS to optimize the parameters of the ELM algorithm helps to improve the prediction accuracy of ELM. From there, it gives reliable results and serves as a reference for researchers or experts, and managers in the rice industry.

The two classes are labeled as 1 and 2. Table I is the accuracy of each class, the results show that the accuracy is high, with the accuracy of class 1 being 95.5%, and the accuracy of class 2 being 96.8% and the overall accuracy was 96%. Fig. 3 shows the difference between the samples of the two classes. We can see, the difference between the predicted number and the actual number is very small, only 6 out of 151 samples are wrong. From there, it shows that the model has good predictive results, and can predict well about rice yield based on input value chain data. This can be considered one of the important methods to support rice-growing households in choosing suitable inputs and orienting a particular rice-growing area. At the same time, it is also the basis for local authorities and managers to have specific orientations and directions to develop wet rice farming in Vietnam.

IV. DISCUSSION

A. Key Characteristics of Input Value Chains affecting Rice Yield

In this study, we take into account the characteristics affecting Vietnamese rice yield including soil quality, water source, seed supply, fertilizer supply, agricultural medicine supply, science and technology, access to credit, age of homeowners, number of years in occupation, and qualification of homeowners. The value chain of fertilizer supply, agricultural medicine supply, seed supply, and science and technology have a great influence on rice yield. They are also mentioned in studies around the world such as those of Amjath et al. [20], Darakeh et al. [21], and Katsu et al. [22].

For fertilizer supply, Vietnam is a country that actively produces fertilizers for agriculture, and becomes the main source of fertilizer for the rice industry. The main source of urea fertilizer supply is from enterprises such as Phu My fertilizer, Ca Mau protein, Ha Bac fertilizer, etc. The main source of phosphate fertilizer is the Lam Thao factory, and Long Thanh factory. In addition, there are a few enterprises producing and supplying organic and micro-organic fertilizers. However, the supply of fertilizer in Vietnam has not yet met the actual demand. According to recent statistics in three years, Vietnam imported 4.5 million tons of fertilizers of all kinds.

For the supply of agro-pharmaceuticals, the market value of pesticides in Vietnam is about $900 million, and the growth

<table>
<thead>
<tr>
<th>Class</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>95.5</td>
</tr>
<tr>
<td>2</td>
<td>96.8</td>
</tr>
<tr>
<td>Overall</td>
<td>96.0</td>
</tr>
</tbody>
</table>

TABLE I. Prediction Accuracy of Each Class

Fig. 2. Optimization process of DSS-ELM.

Fig. 3. Deviation between samples.
rate is 6.8%/year. There are more than 300 companies manufacturing and processing agro-pharmaceuticals in the whole country, but this number only meets 25% of the demand. The main supply comes from imports, and the supply from China accounts for 40% of the market share. Agro-pharmaceuticals are distributed through sales channels of enterprises and agents. The choice of agro-pharmaceuticals is usually based on self-drawing experiences and the introduction of neighboring households along with advertising information of agents. The capital for buying agricultural drugs is also limited, so it also greatly affects the yield of rice.

The supply of rice seeds is mainly through three main sources: farmers who self-seed, farmers who buy seeds from high-yielding fields, and farmers who buy seeds from seed centers. Farmers leave seeds for themselves, accounting for 10% of the number of seeds used, most of them are small production households, and do not accept large costs. Moreover, the seed dealers are quite difficult to reach. Seeds from high-yielding fields account for about 65%. The rest are people who buy seeds from seed centers across the country.

For technical-technological information sources, farmers associated with enterprises, enterprises are an important transfer channel in science and technology to rice growers through the regular organization of training sessions on the application of scientific and technical advances to production. For the remaining households, the source of access to science and technology mainly relies on pesticide companies, agricultural extension centers, and mass media.

B. Compare with other Models

Traditional methods commonly used to build models in economics include logistic regression (LR) [23], and support vector machine (SVM) [24][25]. In this study, we compare our proposed method with ELM, LR, and SVM methods. The comparison results are shown in Table II and Fig. 4. It can be seen that DSS-ELM has higher accuracy than other methods. Specifically, DSS-ELM is 6% higher than the ELM method, 4% higher than the SVM method, and 8.6% higher than the LR method. The LR and SVM algorithms use the Sigmoid function as a non-linear factor, thereby performing the classification problem. The ELM algorithm uses a neural network that simulates the human nervous system, through random weights and bias values, and then relies on the Moore-Penrose matrix to calculate the output weights. In this study, we use the swarm intelligence optimization method combined with the random parameters of ELM to conduct parameter optimization, thereby increasing the predictive ability of the algorithm. The results of the experiment proved that our proposal is accurate, and suitable for the problem of predicting rice yield in Vietnam based on the input value chain.

<p>| TABLE II. ACCURACY OF THE MODELS |</p>
<table>
<thead>
<tr>
<th>Models</th>
<th>Overall accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR</td>
<td>87.4</td>
</tr>
<tr>
<td>SVM</td>
<td>92.1</td>
</tr>
<tr>
<td>ELM</td>
<td>90.0</td>
</tr>
<tr>
<td>DSS-ELM (This study)</td>
<td>96.0</td>
</tr>
</tbody>
</table>

Fig. 4. Results of comparing the accuracy of the methods.

V. CONCLUSION

This study proposes a method to predict the effect of rice yield based on the input value chain and machine learning algorithm. The data surveyed by the research team from rice-growing households. The results show that the model has good predictive ability about the influence of the input value chain on rice yield. Our proposed method is also more accurate than methods such as ELM, SVM, and LR. This is the basis for management levels to have orientation on the input supply value chain for Vietnamese rice.
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Abstract—Cyberattacks on several businesses, including those in the healthcare, finance, and industrial sectors, have significantly increased in recent years. Due to inadequate security measures, antiquated practices, and sensitive data, including usernames, passwords, and medical records, the healthcare sector has emerged as a top target for cybercriminals. Cybersecurity has not gotten enough attention in the healthcare sector, despite being crucial for patient safety and a hospital's reputation. In order to prevent data breaches that could jeopardize the privacy of patients' information, hospitals must deploy the proper IT security measures. This research article reviews many scholarly publications that look at ransomware attacks and other cyberattacks on hospitals between 2014 and 2020. The report summarizes the most recent defensive measures put forth in scholarly works that can be used in the healthcare industry. Additionally, the report provides a general review of the effects of cyberattacks and the steps hospitals have taken to manage and recover from these disasters. The study shows that cyberattacks on hospitals have serious repercussions and emphasizes the significance of giving cybersecurity a priority in the healthcare sector. To combat cyberattacks, hospitals must have clear policies and backup plans, constantly upgrade their systems, and instruct employees on how to spot and handle online threats. The article comes to the conclusion that putting in place suitable cybersecurity safeguards can reduce the harm brought on by system failures, reputational damage, and other associated problems.

Keywords—Cybersecurity; healthcare industry; malware; ransomware; DoS; DDoS

I. INTRODUCTION

The healthcare sector is very concerned about security, especially on the internet, where cyberattacks are becoming more common and sophisticated. Access control violations, assaults that inject and execute malware, and denial of service (DoS) attacks are some of the most frequent threats to healthcare security. In contrast to Distributed Denial of Service (DDoS) assaults, which employ numerous hosts to attack a system, DoS attacks include a single source that floods the target system with requests. This makes it difficult to pinpoint the attack's origin. Patients may suffer as a result of these attacks, and healthcare organizations may suffer reputational damage [1].

Another major threat to the healthcare sector is malware, which virtually always comes in new varieties. Ransomware is one malware family that healthcare institutions are becoming worried about. Ransomware was listed second on a list of cybersecurity dangers to healthcare companies in a poll by the Healthcare Information and Management Systems Society (HIMSS), with 17% of respondents reporting having been the victim of a ransomware attack [2].

Healthcare businesses have been the subject of several high-profile cyberattacks in recent years. For instance, a ransomware assault that affected the Irish Health Service Executive (HSE) in 2021 severely disrupted healthcare services [3]. Similar to this, over 150 nations were impacted by the WannaCry ransomware assault in 2017, which forced the UK's National Health Service (NHS) to reschedule procedures and cancel appointments [4].

Healthcare institutions must put robust cybersecurity safeguards in place to stop cyberattacks and safeguard sensitive patient data. Many healthcare institutions, however, continue to lack adequate security protocols, leaving them open to intrusions. Only 44% of healthcare businesses, according to a study by the Ponemon Institute, have a thorough security policy in place [5].

Based on responses from 167 healthcare cybersecurity specialists, Fig. 1 shows the survey's ranking of cyberattacks in 2021. The author's method involved doing a content assessment of scientific papers from 2014 to 2020 that discussed malware, DoS, and social engineering attacks on hospitals.

There are five sections in the paper. Hospitals that experienced cyberattacks from 2014 to 2020 are covered in Section II. Hospitals can apply the measures discussed in Section III to lessen or prevent a cyberattack. Results and discussion are presented in Section IV, and the paper is wrapped up in Section V.
II. CYBERSECURITY IN HEALTHCARE SYSTEMS

In this section, we'll talk about a number of hospitals that experienced cyberattacks, the steps we took to deal with the situation, and the effects of the attacks.

Table I gives a summary of cyberattacks on hospitals, including ransomware and distributed denial of service (DDoS), as well as the results. For instance, on March 20, 2014, a DDoS attack targeted Boston Hospital, causing a network outage that lasted two weeks and adversely disrupting hospital operations. In 2016, ransomware attacks used social engineering techniques struck Lukas Hospital and Hollywood Presbyterian Medical, disrupting the systems and making patient data unusable. In 2020, ransomware attacks affected three hospitals, one each in the Czech Republic, the United States, and London. Boston Children's Hospital had the longest attack duration, lasting 14 days, while Champaign-Urbana Public Health District had the shortest, lasting only four days.

The table shows that the effects are harsh regardless of the attack strategies and tactics used by cybercriminals. Therefore, if cybersecurity was given top priority in the healthcare sector, system failures, reputational damage, and other related problems might be lessened.

Table II lists the methods that hackers use to attack the healthcare sector as well as the defenses used by hospitals to fend against and recover from attacks. All of these institutions, which were targets of various cyberattacks, including those at Boston Hospital, Lukas Hospital, Brno Hospital, and Hancock Hospital, followed the same course of action: they shut down their systems to limit the harm. The table demonstrates that hospitals did not have defined strategies or backup plans to deal with intrusions, demonstrating a disregard for cybersecurity. For instance, Brno Hospital continued to run Windows XP into 2020. This emphasizes how important it is for healthcare businesses to address cybersecurity and implement preventative steps to lessen and eliminate online dangers.

Information on the ransom payments made by hospitals to hackers to recover access to their systems is shown in Table III. In comparison to attempting to restore compromised information technology systems without the decryption key needed to remove the infection, paying the ransom may be less detrimental to operations and profit margins. Boston Hospital spent the most to restore its systems, close to $600,000, and Champaign-Urbana Public Health District spent the second-most, $350,000. The least amount was paid by Hollywood Presbyterian Medical, at $17,000. Although paying a ransom may incur financial costs, it is preferable to endangering lives, tarnishing one's image, or disclosing private information. Hospitals should put patients' safety first, even if doing so would inspire hackers to undertake additional cyberattacks. It is crucial that hospitals.

Fig. 2 illustrates how cyberattacks are divided into three distinct attack categories.

1) Injection attack: A web application may be "injected" with malicious data by an attacker, affecting the way it operates by directing it to execute certain commands. Injection is one of the early varieties of web-based attacks. Malware is an illustration of an injection attack. According to [6], malware is any computer code written with the purpose of gaining unauthorized access to digital devices and IT infrastructures. This is done by breaching the security measures protecting them and taking advantage of security flaws. Three distinct malware subtypes were discernible:

a) SamSam: Initially appearing in late 2015, a ransomware malware, primarily targets the healthcare sector. SamSam specializes in using RDP, FTP, and Java-based web server vulnerabilities to access the victims' machines [7].

b) Locky: It is a ransomware family that uses a hybrid cryptosystem and was launched in 2016. Its mechanism of operation involves scanning the victim's drives, such as network drives, for particular file types to encrypt them using RSA and AES [8].

c) Netwalker: Also known as Mailto, is a type of attack where the attacker uses the victim's network to encrypt all Windows-based devices. The attacker can use either phishing emails or executable files that travel throughout networks to carry out his attack [9].
<table>
<thead>
<tr>
<th>Targeted system/ Region, Year</th>
<th>Cyber Attack Category</th>
<th>Result</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boston Children's Hospital/ Boston, 2014</td>
<td>DDoS</td>
<td>For a period of two weeks, the hospital's network was inactive, seriously disrupting everyday operations and leading to the closure of the fundraising website.</td>
<td>[21]</td>
</tr>
<tr>
<td>Lukas Hospital / Germany, 2016</td>
<td>Social engineering &amp; Malware</td>
<td>High-risk surgeries were postponed by the hospital while they evaluated and sanitized their infected servers and computer systems.</td>
<td>[19] &amp; [21]</td>
</tr>
<tr>
<td>Hancock regional hospital/ United States, 2018</td>
<td>Malware (SamSam)</td>
<td>The backup files are permanently destroyed.</td>
<td>[19]</td>
</tr>
<tr>
<td>Hollywood Presbyterian Medical Center/ Los Angeles, 2016</td>
<td>Malware (Locky) &amp; phishing</td>
<td>Staff employees were unable to access patient information, X-rays, and other devices during the attack and were unable to use backup systems to restore the data.</td>
<td>[22]</td>
</tr>
<tr>
<td>Champaign-Urbana Public Health District/ United States, 2020</td>
<td>Malware (NetWalker)</td>
<td>In order to provide updates on COVID-19, the organization blocked its website and used its Facebook page instead.</td>
<td>[27]</td>
</tr>
<tr>
<td>Brno University Hospital/ Czech Republic, 2020</td>
<td>Ransomware</td>
<td>The hospital's IT network was completely shut down as a result of a significant service disruption, preventing personnel from accessing patient records, X-rays, and other devices. Handwritten notes and transfer procedures had to be used by the hospital, which may have compromised patient safety and slowed down operations. Two further hospital departments had to be shut down as a result, including the motherhood department and the children’s hospital.</td>
<td>[17]</td>
</tr>
<tr>
<td>Hammersmith Medicines Study/ London, 2020</td>
<td>Ransomware</td>
<td>Birth dates, insurance numbers, and passport information were among the many private details stolen from patient records.</td>
<td>[17]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Hospital</th>
<th>Attack method</th>
<th>Response</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boston Children's Hospital</td>
<td>The hospital network was targeted by hackers who attempted to breach it by focusing on &quot;exposed ports and services,&quot; as well as launching a phishing email campaign that specifically targeted hospital employees.</td>
<td>The hospital took the measure of stopping all web-facing programs, including email services, to effectively close all firewall entry points and prevent staff members from accidentally clicking on a malicious link.</td>
<td>[18]</td>
</tr>
<tr>
<td>Lukas Hospital</td>
<td>Technique for social engineering</td>
<td>All systems have been turned off. Backups were used to restore systems.</td>
<td>[19] &amp; [20]</td>
</tr>
<tr>
<td>Hancock regional hospital</td>
<td>The hackers utilized the Microsoft Remote Desktop Protocol to infiltrate the administrative account of a hardware vendor.</td>
<td>Turn off all desktop and network systems.</td>
<td>[19]</td>
</tr>
<tr>
<td>Hollywood Presbyterian Medical</td>
<td>NAN</td>
<td>Pay a ransom</td>
<td>[20]</td>
</tr>
<tr>
<td>Champaign-Urbana Public Health District</td>
<td>NAN</td>
<td>Employees exchanged information using their systems and networks.</td>
<td>[23]</td>
</tr>
<tr>
<td>Brno University Hospital</td>
<td>Exploiting vulnerability in the Windows XP operating system.</td>
<td>Shut down the entire information technology network</td>
<td>[17]</td>
</tr>
<tr>
<td>Hammersmith Medicines Study</td>
<td>Use of the ransomware-as-a-service model.</td>
<td>NAN</td>
<td>[17]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Hospital</th>
<th>Financial Cost</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boston Children's Hospital</td>
<td>$300,000 - $600,000</td>
<td>[18] &amp; [24]</td>
</tr>
<tr>
<td>Hancock regional Hospital</td>
<td>$50,000</td>
<td>[25]</td>
</tr>
<tr>
<td>Hollywood Presbyterian Medical</td>
<td>$17,000</td>
<td>[20]</td>
</tr>
<tr>
<td>Champaign-Urbana Public Health District</td>
<td>$350,000</td>
<td>[26]</td>
</tr>
<tr>
<td>Hammersmith Medicines Study</td>
<td>No ransom was paid</td>
<td>[17] &amp; [27]</td>
</tr>
</tbody>
</table>
2) Social engineering: It is a method where an attacker uses interpersonal interactions to prey on psychological flaws in the victim to persuade them to divulge critical information to the attacker [10]. Phishing is a type of social engineering that hackers employ to trick their victims into divulging sensitive information like usernames, passwords, bank account details, etc. This is accomplished by tricking the user into clicking on a link to a false website or downloading a malicious program.

3) Denial of service attack: It is a type of cyberattack that mostly focuses on consuming resources, including memory or computing power. Both wireless and cable connections can be used to carry out this assault [11]. A particular kind of DoS assault that targets websites is known as a distributed denial-of-service attack. To assault a single victim, an attacker uses malicious script that has been placed on several other computers. The website is intended to become inoperable [12].

III. MITIGATION STRATEGIES

As indicated in Fig. 3, we will cover risk classifications and the most recent techniques hospitals can use to lessen the effects of cyberattacks in this section.

According to [13], risk is the potential for loss or harm if an attacker exploits a security hole. An operational risk associated with online activities that threatens information assets, resources for information and communication technology, and technological assets and may cause material damage to an organization's tangible and intangible assets, business interruption, or reputational harm is another comprehensive definition of cybersecurity risk [14]. Risk reduction and risk avoidance are two alternatives provided by risk mitigation strategies. Preventative measures are used in mitigation strategies to lessen the possibility or impact of a cyberattack. These tactics are focused on locating and addressing any weak spots and security risks in the organization's rules and information. Risk-mitigation measures can include putting in place infiltration detection systems and protection barriers, as well as updating software and hardware often and training staff on best practices for cyber security.

A. A Proactive Incident Response (IR)

Planning and preparation, detection, analysis, and evaluation, containment and eradication, recovery, and post-incident activities are the six steps that make up this procedure. The firm must first establish its security policy and incident response capability. This involves putting together a team to manage incidents and acquiring the necessary tools and supplies. In the second stage, an event is automatically detected using tools like network- or host-based intrusion detection systems or manually using manual requirements like alerting users to problems. In the third stage following the incident, the incident response team analyzes and verifies the incident. Implementation of containment strategies, such as sandboxing, occurs in the fourth stage. In stage five, the administrator will check that the systems are operating normally and correct any issues to prevent future occurrences. After an incident, a meeting should be held as the final step. The purpose of this meeting is to advance technology and gain knowledge [15].

B. Secure Architecture based on Blockchain Technology and Artificial Intelligence

Five layers make up the suggested architecture for a safe system based on artificial intelligence and blockchain technology. The first layer, referred to as the "data layer," gathers information from patient sensors, including temperature and heartbeat. Additionally, malware samples are gathered in this layer and sent to the malware analysis layer. Tools like Pestudio and Process Explorer are used in the second layer, known as malware analysis, to examine the malware. The second layer's harmless samples are included in the third layer's intelligence, which checks them for security flaws using artificial intelligence techniques like support vector machines (SVM) and random forests (RF). Data transferred from Layer 3 is safely stored in Layer 4, the Blockchain layer. Hospitals, pharmacies, laboratories, and ambulances are examples of healthcare data recipients at the applications layer (layer three) [16].
C. Design of a Multi-Agent Framework

The framework is created in two steps. First, five system agents need to be made. Patient, nurse, doctor, ambient, and database agents. The next step is to provide a tiered architecture that classifies agents according to their data storage and power capabilities. The wireless sensor network platform was utilized in this framework [16].

D. Scheme Relies on Stacked Autoencoder for Intrusion Detection

Scheme's framework for intrusion detection uses stacked autoencoders. Data pre-processing, feature extraction, and intrusion behavior determination make up the method's three steps. Infiltration behavior is defined at the Data Pre-Processing phase. A stacked autoencoder is used in the feature extraction stage to get parameter weights for various features. The XGBoost algorithm is used in the Intrusion Behavior Determination stage to determine if a behavior is normal or intrusive.

IV. RESULTS AND DISCUSSION

As healthcare companies become more popular targets for hackers, cyberattacks against hospitals are on the rise, according to the evaluation of scholarly articles done for this research paper. Because of its outdated practices, weak security measures, and sensitive data, the healthcare sector is a prime target for hackers. These attacks can have serious effects, including harm to patients, harm to the reputation of health care institutions, and monetary losses.

The study also outlines a number of research papers' protection against cyberattacks and solutions that healthcare institutions might use. These tactics comprise staff training, routine system updates, and the application of cutting-edge security tools like intrusion detection systems and firewalls. According to the study, hospitals should prioritize cybersecurity and have detailed strategies and backup plans to deal with intrusions.

Hospitals are vulnerable to attacks because of insufficient security standards, according to the assessment of scholarly studies. The majority of healthcare firms do not have a thorough security strategy, which shows a disregard for cybersecurity. The study recommends that healthcare institutions take proactive steps to safeguard sensitive patient data and lessen the effects of system errors, reputational damage, and other related problems.

V. CONCLUSIONS AND FUTURE WORKS

This study concludes by emphasizing the urgent necessity for healthcare institutions to address cybersecurity in order to prevent data breaches that could jeopardize patient information. Hospital cyberattacks can have serious repercussions, so healthcare companies need to create clear policies and backup plans to cope with these situations. The report provides a summary of hospital cyberattacks from 2014 through 2020, including ransomware assaults, and offers many tactics hospitals might employ to lessen or prevent a hack.

Future studies can concentrate on creating innovative techniques and tools to defend healthcare companies against cyberattacks. For instance, research may look into how to employ machine learning and artificial intelligence to detect and stop cyberattacks on hospitals. Additionally, studies might look into how cyberattacks affect patient security and consider the moral ramifications of data breaches in the healthcare sector.

Overall, the importance of cybersecurity in the healthcare sector is highlighted in this research study, and healthcare companies must take proactive steps to safeguard sensitive patient data. Healthcare institutions must emphasize cybersecurity given the increase in cyberattacks on hospitals in order to limit losses from system failures, reputational damage, and other associated problems.
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Abstract—The novel human Corona disease (COVID-19) is a pulmonary sickness brought on by an extraordinarily outrageous respiratory condition crown 2. (SARS-CoV-2). Chest radiography imaging has a significant role in the screening, early diagnosis, and follow-up of the suspected individuals due to the effects of COVID-19 on pneumonic-sensitive tissue. It also has a severe impact on the economy as a whole. If positive patients are identified early, the spread of the pandemic illness can be slowed. To determine whether people are at risk for illnesses, a COVID-19 infection prediction is critical. This paper categorizes chest CT samples of COVID-19 affected patients. The two-stage proposed deep learning technique produces spatial function from images, so it is a very expeditious manner for image category hassle. Extensive experiments are drawn by considering the benchmark chest-Computed Tomography (chest-CT) image datasets. Comparative evaluation reveals that our proposed method outperforms amongst other 20 different existing pre-trained models. The test outcomes constitute that our proposed model achieved the best rating of 97.6%, 0.964, 0.964, and 0.982 concerning the accuracy, precision, recall, specificity, and F1-score, respectively.
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I. INTRODUCTION

COVID-19 has become a global health emergency of concern since it was first identified in December 2019. It is generating unheard-of societal and economic devastation. According to the WHO report, by March 29, 2021, there were 126,890,643 afflicted people worldwide, 2,778,619 of whom passed away. There is a severe scarcity of medical resources as a result of the global COVID-19 pandemic, which has put tremendous strain on healthcare institutions. Coronavirus pneumonia has been known as COVID-19 since its discovery, and it is both exceedingly contagious and harmful [1][2]. Pneumonia could arise if the signs get worse. Major health problems and the failure of numerous organs may ensue from this. Additionally, the patient is at risk of getting severe pneumonia. Medical practitioners, governments, organizations, and nations from all over the world face significant difficulty in trying to diagnose people with COVID-19 as soon as possible. Even though immunological testing is generally accessible, COVID-19 is frequently identified via RT-PCR, or Real-Time Polymerase Chain reaction (rt Chain Reaction). Images of patients’ lungs can be used to detect the harmful effects of COVID-19 and ensure prompt treatment rather than depending on RT-PCR, which has a low susceptibility (60-70%) and is also a time-consuming procedure. When providing care for patients who have COVID-19, it is imperative to closely observe how a patient’s status evolves. When used in conjunction with additional diagnostic testing, medical imaging techniques like Computed Tomography (CT) and chest X-rays can be used to monitor the patient’s progress and confirm the diagnosis of COVID-19 pneumonia. These images demonstrate the rapid onset of ground-glass opacities following the onset of COVID-19 symptoms.

Artificial Intelligence (AI) is broad term for several methods intended to simulate human thought and behavior (AI). The development of methods that enable powerful computers to recognize complex patterns and connections in empirical data is the focus of a branch of artificial intelligence known as “Machine Learning” (ML) [4]. To acquire greater power and flexibility, Deep Learning (DL) draws inspiration from biological neural networks. In contrast to typical ML approaches [8], which are restricted in their ability to handle complicated problems like the classification of medical images, DL is inspired by biological neural networks to achieve better power and flexibility.

A significant collection of images that have been tagged is necessary for a DL-based detection or classification system to function well. Deep Feature Detection (DFD) and Transfer Learning (TL) are the best alternatives to using a limited sample size of images when a large sample size is not practical TL. Teaching a language involves using strategies that have already been learned to get around unexpected barriers (TL). TL is a method that can be used to build a new machine learning model, not a particular category of algorithms. The model will be able to apply the knowledge and skills it has acquired from prior training to novel circumstances [3][4][5]. The data must be organized by file type, just like in the previous step. Another application for TL is the extraction of deep feature data. Instead of manually changing the CNN's activation layers, feature vectors can be extracted using pre-trained CNN models. Installations of lower-level layers activate deeper layers that contain higher-level components crucial for detecting visuals [6].

The article addresses the above gaps including limited training data, class imbalance, interpretability challenges, robustness to variations, and transferability issues across
populations. To address these gaps, there is a need for more large datasets, improved model interpretability, better handling of class imbalance, enhanced robustness to image variations, and increased transferability to different populations. Addressing these gaps is vital for enhancing the accuracy and reliability of deep learning models in COVID-19 classification using X-ray images.

To distinguish between patients with COVID-19 infection and healthy people, this work presents a DFD-based method that makes use of XG-Boost [6][7]. The whole article is briefly reviewed in Section II, and the database and different methodologies are explained in Section III. In Section IV, the proposed work is introduced and the whole experimental work with results is explained in Section V. Section VI discusses the findings and Section VII concludes the research work with future outlook.

II. REVIEW WORK

Recently, researchers observed imaging patterns on chest CT to detect COVID-19. Lunagariya et al. [24] used TL to train SqueezeNet, DenseNet-121, and ResNet18 to distinguish between Covid-19-infected and non-infected individuals using CXR photos and were successful in identifying COVID-19. Gravitational search optimization-DenseNet121-COVID-19 was proposed by Khan et al. [19] suggesting CoroNet, a deep CNN built on the Xception paradigm, as a way to distinguish Covid-19 from CXRs. The COVID-19 and Multiclass Xception models are used to categorize pneumonia in this study. H. Panwar et al. [20] introduce a novel method that combines deep learning techniques with gradient-weighted Class Activation Mapping (grad-CAM) for the swift identification of COVID-19 cases using chest X-ray and CT-scan images. The authors propose a color visualization technique to enhance the interpretability of the deep learning model's findings. The article showcases the experimental results, highlighting the potential of their approach in quickly and accurately detecting COVID-19 cases based on medical imaging data. Luz et al. [21], the authors discuss their efforts to develop a deep-learning model that can accurately and efficiently detect COVID-19 patterns in X-ray images. The authors detail their approach, and techniques employed, and present the outcomes of their experiments conducted to train and assess the model's performance. The article emphasizes the potential of deep learning methods in aiding the detection and diagnosis of COVID-19 through X-ray imaging technology. J. Zhang et al. [22] used 100 CXRs from COVID-19 cases and pre-trained weights from the ImageNet database to build their ResNet-based model. With an f-score of 0.72, their top model could distinguish between CAP and COVID-19 infection. Eduardo Luz et al. [23] demonstrated a DFE-based hierarchical categorization technique using EfficientNet models [11][12]. Classifiers are located between the tree's nodes, whereas target categories are located at the tree's leaves. At the root node, one classifier was used to separate the Normal and Pneumonia patients, while another classifier was used at a higher level to separate the Pneumonia patients only.

III. DATABASE AND METHOD ANALYSIS

The COVID-19, Pneumonia, and Healthy Chest X-ray PA Dataset [9][10] is being used in this study, and it was available in April 2021. This dataset contains 4575 images divided into three groups of 1525 images each. The images were obtained from a variety of web resources by the dataset's creator. The dataset contains chest X-ray Poster Anterior (PA) images and is divided into three categories (covid, pneumonia, and normal). GitHub, Radiopaedia, The Cancer Imaging Archive (TCIA), and the Italian Society of Radiology were used to collect 613 X-ray images of COVID-19 cases (SIRM). Rather than having the data independently enhanced, a dataset with 912 already-augmented images was obtained from Mendeley. 1525 images were obtained from the Kaggle repository and the NIH dataset. To validate a proposed technique, the experimental dataset is divided into two parts: training and testing. The remaining 30% of the images are used to test the effectiveness of the proposed technique, while the training set consists of 70% randomly selected images (i.e., 3202). (i.e., 1373). The assessment measure for each pre-trained model is created by combining ten cycles of a training-testing assessment in which different sets of randomly selected images are used for both the supplied model's training and testing.

The training set comprised 70% of the total dataset, while the test set comprised 30%. The dataset was further divided into three sections: learning, validation, and testing. To employ the transfer learning strategy, following are used:

EfficientNet-B0: Unlike custom, the EfficientNet-B0 [4][5][6] scaling method uses a set of predetermined scaling coefficients to gradually increase the network's resolution, depth, and width. EfficientNet-B0[4][5] scales the network's resolution, depth, and width using a compound coefficient. Compound scaling [6][9][11] was developed based on the idea that a larger input image requires more levels and channels in the networks to expand the available field and capture fine details on the larger image.

DenseNet-121: As a CNN's layers increase, the "vanishing gradient" problem becomes more common. As an alternative to using it, DenseNets-121[6][7] modifies the traditional CNN architecture and reduces the connections between the various layers. The name "Densely Connected Convolutional Network" is appropriate because each layer in the network is densely connected.

Tune the XG-Boost Classifier [7]: To accurately predict the outcome, the XG-Boost Classifier's parameters must be tweaked. The procedure for tuning is fully described in XG-Boost Classifier Tuning Algorithm 2, the maximum depth (MD), number of estimators (classification trees), and learning rate (LR) of each classification tree are XG-Boost classifier tuning parameters.

IV. PROPOSED TECHNIQUE

Fig. 1 shows the proposed architecture. A two-stage process is used to retrieve the X-ray image characteristics. In the first stage, a pre-trained model is used to extract features from a collection of all X-ray images [13]-[18]. After the features have been collected, they are ranked using the Recursive Feature Elimination method. Finally, it is decided to keep only the top-ranked characteristics. The following describes the two-stage feature extraction process using Algorithm 1 (Deep Feature Detection).
The algorithm "Deep Feature Detection" is designed to extract deep features from a set of images using a pre-trained model. It takes as input a pre-trained model (M), a set of N images (I1, I2, ..., IN), and the desired size for the resized images (K*K). The procedure involves removing non-convolutional layers from the pre-trained model to create a modified model (MR). An empty array called DF is initialized to store the extracted deep features. For each image in the set, the algorithm resizes it to the desired size and passes it through the modified model to obtain the features. These features are then flattened and added to the DF array. The algorithm also includes a step for ranking the features based on an unspecified criterion. Finally, the algorithm selects the features with a rank value of 1 and stores them in the selected features array. The output of the algorithm is a 2D array representing the selected deep features (DF).

Algorithm 1: Deep Feature Detection

Input: Pretrained Model (i.e., M), Set of ‘N’ Images I1 .. IN, Required Image Size (i.e., K*K) Output: A 2D array of chosen deep features is produced (i.e., DF)

Procedure:
   MR ← Remove_Non_Conv_Layers (M)
   DF = []
   for i=1 to N do
     Resize image Ii to size (K*K) features ← MR (Ii)
     features ← Flatten (features) DF.append (features)
   feature_rank ← FeatureRanking (DF) selected_features = DF[feature_rank==1]

Algorithm 2: Tune XG-Boost Classifier

Input: 2D array of class labels and selected features, or deep features, Output: Best Parameters for Tuning the XGBoost Model

Procedure:
   Acc_array = []
   for max_depth = 3 to 5 do
     for learning_rate = 0.1 to 0.5 (step size 0.2) do for n_estimator = 300 to 800 (step size 50) do:
       accuracy ← K_Fold_XGBoostModelEvaluation (Folds=10, max_depth, learning_rate, n_estimators)
       acc_array [max_depth, learning_rate, n_estimators] ← Accuracy
   Select combinations of Parameters from acc_array which gives the highest accuracy.

V. EXPERIMENTAL RESULTS

The dataset [9], which was released in April 2021, is used for testing. This data set includes 4575 photos divided into three groups of 1525 images each. These images as shown in Fig. 2 were obtained by the dataset’s creator from a variety of web resources.
A. Model Name: DenseNet121 XG-Boost Balance Tune

Results 128

- Maximum depth is 3,
- The learning rate is 0.1, 0.3, 0.5, and 0.7
- Estimators range from 100 to 800
- Accuracy Obtained: 0.94468524

<table>
<thead>
<tr>
<th>Estimator</th>
<th>MD -3, LR -0.1</th>
<th>MD -3, LR -0.3</th>
<th>MD -3, LR -0.5</th>
<th>MD -3, LR -0.7</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.93680914</td>
<td>0.94359305</td>
<td>0.94052718</td>
<td>0.94227583</td>
</tr>
<tr>
<td>150</td>
<td>0.94009431</td>
<td>0.94381092</td>
<td>0.94074647</td>
<td>0.94271299</td>
</tr>
<tr>
<td>200</td>
<td>0.94118364</td>
<td>0.94402878</td>
<td>0.9411822</td>
<td>0.94227583</td>
</tr>
<tr>
<td>250</td>
<td>0.9416208</td>
<td>0.94358875</td>
<td>0.94205796</td>
<td>0.94205653</td>
</tr>
<tr>
<td>300</td>
<td>0.94358445</td>
<td>0.94337232</td>
<td>0.94249656</td>
<td>0.94249369</td>
</tr>
<tr>
<td>350</td>
<td>0.94402305</td>
<td>0.94390919</td>
<td>0.9420594</td>
<td>0.9422744</td>
</tr>
<tr>
<td>400</td>
<td>0.94446164</td>
<td>0.94293516</td>
<td>0.9416208</td>
<td>0.94271299</td>
</tr>
<tr>
<td>450</td>
<td>0.94467591</td>
<td>0.94315446</td>
<td>0.9416208</td>
<td>0.94205653</td>
</tr>
<tr>
<td>500</td>
<td>0.94467808</td>
<td>0.94315446</td>
<td>0.9420594</td>
<td>0.94227583</td>
</tr>
<tr>
<td>550</td>
<td>0.94423948</td>
<td>0.94337232</td>
<td>0.94249656</td>
<td>0.94227583</td>
</tr>
<tr>
<td>600</td>
<td>0.94467664</td>
<td>0.94337089</td>
<td>0.94227726</td>
<td>0.94227726</td>
</tr>
<tr>
<td>650</td>
<td>0.94467664</td>
<td>0.94359019</td>
<td>0.94249656</td>
<td>0.94205796</td>
</tr>
<tr>
<td>700</td>
<td>0.94467664</td>
<td>0.94402735</td>
<td>0.94271586</td>
<td>0.9416208</td>
</tr>
<tr>
<td>750</td>
<td>0.94488959</td>
<td>0.94358875</td>
<td>0.94249656</td>
<td>0.94271443</td>
</tr>
<tr>
<td>800</td>
<td>0.94467808</td>
<td>0.94336945</td>
<td>0.94271586</td>
<td>0.94293229</td>
</tr>
</tbody>
</table>

Result-2:
- Maximum depth: 4,
- Learning Rate: 0.1, 0.3, 0.5, 0.7
- No of Estimators: from 100 to 800
- Accuracy Achieved: 0.94489594

B. Model Name: EfficientNetB0 XG-Boost Balance Tune

Results 128

- Maximum depth: 3,
- Learning Rate: 0.1, 0.3, 0.5, 0.7
- No of Estimators: from 300 to 800

<table>
<thead>
<tr>
<th>Estimator</th>
<th>MD -3, LR -0.1</th>
<th>MD -3, LR -0.3</th>
<th>MD -3, LR -0.5</th>
<th>MD -3, LR -0.7</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.93681487</td>
<td>0.94206656</td>
<td>0.9422744</td>
<td>0.93987501</td>
</tr>
<tr>
<td>150</td>
<td>0.93922142</td>
<td>0.94425381</td>
<td>0.94205635</td>
<td>0.94009145</td>
</tr>
<tr>
<td>200</td>
<td>0.9416208</td>
<td>0.94381808</td>
<td>0.9408662</td>
<td>0.94009145</td>
</tr>
<tr>
<td>250</td>
<td>0.94184727</td>
<td>0.94669098</td>
<td>0.94426655</td>
<td>0.94074971</td>
</tr>
<tr>
<td>300</td>
<td>0.94206665</td>
<td>0.94425238</td>
<td>0.94402735</td>
<td>0.94074934</td>
</tr>
<tr>
<td>350</td>
<td>0.9427016</td>
<td>0.94491027</td>
<td>0.94425421</td>
<td>0.94052718</td>
</tr>
<tr>
<td>400</td>
<td>0.9433662</td>
<td>0.94425525</td>
<td>0.94468381</td>
<td>0.94030931</td>
</tr>
<tr>
<td>450</td>
<td>0.94403165</td>
<td>0.94403308</td>
<td>0.94402589</td>
<td>0.94031218</td>
</tr>
<tr>
<td>500</td>
<td>0.94468954</td>
<td>0.94359449</td>
<td>0.94402591</td>
<td>0.94030931</td>
</tr>
<tr>
<td>550</td>
<td>0.94424951</td>
<td>0.94403021</td>
<td>0.94380518</td>
<td>0.94074971</td>
</tr>
<tr>
<td>600</td>
<td>0.9446738</td>
<td>0.94403165</td>
<td>0.94380518</td>
<td>0.94052861</td>
</tr>
<tr>
<td>650</td>
<td>0.94493201</td>
<td>0.9424951</td>
<td>0.94380518</td>
<td>0.94053001</td>
</tr>
<tr>
<td>700</td>
<td>0.9446881</td>
<td>0.94490957</td>
<td>0.94380518</td>
<td>0.94090431</td>
</tr>
<tr>
<td>750</td>
<td>0.94436815</td>
<td>0.94490454</td>
<td>0.9420305</td>
<td>0.94031361</td>
</tr>
</tbody>
</table>

Accuracy Achieved: 0.94491027
Accuracy Achieved: 0.93750143

<table>
<thead>
<tr>
<th>Estimator</th>
<th>MD-3, lr.-0.1</th>
<th>MD-3, lr.-0.3</th>
<th>MD-3, lr.-0.5</th>
<th>MD-3, lr.-0.7</th>
</tr>
</thead>
<tbody>
<tr>
<td>300</td>
<td>0.93095259</td>
<td>0.93161048</td>
<td>0.93270124</td>
<td>0.93116902</td>
</tr>
<tr>
<td>350</td>
<td>0.93160905</td>
<td>0.93182691</td>
<td>0.93290254</td>
<td>0.93160618</td>
</tr>
<tr>
<td>400</td>
<td>0.93138975</td>
<td>0.93182835</td>
<td>0.93292054</td>
<td>0.93160618</td>
</tr>
<tr>
<td>450</td>
<td>0.93160761</td>
<td>0.93204764</td>
<td>0.93270267</td>
<td>0.93138832</td>
</tr>
<tr>
<td>500</td>
<td>0.93204191</td>
<td>0.93204621</td>
<td>0.93204621</td>
<td>0.93138975</td>
</tr>
<tr>
<td>550</td>
<td>0.93225978</td>
<td>0.93270411</td>
<td>0.93182835</td>
<td>0.93138832</td>
</tr>
<tr>
<td>600</td>
<td>0.93269837</td>
<td>0.93319384</td>
<td>0.93290254</td>
<td>0.93160618</td>
</tr>
<tr>
<td>650</td>
<td>0.93291624</td>
<td>0.93319384</td>
<td>0.93290254</td>
<td>0.93160618</td>
</tr>
<tr>
<td>700</td>
<td>0.93291624</td>
<td>0.93319384</td>
<td>0.93290254</td>
<td>0.93160618</td>
</tr>
<tr>
<td>750</td>
<td>0.93291624</td>
<td>0.93319384</td>
<td>0.93290254</td>
<td>0.93160618</td>
</tr>
<tr>
<td>800</td>
<td>0.93291624</td>
<td>0.93319384</td>
<td>0.93290254</td>
<td>0.93160618</td>
</tr>
</tbody>
</table>

Table IV showcases the performance of the EfficientNetB0 model combined with an XGBoost classifier of depth 3 and an estimator range from 100 to 800, achieving an accuracy of 0.93750143.

Result-2:
- Maximum depth: 4,
- Learning Rate: 0.1, 0.3, 0.5, 0.7,
- No of Estimators from 300 to 800
- Accuracy Achieved: 0.933357

<table>
<thead>
<tr>
<th>Estimator</th>
<th>MD-3, lr.-0.1</th>
<th>MD-3, lr.-0.3</th>
<th>MD-3, lr.-0.5</th>
<th>MD-3, lr.-0.7</th>
</tr>
</thead>
<tbody>
<tr>
<td>300</td>
<td>0.93095259</td>
<td>0.93161048</td>
<td>0.93270124</td>
<td>0.93116902</td>
</tr>
<tr>
<td>350</td>
<td>0.93160905</td>
<td>0.93182691</td>
<td>0.93290254</td>
<td>0.93160618</td>
</tr>
<tr>
<td>400</td>
<td>0.93138975</td>
<td>0.93182835</td>
<td>0.93292054</td>
<td>0.93160618</td>
</tr>
<tr>
<td>450</td>
<td>0.93160761</td>
<td>0.93204764</td>
<td>0.93270267</td>
<td>0.93138832</td>
</tr>
<tr>
<td>500</td>
<td>0.93204191</td>
<td>0.93204621</td>
<td>0.93204621</td>
<td>0.93138975</td>
</tr>
<tr>
<td>550</td>
<td>0.93225978</td>
<td>0.93270411</td>
<td>0.93182835</td>
<td>0.93138832</td>
</tr>
<tr>
<td>600</td>
<td>0.93269837</td>
<td>0.93319384</td>
<td>0.93290254</td>
<td>0.93160618</td>
</tr>
<tr>
<td>650</td>
<td>0.93291624</td>
<td>0.93319384</td>
<td>0.93290254</td>
<td>0.93160618</td>
</tr>
<tr>
<td>700</td>
<td>0.93291624</td>
<td>0.93319384</td>
<td>0.93290254</td>
<td>0.93160618</td>
</tr>
<tr>
<td>750</td>
<td>0.93291624</td>
<td>0.93319384</td>
<td>0.93290254</td>
<td>0.93160618</td>
</tr>
<tr>
<td>800</td>
<td>0.93291624</td>
<td>0.93319384</td>
<td>0.93290254</td>
<td>0.93160618</td>
</tr>
</tbody>
</table>

Results-3:
- Maximum depth: 5,
- Learning Rate: 0.1, 0.3, 0.5, 0.7,
- No of Estimators from 300 to 800
- Accuracy Achieved: 0.93314557

VI. DISCUSSION

The whole experimental procedure rebels that by considering different techniques, such as DenseNet-121 with XGBoost Classifier, and EfficientNetB0 technique with different depth range 3-5, the estimator range from 100 to 800, we achieved different results, as shown in Table I to VI. Table I shows that the technique named DenseNet-121 with XGBoost classifier with depth 3 outreaches an accuracy of 0.94468524 in 450 estimator. Similarly, by changing the depth to 4 with the same DenseNet-121 with XGBoost classifier, the accuracy reaches 0.94489594 in the 750 range of estimator. By using EfficientNetB0 with XGBoost classifier, we can have a comparison with the other techniques and find the differentiation of accuracies in different estimators’ range with diverse depth values. The learning rate for all the techniques with different depths and estimators are numbered with values of 0.1, 0.3, 0.5, and 0.7.

VII. CONCLUSION

A Deep Feature Detection based method for identifying pneumonia and the COVID-19 virus in patients is
demonstrated using chest X-rays. After lung area segmentation, this article describes a two-stage method for extracting deep features from X-Ray images. These characteristics are then used to train the XG-Boost classifiers to distinguish between pneumonia patients, healthy people, and people infected with COVID-19. When the results of 20 different pre-trained models are compared, it is clear that using EfficientNetB0 for deep feature detection results in the best detection accuracy, precision, recall, specificity, and F1-score. The following values correspond to these criteria: 97.6%, 0.964, 0.964, and 0.982. These findings support the proposed strategy's efficacy. The tables show that the proposed diagnostic testing model was better than the competitive models. The proposed testing model is a technological alternative to COVID-19 testing tools. A CNN method for COVID-19 can be used to test image classification with a large dataset and complete with symptoms.
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Abstract—Data privacy is undoubtedly the biggest concern for the modern society. Data privacy is also becoming a key policy in data protection regulations. Organizations assemble massive amount of personal data of the users for monetary and political purposes. These data can be sold for commercial purpose without the prior knowledge or permission from the respective data owners. This can be mitigated by having blockchain to provide a much-needed transparency. However, blockchain’s own transparency becomes its own disadvantage when data owners want to be completely anonymous. Blockchain’s transparent nature will be conflicting with non-linkability. Since the data in blockchain is publicly viewable, any personal data or private transactions being processed through blockchain will be exposed to every node in the network. Hence, blockchain implementations also must comply with privacy acts such as Personal Data Protection Act (PDPA) to have privacy by design and by default. Hence, this paper proposes a PDPA-compliant blockchain architecture for data trading that provides complete control of data and anonymity to the users. A prototype is created using various tools to implement the proposed architecture. This study presents anonymous data sharing for users, data access, data delete features to verify the correctness of the proposed architecture.
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I. INTRODUCTION

Sharing data is one of the most basic operations being performed on the Internet. Data can be shared to one or many depending on the need for the operation [1]. Nowadays, data is being considered as a valuable asset due to the growth of Internet of Things (IoT), cloud computing and big data [2]. There are many benefits of data sharing that underlines its importance. For example, data sharing can benefit enterprises, research and also our society [3]. Enterprises can reduce their inefficiencies, increase collaborations and open up new ventures between businesses. Researchers can build more connections and collaboration with other researchers. This will allow them to work on novel research topics rather than repeating existing works. The society can benefit through information shared to increase economic benefits, improved innovations and higher rates of advancement in technology and medical research.

However, there are some issues with data sharing that concerns the parties involved in it. Data integrity and user anonymity are very serious aspects of data sharing that regularly concern the data owners. Data owners might have less trust on data management solutions due to the fear of their personal data being exposed and exploited without their permissions. It is also possible for data sharing to result in the violation of the users’ privacy and losing control over the data produced by the users themselves [4].

We chose blockchain as the solution to tackle the issues that rise with data sharing. The users’ concerns with data sharing mentioned previously can be handled by blockchain. Blockchain is a distributed ledger technology that was popularized by cryptocurrency applications. It is a ledger that consists of a record of transactions. From information technology perspective, blockchain can be seen as a database. This technology is designed to facilitate distributed transactions without depending on a central point of authority. Multiple users can make changes to the ledger simultaneously. The ledger will be stored in multiple nodes that participates in the blockchain network.

Blockchain technology rose to popularity with the rise of Bitcoin and many cryptocurrencies followed the suit. Cryptocurrencies are a virtual coin that holds a certain value that can be monetized. Users can buy, sell, and trade these cryptocurrencies with blockchain. Blockchain is immutable in nature so it will preserve data integrity. This enables data integrity to be preserved and prevent any false transactions.

Since blockchain is decentralized and transparent, any transactions happening in the network will be publicly available to all users. Blockchain eliminates the need for a trusted third party and ensure the data ownership of the users by enforcing smart contracts. Users do not have to worry about their data being exploited because the usage and the users of data can be defined by the data owners using smart contract. These features give the users an increased control and trust over their data. The core concept can also be used to enable users to trade their data in return for money in Malaysian context. Instead of sending cryptocurrencies through blockchain, users can also trade different types of data through blockchain.

However, some additional components need to be added to a generic blockchain architecture to protect user’s data privacy due to blockchain’s transparent nature. Users’ personal data could be publicly viewable if it is shared on blockchain. Users also should be able to control how much and to whom their data can be exposed to. Blockchain addresses’ linkability; also needs to be handled to not expose the identities of the users.
Personal Data Protection Act 2010 (PDPA) in Malaysia is an act that enforces the regulation of the processing of personal data concerning commercial transactions. A bill relating to the PDPA of Act 709 was passed by the Malaysian Parliament on 16th May 2011. Following this, the Personal Data Protection Department was established under the Ministry of Communications and Multimedia Commission (MCMC). PDPA is applicable to any person who processes and collects data for commercial purposes. Hence, this research discusses the current blockchain ecosystem in Malaysia and proposes the first PDPA-compliant blockchain architecture for data trading purposes in Malaysia.

Hence, this paper discusses the current blockchain ecosystem in Malaysia and proposes the first PDPA-compliant blockchain architecture for data trading purpose in Malaysia. This paper contains six sections. Section I is the introduction and explains the need for implementing a user centric data privacy protection for data trading on blockchain platform. Section II provides the relevant works done in relation to data privacy and blockchain. Section III introduces our proposed PDPA-compliant blockchain architecture. Section IV discusses implementation and testing of the proposed blockchain architecture using tools such as Multichain, Solidity, Truffle and PYPSV (Python library). Section V provides the conclusion for this paper.

II. RELATED WORKS

This section discusses the definition of data privacy and the types of profitable data associated with it. It also discusses briefly about blockchain technology and its components, data management solutions with blockchain, and the relevance of PDPA to blockchain.

A. Data Privacy

The concern for data privacy is ever increasing among us today, considering the amount of big data generated by our daily life activities. Data privacy is also becoming a key policy in data protection regulations.

We are witnessing massive developments in statistics and computer science that enable computers to analyse and interpret data automatically. These processed data are being used by computers for decision making and knowledge discovery. Nowadays, we can see computers are used for decision making in various sectors. The shift from decision making by humans to automated decision making will raise multiple issues and leave a huge impact.

When thousands or millions of individual data are combined together, they can form digital profiles of people using the particular service. This data can be used for monetary purpose or to shift tides in politics. Some types of data that can be used for these purposes are as follows [5, 8]:

- Age
- Gender
- Address
- Job Title
- Ethnicity
- Religion
- Salary
- Personality traits

While the concept of privacy is very subjective due to the difference in individuals and their cultures, it shares a common theme of having the “right to be alone” [6]. Smith et al. defines privacy as the concern of an individual regarding the access to his/her identifiable personal information [7]. The ISO_IEC_15408-2_2008 standard is referred to identify the data privacy properties. The standard is stating anonymity, pseudonymity, unlinkability and unobservability as the required properties.

Anonymity is when the data user or subject who own the data might act without releasing their user identity to others such as users, subjects, or objects. If a subject is anonymously performing an action, another subject will not be able to determine either the identity or even a reference to the identity of the user employing the subject.

Pseudonymity is when a subject can be referred back directly by being related to a reference (alias) held by the Data Controller, or by providing an alias that will be used for processing purposes. The alias could be in the forms such as an account number or smart contract ID if it’s a blockchain implementation. Both pseudonymity and anonymity protect the identity of the user, but in pseudonymity a reference to the user's identity is maintained for accountability or other purposes.

Unlinkability is intended to protect the user identity against the linking of the operations done by the user. Unlinkability requires that different operations cannot be related. For example, the user associated with the operation, or the terminal which initiated the action, or the time the action was executed.

A number of techniques can be applied to implement unobservability. The information might be allocated to a single randomly chosen part of the system/architecture/nodes such that an attacker does not know which part of the system/architecture/nodes should be attacked. An alternative system might distribute the information such that no single part of the system/architecture/nodes has sufficient information that, if circumvented, the privacy of the user would be compromised. It can be achieved by methods such as cryptography and encryption.

B. Blockchain Technology

Blockchain is a type of distributed ledger technology that contains the transactions shared by participating parties in the network. Blockchain maintains an immutable record of this transactions with a P2P network where the copy of the ledger is duplicated to all the participating nodes [9]. Every node gets to keep a copy of the ledger. Transactions in blockchain are validated and authorized by these nodes using a consensus algorithm.

Blockchain can be separated into four types, public, private, hybrid and consortium based on usability [10]. There are different trade-offs for each type. There are various consensus algorithms such as Proof of Work, Proof of Stake, and Proof of
Byzantine Fault Tolerance that can be used by blockchain to verify the transactions made [11].

Blockchain also eliminates the need for a trusted third party by providing digital trust through its smart contract [12]. Users are not required to share any personal information to make transactions through blockchain. Transactions are verified by comparing the provided keys as no authority figure is needed. These features enable blockchain to be a good platform to introduce user-centric data management solutions.

C. Data Management Solutions using Blockchain

Since data marketplaces are becoming a common phenomenon, there is a great need for data management solutions that satisfies users. Data management solutions in blockchain already witnessing increased adoption. Blockchain is a suitable platform for data sharing because of its decentralization architecture and the ability to have a system that eliminates the need for a trusted third-party.

Bajoudah et al. proposed a decentralized marketplace that facilitates IoT data brokering among selected nodes. This will require minimal trust since the smart contract is enforced to carry out the instructions sent by the user and the transaction details are recorded on a public network [13]. They are using Ethereum’s public network and smart contract to mediate the interaction among data producers and consumers. This method ensures complete transparency and non-repudiability.

The authors in [14] proposed a data trading framework based on smart contract using machine learning and blockchain. The authors enforce data trading centers not to be able to retain the shared data during the data trading process with their solution. Hence, the framework is designed to eliminate the need for a trusted third party and give complete control to the data producers. An off-chain download mechanism and challenge response mechanism to download the purchased data and to authenticate data owner are incorporated into the framework.

A consortium blockchain-based data trading framework for the Internet of Vehicles (IoV) was proposed by Chen et al. in [15]. They applied an iterative double auction mechanism that induces users to submit bids and decide the amount of data to trade and its price. The proposed framework’s algorithm also extracts the hidden information of participants gradually to ensure their privacy is protected.

The authors mentioned above provided great data management solutions with blockchain. However, the PDPA has a set of regulations that has to be complied by those who makes data-centric solutions. Both regulations definitely affect the way previous researchers dealt with data, especially personal information. Hence, these solutions do not comply fully with key principles of PDPA such as the right to be forgotten and the need for a data controller.

Onik et al. has proposed a solution to have a privacy-aware blockchain for personal data sharing and tracking that complies with European Union’s General Data Protection Regulation (GDPR) [16]. Any businesses or organizations that deal with EU subjects has to comply with GDPR even if they are outside the EU. GDPR ensures the protection of its citizens’ personal data regardless of the territories [19,20]. The proposed system in [16] stores personal data on off-chain storage and successfully tracks the data movement between the parties involved in the data sharing transaction. However, due to the tracking feature, it does not satisfy one of the properties of data privacy which is unlinkability. Hence, the proposed architecture in this paper takes non-linkability as a fundamental feature and build upon it. The architecture aims to provide complete anonymity and control to the data producers/owners.

D. PDPA, Blockchain and Data Trading

Malaysia’s PDPA is an Act that regulates the processing of personal data in regards to commercial transactions. It was gazetted in June 2010. The penalty for not complying to PDPA is between RM100,000 to 500,000 and/or between 1 to 3 years imprisonment. The importance of PDPA as provided by the Department of Personal Data Protection [17] is as follows:

- To enhance public confidence and trust with ongoing enforcement
- To avoid and minimize the incidents of data breach
- To increase the efficiency and governance of personal data
- To ensure prudence and integrity in personal data handling

Data Subjects are the owners of the data being uploaded to the blockchain architecture. Data Processors are the third parties that are interested to buy data produced by Data Subjects. Data controller is the authority figure that can verify transactions and help make data trading for data user and Data Subject [18]. There should be at least one Data Controller to enforce the rights of the Data Subjects.

Data controllers must obtain explicit consent from users before making any transfer of the data to the Data Processors [18]. The controllers are also required to have a list of consents given by the Data Subjects. This rule can be applied by getting smart contracts from the data and storing the transaction details in the blockchain.

PDPA also encourages PDPA’s Retention and Access Principles mandate that data can be modified or erased to comply with legal requirements as mentioned in Section 34, 35, 36 and 37 of PDPA [18]. This conflicts with blockchain’s immutable nature that emphasizes on data integrity. Data cannot be modified or erased from blockchain.

However, it can be solved by storing the data on off-chain storage instead on the blockchain. The PDPA sections mentioned earlier also can be enforced by having functions in the smart contract that can access or delete data required by the Data Subjects. PDPA is also applicable only when the data breach happens in Malaysia. This can be enforced by having an off-chain storage in Malaysia.

III. PROPOSED BLOCKCHAIN ARCHITECTURE

A PDPA compliant blockchain architecture is proposed based on the discussion in our previous paper [21] where we studied the gaps between PDPA and blockchain and also the
PDPA-compliant features, and PDPA [18] as shown in Table I.

<table>
<thead>
<tr>
<th>Feature</th>
<th>PDPA Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smart Contracts</td>
<td>Right to erasure and modification,</td>
</tr>
<tr>
<td></td>
<td>consent to collect data</td>
</tr>
<tr>
<td>Stealth Address [22]</td>
<td>Not Associated</td>
</tr>
<tr>
<td>Off-chain storage [23-25]</td>
<td>Right to erase, Territorial limitation</td>
</tr>
<tr>
<td>Data Controllers</td>
<td>Having data controller is recommended</td>
</tr>
</tbody>
</table>

Table I provides the explanation for the PDPA features implemented in our proposed architecture. This section provides the detailed description of the blockchain based PDPA-compliant Data Sharing architecture. This study uses a permissioned blockchain where three stakeholders, Data Subject, Data Controllers and Data Processors form the blockchain network.

The key terms such as Data Subject, Data Controllers and Data Processor are used here and explained below:

- **Data Subjects**: are the data producers.
- **Data Controllers**: are the legal entities that determines the purpose of the data processing and enforces the smart contracts on behalf of the Data Subjects.
- **Data Processors**: are the third-party companies that process data on behalf of the Data Controller.

These terms are from the PDPA as the blockchain architecture is designed to be PDPA compliant. The architecture is designed to have the implementation of key principles of PDPA as the core features. Our definition of data in this proposed architecture is subjective. It can be any type of data that the users want to share. The data type can vary from personal information, bank transactions, energy consumption data, health information and etc.

The architecture enables Data Subjects to share data produced by them to a Data Controller in return for a monetary or point-based reward. The reward received by the Data Subjects can be stored in their preferred digital or cryptocurrency wallet depending on the type of reward given to them. Data Processors can purchase these datasets from the Data Controller for data processing purpose.

Fig. 1 shows the proposed blockchain architecture. This architecture implements stealth address, an access protocol and a retention protocol. It comprises of three layers, user layer, system management layer and storage layer. The green dotted lines indicate the interactions of the nodes with blockchain. The solid lines indicates the interaction between the stakeholders. Stealth Address (SA), Access Protocol (AP) and Retention Protocol (RP) are used for the interaction between nodes. AP and RP are explained in sub-section 2 of this section and the implementation is shown in sub-section B under System Implementation and Testing. Components used in the proposed blockchain architecture are described below:

- **Node**: Data Subjects, Data Controllers and Data Processors.
- **Block**: A new block is generated and added to the existing blockchain each time data sharing happens successfully among the nodes.
- **Block header**: A block header stores hash of the previous block, transaction time, transaction ID and data encoding style.
- **Transaction data**: Storing of smart contract ID and hash of the shared data.
- **Consensus algorithm**: Round-robin mechanism provided by Multichain.

![Proposed blockchain architecture](Image)

**1) User layer**: Each time Data Subjects want to share some data, they can choose the amount and the types of data to be shared. The system then creates a smart contract with their preferred data types. Then a one-time stealth address is created for users to send their smart contract to the blockchain and Data Processor. Users’ smart contract ID and transaction details will be stored in blockchain. The data shared by them will be stored in an off-chain storage. Data Processors exist in this layer to purchase Data Subject’s data from the Data Controllers.

**2) System management layer**: In this layer, data controller enables Data Subjects to claim reward for the data they shared.
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by providing the smart contract ID related to the dataset. Access protocol (AP) facilitates the data exchange between Data Subject, Data Processor and data user. Users send their smart contract ID linked to the dataset they want access to and data controller retrieves the dataset based on it. Retention protocol (RP) is very crucial in exercising Data Subject’s rights to erase their data by providing the smart contract ID linked to the particular dataset. Retention protocol is only available for Data Subjects. Both AP and RP are enforced by data controller in this layer.

3) Storage layer: An off-chain storage is used to store the data as it enables PDPA to be enforced should any data breach happens. Once, the user has shared the data to the Data Processor, the data will be sent to the off-chain storage and the transaction details are stored in the blockchain. Since the data is stored in off-chain storage, it is easier to apply AP and RP to access or delete the user’s data. Off-chain data is erasable and the remainder of the hash of the shared data will be useless and unidentifiable. This can be ensured by cross-checking the hashes generated after the modification and deletion. This makes the storage layer to comply with PDPA’s principle to enable users to modify and erase their data.

4) Creation of blocks: Any transaction in the blockchain will only be added to a block after the creation of the genesis block. The architecture shown in Fig. 1 assumes the genesis block is already created during the instantiation of the blockchain. Then, it shows the block creations and the transactions related to them. The contents and the interaction between the nodes during the block creation are explained below.

- Block1: Data Subject1 shares data to Data Controller1. Block is created after consensus is achieved from the Data Subject1 and Data Controller1. The smart contract ID and the hash of the shared data is stored in the block.
- Block2: Data Subject1 shares data to Data Controller2. Block is created after consensus is achieved from the Data Subject1 and Data Controller2. The smart contract ID and the hash of the shared data is stored in the block.
- Block3: Data Processor1 retrieves data from Data Controller1. Block is created after consensus is achieved from the Data Processor1 and Data Controller1. The smart contract ID and the hash of the shared data is stored in the block.
- Block4: Data Processor1 retrieves data from Data Controller2. Block is created after consensus is achieved from the Data Processor1 and Data Controller2. The smart contract ID and the hash of the shared data is stored in the block.

Stealth Address (SA), Access Protocol (AP) and Retention Protocol (RP) are used for the interaction between nodes. The execution of AP and RP are explained below.

Access Protocol can be used in three different methods. The first two different ways can be used by Data Subject only, where the Data Subject can trigger the AP to create a new dataset or access already shared data. The last method is for Data User to buy dataset from Data Controller. Table II describes the components needed to complete the Access and Retention protocol.

<p>| TABLE II. PROTOCOL COMPONENTS FOR AP AND RP |</p>
<table>
<thead>
<tr>
<th>DSi</th>
<th>Data Subject is the Data Producer / Owner</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCi</td>
<td>Data Controller determines the purpose of the data processing and enforces the smart contracts on behalf of the Data Subjects.</td>
</tr>
<tr>
<td>DPI</td>
<td>Data Processors are the third-party companies that buys data from Data Controller</td>
</tr>
<tr>
<td>BC</td>
<td>Blockchain</td>
</tr>
<tr>
<td>OCS</td>
<td>Off-chain storage</td>
</tr>
<tr>
<td>MSG</td>
<td>Data sent by Data Subjects (e.g: duration and the types of data to be shared)</td>
</tr>
<tr>
<td>MSGhash</td>
<td>Hash of the data sent by the Data Subject</td>
</tr>
<tr>
<td>DDC</td>
<td>Data sent by Data Controller</td>
</tr>
<tr>
<td>SClid</td>
<td>Smart Contract ID</td>
</tr>
<tr>
<td>PSClid</td>
<td>Previous Smart Contract ID</td>
</tr>
<tr>
<td>Tlid</td>
<td>Transaction ID</td>
</tr>
<tr>
<td>RD</td>
<td>Request for data</td>
</tr>
<tr>
<td>PR</td>
<td>Points based reward</td>
</tr>
<tr>
<td>DR</td>
<td>Data Price Rate</td>
</tr>
<tr>
<td>P</td>
<td>Payment</td>
</tr>
<tr>
<td>E</td>
<td>Notice of data erasure</td>
</tr>
</tbody>
</table>

a) Access protocol for sending new dataset:
- DSi creates a smart contract to send a new dataset, MSG. The smart contract is being sent to DCi with SClid, Tlid, and MSG. The SClid is stored by DSi for future reference.
- DCi stores the SClid, Tlid, and MSGhash in BC for auditing purpose.
- MSG and the associated SClid is stored in OCS for future processing, access or deletion.
- DCi pays PR for the MSG shared by the DSi.

Fig. 2 shows the first method of AP to be used by Data Subject to send a new dataset to the Data Controller.
b) Access Protocol for requesting previously shared data:
- DSi creates a smart contract to request for previously shared dataset, MSG. The smart contract is being sent to DCi with SCI_ID, Ti_ID, and MSG that contains PSCI_ID. The SCI_ID is stored by DSi for future reference.
- DCi checks the match for PSCI_ID in OCS to look if matches with any data.
- If there is any match with PSCI_ID, the MSG associated to it is retrieved.
- The SCI_ID and Ti_ID is stored in for the current transaction is stored in BC for auditing purpose.
- DCi sends DDC that contains the previously shared MSG to the DSi.

Fig. 3 shows the first method of AP to be used by Data Subject to send a new dataset to the Data Controller.

![Fig. 3: Data subject using AP to access shared data.](image)

AP is limited in terms of functionality for Data Processor, as shown in Fig. 4.

c) Access Protocol for data purchase:
- DPi creates a smart contract to request for some data. The smart contract is sent to DCi with SCI_ID, Ti_ID, and DR. The SCI_ID is stored by DPi for future reference.
- The SCI_ID and Ti_ID is stored in for the current transaction in BC for auditing purpose.
- The DCi issues the payment of DR for the data requested by the DPi.
- The DPi then pays the DR to the DPi.

Fig. 4 shows the method of AP used by Data Processor to buy a dataset from the Data Controller.

![Fig. 4: Data processor requesting data using AP.](image)

d) Retention Protocol:
- DSi creates a smart contract to request of deletion for previously shared dataset, MSG. The smart contract is being sent to DCi with SCI_ID, Ti_ID, and MSG that contains PSCI_ID. The SCI_ID is stored by DSi for future reference.
- DCi checks the match for PSCI_ID in OCS to look if matches with any data.
- If there is any match with PSCI_ID, the MSG associated to it is erased.
- The SCI_ID and Ti_ID is stored in for the current transaction is stored in BC for auditing purpose.
- DCi sends E to DSi to complete the transaction.

Fig. 5 shows how RP is used by Data Subject to erase previously shared dataset to the Data Controller.

![Fig. 5: Data subject requesting the data to be deleted using RP.](image)

IV. IMPLEMENTATION AND TESTING

This section explains the implementation and testing of the proposed architecture. In the first sub-section, case study for the architecture is discussed. In the following subsection, system implementation and testing of the proposed architecture is explained.

A. Case Study: Data Management Scenario

This case study test is done by referring to a similar case study implemented by the authors in [16]. A use case scenario is described with three different situations to further explain the...
PDPA-compliant blockchain architecture. The three situations explained here are: Data Subject-controller data sharing scenario, Data Processor-controller data sharing scenario and data deletion scenario.

1) Data subject-controller data sharing scenario: Every time the Data Subjects send a set of data to the Data Processor, the transaction details and smart contract ID will be stored in the blockchain and in their local storage. For any set of data, it will be linked with the smart contract’s ID. The data controller separates the data into data shared by user, hash value generated for the shared data, transaction ID and smart contract ID. A combination of smart contract ID and data shared by user is stored in the off-chain storage. The combination of generated hash value and smart contract ID are stored in a new block and added to the current blockchain.

An appropriate amount of reward for the shared data will be sent to the Data Subject’s temporary address created by stealth address mechanism. Then, the Data Subject can transfer the reward to their digital or cryptocurrency wallet. The transfer of the reward to the user’s personal wallet will not be recorded on the blockchain as it happens internally on the end device.

When a Data Subject sends a request with AP to data controller to get a copy of a specific set of data, the data controller will verify and grant the request by the Data Subject. Data controller proceeds to check for the data by using the smart contract ID and its matching data in the off-chain storage. If a match is found, the data controller will send a copy of the requested data by retrieving it from the off-chain storage. Transaction details will be stored in the blockchain for auditing purpose.

2) Data processor-controller data sharing scenario: A Data Processor sends a request with AP to Data Controller to get a copy of a specific set of data from the off-chain storage. Data controller will verify and grant the request. Then, the data controller will send a copy of the requested data by retrieving it from the off-chain storage. Transaction details will be stored in the blockchain for auditing purpose. When Data Processor executes the access protocol, they need to pay the Data Controller corresponding to the amount of data they need access to. The payment could be in fiat currency.

3) Data deletion scenario: Data Subject sends a request to data controller with relevant Smart Contract ID to erase their data. Data controller will verify and grant the request. After the verification, the data controller searches for any data associated with the Smart Contract ID provided by the user in the off-chain storage. Any data found with matching Smart Contract ID will be erased and the transaction details are stored in blockchain.

B. System Implementation and Testing

This sub-section presents a pilot implementation scenario of the PDPA-compliant blockchain architecture with various tools. The tools used here are Multichain (for network setup with off-chain storage), Remix IDE and Solidity (for writing smart contract), Truffle suite (to test the smart contract) and pyspy library from python (to build stealth address functionality).

1) Node and network setup: A private network with one Data Subject, two controllers and one Data Processor is set up on the blockchain platform with Multichain 2.1.2 [26] as shown in Fig. 6. We have implemented the prototype of the architecture on four computers. The details are as follows:

- Data Controller 1: Windows 10 64-bit, i5-9400F @ 2.90GHZ, Acer Predator Orion 3000.
- Data Controller 2: Windows 10 64-bit, i5-8300H @ 2.30GHZ, Acer Nitro 5.
- Data Subject: Windows 10 64-bit, i7-4600U @ 2.10GHZ, HP Elitebook 840.
- Data Processor: Windows 10 64-bit, A12-9720P @2.70GHZ, HP Laptop 15-bw0xx.

Multichain is mainly selected due to its off-chain storing mechanism. The built-in off-chain feature enables easy management of data among the nodes. Multichain also helps to add the hash of the off-chain data to the existing block.

Since this is a private network, the consensus only requires minimum difficulties to be achieved. No nonce is used and the consensus is achieved with a round robin mechanism since the node identities are known in a private blockchain. Masking of the node identity will be explained in subsection 3. Multichain is used here for its off-chain storage and easy blockchain deployment capability.

An example of data stored in the off-chain storage is shown in Fig. 7. This is retrieved by the Data Processor1 node after getting the permission from the Data Controller1 to subscribe to the data stream that contains this dataset. The status of off-chain section is shown as true to indicate that the data is being stored in the off-chain storage.

Fig. 6. Experimental network setup.

Fig. 7. Data stored in off-chain storage.
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2) Smart contract:
The smart contract has four functions that helps AP and RP to be applied in the blockchain architecture. This contract was written in Solidity language with Remix IDE. The contract was tested with Truffle Suite on Geth’s Ropsten test network. A few researchers have already used Truffle to test their smart contracts [27 - 31].

Algorithm I: Pseudocode for Data Sharing Smart Contract

```
contract DataSharing{
    //Defining variables and their types
    int ContractId;
    string memory name;
    int age;
    string memory gender;
    string memory address;
    int expiry_date;

    User[] internal users;
    uint public currentID equal to 1010;

    FUNCTION create_data(string name, int age, string gender, string user_address, int expiry_date) {
        Set name = name in name
        Set age = age in age
        Set gender = gender in gender
        Set user_address = user_address in user_address
        Set expiry_date = expiry_date in expiry_date
        Increment currentID by one when this function is called
        RETURN currentID
    }

    FUNCTION search_data(uint ContractId) return (name, age, string gender, string user_address, int expiry_date) {
        Call find_data and pass ContractId to ContractId
        Set i = id
        RETURN name = name in users[i]
        RETURN age = age in users[i]
        RETURN gender = gender in users[i]
        RETURN user_address = user_address in users[i]
        RETURN expiry_date = expiry_date in users[i]
    }

    FUNCTION delete_data(uint id) {
        Call find_data and pass ContractId to id
        Set i = id
        delete users[i]
    }

    FUNCTION find_data(uint ContractId) {
        Get the value of ContractId
        FOR i = 1 to user's length step 1 DO
            IF users[i] in ContractId equal to ContractId
                RETURN i
            ELSE
                PRINT "Smart Contract ID does not exist!"
        ENDFOR
    }
}
```

The pseudocode above reflects the smart contract written to facilitate the data sharing in the proposed architecture. We referred to the template written by authors in [32] to write the pseudocode for our proposed smart contract. The four functions written in the contract are create_data, search_data, delete_data and find_data. There are seven variables named ContractId, name, age, gender, address, expiry_date and currentID. An array named users is created to contain the instances of the structure, User.

In the function create, users can fill in the data they want to share. For testing purpose, four personal information such as name, age, gender and address are chosen to be shared by the user. The expiry date of the data is also set by the users (in the format of DDMMYY) to prevent the data from being kept longer than necessary. If users only wish to share their name, they can fill in the remaining fields with “NIL” or “0”. Once the user creates their data, the variable currentID is incremented by 1.

In the function search_data, index of the structure User that we need is retrieved. User enters their index/smart contract ID and passes it to the function find_data. A for-loop statement is then used to find if the smart contract ID entered by the user exists in record. If there is no relevant entry, an error message is displayed and cancels the current execution. This function is called as the Access Protocol in the architecture.

In the function delete_data, users enter their smart contract ID. The function takes a single argument and calls the function find_data to get the index of the structure in the users array. If the relevant index/smart contract ID is found, the data associated to the index is deleted.

Algorithm II: Truffle test case for smart contract

```
const DataSharing = artifacts.require('DataSharing.sol');

contract('DataSharing', () => {
    let datasharing = null;
    before(async() => {
        datasharing = await DataSharing.deployed();
    });

    it('Creating new dataset', async () => {
        await datasharing.createData('Hasventhran', 26, 'Male', '

        'Malaysia', 110721);
        await datasharing.createData('Hasventhran', 26, 'Male', '

        'Malaysia', 110721);
        const user_data = await datasharing.searchData(1010);
        assert(user_data[0].toLowerCase() === 'Hasventhran');
        assert(user_data[1].toLowerCase() === 'Malaysia');
        assert(user_data[2].toLowerCase() === '110721');
    });

    it('Deleting a dataset', async () => {
        await datasharing.deleteData(1010);
        try {
            assert(false);
        } catch(e) {
            assert(e.message.includes('Smart Contract ID does not exist!' ));
        }
    });

    it('Should NOT delete a dataset with non-existing details', async () => {
        try {
            await datasharing.deleteData([1010]);
            assert(false);
        } catch(e) {
            assert(e.message.includes('Smart Contract ID does not exist!' ));
        }
    });
```

A test case was written in Javascript to test the smart contract’s correctness in the architecture. Three public functions of the smart contract, create_data, search_data and delete_data were included in the test case as shown above. The
function `find_data` is not included as it is an internal/private function of the smart contract to access the smart contract ID assigned to the user. `search_data` is a function that depends on the value passed by `find_data`. Successful test of `search_data` ensures the passing of `find_data`.

In the first `if` function in the test case, `create` is tested by adding smart contract ID and five different values according to the data types defined in the smart contract. The `search_data` function is also defined in this function as it can be tested along with the `create_data` and `delete_data` functions. Successful test of these two functions ensures the passing of `search_data`.

The `delete_data` function is separated into two `if` functions. The first function tests whether the dataset is correctly deleted after obtaining the smart contract ID from the `search_data` function. If the smart contract ID does not exist, it should be able to display an error message. The second `if` function checks for the smart contract’s correctness in not deleting data with non-existing details.

The contract is tested on Ropsten network of Geth with the truffle command, `truffle test`. As shown in Fig. 8, all three `if` functions of the test has successfully passed the test. Hence, the correctness of the smart contract is ensured. Hence, it can be deployed in the architecture to enforce AP and RP.

In the next task is to hash the shared secret. Python’s `hashlib` library is used to hash the shared secret with SHA256 algorithm. This is done by the code in code snippet 3.

After hashing the shared secret, it is added to the Data Controller’s public key. This will be used later to compute the Data Controller’s private key. This is done by the code in code snippet 4.

In order to compute the private key to the new Data Controller public key, the Data Controller has work to do as

**Code Snippet 1 Creating Data Controller’s public key**

Python’s `pyspv` library is used to test stealth address functions. Data Controller’s public and private key is created through the code shown in the code snippet 1.

```python
def main():
    Data_User_key = pyspv.keys.PrivateKey.create_new()
    Data_User_public_key = Data_User_key.get_public_key(True)
    print("Data_User’s public key = ", Data_User_public_key.as_hex())
```

**Code Snippet 2 Data Subject creating new key for Data Controller**

The same method applies for the Data Subject in the section of code below. The Data Subject’s public and private key is also created and shown in code snippet 2. The Data Subject wants to pay/send data to the Data Controller. So, the Data Controller gives the Data Subject his/her public key. Then, the Data Subject creates a new key and multiplies the Data Controller’s public key with his/her private key and sends her public key to the Data Controller as shown in the code in code snippet 2.

```python
import hashlib
hasher = hashlib.sha256()
hasher.update(Data_Subject_shared_secret_point.pubkey)
shared_secret = hasher.digest()
print("Shared secret = ", pyspv.bytes_to_hexstring(shared_secret, reverse=False))
```

**Code Snippet 3 Hashing the shared secret**

```python
new_Data_User_public_key = Data_User_public_key.add_constant(int.from_bytes(shared_secret, "big")
print("New_Data_User_public_key = ", new_Data_User_public_key.as_hex())
```

**Code Snippet 4 Adding shared secret to Data Controller’s public key**

```python
Data_User_shared_secret_point = Data_Subject_public_key.multiply(Data_User_key.as_int())
```

**Code Snippet 5 Computing the private key to Data Controller**

```python
hasher = hashlib.sha256()
hasher.update(Data_User_shared_secret_point.pubkey)
shared_secret_by_Data_User = hasher.digest()
print("Data User figured out the shared secret = ",
      shared_Secret_by_Data_User == shared_secret)
```

**Code Snippet 6 Producing the shared secret by hashing private key**

```python
shared_Secret_by_Data_User == shared_secret)
```
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shown in code snippet 5. First, the Data Controller multiplies the ephemeral key produced by the Data Subject by his private key. Then, the shared key is produced by the Data Controller by hashing the private key as shown in code snippet 6.

```
new_Data_User_key=Data_User_key.add_constant(int.from_bytes(shared_secret_by_Data_User, 'big'))
new_Data_User_computed_public_key=new_Data_User_key.get_public_key(True)
print("Data User figured out the correct private key =",new_Data_User_computed_public_key.pubkey==new_Data_User _public_key.pubkey)
```

**Code Snippet 7 Adding the Shared Secret to the Private Key**

Finally, Data Controller adds the shared secret to his private key as shown in code snippet 7. This works because, given $Q = dG$, then $(d+n)G = dG + nG = Q + nG$ and the Data Subject computed $Q + nG$ above and sent data to the Data Controller, but now the private key $d+n$ is known.

V. CONCLUSION

This research aimed to produce a PDPA-compliant user-centric privacy preserving features for blockchain based data sharing architecture. Blockchain was chosen to be the platform to develop the data sharing architecture, due to its inherent privacy properties and also flexibility of implementing other features on top of it. Based on the gaps identified by literature review, features such as private blockchain, use of data controllers, stealth address, smart contracts (with access and retention protocols), and off-chain storage are identified to produce the proposed architecture with user control being given importance. The results indicate that the implemented features fulfill the required PDPA regulations.

The proposed blockchain architecture is developed mainly to comply with PDPA in Malaysia. The architecture is appropriate to be followed for Malaysian context. It is acceptable to use the proposed architecture to develop any data management solutions using blockchain in Malaysia. However, the proposed architecture may not be suitable to be used in a general manner globally due to different data protection regulations all around the world.

The proposed blockchain architecture is developed by combining existing privacy preserving and user-centric components. Moreover, the proposed architecture can be used by blockchain developers to develop data management solutions without worrying about the potential breach of privacy. This is because the proposed architecture adheres to the “privacy by design” principle.

This research proposed a user-centric privacy preserving blockchain architecture for data sharing according to existing data protection regulations. Hence, to better understand the effectiveness of the architecture, future studies can implement the architecture for various type of data sharing solutions across multiple fields. These new solutions derived from the proposed architecture can also be modified according to compliance with each country’s data privacy protection regulations.
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Abstract—As e-learning has become increasingly prevalent, cyber security has become a major concern. e-Learning platforms collect and store large amounts of sensitive information, such as personal data and financial information, making them attractive targets for cybercriminals. To address these challenges and concerns, e-learning platforms must implement a comprehensive cyber security strategy that includes strong access controls, data encryption, regular software updates, and student training to help them identify and prevent insider threats. This research aims at investigating and determining the impact of the security framework on students’ academic achievements and the student’s satisfaction with the security countermeasures in an e-learning system. Statistical analysis showed that the use of security and cyber security countermeasures had a significant effect on the frequent use and participation of students in the contents of the system. Furthermore, encouraging feedback and communication from students about their e-learning experience to share their concerns, questions, and suggestions can help in addressing any security issues or concerns, as well as increasing students’ participation in the e-learning content.
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I. INTRODUCTION

Technological advancements have significantly impacted the field of education, particularly with the rise of online learning (e-learning). e-Learning refers to the use of digital technology to deliver educational content over the internet [1]. With e-learning, students can access learning materials and participate in classes and discussions from virtually anywhere, using their computers or mobile devices. Technological advancements include high-speed internet connections, learning management systems, video conferencing software, and mobile applications. These tools have made it possible for educators to create engaging and interactive online courses that can be accessed by students all around the world. Furthermore, students can learn at their own pace, review materials as often as they need to, and access course materials anytime, anywhere. Additionally, online learning can be less expensive than traditional classroom-based learning since it eliminates the need for travel and other associated expenses. In the age of technological advancement and transformation in the field of education, and for the considerations mentioned above, the significance of improving the security environments for e-learning systems is growing daily.

Now-a-days, many universities have turned to electronic learning as an efficient solution for providing on-demand learning to their instructors and students. Therefore, and because e-learning primarily depends on Internet technology to achieve its function, information security and cybersecurity become hot topics in the e-learning environment to avoid vulnerabilities and security weaknesses regarding user privacy and content protection [1]. As a result, cybersecurity becomes a key concern when dealing with user privacy, authentication, and confidentiality [7][24][25]. Thus, there is an increasing and significant need for the adoption of strong security countermeasures to protect users’ information against any malicious attack. The rest of this study is organized as follows: the next section introduces a background about the e-learning platforms and their impact on security. Section III discusses the related works, the study objectives, and hypothesis is presented in Section IV, Section V states the results and finally, the conclusion is drawn in Section VI.

II. BACKGROUND

Security in e-learning refers to the protection of the system and data from unauthorized access, alteration, or destruction. Cybersecurity, on the other hand, refers to the protection of digital systems, networks, and data from cyber threats such as hacking, malware, phishing, and ransomware attacks. In the context of e-learning, cybersecurity involves protecting e-learning platforms from such attacks, ensuring the integrity of the data, and minimizing the risk of data breaches.

A. e-Learning Platform Architecture

The architecture of an e-learning platform is designed to provide a seamless user experience while ensuring that all data is stored securely and managed efficiently. It typically includes several key components that are integrated to deliver content and services to users. The main components of an e-learning architecture are [2][3]:
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1) User Interface: Front-end component that users interact with to navigate the platform, access courses, and manage their profiles.

2) Application Server: The middleware layer that connects the user interface with the e-learning platform's back-end. It receives requests from the user interface, processes them, and sends back responses.

3) Database: The back-end component provides a centralized storage location that stores all data related to courses, users, progress tracking, and other information.

4) Content Management System: The component that manages course content, including the creation, editing, and delivery of course materials.

5) Learning Management System: The component that manages the delivery of courses and tracks user progress. It provides features such as coarse enrollment, tracking, and reporting.

6) Authentication and Authorization: Manages user authentication and authorization to ensure that only allowed users can access the e-learning system.

7) Security: Responsible for ensuring the e-learning is secure from external threats, including attacks on user data and platform infrastructure.

B. Moodle e-Learning System

Moodle is a popular open-source e-learning platform used by many educational institutions and organizations around the world. Irbid National University (INU) as a case study in this research uses the Moodle e-learning system. The Moodle database schema includes a set of tables and relationships that define how data is stored and organized within the system. Some of the key tables in the Moodle database schema include, for example, the Users table, which stores information about each user in the system, including their first and last name, username, password, email address, and role. The courses table stores information about each course in the system, including its name, description, start and end dates, and visibility settings. Grades: This table stores information about the grades earned by each user in each course. It includes fields for the user ID, course ID, module ID, and grade value. Tables in the database schema are linked together through a series of relationships that define how data is accessed and manipulated within the system. Moodle supports the use of a distributed database architecture, where the database layer is designed to be abstracted from the rest of the system, which means that it can be replaced with different database solutions depending on the needs of the installation. With the distributed database, the data is distributed across multiple nodes, providing greater scalability and fault tolerance than a single database instance [4]. Moreover, it can improve security by replicating data across multiple servers or nodes, making it more difficult for hackers to access or manipulate the data.

C. Security Challenges on e-Learning Arising from the COVID-19 Pandemic

Since the educational process is based primarily or fully on online platforms, the risks presented by e-learning cybersecurity attacks significantly increased during the coronavirus epidemic. Electronic educational tools' reliability and accessibility are now essential, as teaching is impossible without them [5]. Recently, important steps have been taken to create an appropriate legislative framework to ensure an acceptable level of cybersecurity is obtained in Jordan. Jordan is globally ranked 73 on the Global Security Index. They established a National Center for Cybersecurity to strengthen the policies and procedures [6]. The education infrastructure comprises universities, colleges, schools, libraries, teachers, and students. Education infrastructure is more critical when compared to other systems because, for example, universities are designed as open spaces for research and information, making them vulnerable to cyber-attacks even by using simple methods like email attachments [3][13]. So, new cybersecurity measures for educational institutions are necessary. An approach to managing educational resources must take into account the current global environment by adopting new strategies that give digital educational resources far greater consideration [5].

D. Security Issues in e-Learning

e-Learning faces several security issues that organizations and individuals need to be aware of. Some of these issues are:

1) Data privacy: One of the biggest concerns in e-learning is data privacy [7][8][24][25]. e-Learning platforms store a vast amount of sensitive information, including personal information such as names, addresses, and email addresses, as well as sensitive information such as course progress and assessment results [9].

2) Cybersecurity: e-Learning platforms are susceptible to cybersecurity threats, such as hacking, phishing, and malware attacks [10][26][27]. Hackers may target e-learning platforms to gain access to sensitive data or disrupt the system.

3) Identity theft: Identity theft is a severe security issue in e-learning. Hackers may steal personal information to impersonate a user and gain access to e-learning platforms [11].

4) Intellectual property: e-Learning platforms contain valuable intellectual property, including course materials, videos, and assessments [12].

Therefore, e-learning platforms must implement robust security measures to protect sensitive data and intellectual property from cybersecurity threats. Organizations and individuals must also be aware of these security issues and take appropriate precautions to safeguard their information [14]. This research aims to evaluate the degree to which students are satisfied with e-learning security and privacy as well as to examine whether these issues have an impact on the overall quality of education. Measuring the effect of e-learning security on the academic environment is a complex task because other factors can affect it, such as the technology used, how students trust learning as online than others, and the student’s background on security challenges and cyberspace.

In conclusion, this research focuses on responding to the following study questions:

- What are the students’ attitudes toward e-learning security?
• Does e-learning security affect the quality of education?
• Does the security of the e-learning system influence the students’ achievements?
• Do the students trust e-learning content?

III. RELATED WORKS
In recent years, there has been an increasing amount of research regarding online learning education. Several studies have begun to examine e-learning regarding design and efficiency. Other earlier studies have concentrated on how the e-learning environment affects student achievement [15][16], while others have discussed and analyzed the performance of those systems. The need for secure online learning environments has given rise to many studies that aim to address the growing significance of the security and sensitivity of an e-learning system’s contents. Habib et al. [1] discuss cybersecurity issues related to the e-learning management system, the significance of e-learning, and the database management system also presented, along with the methods that lessen them. Their paper has provided some remedies for obtaining data integrity and recommends that government agencies provide more financial funding to improve the quality of the e-learning system. A survey of the current protections of e-learning systems based on the source of vulnerabilities is presented by Satria et al. [17] They categorize the open-source learning systems as vulnerable points because these systems have suffered many attacks due to security problems. Emad and Mustafa [18] discuss DB integrity and data confidentiality using access control policies and data encryption as two of the main pillars in building information systems.

As e-learning systems are increasingly used by universities due to the low costs associated with education, Ioan et al. [19] presented the security issues related to these platforms. Such issues can be used by cybercriminals for phishing and spamming activities. They suggest law authority enforcement cooperate with academia and private sectors fight to these threats. Anghel and Pereteanu [20] illustrated different approaches that manage the cybersecurity issues related to e-learning systems. They also showed some practice examples concerning cyber security management techniques and suggested implementing security policies and procedures accepted by individuals to overcome those security threats. The effectiveness of e-learning as well as the potential security issues are discussed by Nguyen et al. [21]. Suggested countermeasures to deal with the security attacks are also outlined. The main recommended countermeasure to make the users feel secure was cryptography.

By reviewing previous studies related to the subject of this research, the researchers focus on the security issues that threaten e-learning systems and suggest effective solutions to mitigate the security attack on the contents of those systems [22]. This research will investigate the security of a database server, which contains the user information and the cyberspace through which this information travels.

IV. STUDY OBJECTIVES AND HYPOTHESIS
The study of security in e-learning should equip students with the necessary knowledge and skills to protect themselves and their data, while also promoting the responsible and ethical use of e-learning systems. Important aspects of security and cybersecurity in e-learning systems include:

• Understanding the potential security threats, where students should be able to identify the various types of security threats that can affect e-learning systems, such as hacking, phishing, and malware attacks.
• Knowledge of security measures: Students should learn about the various security measures that can be implemented to protect e-learning systems, such as encryption, firewalls, and multi-factor authentication.
• Learning how to protect personal information: e-Learning students should be taught how to safeguard their personal information, such as usernames, passwords, and credit card details, from theft or misuse.
• Familiarity with data protection regulations: Students should be familiar with data protection laws and regulations that govern e-learning systems, such as the General Data Protection Regulation (GDPR).
• Awareness of ethical considerations: e-Learning students should be taught about ethical considerations regarding the use of e-learning systems, such as respecting the privacy of other students, not plagiarizing content, and using technology responsibly.
• Preparation for emergencies: Students should be taught how to respond to emergencies, such as a cyber-attack or a system failure, and how to protect themselves and their data in such situations.

To evaluate the current situation of the e-learning system as a case study, find the strengths and weaknesses points in the security structure of those systems, and propose suitable recommendations that would improve the services provided, this study aims to suggest and investigate the security measures that are needed to evaluate the satisfaction and acceptance of students towards e-learning services. The measurement process will be analyzed through the following hypothesis: The use of e-learning systems that prioritize security and privacy are more likely to be perceived positively by students and may result in higher levels of engagement, satisfaction, and academic achievement.

A. Methods and Procedures
Methods and procedures are standardized and systematic approaches used to solve problems or answer questions in a study field. They involve a step-by-step process that helps to ensure that the solution is accurate, reliable, and repeatable. The process typically involves the next steps and methods observed:

• Collecting the necessary information on the e-learning security measures and students' perceptions of them.
• Designing a questionnaire that addresses the study's objectives.
• Selecting the right sample of respondents.
• Analyzing the information gathered and concluding the findings.

B. The Population of the Study

As the population of a study refers to the group of individuals that the research is focused on, it must determine the generalizability and validity of the research findings. Since studying the whole population is costly and impractical, a sample is selected to observe and measure the study hypotheses. The population of this study consisted of undergraduate students enrolled in four faculties at the Irbid National University, Jordan. The students are chosen from the second year or higher because they are expected to have some experience using the e-learning system. Their age range is 19 to 23 years old. In this study, the margin of accepted error is assumed to be five, the confidence level needed is 95% and the response distribution is expected to be 80%. Based on the study's objectives, time availability, research budget, and degree of precision, the sample size is 200 students out of 1000 in the four colleges.

C. Sample of the Study

A small-scale survey was created based on the study objectives to measure how students trust the Moodle e-learning system's security and privacy. Two hundred (200) students were chosen at random to receive the questionnaire. One hundred eighty-four (184) respondents correctly completed it. The demographic distribution of the students by field of study is shown in Table 1.

<table>
<thead>
<tr>
<th>Collage</th>
<th>Male</th>
<th>Female</th>
<th>Total Number</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Faculty of science and information technology</td>
<td>50</td>
<td>28</td>
<td>78</td>
<td>42.40</td>
</tr>
<tr>
<td>Faculty of Business Administration and Finance</td>
<td>27</td>
<td>24</td>
<td>51</td>
<td>27.71</td>
</tr>
<tr>
<td>Faculty of Nursing</td>
<td>9</td>
<td>19</td>
<td>28</td>
<td>15.22</td>
</tr>
<tr>
<td>Faculty of Law</td>
<td>16</td>
<td>11</td>
<td>27</td>
<td>14.67</td>
</tr>
<tr>
<td>Total</td>
<td>102</td>
<td>82</td>
<td>184</td>
<td>100</td>
</tr>
</tbody>
</table>

By monitoring the response rate which exceeds 90%, we hope that the sample accurately reflects the population interested in the study.

D. Questionnaire Items

An online survey was used to investigate students' opinions about the security and privacy of the e-learning system operated by Irbid National University. The online survey has been circulated via Facebook and WhatsApp groups. The survey includes 25 questions, distributed as follows: Questions 1–5 were used to collect general information (e.g., gender, year of study, familiarity with using internet resources). Questions 6–15 were used to collect information about students’ attitudes toward the level of satisfaction with the current security measures used in the e-learning system. Finally, questions 16–25 were used to measure students’ attitudes regarding the influence of the e-learning system on their achievements. To facilitate the measurement of the study’s hypotheses, questions 6–25 are grouped into eleven categories, as shown in Table II.

E. Study Hypotheses

Ho: e-Learning platforms that are hosted on secure servers do not affect the levels of user trust and confidence.

H1: e-Learning platforms that are hosted on secure servers will lead to higher levels of user trust and confidence.

V. RESULTS AND DISCUSSION

This study uses a 5-point Likert scale because it balances variation in responses and nuanced opinions while remaining simple and easy to use [23]. Meanwhile, respondents are less likely to become confused or overwhelmed when faced with a complex or lengthy survey. It also lessens the central tendency bias and makes the measurement process easier. Table II shows the percentage of the student responses for each group (strongly agree, agree, strongly disagree, disagree, and do not know). The “do not know" response is used for missing answers or a student's actual answer to some study questions.

As shown in Table II, 56% of students are satisfied with the current security level, which is considered a low indication regarding security and cybersecurity. This may be due to several reasons, including a lack of awareness, which can lead to confusion and frustration and may result in lower levels of satisfaction with the security level, or students may feel that their data is not being adequately protected. Another possible reason may regard some technical issues, such as slow load times or frequent errors, which may lead to dissatisfaction among students. To address these issues, educators and institutions need to prioritize student security and take steps to ensure that students are fully informed and aware of the security measures in place. This can include providing clear and concise instructions on how to use security features, regularly updating security measures, and being transparent about how student data is collected and used. Additionally, educators and institutions should regularly gather feedback from students and take steps to address any issues or concerns that arise.

Data in Table II indicates that there is a reluctance among students to use the system in the event of security attacks (88%), while their confidence increases when the system adopts strict countermeasures (69%). Furthermore, if students perceive the e-learning system as insecure, they may be more likely to seek out alternative ways of accessing course content and resources, such as through unsecured channels or external websites. This could increase the risk of data breaches and compromise the security of student data. Therefore, it is important for educators and institutions to take student concerns about e-learning system security seriously and to take steps to address them. This can include implementing additional security measures, such as two-factor authentication or data encryption, and providing clear and transparent information about how student data is collected, stored, and used. Educators and institutions can help to build trust and confidence among students in the security of e-learning systems. This, in turn, can lead to increased engagement and academic achievement, as students feel more comfortable and
secure in using the system to access course materials and interact with their peers and instructors. By adopting these measures, educators and institutions can demonstrate their commitment to student data privacy and security, fostering trust and confidence among students in the e-learning environment. As long as more than 90% of students expressed their desire to take intensive courses relating to cybersecurity and its latest developments. More than 86% of students, as shown in Table II, concur that improving the security of the Moodle e-learning platform will increase student achievement and engagement, which may either directly or indirectly improve their academic performance.

The use of personal devices in e-learning systems has become increasingly popular in recent years. With the proliferation of smartphones, tablets, and laptops, students now have access to a wide range of digital devices that can be used to support their learning. However, there are also some potential drawbacks to using these devices. One concern, as expressed by 64% of respondents, is that it can increase the risk of data breaches and cyber-attacks due to the potential for unsecured devices and networks. So, it is important for educators and institutions to carefully consider how to effectively integrate these devices into their teaching and learning strategies and to ensure that all students have equal access to learning resources and opportunities. Cloud-based storage allows data to be stored securely on remote servers rather than on individual devices. This means that if a student's device is lost or stolen, their data remains safe and can be accessed from another device. Additionally, cloud-based storage can provide automatic backups of data, reducing the risk of data loss. 67% of students indicated this positively.

Enhancing the security countermeasures in the e-learning system can potentially enhance student engagement and achievement. When students feel that their data is secure, they may be more likely to actively engage with the e-learning system and its resources, leading to increased achievement. By implementing the necessary security measures, students may feel more confident in using the Moodle e-learning system and its resources. This, in turn, can lead to increased engagement and achievement, as 86% of students state.

Social engineering is indeed an important aspect of e-learning security that should not be overlooked. 92% of students, report having encountered social engineering-related problems and affirm that intensive training boosts their confidence in the e-learning system and helps them protect their data. Protecting students from such issues requires a combination of technical and educational measures, including educating them about the tactics used by cybercriminals, such as phishing and pre-texting baiting. Providing two or more forms of authentication, including a strong password and a two-factor authentication, may be more effective and may also demonstrate their commitment to student data privacy and security, fostering trust and confidence among students in the e-learning system.

Students who report concerns about e-learning systems security may be less likely to use the system frequently which could lead to reduced engagement and academic achievement. Students who perceive e-learning systems as secure may be more likely to use the system frequently and engage with it more effectively.

Students who are required to use strong security measures such as strong passwords or two-factor authentication may perceive the system as more secure and trustworthy.

Students who receive training on e-learning system security best practices may be more likely to engage with the system and use it effectively and may also report higher levels of trust and confidence.

Students who receive regular updates and communication about the e-learning system's security can help them feel more informed about the security measures, leading to more positive attitudes and trust.

The use of personal devices in e-learning systems can increase the risk of data breaches and cyber-attacks due to the potential for unsecured devices and networks.

e-Learning systems that use cloud-based storage and security measures can help protect student data and privacy when using personal devices and networks.

Enhancing the security countermeasures in the Moodle e-learning system will enhance the student’s engagement and achievement.

Providing training to students on how to recognize and avoid phishing or fraudulent emails and other forms of cybercrime is an important step in promoting digital safety and security. It can help to develop better digital literacy skills and create a safer online environment for all users.

**TABLE II. RESULTS OF THE STUDY SURVEY**

<table>
<thead>
<tr>
<th>Response Option</th>
<th>Strongly Agree</th>
<th>Agree</th>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Do not know</th>
</tr>
</thead>
<tbody>
<tr>
<td>The current Moodle e-learning system is considered a secure and effective learning tool.</td>
<td>0.29</td>
<td>0.27</td>
<td>0.2</td>
<td>0.22</td>
<td>0.02</td>
</tr>
<tr>
<td>Students who report concerns about e-learning systems security may be less likely to use the system frequently which could lead to reduced engagement and academic achievement.</td>
<td>0.43</td>
<td>0.45</td>
<td>0.07</td>
<td>0.03</td>
<td>0.02</td>
</tr>
<tr>
<td>Students who perceive e-learning systems as secure may be more likely to use the system frequently and engage with it more effectively.</td>
<td>0.41</td>
<td>0.44</td>
<td>0.08</td>
<td>0.06</td>
<td>0.01</td>
</tr>
<tr>
<td>Students who are required to use strong security measures such as strong passwords or two-factor authentication may perceive the system as more secure and trustworthy.</td>
<td>0.33</td>
<td>0.36</td>
<td>0.11</td>
<td>0.14</td>
<td>0.06</td>
</tr>
<tr>
<td>Students who receive training on e-learning system security best practices may be more likely to engage with the system and use it effectively and may also report higher levels of trust and confidence.</td>
<td>0.47</td>
<td>0.44</td>
<td>0.02</td>
<td>0.04</td>
<td>0.03</td>
</tr>
<tr>
<td>Students who receive regular updates and communication about the e-learning system's security can help them feel more informed about the security measures, leading to more positive attitudes and trust.</td>
<td>0.41</td>
<td>0.43</td>
<td>0.03</td>
<td>0.07</td>
<td>0.06</td>
</tr>
<tr>
<td>Students who receive training on cyber security practices and awareness may be more likely to protect their personal data and privacy.</td>
<td>0.51</td>
<td>0.41</td>
<td>0.01</td>
<td>0.03</td>
<td>0.04</td>
</tr>
<tr>
<td>The use of personal devices in e-learning systems can increase the risk of data breaches and cyber-attacks due to the potential for unsecured devices and networks.</td>
<td>0.31</td>
<td>0.33</td>
<td>0.16</td>
<td>0.19</td>
<td>0.01</td>
</tr>
<tr>
<td>e-Learning systems that use cloud-based storage and security measures can help protect student data and privacy when using personal devices and networks.</td>
<td>0.34</td>
<td>0.33</td>
<td>0.15</td>
<td>0.1</td>
<td>0.08</td>
</tr>
<tr>
<td>Enhancing the security countermeasures in the Moodle e-learning system will enhance the student’s engagement and achievement.</td>
<td>0.42</td>
<td>0.44</td>
<td>0.03</td>
<td>0.05</td>
<td>0.06</td>
</tr>
<tr>
<td>Providing training to students on how to recognize and avoid phishing or fraudulent emails and other forms of cybercrime is an important step in promoting digital safety and security. It can help to develop better digital literacy skills and create a safer online environment for all users.</td>
<td>0.49</td>
<td>0.45</td>
<td>0.01</td>
<td>0.03</td>
<td>0.02</td>
</tr>
</tbody>
</table>
A. Statistical Analysis

The data collected is analyzed using descriptive statistics to summarize their frequency and distribution. The study sample and variables were described using frequencies and standard deviations. To ascertain whether there were any statistically significant differences between the study group means, the one-way analysis of variance (ANOVA) was also utilized to prove the study hypothesis. All statistical analyses were performed using SPSS version 25.0. It specifically evaluates the null hypothesis, thus if there are at least two group means that are statistically significantly different from one another, the alternative hypothesis (Ha) will be accepted.

According to the statistical analysis shown in Table III, the "Strongly Agree" group has the highest mean (0.40), followed by the "Agree" group (0.39). Strongly disagree, disagree, and do not know with respective mean values of 0.07, 0.08, and 0.03. The research reveals that the 'Strongly Agree' group has the highest standard deviation (0.074), which is relatively small and indicates less dispersion than the means of the other groups. Because of this, there is a large statistical difference between the groups. A low standard error indicates that the data points in a sample are tightly clustered around the sample mean, suggesting that the sample accurately represents the population being studied and that the estimated value is closer to the true population parameter. An ANOVA test for the study variables at a 0.95 confidence interval is figured in Table IV. The value of P (9.03518E-23) is less than 0.05, which indicates that the probability of obtaining the observed test statistic under the null hypothesis is very low, and hence, the null hypothesis is unlikely to be true. Consequently, there is evidence to imply that there is a statistically significant difference between the means of the variables for at least one of the groups being compared. As a result, the alternative hypothesis (Ha) has been accepted and the null hypothesis (Ho) has been rejected. So, e-learning platforms that are hosted on secure servers will lead to higher levels of user trust and confidence.

### TABLE III. DESCRIPTIVE STATISTICS OF THE STUDY VARIABLES

<table>
<thead>
<tr>
<th>Groups</th>
<th>Count</th>
<th>Sum</th>
<th>Average</th>
<th>Variance</th>
<th>Std. Dev.</th>
<th>Std. Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly agree</td>
<td>11</td>
<td>4.41</td>
<td>0.400909</td>
<td>0.005529</td>
<td>0.0743</td>
<td>0.02241</td>
</tr>
<tr>
<td>Agree</td>
<td>11</td>
<td>4.35</td>
<td>0.395454</td>
<td>0.003887</td>
<td>0.0623</td>
<td>0.01879</td>
</tr>
<tr>
<td>Strongly disagree</td>
<td>11</td>
<td>0.87</td>
<td>0.079090</td>
<td>0.004509</td>
<td>0.0671</td>
<td>0.02024</td>
</tr>
<tr>
<td>Disagree</td>
<td>11</td>
<td>0.96</td>
<td>0.087272</td>
<td>0.004561</td>
<td>0.0675</td>
<td>0.02036</td>
</tr>
<tr>
<td>Do not know</td>
<td>11</td>
<td>0.41</td>
<td>0.037272</td>
<td>0.000581</td>
<td>0.0241</td>
<td>0.00272</td>
</tr>
</tbody>
</table>

### TABLE IV. ANOVA TEST FOR THE STUDY VARIABLES AT A = 0.05

<table>
<thead>
<tr>
<th>Source of Variation</th>
<th>SS</th>
<th>df</th>
<th>MS</th>
<th>F</th>
<th>P-value</th>
<th>F crit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between Groups</td>
<td>1.456109</td>
<td>901</td>
<td>0.036402</td>
<td>95.4495</td>
<td>9.03518</td>
<td>2.55717</td>
</tr>
<tr>
<td>Within Groups</td>
<td>0.190690</td>
<td>909</td>
<td>0.00381</td>
<td>9.03518</td>
<td>2.55717</td>
<td>915</td>
</tr>
<tr>
<td>Total</td>
<td>1.6468</td>
<td>54</td>
<td>0.0675</td>
<td>0.02036</td>
<td>0.00272</td>
<td></td>
</tr>
</tbody>
</table>

VI. CONCLUSION AND FUTURE WORK

With the increasing popularity of e-learning, there has been a corresponding rise in security and cybersecurity concerns. This is because e-learning platforms and tools store and transmit sensitive information, such as personal identification details, financial information, and intellectual property. Therefore, e-learning platforms are also vulnerable to cyber threats due to the large amounts of data they handle, the use of multiple devices and networks, and the diversity of users.

This research aims at exploring whether e-learning security and privacy concerns have an effect on the overall standard of education and can provide valuable insights into the relationship between cybersecurity and educational outcomes. The effectiveness of the security framework on students’ academic achievement and their satisfaction with the security countermeasures in an e-learning system are both evaluated using a sample study that is presented. Statistical analysis finding suggests that implementing security and cybersecurity countermeasures can positively impact students’ engagement with a system. Encouraging feedback and communication from students about their e-learning experience can be an effective way to address any security issues or concerns and improve their engagement with the e-learning content. By actively seeking and listening to feedback, instructors, and administrators can identify potential areas of vulnerability in the system and take steps to improve security measures.
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Abstract—The emerging Internet of Things (IoT) makes users and things closely related together, and the interactions between users and things generate massive context data, where the preference information in time, space, and textual content is embedded. Traditional recommendation methods (e.g., movie, music, and location recommendations) are based on static intrinsic context information, which lacks consideration regarding real-time content and spatiotemporal features, failing to adapt to the personalized recommendation in IoT. Therefore, to meet users’ interests and needs in IoT, a novel effective and efficient recommendation method is urgently needed. The paper focuses on mining users’ things of interest in IoT via leveraging multidimensional context embedding. Specifically, to address the challenge from massive context data embedding different user preference information, the paper employs Convolutional Neural Networks (CNN) to mine the intrinsic content information of things and learn their represent. To solve the real-time recommendation problem, the paper proposes a real-time multimodal model embedded into location, time, and some instant content information to track the features of users and things. Furthermore, the paper proposes a matrix factorization-based framework using the regularization method to fuse real-time context embedding and intrinsic information embedding. The experimental results demonstrate the proposed method tailored to IoT is adaptable and flexible, and able to capture user personalized preference effectively.
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I. INTRODUCTION

The emerging Internet of Things (IoT) is promoting the growth of connected things (e.g., sensors, actuators, and mobile devices), which makes a large amount of data available from interactions between users and things. The data includes time, locations, textual contents, and interaction records. In addition, in IoT, some context data is changing over time to time, such as users’ locations, and things’ function availability (things in use or not in use), and in term of that one, the data could be divided into intrinsic context and instant context. Therefore, the data is characterized by massive, multidimensional, and variant. To accelerate proactively searching and promote convenient life from the massive and overloaded data, an intelligent and automated method capable of deeper understanding and mining the information is needed for personalized recommendations in IoT. The things recommendations tailored to IoT should put more emphasis on users’ and things’ states under different scenarios and time besides historical interactive preferences. Hence, the things recommendation is more complex than the conventional recommender systems like movie recommendations [1-4], music recommendations [5-7], and other location recommendations [8-10].

In IoT, each user has its own unique behavior pattern, and the things of interest and interactive behaviors usually vary with time in a day, and these behaviors are regular and cyclical. To clearly observe users’ real behaviors, the paper conducts an example for the spatiotemporal feature analysis on the real datasets from CASAS¹, which is a database collected from a smart home environment. Due to the space limitation, only three users’ behavior records are shown on the locations and time. In Fig. 1, the three users interact with similar things except for their own locations, such as latitudes and longitudes. And Fig. 2 depicts the three users’ action frequencies in the different time period are unique: user 1 usually interacts with things in the morning and afternoon, user 2 at noon, and user 3 in the early morning and evening. Consequently, the recommendation in IoT is personalized independence, context-dependence, real-time, and complexity. The following are the main challenges of achievement for things recommendations in IoT.

• Mining and indicating things intrinsic content information. When users decide to use a thing, they always make a primary assessment that the function of the thing meets interest or not. The descriptions of functional features are derived from the textual contents of things. Failure to mine and indicate the intrinsic content of things may result in some inaccurate recommendation results.

• Highly dynamic. In IoT, the locations and interests of users and the availability of things are dynamic, calling for the model capable of adapting to the changes in real-time and presenting the most timely recommendation results.

• Data sparsity. Compared with massive things in IoT, the things generating interactions with each user are limited, namely, the density of user-thing rating matrix

¹http://ailab.wsu.edu/casas/datasets/
is quite low. Therefore, under this circumstance, it is difficult to sharply explore what users may be interested in.

In light of the challenges above, the paper proposes a matrix factorization framework fusing multidimensional context embedding (McEMF), including time, intrinsic textual content, and instant location and status information to address the recommendations in IoT. Specifically, to represent and learn users’ periodic behavior regularly, the paper develops a temporal-user-thing rating matrix to record interactions between users and things. Then the rating matrix is used to implement the users’ preference model. To mine and indicate the things intrinsic content, the paper employs CNN to learn intrinsic content embedding, which could be used to measure the semantic relationships on the functions of things. And leveraging the semantic relationships, users’ preferences could be further explored with CF. To embed instant information, the paper adopts a particle filtering-based tracking method to capture the latest states of users and things. The benefit of instant information embedding is that it could help the recommender system enhance the efficiency of real-time state awareness and solve the cold-start problem. Indeed, data sparsity is a critical problem for historical data based recommender systems, and the textual content, location information, and time information are fused into the model to effectively alleviate the problem of data sparsity.

To sum up, the main contributions of the proposed McEMF are as follows:

- McEMF is a personalized things recommendation method tailored to IoT. By taking multidimensional contexts into account, McEMF captures both intrinsic content and instant information, addressing time awareness.

- Intrinsic contents and instant information are fused with improved matrix factorization technique (MF). In particular, the paper develops a CNN-based method to concatenate textual content and real-time states of things, and the real-time locations of users can constantly updated in the model to estimate the geographical relationships between things and users.

- The paper implements experiments to validate and evaluate the performance of the proposed McEMF on a real-world IoT database. The experimental results demonstrate that McEMF outperforms state-of-the-art baseline methods in effectiveness and efficiency, and it achieves the capability of IoT recommendation in real-time.

The rest of the paper is organized as follows. The paper reviews the related researches on things recommendation and IoT-oriented things recommendation in Section II. The paper presents the proposed McEMF model and describes the technical details of each procedure in Section III. The paper gives the experimental settings and reports the evaluated results of performance in Section IV. The paper is concluded in Section V.

II. RELATED WORKS

A. Things Recommendation

At present, things recommendation is a hot academic issue, and it not only benefits the person but also the third-party business. The recommender could proactively recommend users some things that they may be interested in or need, and the third-party business could also obtain more potential preferences of users. Traditional recommendation systems employ two kinds of techniques in general. One is collaborative filtering (CF) technique, and the achievement of many popular recommendation methods is based on CF to learn user preference on things from user daily records. The CF techniques are divided into the memory-based CF and the model-CF. The works [11, 12] adopt the memory-based CF, namely, they use the data collected from user behavior records to compute the similarity of users or things, to recommend things of interest for users, called as user-based CF and item-based CF respectively. Besides, the studies [3, 4, 13-15] leverage the model-based CF (e.g., Matrix Factorization) in the recommendation system. They treat each thing as an item and conduct a user-item matrix to learn the user preference on things, and each user and thing in the matrix are indicated with a \( k \)-dimensional latent vector respectively. MF has become one of the most popular techniques in the personalized recommendation, due to its effectiveness and efficiency for large sparse user-item rating matrix. Focusing on solving the problem of data sparsity, [16, 17] employ singular value decomposition (SVD) for matrices, and [18-20] propose a non-negative MF to handle high-dimensional and sparse data collected from industrial applications. Meanwhile, probabilistic MF (PMF) [21] is proposed and shown good achievements. Different from previous works with the explicit

Fig. 1. Distributions of interactions between users and things.

Fig. 2. Probabilities of interactions between users and things.
rating as feedback, [22,23] propose a second-order decomposing method to treat feedback records as implicit information. Another technique is content-based filtering, which works with the profiles of users or things in historical behavior records and recommends things in terms of the similarity from profiles. Study [10] presents a CF fusing the contents of users and things, and it recommends preference things according to the satisfaction of similar users for different things. [24, 25] expand the contents of things, associating some geographical information and social information with the contents, for recommendations. These methods alleviate the data sparsity problem to some extent. Recently, a few works integrate more context information, and they achieve better performance. Among them, some works [26-30] combine contexts with CF. e.g., [30] proposes a social spatio-temporal PMF framework, which exploits things similarity and user similarity via modeling the social space, geographical space and things category space, to achieve recommendations. The others [31-33] employ neural networks to fuse contexts, such as, [33] proposes a multisource fusion recommendation model, which jointly considers user preference, geographical information, and social information modeled by performing network representation. However, the methods above only consider some intrinsic information or historical records and ignore the important real-time or instant information that could play an important role for recommendations in IoT. For example, a chef cooks in a restaurant during the day and in the kitchen at home at night, and in this situation, people have different spatiotemporal characteristics that change over time to time, and obviously, traditional recommendation systems fail to it.

B. Things Recommendation in IoT

Time is a critical factor in modeling recommenders, as data is changing from time to time, and some works [27,29,32,34,35] have shown the importance of temporal features for the improvement of the efficiency of the recommenders. In IoT, the growth of data is exponential, and they have obvious temporal features. Therefore, when modeling user preference, temporal information is essential. Recently, there are few works on things recommendation systems in IoT. Research [36] proposes a Trinity method, and the method constructs three categories of graphs related things from things usage records, namely, user-thing graph, time-thing graph, and location-thing graph, to mine possible user preference. The author in [37] presents a STUnion model, whose core work is two created graphs. One is the spatiotemporal graph that represents the relationships between users, things, time, and locations. Another is the social graph that indicates the social relationships of users. And the two graph relationships are used to model the user preferences on things with a linear combination. Recently, [38] proposes a time-aware smart thing recommendation model, which integrates user preferences and different social relationships between objects learned via graph embedding. And then, to capture more potential relationships between users and things, [39] models the influences of geographical, social, manufacturer, and economic factors on interactions and integrates them in the recommender system by deriving transition probabilities. These methods above take advantage of spatial information and temporal information in the recommenders. However, they are insufficient for real-time information. Compared with traditional web data, physical things and users are more dynamic in IoT, thus the recommendation model tailored to IoT should be able to adapt up-to-date information. Consequently, the paper focuses on achieving a real-time recommendation system in the paper, and proposes a things-recommendation method with multidimensional context embedding, which captures intrinsic information and instant information, to make more accurate recommendations.

III. MULTIDIMENSIONAL CONTEXT EMBEDDING FOR THINGS RECOMMENDATIONS

In this section, the paper develops a multidimensional context embedding framework fusing intrinsic information and instant information as Fig. 3 and gives the procedures in detail. The proposed framework employs the historical interactive records (data) between users and things to model user preference. Meanwhile, it captures the instant information on locations of users and states (availability) of things for fitting the historical user preference to make the most up-to-date recommendations. Specifically, the framework consists of four procedures: (1) problem definition and notations in the framework; (2) intrinsic information embedding model; (3) real-time information embedding model; (4) fused model.

![Fig. 3. Overview of the system framework.](image-url)
A. Problem Definition and Notations

Formally, a thing’s interactive record is created when a person interacts with a particular thing. Let \( U \) be a set of users, \( u_i \in U \), and \( T \) a set of things, \( t_j \in T \), and the record is represented as a pairwise \( r_{i,j} = (u_i, t_j) \), which forms a matrix \( r_{i,j} \in \mathbb{R}^{U \times |T|} \). Besides, for each record, some context information is considered, such as, temporal information that indicates when the interaction happens, and spatial information that indicates where the interaction happens, and the profiles of things that indicate the functions of things. Each record is a quadruple of User, Thing with a certain function, Timestamp, Location as the following definitions.

Definition 1 (Things Interactive Record) Let \( U=\{u_1, u_2, \ldots, u_m\}, T=\{t_1, t_2, \ldots, t_n\}, L=\{l_1, l_2, \ldots, l_p\}, \) and \( I=\{1, 2, \ldots, q\} \) represent the set of users, things, locations, and timestamps, respectively, where each \( t_j \) has a bag of keywords \( C_d \) indicating its function review. An interactive record of a thing \( t \) is denoted by \( h \in H=\{h_1, h_2, \ldots, h_y\} \in \langle u_i, t_j, r_r|u \in U \land t \in T \land l \in L \land r \in I \rangle \), indicating that user \( u \) uses thing \( t \) in the location \( l \) at timestamp \( r \).

Definition 2 (Three-Level Time Granularity) According to our life experiences, users behave periodically in daily life. Specifically, people (users) may regularly stay at the workplace on weekdays and at the entertainment places or home on the weekends, namely, each user may have a different periodic behavior pattern on weekdays and weekends respectively. Let the temporal states \( \Gamma =\{ \text{weekday}, \text{weekend}\} \). Furthermore, one day is divided into 24 hours, thus \( 2*24 = 48 \) temporal units \( \Gamma \) can be obtained, and \( r \in \Gamma \). The paper exploits the three types of time to learn the temporal features of interactions.

Definition 3 (Temporal-User-Thing Rating Matrix) In a record \( h \), the timestamp \( r \) is cyclical, therefore, matrix \( R[U][T][\Gamma] \) is extended to \( R[U][T][\Gamma], r_u, r_t \in R[U][T][\Gamma] \). Note that due to location \( l \) with random and real-time, it is not suitable for merging into the matrix \( R[U][T][\Gamma] \) indicating the historical interaction records. Location \( l \) is a piece of instant information.

\[ R[U][T][\Gamma] \] is a sparse matrix, and user historical preference is approximately expressed as \( R[u][T][\Gamma] \approx p_u^k q_{t_r} \), where \( p_u \) and \( q_{t_r} \) are the user latent k-dimensional vector and the thing latent k-dimensional vector at timestamp \( r \), respectively. The proposed framework is to predict the missing entities, and it will recommend the things with the bigger predicted ratings to given users. The major notations in the framework are summarized in Table I.

B. Intrinsic Information Embedding Model

When a user uses a specific thing, he/she mainly considers whether the functions of the thing can meet his/her needs or not. Therefore, the paper proposes an intrinsic information embedding model to represent the functional features of things as the low-dimensional vectors so that the model could learn the semantic relationships between things. The descriptions on things’ functions are captured from the textual content, and CNN is employed for intrinsic information embedding. More specifically, as Fig. 4 illustrates. Given a text with \( C_d \), each word \( c_i \) in \( C_d \) will be represented by an n-dimensional vector leveraging a non-static word embedding function. Supposing that there are \( N \) words in \( C_d \), an \( N \times n \) embedding matrix of \( C_d \) could be constructed, represented as:

\[
\Pi(C_d) = \Phi(c_1) \odot \Phi(c_2) \odot \ldots \odot \Phi(c_N),
\]

where \( \Pi(C_d) \) indicates the \( N \times n \) embedding matrix of \( C_d \), and \( \Phi(c_j) \) is a word embedding function to map the \( c_j \) into an \( n \)-dimensional vector, and \( \odot \) is the concatenation operator. The model inputs the word embedding into CNN, and uses convolution layers with filter windows of unigram, bigram and trigram, where the model applies a convolution operation to the inputs. Each convolution filter applies a filter \( f_j \) to a window of \( s \) words to generate a new feature \( z^k_j \):

\[
z^k_j = F(\Pi(C_d) * f_j + b_j),
\]

**TABLE I. NOTATIONS IN THE FRAMEWORK**

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( U, T, L, I )</td>
<td>user set, things set, location set, and timestamp set.</td>
</tr>
<tr>
<td>( r, \Gamma, r' )</td>
<td>the timestamp, the temporal unit, and the temporal state, ( r \in \Gamma ).</td>
</tr>
<tr>
<td>( R_{UST} )</td>
<td>temporal-user-thing rating matrix, ( r_u, r_t \in R[U][T][\Gamma]. )</td>
</tr>
<tr>
<td>( p_u, q_{t_r} )</td>
<td>user latent vector, thing latent vector at ( r ).</td>
</tr>
<tr>
<td>( k )</td>
<td>the dimension of the latent vector.</td>
</tr>
<tr>
<td>( g(u, t, r) )</td>
<td>the user-thing geographical relationship matrix.</td>
</tr>
</tbody>
</table>

![Fig. 4. The representation learning model of the intrinsic information.](https://example.com/fig4.png)
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where $F$ is the activation function, and inspiring by [40], in Eq. (2), Rectified Linear Units (ReLUs) is used as the activation function. * is the convolution operation, and $b_j$ is a bias term. Furthermore, the model sorts the biggest value from each feature map in the max-pooling layer:

$$L_h = \{\ell_1, \ell_2, ..., \ell_{n_f}\}, h \in \{1, 2, 3\}, (3)$$

where $\ell_j$ denotes the feature corresponding to filter $f_i$, and there are $n_f$ filters. For each $\ell_j$:

$$\ell_j = \max\{z_{j1}, z_{j2}, ..., z_{jN-f+1}\}. (4)$$

Afterward, the max-pooling layer $L_1$, $L_2$, and $L_3$ are concatenated:

$$L = L_1 \oplus L_2 \oplus L_3. (5)$$

The model feeds $L$ obtained by max-pooling into the fully connected layer to integrate the intrinsic information embedding vector of the functional features of the thing $t$ $q_t^{intrinsic}$:

$$q_t^{intrinsic} = F(W_{intrinsic} \times L + B_{intrinsic}), (6)$$

where $W_{intrinsic}$ is the weight corresponding to $L$, and $B_{intrinsic}$ denotes a bias term. $W_{intrinsic}$, $B_{intrinsic}$, and other parameters in the model are trained together with McEMF via backpropagation. $q_t^{intrinsic}$ is a high-level feature vector combining non-linearly $n_{intrinsic}$ feature vectors of the thing’s functions.

C. Real-time Information Embedding Model

$p_t^u q_t^u$ could capture user preference things only based on the past interactive records and could not make use of some instant information to meet user real-time needs. To tackle the issue, the paper proposes an instant information embedding model for recommender in IoT. There are two main kinds of instant information in IoT, namely, two subproblems that need to be solved. One is the thing’s availability, which indicates a thing in use or not in use at timestamp $t$, and that is because a thing could not be used by multiple users at the same time in general (e.g., Automatic Teller Machine, ATM). To address the subproblem, the paper firstly employs a particle filtering [41] to track the latest things’ availability and continuously refine the functions of things, obtaining the instant information embedding vector of the thing $t$ $q_t^{instant}$ with $n_{instant}$-dimensional features. Then $q_t^{intrinsic}$ and $q_t^{instant}$ are fused into a new $(n_{intrinsic} + n_{instant})$-dimensional vector $V_t^{r}$:

$$V_t^{r} = q_t^{intrinsic} \oplus q_t^{instant}. (7)$$

$V_t^{r}$ is input into the fully connected layer to synthesize a high-level feature vector $q_t^{r}$:

$$q_t^{r} = F(W \times V_t^{r} + B). (8)$$

where $W$ is the weight corresponding to $V_t^{r}$, inside layer, and $B$ denotes a bias term and $q_t^{r}$ is a high-level vector including the intrinsic functional features and instant functional features, indicating the real-time features of thing $t$ at timestamp $t$.

Another one is the users’ locations, which are used to measure the geographical relationships between users and things, and according to Tobler’s First Law of Geography [42]: “near things are more related than distant things”. Thus, users intuitively tend to use nearby things. To address this subproblem, the users’ locations $l_p^u$ at timestamp $t$ is tracked and the geographical relationships between users and things geo-tagged $l_p^t$ are computed as follows:

$$D_r(u, t, r) = \begin{cases} 1, & l_p^u and l_p^t in same region at r \\ 1 + d(l_p^u) + d(c(u), c(t)) & otherwise. \end{cases} (9)$$

where the paper partitions the regions based on the things’ coordinates (longitudes and latitudes). Each region has a region center, and when both user $u$ and thing $t$ are in the same region, they have the same region center, assuming the geographical relationship as 1. Otherwise, the paper computes the geographical relationship by leveraging two types of distances. $d(l_p^u)$ is the distance between user $u$ and thing $t$, and $d(c(u), c(t))$ corresponds to the distance between the region centers of user $u$ and thing $t$, and $\min$ indicates the minimum distance between different region centers. Furthermore, the geographical influences $g(u, t, r)$ is as $g(u, t, r) \propto \frac{1}{D_r(u, t, r)}$. Therefore, the user real-time interactive preference $y_{u,t,r}$ is given as:

$$y_{u,t,r} = p_t^u q_t^{r} : g(u, t, r). (10)$$

D. Fused Model

In this section, the paper proposes a comprehensive framework based on MF with regularization (McEMF). The user real-time interactive preference $y_{u,t,r}$ is used to be close to the historical interaction rating $r_{u,t}$ for the user preference model. Moreover, the paper employs the Frobenius norm to fuse $q_t^{r}$ into the framework for the influence of the functional features of things, and adopts the regularizations to avoid over-fitting. Specifically, the objective function is as follows:

$$g = \frac{1}{2} \sum_{u \in U, t \in I_T, r \in I} (r_{u,t,r} - y_{u,t,r})^2$$

$$+ \lambda_q \sum_{t \in I_T} \sum_{r \in I} \sum_{t \in I_T} ||q_t^{r} - q_t^{r}_{\text{intrinsic}}||^2$$

$$+ \lambda_p \sum_{u \in U} ||p_u||^2 + \lambda_p \sum_{r \in I} \sum_{t \in I_T} ||q_t^{r}||^2, (11)$$

where $\lambda_q$ is a trade-off parameter, which balances the importance between the user preference model and the real-time functional features of things. When $\lambda_q$ is equal to zero, the objective function ignores the influence of the functional features, and a bigger $\lambda_q$ means that $q_t^{r}$ is closer to $q_t^{r}_{\text{intrinsic}}$. $\lambda_p$ and $\lambda_q$ are the regularization coefficients. When $\lambda_p$ and $\lambda_p$ are limited to zero, the objective function tends to over-fit the training dataset, and when $\lambda_p$ and $\lambda_q$ approach to infinite, it tends to under-fitting. For the framework optimization, the paper uses gradient descent in $u$ and $t$ to find a minimum of
the objective function as follows:
\[
u \leftarrow u - \delta \cdot \frac{\partial E}{\partial u} \tag{12}
\]
and
\[
t \leftarrow t - \delta \cdot \frac{\partial E}{\partial t} \tag{13}
\]
where \(\delta\) is the learning rate. After optimizing the framework, the user personalized preferences on things in real-time could be found by computing the rating given the interactive records, intrinsic information embedding, and instant information embedding. Then a recommendation list is constructed via sorting the rating for each user at a specific time period.

Time complexity analysis: The time complexity analysis of the framework is divided into three parts. The first one is the time for updating the user and thing latent vectors, which takes \(O(k^2|R|+k^3(|U|+|T|))\). The second one is the time for updating a CNN embedding things’ information, and the complexity is \(O(nf \times N \times n \times |T|)\). The third one is the time complexity for updating a fully connected layer, which takes \(O(|W| \times |T|)\). Therefore, the total time complexity is \(O(k^2|R|+k^3(|U|+|T|)+ nf \times N \times n \times |T|+|W| \times |T|)\) for per given data.

IV. EXPERIMENTS

A. Experimental Setup

1) Dataset: The paper leverages CASAS datasets, which are augmented with the dataset as in [36, 37] collected from a smart home environment for a period of four months. The environment contains six diverse categories: entertainment, office, cooking, transportation, medical, and house appliances. And the users with less than 10-time records and things that are used less than five times are eliminated to reduce abnormal data. To the end, these datasets contain 1020 users, 855 things, and 108650 interactive records, illustrated in Table II. The paper separates the data into 8:2 ratio as training data and testing data, respectively. Then, some abnormal data filtered out is selected to validate the proposed model on the cold-start problem.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Users</th>
<th>Things</th>
<th>Categories</th>
<th>Records</th>
<th>Density</th>
</tr>
</thead>
<tbody>
<tr>
<td>CASAS</td>
<td>228635</td>
<td>10256</td>
<td>6</td>
<td>1586507</td>
<td>6.8×10^{-4}</td>
</tr>
</tbody>
</table>

2) Evaluation metrics: As the proposed model generates a recommendation list for each user in real-time, the users will receive different recommendation results at different time period. The recommendation list is denoted as \(Y_i = \{y_{i1}^1, y_{i1}^2, ..., y_{iK}^K\}\), where \(y_{ij}^k\) is the \(j\)-th recommended thing in terms of the rating and \(i = (u, r)\). Therefore, the paper evaluates the proposed model via leveraging two ranking-based metrics: Recall@\(K\) and mean reciprocal rank (MRR).

Recall@\(K\) means the proportion of the things related to the ground-truth things in the top-\(K\) recommendation results. The Recall@\(K\) is defined as:
\[
\text{Recall@}K = \frac{1}{|S_{test}|} \sum_{i=1}^{|S_{test}|} |\{j\in Y_i^{|K}, j \in R_i\}|, \tag{14}
\]
where \(R_i\) is the ground-truth things, and \(S_{test}\) represents the testing dataset, \(S_{test} \subseteq R_i\).

MRR is a metric for ranking position. It refers to that in the recommendation list, the more things related to the ground-truth things are ranked in the front, the better the recommendation results are. MRR is defined as:
\[
\text{MRR} = \frac{1}{|S_{test}|} \sum_{i=1}^{|S_{test}|} \frac{1}{r_{i}}, \tag{15}
\]
where \(r_{i}\) is the ranking position of the relevant thing in \(Y_i\) found together from \(R_i\) and \(Y_i\) for the first time.

3) Baseline methods: To evaluate the performance of the proposed model, the paper selects the following classical and state-of-the-art methods as the baseline methods:

MF: A classical and popular collaborative filtering method for things of interest recommendation.

STUnion [37]: The method uses the context information to create a spatiotemporal graph and a social graph, which are linearly combined to model the user preference things.

KGE[39]: The method proposes to fuse various things social relationships via graph embedding for enhancing user preference predictions.

SORRec[40]: The method proposes to represent richer relationships between users and things by contexts and integrate them in the recommender system.

McEMF: The proposed method.

4) Parameter settings: In McEMF, there are four set parameters, including \(\lambda_q, \lambda_p, \lambda_v\), and \(\delta\). The paper uses the grid search method to adjust the parameters and finally sets \(\lambda_q = 1\), regularization coefficients \(\lambda_p = \lambda_v = 0.1\), and \(\delta = 0.01\). In other compared baseline methods, the paper tries the best to ensure that their parameters are consistent with the original papers.

B. Discussion of Baselines

To further elaborate on the contributions and innovations of McEMF, the paper shows the difference between baselines as Table III illustrated. MF is a classical and popular collaborative filtering method without fusing any contexts, and it could only depend on the historical interactions to learn user preferences, which fails to overcome the data sparsity and meet users’ real-time demand. The others, such as STUnion, KGE, and SORRec, consider intrinsic context factors like spatiotemporal and social information etc, however, they ignore the instant information that can indicate users’ real-time demands and fail to achieve the best things recommendation under different scenarios and time. The specific performance evaluation is given in the next section.

C. Experimental Results

Firstly, the paper evaluates the performance of all methods with top-5 recommendation things in different dimensions, \(k\={5, 10, 20, 40}\). The results are shown in Table IV. McEMF
outperforms all other baselines on both Recall@5 and MRR. Specifically, the popular STUnion, KGE, SORec, and the proposed McEMF are superior to the classical MF. Besides, McEMF achieves 51.12% improvement over MF. When \( k \) is smaller, the performance of STUnion, KGE, SORec, and McEMF is closer, however, when \( k \) is bigger and \( k=20 \), the other baselines are inferior to McEMF, obviously. The reason is that McEMF naturally integrates more real-time information into the recommender system, such as the real-time geographical relationships and the real-time availability of things, which play an important role in things of interest recommendation in IoT. There is little difference between KGE and SORec, because both of them fuse multiple intrinsic context information. It can observe that McEMF achieves the best performance when \( k=20 \), hence let \( k=20 \) in the next experiments.

Then, the paper evaluates the performance of all methods with top-\( K \) recommendation things in the dimension \( k=20 \). The results are illustrated in Table V. From the results, it can observe that the longer recommendation lists recommender give, the higher recall recommenders can achieve. McEMF achieves better performance compared with the other baselines on MRR and Recall with different \( K \). Moreover, when \( K=1 \), McEMF achieves 29.20% improvements over SORec respectively, which implies McEMF could give the best recommendation result in real-time. With the increase of \( K \), the changing rates of Recall and MRR are slowing down. The reason may be that there is little difference in user preference for things at the end of the lists when the recommended lists reach a certain length.

Furthermore, the paper evaluates the performance of the proposed McEMF for the cold-start problem. The paper adopts the eliminated data, where the number of the interactive records of a user is \( n=\{1, 3, 5\} \). The results are shown in following Table VI. Obviously, for the cold-start problem, McEMF has outstanding advantages compared with other baselines, which benefits from real-time information embedding. In particular, when \( n=1 \), McEMF achieves 32.79% improvement over SORec, respectively. MF that ignores the context information is the worst among all methods.

### TABLE III. **THE DIFFERENCE BETWEEN BASELINES**

<table>
<thead>
<tr>
<th>Methods</th>
<th>Intrinsic context</th>
<th>Instant context</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Social</td>
<td>Spatiotemporal</td>
<td>Content</td>
<td>Users’ states</td>
</tr>
<tr>
<td>MF</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>STUnion</td>
<td>( \checkmark )</td>
<td>( \checkmark )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>KGE</td>
<td>( \checkmark )</td>
<td>( \checkmark )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SORec</td>
<td>( \checkmark )</td>
<td>( \checkmark )</td>
<td>( \checkmark )</td>
<td></td>
</tr>
<tr>
<td>McEMF</td>
<td>( \checkmark )</td>
<td>( \checkmark )</td>
<td>( \checkmark )</td>
<td>( \checkmark )</td>
</tr>
</tbody>
</table>

### TABLE IV. **TOP-5 RESULTS OF RECOMMENDATIONS IN DIFFERENT DIMENSIONS**

<table>
<thead>
<tr>
<th>( k )</th>
<th>metrics</th>
<th>MF</th>
<th>STUnion</th>
<th>KGE</th>
<th>SORec</th>
<th>McEMF</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.2524</td>
<td>0.3505</td>
<td>0.3603</td>
<td>0.3617</td>
<td>0.3603</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.1552</td>
<td>0.2310</td>
<td>0.2412</td>
<td>0.2489</td>
<td>0.2416</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.1587</td>
<td>0.2310</td>
<td>0.2412</td>
<td>0.2489</td>
<td>0.2485</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.2581</td>
<td>0.3505</td>
<td>0.3603</td>
<td>0.3617</td>
<td>0.3705</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.1601</td>
<td>0.2310</td>
<td>0.2412</td>
<td>0.2489</td>
<td>0.2596</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0.2577</td>
<td>0.3505</td>
<td>0.3603</td>
<td>0.3617</td>
<td>0.3690</td>
<td></td>
</tr>
</tbody>
</table>

Next, the paper examines the sensitivity of McEMF to parameters \( \lambda_q \), \( \lambda_p \), and \( \lambda_v \). The paper conducts three sets of experiments. Fig. 5 shows that the performance is changing with \( \lambda_q \) when fixing \( \lambda_p = \lambda_v = 0.1 \). It can observe that the performance is sensitive to \( \lambda_q \). At first, Recall@5 and MRR are increasing with \( \lambda_q \) and then decreasing after \( \lambda_q = 1 \). Therefore, it is believed that \( \lambda_q = 1 \) is the optimal setting. When \( \lambda_q \) is smaller, McEMF will degenerate into the classical MF as expected. Fig. 6 shows that the performance is changing with \( \lambda_p \) when fixing \( \lambda_q = 1 \) and \( \lambda_v = 0.1 \). It can observe that both Recall@5 and MRR achieve the best performance somewhere near \( \lambda_p = 0.1 \). Fig. 7 illustrates that the performance is changing with \( \lambda_v \) when fixing \( \lambda_q = 1 \) and \( \lambda_p = 0.1 \). It can observe that both Recall@5 and MRR achieve the best performance somewhere near \( \lambda_v = 0.1 \).

To evaluate the impact of the instant contextual embedding and the intrinsic information embedding to the proposed McEMF, the paper excludes the intrinsic information embedding from the model, denoted as McEMF/intrinsic, the instant contextual embedding from the model, denoted as McEMF/inst, and both the instant contextual embedding and the intrinsic information embedding from the model, denoted as McEMF/inst_intrinsic, respectively. The comparison results are shown in Fig. 8. McEMF outperforms McEMF/intrinsic, McEMF/inst, and McEMF/inst_intrinsic, which indicates both the instant contextual embedding and the intrinsic information embedding effectively promote the recommendation effects. Furthermore, McEMF/intrinsic is superior to McEMF/inst, which implies that the real-time information play a more important role than the intrinsic information in IoT scenarios.

### TABLE V. **TOP-K RESULTS OF RECOMMENDATIONS IN THE DIMENSION \( K=20 \)**

<table>
<thead>
<tr>
<th>metrics</th>
<th>MF</th>
<th>STUnion</th>
<th>KGE</th>
<th>SORec</th>
<th>McEMF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recall@1</td>
<td>0.0324</td>
<td>0.1206</td>
<td>0.1420</td>
<td>0.1429</td>
<td>0.1876</td>
</tr>
<tr>
<td>MRR</td>
<td>0.0175</td>
<td>0.0797</td>
<td>0.1248</td>
<td>0.1250</td>
<td>0.1589</td>
</tr>
<tr>
<td>Recall@5</td>
<td>0.2581</td>
<td>0.3505</td>
<td>0.3603</td>
<td>0.3617</td>
<td>0.3705</td>
</tr>
<tr>
<td>MRR</td>
<td>0.1601</td>
<td>0.2310</td>
<td>0.2412</td>
<td>0.2489</td>
<td>0.2596</td>
</tr>
<tr>
<td>Recall@10</td>
<td>0.3150</td>
<td>0.4442</td>
<td>0.4748</td>
<td>0.4756</td>
<td>0.4903</td>
</tr>
<tr>
<td>MRR</td>
<td>0.2364</td>
<td>0.3526</td>
<td>0.3665</td>
<td>0.3666</td>
<td>0.3812</td>
</tr>
<tr>
<td>Recall@20</td>
<td>0.3345</td>
<td>0.4608</td>
<td>0.4893</td>
<td>0.4897</td>
<td>0.5147</td>
</tr>
<tr>
<td>MRR</td>
<td>0.2555</td>
<td>0.3687</td>
<td>0.3815</td>
<td>0.3820</td>
<td>0.3995</td>
</tr>
</tbody>
</table>

### TABLE VI. **GIVEN-N RESULTS OF RECOMMENDATIONS IN THE DIMENSION \( K=20 \)**

<table>
<thead>
<tr>
<th>( n )</th>
<th>metrics</th>
<th>MF</th>
<th>STUnion</th>
<th>FST</th>
<th>KGE</th>
<th>SORec</th>
<th>McEMF</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Recall@5</td>
<td>0.0096</td>
<td>0.0305</td>
<td>0.0770</td>
<td>0.0766</td>
<td>0.0767</td>
<td>0.1033</td>
</tr>
<tr>
<td></td>
<td>MRR</td>
<td>0.0042</td>
<td>0.0210</td>
<td>0.0489</td>
<td>0.0482</td>
<td>0.0479</td>
<td>0.0627</td>
</tr>
<tr>
<td>3</td>
<td>Recall@5</td>
<td>0.0131</td>
<td>0.0354</td>
<td>0.0805</td>
<td>0.0800</td>
<td>0.0801</td>
<td>0.1094</td>
</tr>
<tr>
<td></td>
<td>MRR</td>
<td>0.0079</td>
<td>0.0253</td>
<td>0.0525</td>
<td>0.0511</td>
<td>0.0510</td>
<td>0.0660</td>
</tr>
<tr>
<td>5</td>
<td>Recall@5</td>
<td>0.0168</td>
<td>0.0465</td>
<td>0.1062</td>
<td>0.1053</td>
<td>0.1056</td>
<td>0.1122</td>
</tr>
<tr>
<td></td>
<td>MRR</td>
<td>0.0102</td>
<td>0.0313</td>
<td>0.0867</td>
<td>0.0856</td>
<td>0.0854</td>
<td>0.0977</td>
</tr>
</tbody>
</table>
The user-thing interactions in real IoT scenarios are dynamic and sparse, which is a challenge for things of interest recommendations. To solve the challenge, the paper proposes a recommendation model with multi-dimensional context embedding, which learns the user preferences in real-time by fusing the instant information and the intrinsic information into the matrix factorization framework. In the proposed model, the paper employs CNN to model the functional features of things. As conventional rating matrices fail to represent the temporal features, the paper proposes a temporal-user-thing rating matrix, which is used to model user preference via integrating the instant geographical information.

The paper uses the traditional Control Variate Technique to adjust the hyper-parameters of CNN in McEMF, as shown in Table VII. As it can see, the optimal combination of the parameters is Cross features + Hidden layers (512-256-128-64-1, ReLUs, Normal initializer, Dropout). From the results, the following conclusions can be inferred. (1) The number of neural units and hidden layers are not the most crucial factors for recommendation performance, and less hidden layers could avoid over-fitting. (2) Both activation function and initializer play an important role, because a proper activation or initializer can adjust the data distribution fed in each layer well. (3) Dropout and L2 regular are widely used to avoid over-fitting, and in the experiments, Dropout has more advantages.

### V. CONCLUSION

The user-thing interactions in real IoT scenarios are dynamic and sparse, which is a challenge for things of interest recommendations. To solve the challenge, the paper proposes a recommendation model with multi-dimensional context embedding, which learns the user preferences in real-time by fusing the instant information and the intrinsic information into the matrix factorization framework. In the proposed model, the paper employs CNN to model the functional features of things. As conventional rating matrices fail to represent the temporal features, the paper proposes a temporal-user-thing rating matrix, which is used to model user preference via integrating the instant geographical information. The paper evaluates the performance of the proposed model through experiments on real-world IoT datasets. The paper compares the model with other state-of-the-art methods on three sets of experiments, as Table III, Table IV, and Table V. The results demonstrate that the effectiveness and efficiency of the proposed model.

![Fig. 5. Recall@5 and MRR for different $\lambda_q$.](image1)

![Fig. 6. Recall@5 and MRR for different $\lambda_p$.](image2)

![Fig. 7. Recall@5 and MRR for different $\lambda_o$.](image3)

![Fig. 8. The comparison of the impacts of the instant contextual embedding and the intrinsic information embedding to McEMF.](image4)

### TABLE VII. THE HYPER-PARAMETERS ADJUSTMENT OF CNN IN McEMF

<table>
<thead>
<tr>
<th>Hyper-parameters of hidden layers</th>
<th>Recall@1</th>
<th>MRR</th>
<th>Recall@5</th>
<th>MRR</th>
<th>Recall@10</th>
<th>MRR</th>
<th>Recall@20</th>
<th>MRR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Activation Functions</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tanh</td>
<td>0.1335</td>
<td>0.1127</td>
<td>0.3116</td>
<td>0.2003</td>
<td>0.4289</td>
<td>0.3210</td>
<td>0.4478</td>
<td>0.3286</td>
</tr>
<tr>
<td>ReLUs</td>
<td>0.1876</td>
<td>0.1589</td>
<td>0.3705</td>
<td>0.2596</td>
<td>0.4903</td>
<td>0.3812</td>
<td>0.5147</td>
<td>0.3995</td>
</tr>
<tr>
<td>Initializers</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uniform</td>
<td>0.1606</td>
<td>0.1325</td>
<td>0.3412</td>
<td>0.2294</td>
<td>0.4622</td>
<td>0.3565</td>
<td>0.4840</td>
<td>0.3757</td>
</tr>
<tr>
<td>Normal</td>
<td>0.1876</td>
<td>0.1589</td>
<td>0.3705</td>
<td>0.2596</td>
<td>0.4903</td>
<td>0.3812</td>
<td>0.5147</td>
<td>0.3995</td>
</tr>
<tr>
<td>Number of layers and neural units</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2048-1024-512-256-1</td>
<td>0.1822</td>
<td>0.1489</td>
<td>0.3677</td>
<td>0.2459</td>
<td>0.4882</td>
<td>0.3779</td>
<td>0.5002</td>
<td>0.3898</td>
</tr>
<tr>
<td>1024-512-256-128-1</td>
<td>0.1851</td>
<td>0.1516</td>
<td>0.3658</td>
<td>0.2450</td>
<td>0.4896</td>
<td>0.3785</td>
<td>0.5010</td>
<td>0.3923</td>
</tr>
<tr>
<td>512-256-128-64-1</td>
<td>0.1876</td>
<td>0.1589</td>
<td>0.3705</td>
<td>0.2596</td>
<td>0.4903</td>
<td>0.3812</td>
<td>0.5147</td>
<td>0.3995</td>
</tr>
<tr>
<td>Regular Terms</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L2reg</td>
<td>0.1821</td>
<td>0.1514</td>
<td>0.3894</td>
<td>0.2555</td>
<td>0.4891</td>
<td>0.3801</td>
<td>0.5112</td>
<td>0.3973</td>
</tr>
<tr>
<td>Dropout</td>
<td>0.1876</td>
<td>0.1589</td>
<td>0.3705</td>
<td>0.2596</td>
<td>0.4903</td>
<td>0.3812</td>
<td>0.5147</td>
<td>0.3995</td>
</tr>
</tbody>
</table>
Though the proposed model achieves an improvement for things recommendations in IoT, its performance is still limited by the interaction data sparsity. Therefore, the future work will focus on investigating a novel method against data sparsity.
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Abstract—Aspect term extraction is a crucial subtask in aspect-based sentiment analysis that aims to discover the aspect terms presented in a text. In this paper, a method for ATE is proposed that employs dilated convolution layers to extract feature vectors in parallel, which are then concatenated for classification downstream. Reinforcement learning is used to save the ATE model from imbalance classification, in which the training procedure is posed as a sequential decision-making process. The samples are the states; the network, and the agent; and the agent gets a more significant reward/penalty for correct/incorrect classification of the minority class compared with the majority class. The training phase, which typically employs gradient-based approaches, including back-propagation for the learning process, is tackled. Thus, it suffers from some drawbacks, including sensitivity to initialization. A novel differential equation (DE) approach that uses a clustering-based mutation operator to initiate the BP process is presented. Here, a winning cluster is identified for the current DE population, and a new updating strategy is used to generate candidate solutions. The BERT model is employed as word embedding, which can be included in a downstream task and fine-tuned as a model, while BERT can capture various linguistic properties. The proposed method is evaluated on two English datasets (Restaurant and Laptop) and has achieved outstanding results, surpassing other deep models (Restaurant: Precision 85.44%, F1-score 87.35%; Laptop: Precision 80.88%, F1-score 80.78%).

Keywords—Aspect term extraction; sentiment analysis; differential evolution; reinforcement learning; BERT

I. INTRODUCTION

Sentiment analysis (SA) [1] is a challenging task in NLP that aims to extract overall sentiment from a single sentence or document. However, sentence-level SA doesn’t reflect specific features or attributes that a user likes or dislikes. Aspect-based sentiment analysis (ABSA) provides a solution by specifying sentiment at a fine-granular level, giving sentiment to each phrase property. Aspect term extraction (ATE) is a component of ABSA that identifies every particular characteristic or aspect of the good or service being addressed. ATE is a textual entity, a sequence of tokens within a sentence that must be referred to explicitly within the text. Such data is vital and frequently mandates an educated decision-making procedure [2].

From the literature, the ATE approaches can be categorized as lexicon-based methods [3], machine learning methods [4], and deep learning approaches [5]. Traditional ATE approaches mainly use feature engineering methods, including part-of-speech [6] and bag-of-words [7], to train machine learning classifiers, including SVM and Naïve Bayesian. Generally, traditional approaches have two shortcomings. First, they mainly do not utilize semantic information in keywords, rules, or features, forcing them not to regard relationships between sentences. Second, handmade rules and feature extraction are not flexible, resulting in inferior generalization ability [8]. DNNs have earned significant success in numerous industries since the introduction of neural networks in recent years [9-12]. ATE works have moved from feature engineering approaches to DNN approaches. Deep learning-based approaches for ATE typically use RNN [13, 14], CNN [15-17], RecNN [18], and Memory Networks [19]. Besides the direct uses of various DNNs, the attention mechanism coupled with DNNs is increasingly popular. Other kinds of ATE approaches include embedding techniques and transfer learning. The BERT model [20, 21] is the language model, superior to other language models, which captured the benefit of the statement proposed in transformers [22], which is being applied extensively and utilized in NLP studies [23, 24]. Deep learning-based ATE approaches have shown promising results in identifying and extracting aspect terms from textual data. However, the performance of these models is greatly affected by the imbalance of the datasets. Imbalanced datasets are common in the ATE task, as the number of aspect terms in a sentence is typically small compared to the number of non-aspect terms. This can lead to biased models that are unable to capture the underlying distribution of the data. Another challenge faced by deep learning-based ATE approaches is the sensitivity to initialization during the training phase. The quality of the initial weights of a neural network greatly affects its ability to learn meaningful representations from the input data. Poor initialization can lead to suboptimal performance, and in some cases, the model may fail to converge.

Data imbalance is a significant challenge in ATE, as it can lead to a drop in performance. There are two methods to tackle class imbalance: algorithm-level and data-level [25]. The data-level approach involves under-sampling or over-sampling methods, or both, to counteract the negative impact of class
imbalance. SMOTE [26] and NearMiss [27] are examples of under-sampling and over-sampling methods, respectively. Algorithm-level approaches raise the weight of the minority class through decision threshold adjustment [28], ensemble learning [29], and cost-sensitive learning [30]. Deep-learning approaches have also been proposed to address imbalanced classification. Research has focused on understanding the discriminative characteristics of imbalanced data while maintaining inter-class and inter-cluster margins, and developing a method based on the bootstrapping algorithm that balances data in convolutional networks per mini-batch [31]. Deep reinforcement learning (DRL) has been used in various domains to improve classification performance by eliminating noisy data and discovering better features. However, there have been few studies that apply DRL to classify imbalanced data, despite its suitability for this task. DRL's learning approach, which employs a reward function that discriminates between classes by imposing penalties on minority classes or rewarding them with greater rewards, makes it particularly well-suited for imbalanced data classification.

In the field of neural network methods, gradient-based algorithms like back-propagation have traditionally been used to find the optimal weights [32]. However, these methods can be limited by issues like initialization of parameters and getting stuck in local optima [33, 34]. A potential solution to these problems is to use meta-heuristic algorithms like DE [9], which have been successfully adapted to various optimization problems. DE operates through three main steps: mutation, crossover, and selection, with the mutation operator being particularly significant. By utilizing DE to optimize the learning process, it may be possible to overcome the limitations of gradient-based algorithms and achieve better model performance.

This paper suggests a framework for ATE founded on BERT word embedding, a clustering-based DE algorithm, and a reinforcement learning-based training algorithm. The suggested ATE model contains three dilated convolution layers, aiming to extract rich features in parallel, then concatenated for final classification. The ATE model should classify every word in three classes \( \{B, I, O\} \), where \( B, I \) show the beginning and non-beginning words of an aspect term, and \( O \) means non-aspect terms. Since the number of members in class \( O \) is more significant than those in the remaining classes (\( B \) and \( I \)), the classifier assigns the majority of members to class \( O \), resulting in an unbalanced classification that dramatically reduces system efficiency. Reinforcement learning is used to solve this issue, and design ATE as a guessing game with sequential decision-making steps. At each stage, the agent uses a training instance to represent the environmental state and then, guided by a policy, performs a three-class classification operation. The classifier will accept a positive reward if the operation is completed; otherwise, it will get a negative reward. The minority class receives higher compensation than the majority class. During the sequential decision-making process, the agent's objective is to classify the samples as precisely as possible in order to collect the maximum number of cumulative rewards. An enhanced DE technique is presented based on clustering for weight initialization in order to identify a favorable region in the search space from which to launch the BP algorithm in all networks. Here, the best candidate solution in the best cluster is chosen as the starting solution in the mutation operator, and a new updating technique is used to generate candidate solutions. The proposed technique is assessed using two English benchmark datasets (Restaurant + Laptop), the experimental findings of which show that the suggested model outperforms its competitors. Following is a summary of the model’s contributions:

- An ensemble of dilated convolutions is provided for the ATE model, enabling the model to extract valuable features from text to make a better decision for classification.
- The proposed model uses BERT word embedding to automatically learn and extract complicated and meaningful text representation from the input data.
- A reinforcement learning architecture is provided for the ATE problem in order to address imbalanced classification.
- As an alternative to random weight systems for model weights, an encoding method is created, and a starting value is computed using an enhanced DE algorithm.

The article's body has the following structure: In Section II, a review of the literature on ATE works is presented. In Section III, further depth into the suggested approach is delved. Section IV provides the experimental results and necessary analyses. Section V represents the conclusion of this article.

II. RELATED WORKS

To date, numerous domains have seen the proposal of a wide range of approaches for SA [35-37]. The majority of current tasks focus on detecting sentiments within single sentences or documents. Due to the limited availability of labeled datasets, supervised learning methods are commonly used, with few exceptions such as the unsupervised clustering method [38, 39]. Turney [40] suggested the utilization of an unsupervised learning method. To do this, the phrases containing adverbs or adjectives are initially evaluated for their semantic direction. Then, by examining the correlation between the average semantic orientation scores, the review can be classified as “recommended” or “not recommended.” Pang and Lee [40] introduced a supervised machine learning technique to categorize the sentiment of movie reviews. They employed various linguistic features, such as part-of-speech tags, the presence of adjectives, unigrams, bigrams, etc., and trained them on machine learning classifiers such as Maximum Entropy and Naive Bayes. Pang et al. [35] proposed using a star rating system for movie reviews and argued that the labels derived from it were not independent. They suggested that the system should assign equal ratings to comparable reviews, and submitted a meta-algorithm that uses the connection among labels to improve the multi-class categorization outcome. Meanwhile, Kim and Hovy [41] used a probabilistic technique to identify a paragraph’s comment and comment owner and employed the WordNet resource to determine word-level sentiments for sentiment categorization in a sentence. Lastly, Ganu et al. [42] conducted aspect category sentiment
categorization in restaurant reviews by identifying six primary restaurant sentiment categories and classifying the reviews into one of four sentiment categories. Moreover, they showed that the review's textual content is a superior signal to the other meta-information. Go et al. [43] adopted a sentiment classifier by comparing PoS tags and N-grams with emoticon data. However, their suggested model does not use the data provided by emoticons. They remove emoticons from the tweet, so if the testing data has an emoticon, it does not impact the classifier because there was no emoticon in the training data.

According to the literature, ABSA has recently garnered the interest of scholars worldwide. [44, 45]. In 2014, the first dataset, SemEval-2014 [46], was shared, addressed ABSA's challenges, and provided a particular benchmark configuration. For additional improvement of the issues, two more datasets, SemEval-2015 [47] and SemEval2016 [47], on ABSA were. These datasets introduced the ABSA problem in multiple fields, including laptops, restaurants, hotels, cameras, and languages such as Arabic, English, Chinese, and Dutch.

The task of ATE which is a crucial part of ABSA has captured the attention of many researchers. Liu et al. [48] presented a solution to the ATE problem through the application of RNNs in their research. They discovered that the LSTM-RNN technique was more effective than the Conditional Random Field with many features (CRF) method, which relied on a multitude of features. Majumder et al. [49] integrated positional-based account data from other ATs in their research to classify aspect terms. The aim was to enable the method to recognize the position of other parts-of-speech words and their associated sentiment-carrying phrases, thus avoiding being sidetracked by them. Their modifications led to better performance and introduced a new approach for the laptop and restaurant domains. Yin et al. [50] employed word embeddings in the dependency path to acquire word representations. Xu et al. [51] proposed the DE-CNN model, which incorporates a dual embedding mechanism consisting of domain-specific and general-purpose embeddings. Xu et al. [52] fine-tuned BERT [53] on a specialized dataset to obtain advanced word embeddings. Yin et al. [54] created a word embedding approach that exploits positional dependence to take into account both positional setting and reliance correlations. They utilized assorted neural network architectures to capture diverse factors of the mission, such as illustrating the association between a unit and its appropriate sentiment term in a sequence identification system [55], and transfiguring the task into a Seq2Seq problem to grab the all-purpose objective of the entire sentence for identifying the part with more crucial contextual data [56]. Since annotating every component of an expression can be a time-intensive task, unsupervised ATE models have been widely advocated by analysts [57]. He et al. [58] put forward an autoencoder design for neural network-powered methods that diminishes insignificant terms to amplify the consistency of extracted features. By employing this approach, Luo et al. [59] coerced sememes to enhance lexical semantics during the creation of phrase representations. Tulkens and Cranenburgh [60] offered a solution named CAt, which uses a POS tagger and in-domain word representations to find component terms. The POS tagger discovers nouns as candidate features before using a contrastive attention technique to choose features. Shi et al. [61] formulated the ATE problem as a self-supervised contrastive learning task to discover feature representations that are more precise.

III. METHOD

A. Word Embedding

BERT [20] is a word embedding model often fine-tuned from a layer for various classification tasks and trained on huge datasets, like Wikipedia, to produce contextual word representations. Fine-tuning enables the use of the problem-specific meaning with a trained generic meaning and trains it for classification tasks. The general BERT architecture is shown in Fig. 1. In BERT, representations are jointly conditional on the left and proper context in all layers thanks to a bi-directional transformer. In contrast to Word2Vec and GloVe models, which create an embedding in one direction to disregard contextual differences, BERT produces an embedding in both directions.

Fig. 1. Structure of the BERT model.
B. Prediction

Fig. 2 depicts the structure of the suggested ATE model. The model receives a sentence \( s = [w_1, w_2, \ldots, w_n] \) as input, where \( w_i \) are the words, and \( n \) is the maximum number of words in a sentence and passes it to the BERT model. The output of the DistilBERT model is the embedding matrix \( M = [e_1; e_2; \ldots; e_n] \), where \( e_i \) is the embedding of the word \( w_i \). Three dilated convolution layers are employed on the matrix \( M \) working in parallel. Each of the three branches independently extracts a feature vector from the sentence. After obtaining text features by convolution, the rich features are extracted by max pooling to simplify the network’s computational complexity.

Finally, the connection obtained from the Maxpooling layers enters the MLP network for classification. The output of MLP is a vector whose length is \( n \), as every word \( w_i \) should be classified into three classes, where \( B, I, O \) show the beginning and non-beginning words of an aspect phrase, and \( O \) shows non-aspect words.

As most words from a sentence are in class \( O \) than two other classes, the classifier faces the problem of imbalanced classification, which drastically decreases system performance. A sequential decision issue is created using the imbalanced classification Markov decision process (ICMDP) to solve this.

The neural network weights are initialized in Step 0 through pre-training with the enhanced DE algorithm. In Step 1, a sample \( s_t \) is randomly selected from the dataset, which is part of the RL environment. The network processes the sample in Step 2. In Step 3, the network's prediction (action \( a_t \)) is returned to the environment to obtain the next sample \( s_{t+1} \) and its corresponding reward \( r_t \) in Step 4. The transition \( \{s_t, a_t, r_t, s_{t+1}\} \) is then stored in the replay memory in Step 5. Multiple transitions are stored in the replay memory until a minibatch of transitions can be randomly drawn for updating the network weights in Step 7, after being drawn in Step 6. This process is repeated until the network is capable of correctly classifying the input sample. The algorithm stops when the number of episodes has been reached.

C. Pre-Training

At this stage, the weights of the proposed model are initialized. For this, an enhanced differential evolution method boosted by a clustering scheme and a novel fitness function is introduced.

a) Clustering-based Differential Evolution: The enhanced DE algorithm employs a clustering-based mutation and updating technique to improve the optimization performance.

The proposed mutation operator, which draws inspiration from [62], pinpoints a potential area in the search space. The k-means algorithm is used to partition the current population \( P \) into \( k \) clusters, each of which covers a distinct area of the search space. The number of clusters is chosen at random from the range \([2, \sqrt{N}]\). After clustering, the best cluster is identified as the lowest mean fitness of its samples. An illustration of this procedure for a toy problem with 19 potential solutions separated into three clusters is shown in Fig. 3.
The proposed clustering-based mutation is defined as
\[ \vec{v}_{clu}^{i} = w_{gb} + F(\vec{x}_{r1} - \vec{x}_{r2}) \] (1)
where \( \vec{x}_{r1} \) and \( \vec{x}_{r2} \) are two randomly chosen candidate solutions from the current population, and \( w_{gb} \) is the best solution in the promising region. Note that \( w_{gb} \) is not necessarily the best solution for the population.

After generating \( M \) new solutions by clustering-based mutation, the current population is updated based on GPBA [63]; proceedings are as follows:

1) Selection: Create \( k \) individuals randomly to serve as the algorithm’s initial seeds.
2) Generation: generate \( M \) solutions with clustering-based mutation as set \( v_{clu}^{i} \).
3) Replacement: Select \( M \) solutions randomly from the existing population to comprise set \( B \). Update: Select the top \( M \) solutions from \( v_{clu}^{i} \) as set \( B' \). The new population is found by \((P - B) \oplus B'\).

b) Encoding Strategy: The primary structure of the proposed model includes three convolutional layers and a feed-forward network. As illustrated in Fig. 4, all weights and bias terms are arranged into a vector to form a candidate solution in the proposed DE algorithm.

c) Fitness Function: To calculate the quality of a candidate solution, the fitness function is defined as
\[ F = \frac{1}{\sum_{i=1}^{N}(y_i - y'_i)^2} \] (2)
where \( N \) shows the number of training examples, \( y_i \) and \( y'_i \) are the \( i \)-th target and output predicted by the model, respectively.

D. Deep Q-Network Training

This article employs RL to tackle ATE. Each sentence in the training set represents a state of the environment, and the network serves as the agent that executes a series of classifications on all sentences. When the agent predicts the class label of a sentence, it takes action, where the sentence observed at the \( t \)-th time-step is the state \( s_t \), and the classification performed is \( a_t \). In return, the environment offers a reward, \( r_t \), to guide the agent. The rewards are assigned such that classifying a sample from the majority class yields a lower absolute value than the minority class. The reward function can be expressed as:

Fig. 3. Population clustering in search space to find the optimal region.

Fig. 4. Encoding strategy in the proposed algorithm.
where \( r_{wi} \) is the reward received for classifying the word \( w_i \), which is described as:

\[
\begin{align*}
+1 & : y_{wi} = y_{wi} \text{ and } y_{wi} \in \{D_B \cup D_I\} \\
-1 & : y_{wi} \neq y_{wi} \text{ and } y_{wi} \in \{D_B \cup D_I\} \\
\lambda & : y_{wi} = y_{wi} \text{ and } y_{wi} \in D_0 \\
-\lambda & : y_{wi} \neq y_{wi} \text{ and } y_{wi} \in D_0
\end{align*}
\]

where \( D_B \) and \( D_I \) represent the larger class and \( D_0 \) denotes the smaller class. Properly/improperly classifying a sample from the larger class results in a reward of \(+\lambda/\lambda\), where \( 0 < \lambda < 1 \). In the deep Q-learning approach, the agent's aim is to choose actions that maximize the predicted future rewards. The future rewards are discounted by a factor of \( \gamma \) at each subsequent time step, where

\[
R_t = \sum_{i=t}^{\infty} \gamma^{i-t} r_i
\]

where \( T \) shows the last time-step of the episode. An episode ends when all the samples have been classified or the agent misclassifies a sample from the minority class. Q values, measures of state-action quality, are defined as the expected return of the following strategy \( \pi \), after seeing state \( s \) and taking action \( a \):

\[
Q^\pi(s, a) = E[R_t | s_t = s, a_t = a, \pi]
\]

The optimal action-value function equals the maximum expected reward overall strategies after seeing state \( s \) and taking action \( a \):

\[
Q^*(s, a) = \max_\pi E[R_t | s_t = s, a_t = a, \pi]
\]

This function satisfies the Bellman equation, which asserts that the optimal expected return for a given action is equal to the sum of the rewards from the current action and the maximum expected return from future actions at the following time:

\[
Q^*(s, a) = E[r + \gamma \max_{a'} Q^*(s', a') | s_t = s, a_t = a]
\]

The Bellman equation is used as an iterative update to estimate the optimal action-value function:

\[
Q_{i+1}(s, a) = E[r + \gamma \max_{a'} Q_i(s', a') | s_t = s, a_t = a]
\]

During training, after a state \( s \) is shown to the network, the network outputs an action \( a \) for that state while the environment returns a reward \( r \), and the next state becomes \( s' \). These parameters are embodied in a tuple \((s, a, r, s')\) that is saved into the replay memory. M. Minibatches \( B \) of these tuples are selected from the replay memory to perform gradient descent. The loss function is denoted as:

\[
L_i(\theta_i) = \sum_{(s, a, r, s')} \rho(y - Q(s, a; \theta_i))^2
\]

where \( \rho \) represents the model weights, and \( y \), is the estimated target for the \( Q \) function. The latter is equal to the reward for the state-action combination plus the discounted maximum future \( Q \) value:

\[
yr + \gamma \max_{a'} Q(s', a'; \theta_{k-1})
\]

Of note, the \( Q \) value for the terminal state equals zero. The gradient of the loss function at step \( i \) is calculated as:

\[
\nabla_{\theta_i} L_i(\theta_i) = \sum_{(s, a, r, s')} \rho(y - Q(s, a; \theta_i)) \nabla_{\theta_i} Q(s, a; \theta_i)
\]

By performing a gradient descent step on the loss function, the model weights will be updated so as to minimize the error:

\[
\theta_{i+1} = \theta_i + \alpha \nabla_{\theta_i} L_i(\theta_i)
\]

where \( \alpha \) represents the learning rate of the network.

### IV. Empirical Evaluation

The SemEval-2014 English dataset is employed to analyze the proposed method [46]. The SemEval-2014 dataset is a collection of text data designed for the task of sentiment analysis and opinion mining. This dataset was part of the 8th International Workshop on Semantic Evaluation (SemEval-2014), a shared task initiative that aimed to promote research and development in natural language processing and computational linguistics. The SemEval-2014 dataset contains various subtasks, including aspect-based sentiment analysis, sentiment classification, and sentiment polarity detection. The dataset is composed of two parts, the first of which is the Laptop dataset. This dataset contains a total of 2,186 laptop reviews, each labeled with the corresponding aspect terms, aspect categories, and sentiment polarity. The aspect terms are the specific aspects of the laptop that the reviewer is commenting on, such as keyboard, battery life, or screen. The aspect categories are the broader categories that these aspects fall under, such as design features, performance, or usability. The sentiment polarity is the overall sentiment expressed by the reviewer towards the aspect, which can be positive, negative, or neutral. The second part of the SemEval-2014 dataset is the Restaurant dataset. This dataset contains a total of 3,851 restaurant reviews, each labeled with the corresponding aspect terms, aspect categories, and sentiment polarity. Similar to the Laptop dataset, the aspect terms represent specific aspects of the restaurant that the reviewer is commenting on, such as service, food quality, or atmosphere. The aspect categories are the broader categories that these aspects fall under, such as food, service, or ambience. The sentiment polarity is the overall sentiment expressed by the reviewer towards the aspect, which can be positive, negative, or neutral.

In the first experiment, ten deep learning-based approaches are compared to the algorithm, namely Baseline, System [64], DLIREC [65], IHS_RD [66], PSO-EN [67], MTNA [68], RNCRF [55], CMLA [69], E2E [2].

Table I displays the quantitative outcomes of the proposed model for two datasets. In addition to comparing the suggested method with cutting-edge algorithms, the ATE without RL method is used to assess the efficacy of the RL component on the model ATE. For the Restaurant dataset, the suggested ATE model outperformed competing models, including E2E, resulting in an error reduction of more than 40% and 24% in the F1-score and accuracy criterion, respectively. The suggested model reduces the error rate by roughly 51% compared to ATE without RL, demonstrating the significance of the RL technique. For the Laptop dataset, the approach outperformed E2E and PSO-EN algorithms in terms of F1-score.
score and accuracy, so for the F1-score and accuracy criteria, the error improving rates are roughly 30.13% and 21.00%, respectively.

A. Comparison with other Metaheuristics

The improved DE algorithm is compared with a number of metaheuristic optimization algorithms. Different metaheuristics are used to obtain the initial model parameters while keeping the other model components. Seven different algorithms are used, namely standard DE [70], BA [71], COA [72], ABC [73], GWO [74], WOA [75], and SSA [76]. Table II contains the obtained results for the Restaurant and Laptop datasets. For the Restaurant dataset, the proposed model reduces error by about 31% compared to the standard DE. It clearly shows that the model has a substantial ability compared to the standard one. Also, DE offers more acceptable results than other algorithms, including ABC, GWO, and BAT. There is a minor improvement for the laptop dataset, so the error rate is reduced by around 17.17%.

B. Word Embeddings

Word embedding is a critical component of deep learning models, as incorrect embeddings can mislead the model. In this study, BERT, one of the latest embedding models, was utilized as the word embedding. Five other word embeddings, including One-Hot encoding [77], CBOW, Skip-gram [78], GloVe [79], and FastText [80], were employed to compare various word embeddings with the model. One-Hot encoding is a vital step in converting the collected data variables into binary features, which improves the accuracy of predictions and classifications. A binary feature is generated for each class, and each sample's feature is assigned a value of 1 corresponding to its original class. The Skip-gram and CBOW algorithms use neural networks to convert a word to its word embedding vector. GloVe is a technique for aggregating global word-word co-occurrence data from a corpus. The FastText word embedding technique expands on the Skip-gram paradigm by encoding each word as an n-gram of letters instead of learning word vectors. The results of this study are presented in Table III. As anticipated, One-Hot encoding is the least effective among the others. Therefore, the proposed model's improvement rate is around 53.72% and 61.95% for the Restaurant and Laptop datasets, respectively. Due to their similar design, Skip-gram and CBOW perform almost equally across all datasets, and both outperform the GloVe word embedding. Compared to the FastText model, BERT reduces errors by 14% and 10% for the Restaurant and Laptop datasets, respectively.

### Table I. Evaluations of The Deep Learning-based Systems

<table>
<thead>
<tr>
<th>Model</th>
<th>Restaurant</th>
<th>Laptop</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
</tr>
<tr>
<td>Baseline</td>
<td>44.69</td>
<td>50.49</td>
</tr>
<tr>
<td>System</td>
<td>78.62</td>
<td>82.09</td>
</tr>
<tr>
<td>DLIREC</td>
<td>82.15</td>
<td>85.12</td>
</tr>
<tr>
<td>IHS_RD</td>
<td>79.18</td>
<td>81.16</td>
</tr>
<tr>
<td>PSO-FS</td>
<td>80.49</td>
<td>86.53</td>
</tr>
<tr>
<td>PSO-EN</td>
<td>80.14</td>
<td>87.06</td>
</tr>
<tr>
<td>MTNA</td>
<td>82.49</td>
<td>84.10</td>
</tr>
<tr>
<td>RNCRF</td>
<td>83.02</td>
<td>85.78</td>
</tr>
<tr>
<td>RNCRF+F</td>
<td>83.02</td>
<td>85.98</td>
</tr>
<tr>
<td>CMLA</td>
<td>81.86</td>
<td>88.42</td>
</tr>
<tr>
<td>E2E</td>
<td>82.52</td>
<td>84.18</td>
</tr>
<tr>
<td>ATE without RL</td>
<td>79.10</td>
<td>82.19</td>
</tr>
<tr>
<td>Proposed</td>
<td>85.44</td>
<td>89.14</td>
</tr>
</tbody>
</table>

### Table II. Evaluations of Metaheuristic Algorithms

<table>
<thead>
<tr>
<th>Model</th>
<th>Restaurant</th>
<th>Laptop</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
</tr>
<tr>
<td>DE</td>
<td>84.41</td>
<td>81.10</td>
</tr>
<tr>
<td>BA</td>
<td>73/85</td>
<td>63/24</td>
</tr>
<tr>
<td>COA</td>
<td>68/52</td>
<td>61/89</td>
</tr>
<tr>
<td>ABC</td>
<td>78.10</td>
<td>70.26</td>
</tr>
<tr>
<td>GWO</td>
<td>49/80</td>
<td>50/47</td>
</tr>
<tr>
<td>WOA</td>
<td>67/00</td>
<td>55/86</td>
</tr>
<tr>
<td>SSA</td>
<td>65/10</td>
<td>53/20</td>
</tr>
</tbody>
</table>

### Table III. Evaluations of Various Word Embeddings

<table>
<thead>
<tr>
<th>Model</th>
<th>Restaurant</th>
<th>Laptop</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
</tr>
<tr>
<td>One-Hot encoding</td>
<td>45.20</td>
<td>49.46</td>
</tr>
<tr>
<td>CBOW</td>
<td>79.02</td>
<td>83.16</td>
</tr>
<tr>
<td>Skip-gram</td>
<td>79.14</td>
<td>82.13</td>
</tr>
<tr>
<td>GloVe</td>
<td>82.14</td>
<td>86.19</td>
</tr>
<tr>
<td>FastText</td>
<td>83.59</td>
<td>87.23</td>
</tr>
</tbody>
</table>
C. Impact of the Reward Function

In the suggested ATE design, appropriate rewards of +1/-1 and +λ/-λ are assigned for the accurate/inaccurate identification of the dominant and subordinate classes, respectively. The value of λ is reliant on the relative proportions of the majority to minority samples, and it should decrease as the ratio increases. To evaluate the effect of λ, the ATE model's performance was assessed by initiating λ with incremental values from the set \{0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1\}, while holding the majority class bonus constant (Fig. 5). At \(λ = 0\), the influence of the majority class is eliminated, and at \(λ = 1\), both majority and minority classes have equivalent impacts. Across all metrics, model performance peaks at a λ value of 0.4 (increasing from 0 to 0.4; decreasing from 0.4 to 1). As a result, while \(λ\) needs to be adjusted to weaken the impact of the majority class, a too-low value can impair the overall model performance.

D. Case Study

To evaluate the effectiveness of RL in the proposed ATE model, five samples were randomly selected from the SemEval-2014 dataset. The results are illustrated in Fig. 6, where the first column shows the model's output without RL, the second column represents the model's output with RL, and the third column displays the actual aspect term. The results reveal that the model without RL tends to assign a higher score to class O. On the other hand, the model with RL generates the maximum number of scores for correctly classifying classes B and I.
E. Discussion

The use of artificial intelligence in natural language processing has seen significant progress in recent years. The paper presents an approach for ATE that employs dilated convolution layers and reinforcement learning to address the problem of imbalance classification. A novel DE approach is proposed to initiate the BP process and use the BERT model as word embedding. The experimental results on two English datasets show that the suggested ATE model outperforms other systems.

However, there are some limitations that need to be addressed in future works. Firstly, the proposed method was only evaluated on two English datasets. The method's performance on other languages or domains needs to be explored to demonstrate its generalizability. Secondly, the BERT model is used, which is computationally expensive due to its large number of parameters. Although they suggest using other BERT extensions, such as the DistilBERT language model, for reducing the computing costs, it would be interesting to investigate other lightweight and efficient models for word embedding. Finally, no analysis of the extracted aspect terms, such as their relevance or coherence with the context was provided, which could have been a valuable addition to the evaluation metrics.

In addition to the aforementioned limitations, another area that could be explored in future works is the effectiveness of the proposed method on long texts. The ATE task becomes more challenging when dealing with longer texts, as there may be multiple aspects mentioned in the same text, and identifying the relevant aspects requires a more sophisticated approach. Therefore, it would be beneficial to investigate how the proposed method performs on longer texts and whether any modifications or adaptations are necessary to improve its performance. Another potential avenue for future work is to explore the interpretability of the ATE model. While the proposed approach achieved high accuracy in extracting aspect terms, it is not clear how the model makes its predictions. Understanding the reasoning behind the model's decision-making process could help to identify any biases or errors in the model and improve its performance. Furthermore, it would be interesting to investigate the impact of different hyperparameters on the performance of the proposed method. A specific set of hyperparameters was used for the experiments, and it is not clear whether these hyperparameters are optimal for all scenarios. A more thorough analysis of the impact of different hyperparameters on the model's performance could help to identify the most effective settings for different use cases.

V. CONCLUSION

In this article, the problem of ATE was handled, which was constructed from three dilated convolution layers deployed to extract feature vectors in parallel, concatenated for downstream classification. An improved DE algorithm is used for pre-training the model networks. The improved DE algorithm clusters the current population to find a suitable region in the search space and implements a new updating technique. Moreover, Reinforcement learning, which presents the training process as a sequential decision-making process, was applied to shield the ATE model from imbalanced classification. At each stage, the agent receives samples and classifies them. The environment rewards the agent for each categorization act in which the minority class gets a greater reward than the majority class. Finally, with the help of a particular reward function and a conducive learning environment, the agent reveals the optimal strategy. The proposed models are evaluated using the Restaurant and Laptop datasets. The experimental results showed that the suggested ATE model outperformed other systems.

The BERT model typically comprises millions of parameters, increasing the computing costs associated with these models' environmental scaling. This problem can be solved using other BERT extensions, like the DistilBERT language model. The other language models with fewer parameters will be used for the following work.
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Abstract—With the improvement in the quality of university education in China, the behavior of college students and school teachers to borrow and return books in the library is becoming more and more frequent. In peak periods of returning books, managers cannot even assist in returning books in time. Therefore, this research uses kernel function, multi-dimensional principal component analysis method, and multi-dimensional linear discriminant analysis method to construct a new face recognition algorithm for the automatic return of books in the university library. The test results show that the XT_2D_PL algorithm designed in this study has a face recognition rate of 96.8%. When the number of face samples of each type in the test sample set is 11, and when the number of feature dimensions is 14, the recognition rate of 96.3% reaches the highest level. However, if the sample to be processed is 500 pictures, the calculation speed is 1.072ms/per photo, higher than most comparison algorithms. The proposed face recognition algorithm has high recognition accuracy on the library face data; the calculation speed meets the needs of practical applications, and has certain practical promotion potential.

Keywords—Kernel function; multidimensional principal component analysis; face recognition; intelligent book return

I. INTRODUCTION

The traditional way of returning books in university libraries is that the returner puts his valid borrowing certificate in the designated sensing area to identify his identity, returns the book, and takes it away [1-2]. The whole process of returning books in the library is cumbersome, and book returners often forget to carry valid borrowing certificates, which lead to the failure of book return and wastes the time and energy of book returners [3]. Therefore, some university administrators and technical experts propose applying advanced face recognition technology to the library return process and building a university library intelligent return model, so that book returners do not need to carry additional documents and only use their social biometric information and the book return process can be completed [4]. However, the recognition accuracy of algorithms used in the same type of products in the current market still needs to be improved. Directly using the face recognition algorithms of these products to build an intelligent book return system may lead to face-matching errors, face recognition failures, and other problems. This is also the main gap between previous research results and market applications. Therefore, it is necessary to design an algorithm with higher facial recognition accuracy for the intelligent face book return model of college students in order to solve such problems. Therefore, it is necessary to design an algorithm with higher recognition accuracy for the intelligent face book return model of college students. This research attempts to use multidimensional principal component analysis and multidimensional linear discriminant analysis to reduce the dimension of face data, reduce the redundant information in the image, highlight the key image features, and combine the kernel function to map the reduced data to the high-dimensional feature space, stoned a more suitable classification and recognition space, which is also the innovation of this research. The significance of this study is to improve the efficiency of library borrowing and returning books, reduce the losses caused by work errors of library management personnel, and provide useful references for improving the borrowing experience of borrowing personnel. The significance of this study is to improve the efficiency of library borrowing and returning books, reduce the losses caused by work errors of library management personnel, and provide useful references for improving the borrowing experience of borrowing personnel. The content of this article can be divided into four major sections. The second section is used to elaborate and compare relevant research at home and abroad, and to introduce the purpose of conducting this research. The third module is to design an improved model for face recognition. The main content of the fourth module is to design and carry out experiments to verify the performance of the designed library face recognition model. The main content of the fifth module is to summarize the experimental results of this study and point out the direction for future research.

II. RELATED WORKS

To apply face recognition technology to more real-life scenarios and improve identification quality, scientists and scholars have carried out a lot of related research. Timur I et al. found that hierarchical temporal memory, a new type of machine learning algorithm, performed better in some supervised learning tasks, so they proposed a hierarchical temporal memory algorithm with a learning mechanism. The important features of all images create templates, thereby greatly reducing the computer memory requirements of the algorithm and increasing the calculation speed of the algorithm. The face recognition results show that the recognition accuracy of this algorithm is significantly improved compared with the unimproved hierarchical time memory algorithm when recognizing a large amount of face data [5]. Scholar Clwa found that the face recognition algorithm can be applied to the recognition of other primates such as chimpanzees, but it cannot be applied to the recognition of rhesus monkeys, but rhesus monkeys are widely used in biomedical research and can be effectively recognized; conducive to the development of auxiliary medical research.
Therefore, researchers combine the face recognition method with face detection technology to design a new rhesus monkey face recognition algorithm. The test results show that the method has high classification accuracy [6]. Hansen et al. used the common VGG model in face recognition, the Fisherfaces algorithm, and their algorithm to recognize the face of artificially raised pigs, and found that the algorithm they designed had the highest recognition accuracy on 1553 pig face pictures [7]. Lu et al. found that the resolution of face images captured by surveillance cameras is low, which will adversely affect the performance of gallery image matching. Therefore, they proposed an improved ResNet algorithm incorporating the idea of deep coupling, using a variety of face recognition algorithms in training. The commonly used data sets are tested, and the results show that the proposed algorithm has better consistency and judgment accuracy compared with the existing algorithms [8]. Bours et al. found that autism spectrum disorder is related to the difficulty of emotional recognition of patients through face recognition technology [9]. Ahmed et al. used the Gabor wavelet transform to construct a face recognition algorithm for recognizing symmetrical face images. The test results show that the recognition accuracy of the algorithm on various face recognition task datasets is higher than that of common neural network algorithm [10]. Wu found that the recognition accuracy of many face recognition systems declined during the COVID-19 epidemic. This is because many face recognition systems were trained based on face image data with no or little occlusion. The face image recognition ability is poor. Therefore, in this study, to improve the recognition accuracy of large-area-covered face images, a face recognition algorithm integrated with the attention mechanism was designed. The test results show that the algorithm has significantly higher recognition accuracy on face image data with large area coverage than the traditional face recognition algorithm [11]. Martins et al. studied the recognition performance of the parallax energy model in an expression-invariant facial recognition system and found that the model significantly improved the measurement performance compared with the accurate laser ranging map calculation results [12]. Jain et al. found that deep neural networks outperformed traditional machine learning algorithms in processing face image recognition tasks containing facial expressions, so they proposed a hybrid convolutional recurrent neural network algorithm, which consists of convolutional layers and recursive neural networks; neural network composition. The test results show that, compared with the existing algorithms with better processing performance for face recognition tasks with expressions, the algorithm can obtain higher recognition accuracy and the calculation speed can also meet most application scenarios [13].

In summary, the current artificial intelligence experts have carried out a lot of research to improve the accuracy and speed of face recognition in different application scenarios, and have proposed some algorithms or improvement ideas that can practically solve the problem. However, due to the characteristics of face images that need to be processed in the university library's face return book model, there are fewer expressions, more environmentally redundant information, and higher image similarity, so the previous research results cannot be directly used. Therefore, this research attempts to design a targeted face recognition algorithm according to the data characteristics in the library face book return scene.

III. BUILDING A LIBRARY FACE BOOK RETURN MODEL

A. Design of Bidirectional Linear Feature Extraction Algorithm based on 2D PCA and 2D LDA

In the face recognition problem, due to the high feature dimension in the face image data, appropriate dimensionality reduction processing will help to improve the face recognition effect [14-15]. Principal Component Analysis (PCA) is an effective and commonly used linear data dimensionality reduction algorithm, and its dimensionality reduction principle is shown in Fig. 1.

As shown in Fig. 1, this method treats the face image as a high-dimensional vector and maps the data to a lower-dimensional feature subspace according to the criterion of maximizing the variance of the principal component data after dimension reduction [16]. The Linear Discriminant Analysis (LDA) method is a classic pattern recognition method. Due to its extremely low computational complexity and simple computational logic, it can also be used to process face data [17]. The calculation principle of the LDA method is shown in Fig. 2.

![Schematic diagram of PCA algorithm dimensionality reduction.](image)

Fig. 1. Schematic diagram of PCA algorithm dimensionality reduction.
To be processed to an optimal classification direction in a way that makes the heterogeneous samples mapped in a certain direction has the largest distance in space or the most dispersed distribution, to achieve data classification. However, PCA has the disadvantage of not using the original sample type, and LDA also has limitations when dealing with small samples \[18-19\]. Therefore, to improve the processing speed and processing accuracy of face data, and consider the multi-directional correlation of data, a bidirectional linear feature extraction algorithm based on two-dimensional PCA and two-dimensional LDA (hereinafter referred to as \(T_{2D\_PL}\) algorithm) is proposed. In the \(T_{2D\_PL}\) algorithm, the rows in the horizontal direction and the columns in the vertical direction are processed at the same time to obtain the optimal projection axis \[20\]. When the algorithm is applied to face image dimensionality reduction, it is equivalent to projecting the face image to the column direction, that is, two-dimensional LDA and row direction, that is, the optimal projection of 2DPCA, and according to the feature matrix variance maximization and Fisher criterion the optimization is carried out in a maximizing way so that the number of output feature vectors is greatly reduced, and the data dimensionality reduction is completed. In the \(T_{2D\_PL}\) algorithm, if the original image is \(A_i\), and the average image is \(\mu\), then the two can be expressed by formula (1).

\[
\begin{align*}
A_i &= \left[ (a_{i1}^{(1)})^T, (a_{i1}^{(2)})^T, ..., (a_{i1}^{(m)})^T \right]^T \\
\mu &= \left[ (v^{(1)})^T, (v^{(2)})^T, ..., (v^{(m)})^T \right]^T
\end{align*}
\]

\(1\)

Among them \(a_{ij}^{(j)}\), \(v^{(j)}\) represent the row vector of the \(i\) th sample \(A_i\) and \(\mu\) the \(j\) th row respectively \(j\), then the covariance matrix \(G\) can be expressed by formula (2).

\[
G = \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{M} (a_{ij}^{(j)} - v^{(j)}) (a_{ij}^{(j)} - v^{(j)})^T
\]

\(2\)

Where \(N\) and \(M\) represent the total number of samples and the row vector size of the average image, respectively. It can be seen from Eq. (2) that the operation object of the image covariance matrix is the row vector of the matrix. After the eigenvalues are decomposed, the former \(d\) eigenvectors are formed into a projected multidimensional vector space \(X_{opt}\). In the column direction, the algorithm uses the two-dimensional LDA method to find the best projection vector \(Z\) to maximize the Fisher function, as shown in Eq. (3).

\[
J(\tau) = \frac{Z^T S_{FB} Z}{Z^T S_{FW} Z}
\]

\(3\)

In formula (3), \(S_{FB}\) and \(S_{FW}\) represent the inter-class scatter matrix and the intra-class scatter matrix, respectively, which are represented by formulas (4) and (5), respectively.

\[
S_{FB} = N^{-1} \sum_{i=1}^{C} N_i (A_i - \bar{A})(A_i - \bar{A})^T
\]

\(4\)

\[
S_{FW} = N^{-1} \sum_{i=1}^{C} \sum_{j \in C_i} (A_j - \bar{A})(A_j - \bar{A})^T
\]

\(5\)

Obtaining \(S_{FB}\) and \(S_{FW}\) calculating, \(S_{FW}^{-1} S_{FB}\) the optimal projection matrix can be obtained, which consists of the previous \(d\) largest eigenvalue of the calculation result. To sum up, the calculation flow of the \(T_{2D\_PL}\) algorithm can be shown in Fig. 3.

Fig. 2. Calculation schematic diagram of the LDA method.
As shown in Fig. 3, an m×n face image sample of size 1 is subjected to two-dimensional PCA transformation in the row direction and two-dimensional LDDA transformation in the column direction, thereby outputting the optimal projections in the two directions \( X_{\text{opt}} \) and \( Z_{\text{opt}} \), and then according to the two optimal projections matrix to form a feature matrix \( C \). Projection dimension reduction will be performed according to the optimal projection to obtain a reduced dimension matrix \( A \). After repeating the above operations, the face image data with an appropriate dimension reduction can be output. Note that the calculation method of the feature matrix \( C \) is shown in formula (6).

\[
C = Z_{\text{opt}}^T A X_{\text{opt}}
\] (6)

Finally, the nearest neighbor classifier is used to calculate the Euclidean distance between the two \( C \) and the \( k \)-subprocessed feature matrix \( C_k \) to complete the classification of the input data. The calculation method of the Euclidean distance between the two is shown in formula (7).

\[
D(C, C_k) = \sum_{i=1}^{q} \sum_{j=1}^{d} \sqrt{(C_{(i,j)} - C_k^{(i,j)})^2}
\] (7)

Where \( q \) and \( d \) are the number of eigenvectors selected in multiple directions, respectively. So far, the data dimensionality reduction algorithm applied to the library face recognition book return model has been constructed.

B. Design of Improved Nonlinear Feature Extraction Algorithm based on Fusion Kernel Function

At the same time, performing two-dimensional PCA processing on the horizontal direction of the pixel matrix of the image data and two-dimensional LDA processing on the vertical direction of the pixel matrix can effectively reduce the dimension and compress the image on the premise of retaining the core information of the original image as much as possible. However, the above methods are often used to process linear structural data, and the processing effect of nonlinear image data is not good. Therefore, in this study, referring to the idea of kernel function, a feature extraction method of face image data combining T_2D_PL algorithm and combined kernel function is proposed and the recognition algorithm (hereinafter referred to as improved T_2D_PL algorithm). In the improved T_2D_PL algorithm, a kernel function is introduced to deal with the non-linear data brought by facial expression, facial posture, lighting environment and other conditions, which have a negative impact on face recognition. The data processing principle of the kernel function is shown in Fig. 4.

It can be seen that for nonlinear data, it may not be possible to find an identification plane that can clearly distinguish it in the plane, because it has the property of linear inseparability, so it needs to be mapped to three or more dimensions to find a suitable dividing plane. In the algorithm, the T_2D_PL method is still used to reduce the dimensionality of the face data, which is used to delete redundant information and improve the accuracy and speed of subsequent face recognition; column-wise feature extraction and face recognition. Since the data is mapped into a more dimensional feature space by the combined kernel function, the overall time complexity of the algorithm is significantly increased, so the algorithm needs to reserve more storage space and time for data calculation when running. The following is a detailed design of the combined kernel function in the improved T_2D_PL algorithm and the calculation flow of the algorithm.
Different types of combined kernel functions will lead to different applicable objects and different sensitivity to different data processing. Specifically, the local kernel function can process local information accurately and efficiently. The global kernel function is more suitable for extracting global data information and has stronger generalization ability. For example, the Gaussian kernel function is a commonly used local kernel function. When the parameter increases, its extrapolation ability will gradually weaken, and the global data processing ability of the polynomial kernel function is better, which belongs to the global kernel function. Since the selection of the kernel function will directly affect the final recognition performance of the model, this study adopts the idea of combining kernel functions to construct the calculation kernel function in the algorithm. Specifically, it refers to a reasonable linear combination of various types of kernel functions by judging different processing requirements, so as to achieve the premise of retaining the overall information of the data, highlight the local features from different face image categories, and output more excellent judgment results. In this study, the optimal parameter combination of various single kernel functions was first tested experimentally, and then the search center was used to determine the optimal combination of kernel function parameters by grid search method, so that various weight coefficients could be tried in the future, to obtain the best recognition effect.

The specific calculation steps of the improved T_2D_PL algorithm have four steps. The first is to map the dimensionality-reduced dataset to the multi-dimensional feature space using the combined kernel function. Assume that the processed input face dataset is $X = [X_1, X_2, \ldots, X_M]$, and

$$X_i = \left[\left(X_{i1}^T\right), \left(X_{i2}^T\right), \ldots, \left(X_{im}^T\right)\right]^T,$$

the kernel matrix $K$ of size $(i \times k, j \times l)$ can be calculated using Equation (8).

$$K = \Psi \left(X_i^k\right) \cdot \Psi \left(X_j^l\right) = \Psi \left(X_i^k\right) \cdot \Psi \left(X_j^l\right)^T \quad (8)$$

Eq. (8) $\Psi()$ represents the combined kernel function, which represents $X_i^k$ the $j$ row vector of the $k$ image sample, $X_i$ and $l$ is the shape parameter of the kernel matrix. The second step is to use Eq. (9) to calculate the eigenvalues and eigenvectors of the kernel matrix.

$$Kb = b\lambda \quad (9)$$

In Eq. (9), $\hat{\lambda}$ is the largest eigenvalue obtained by decomposing the kernel matrix, from which the previous $p$ largest eigenvalue in descending order is selected as the eigenvector of the kernel matrix $b$. Then, the kernel matrix that has been mapped to the high-dimensional feature space is centered, and the feature vector $V^{(i)}$ can be calculated using Eq. (10).

$$V^{(i)} \cdot V^{(i)} = 1 \quad (10)$$

In formula (10) $i \in 1, 2, \ldots, p$. Finally, extract the principal components of the row vector of the sample, and obtain the matrix after the row vector is projected by the eigenvectors in the high-dimensional kernel space. The calculation method is shown in formula (11),

$$Y_{i}^{(i)} = \sum_{j=1}^{M} \sum_{k=1}^{n} \frac{\alpha_{(j-1)n+k}^{(i)}}{\sqrt{\hat{\lambda}^{(i)}}} K(X_{i}^{j}, X_{j}^{k}) \quad (11)$$

Where the first $\hat{\lambda}^{(i)}$ feature $\alpha$ is in the largest feature set, and $i$ is the known mapping parameter. From this, a matrix of $Y_i$ size can be obtained $m \times p$, and its calculation method is shown in formula (12).

$$Y_i = [Y_i^{(1)}, Y_i^{(2)}, \ldots, Y_i^{(p)}] \quad (12)$$
After using the improved T_2D_PL algorithm to compress the row and column bidirectional information of the sample, the feature matrix can be obtained $\tilde{Y}$, and then the matrix is subjected to two-dimensional linear discriminant analysis (2DLDA), that is, through the classification, information of the data itself is subjected to secondary dimensionality reduction and compression, and its specific dimensionality reduction process is shown in Fig. 5.

The process shown in Fig. 5 will be explained in detail below. It is assumed that the total number of images to be processed is $M$ the number of $M_i$ samples in the training sample of the first category. There are $C$ two $i$ categories $Y^{(i)}_j$ in the $j$ image data $Y^{(i)}_k$. A sample matrix, $\tilde{Y}$, respectively represent $i$ the mean image information of the first-class sample and the mean matrix of all sample images, and there is the relationship of formula (13).

$$\tilde{Y} = \frac{1}{M} \sum_{i=1}^{M} Y^{(i)}_j$$ (13)

Assuming that $Y$ is the size $m \times p$ of the image data to be tested, after mapping it to the $W$ direction, it will form a matrix $Z$, and its size is $d \times p$ ( $d \leq m$ ), then the average inter-class distance of the image data after the projection can be calculated according to formula (14).

$$H_b = \left[ \sum_{i=1}^{C} M_i \left( \tilde{Y}^{(i)} - \overline{Y} \right) \left( \tilde{Y}^{(i)} - \overline{Y} \right)^T \right] / M$$ (14)

The average intra-class distance after projection can be obtained by formula (15).

$$H_w = \sum_{i=1}^{C} \sum_{j=1}^{M} \left( \tilde{Y}^{(i)}_j - \overline{Y}^{(i)} \right) \left( \tilde{Y}^{(i)}_j - \overline{Y}^{(i)} \right)^T / M$$ (15)

Therefore, the Fisher criterion function after projection can be expressed by Eq. (16).

$$J(Z) = \frac{W^T H_b W}{W^T H_w W}$$ (16)

Finally, the matrix is calculated $H_w^{-1} H_b$, and the previous largest eigenvalue in descending order $d$ and the corresponding orthogonal eigenvector are selected to $w_1, w_2, ..., w_d$ form the optimal projection space of the image, which is expressed by formula (17).

$$W = [w_1, w_2, ..., w_d]$$ (17)

That is to say, after the improved T_2D_PL algorithm dimensionality reduction processing, a dimensionality $d \times p$ reduction matrix of size can be obtained to represent the judgment result of the algorithm on the input data, and the calculation formula is shown in formula (18).

$$Z = W^T Y$$ (18)

IV. LIBRARY FACE BOOK RETURN MODEL PERFORMANCE TEST

Before putting it into a practical environment, it is necessary to test the practical performance of the model. The test core of the face-returning-book model is the face recognition ability of the algorithm that composes the model. Therefore, the improved T_2D_PL algorithm is designed in this study (hereinafter referred to as the XT_2D_PL algorithm). For the test, the data selected for the test came from 200 people from many domestic colleges and universities. Each person was photographed with 12 face images with different postures and expressions, and the image type was $112 \times 92$ grayscale image. In the test experiment, the recognition rate and calculation time are selected as the evaluation indicators for the quality of face recognition results. To compare the relative performance of the designed algorithms, two-dimensional LDA, two-dimensional PCA, T_2D_PL algorithm, and VGG neural network algorithm are selected as comparison methods. The parameters of the two-dimensional LDA model include the number of topics, the number of iterations, and the overfitting coefficient; The two-dimensional PCA model has parameters such as target dimensionality reduction quantity and whether to perform whitening treatment; T_2D_ the parameters of PL and its derived algorithms are all the parameters of the two-dimensional LDA model and the two-dimensional PCA model; The parameters of VGG neural network mainly include the number of neurons in each layer, the type of activation function and objective function, and the parameter initialization mode. These parameters are determined by combining industry
experience and usage practices, and conducting experiments by repeatedly debugging and selecting the model with the best testing results. First, analyze the face recognition rate of 2D LDA and 2D PCA under the condition of different number of features, as shown in Fig. 6.

![Graph showing face recognition rate of 2D LDA and 2D PCA](image)

Fig. 6. Statistics of face recognition rate of 2D LDA and 2D PCA under different number of features.

In Fig. 6, “2DPCA” and “2DLDA” represent two-dimensional principal component analysis and two-dimensional linear discriminant analysis, respectively. The gray dotted line in the figure is the fitting trend line of the characteristic curve, that is, Fig. 6[(a), (b)] represents the statistical graphs of the face recognition rate curves under different numbers of features obtained by using the 2DPCA and 2DLDA methods for face recognition processing. Observing Fig. 6, it can be seen that as the number of features of the image to be processed increases, the face recognition rate of the 2DPCA algorithm first increases and then tends to converge, and the 2DLDA first increases rapidly and then slowly decreases. When the number of feature dimensions of the 2DPCA and 2DLDA methods reaches 8 and 7, respectively, the recognition rate reaches the maximum value of 93.1% and 92.8%. The following analyzes the algorithm recognition rate when the T_2D_PL algorithm is used alone, and the number of PCA and LDA feature dimensions in the algorithm takes different combination schemes. The statistical results are shown in Table I.

Observing Table I, it can be seen that when the dimension of the linear discriminant is fixed and the dimension of the PCA feature is increased, or when the dimension of the PCA feature is fixed and the linear discriminant feature is increased, the change rule of the recognition rate is roughly the same as that in Fig. 6, both of which show a rapid growth first and then are steady and slightly down. When the PCA feature dimension and the linear discriminant feature dimension of the T_2D_PL algorithm are both 12, the recognition rate reaches the maximum value of 94.4%. Next, we will analyze the recognition rate of each algorithm when the number of samples under each type of face samples is different. The statistical results are shown in Fig. 7.

![Graph showing face recognition rate statistics of the algorithm under different sample numbers of each type](image)

Fig. 7. The face recognition rate statistics of the algorithm under different sample numbers of each type.

<table>
<thead>
<tr>
<th>PCA feature dimension</th>
<th>Linear discriminant feature dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>3</td>
<td>64.3%</td>
</tr>
<tr>
<td>6</td>
<td>85.2%</td>
</tr>
<tr>
<td>9</td>
<td>88.0%</td>
</tr>
<tr>
<td>12</td>
<td>89.2%</td>
</tr>
<tr>
<td>15</td>
<td>89.7%</td>
</tr>
<tr>
<td>18</td>
<td>90.1%</td>
</tr>
<tr>
<td>21</td>
<td>89.7%</td>
</tr>
</tbody>
</table>
The horizontal axis in Fig. 7 is used to describe the number of samples for each type of facial image in the sample to be processed, the vertical axis represents recognition rate, and different line colors represent different recognition algorithms. Observing Fig. 7, it can be seen that the trend of the recognition rate change curve of each face recognition method is generally consistent with the increase of the number of face samples in each class. When the number of face samples in each class is less than 5, the recognition rate of each recognition model increases rapidly as the number of face samples in each class increases. However, when the number of face samples in each class is 5, the recognition rate growth curve of each model basically reaches a turning point. Subsequently, the number of facial samples in each category continued to increase, and the growth rate of facial recognition rates in each model gradually slowed down, reaching its maximum value when the number reached 11. Specifically, when the number of samples for each type of face is 11, the face recognition rates of the 2DLDA, 2DPCA, T_2D_PL, VGG, XT_2D_PL algorithms are 88.2%, 88.4%, 93.3%, 94.7%, and 96.8%, respectively. When the number of face samples is small, the face recognition rate of each algorithm has a small gap, and the recognition rate of the VGG algorithm is the lowest. This is because VGG belongs to a neural network algorithm and requires a high amount of training data and diversity. Therefore, In this case, a good application effect cannot be obtained. When the number of face samples of each type is large, the recognition performance of the VGG algorithm is significantly improved, and the recognition rate is only lower than the XT_2D_PL algorithm designed in this study. Therefore, the VGG algorithm and the XT_2D_PL algorithm are grouped into a group below, and they remain in the same group with the algorithm, and the changes of their recognition rate with the feature dimension are grouped and counted. The statistical results are shown in Fig. 8.

Assuming that the number of feature dimensions in Fig. 8 is a variable \( x \), the feature dimension parameters of the T_2D_PL algorithm are taken in the row and column directions \((x, x)\), and the feature dimension parameters of the XT_2D_PL algorithm have the best recognition effect after multiple debugging \((x, x-3)\). Observing Fig. 8, it can be seen that VGG and XT_2D_PL. The change pattern of facial recognition rate curve of PL algorithm is significantly different from other algorithms in different feature dimensions. VGG and XT_2D_PL. There is a significant overall positive correlation between the recognition rate of the PL algorithm and the number of feature dimensions, but in other algorithms, only when the number of feature dimensions is less than 8, there is a certain positive correlation between the recognition rate and the number of feature dimensions. After the number of feature dimensions is greater than 8, there is no significant increase in the recognition rate of each algorithm's face. With the increase in the number of feature dimensions, T performs dimensionality reduction in both column and column directions. 2D. The face recognition rate of PL algorithm is significantly higher than that of using only 2DLDA algorithm or 2DPCA algorithm, because the former has more dimensionality reduction directions and can retain more original image information. Observing in Fig. 8(b), it is found that when the number of feature dimensions is less than 4, the recognition rates of the VGG algorithm and the XT_2D_PL algorithm are both low, but increase rapidly. When the number of feature dimensions exceeds 14, the face recognition of both exceeds that of the other three algorithms, and the highest face recognition rates of the two are 95.4% and 96.3%, respectively. Finally, the computational efficiency of each algorithm is compared, and the computational time-consuming evaluation under different computational sample sizes is used. The statistical results are shown in Fig. 9.
The horizontal axis in Fig. 9 is used to describe the number of samples to be detected in each experiment, and the vertical axis is the calculation time of each algorithm, and the unit is ms. Analysis of Fig. 9 shows that, as a whole, with the increase of the data to be detected, the calculation time of each algorithm increases linearly, and the calculation time of the 2DLDA algorithm or the 2DPCA algorithm under various experimental schemes is significantly lower than that of other algorithms. The algorithm, mainly because it has the smallest algorithm complexity requires the fewest computational steps. The calculation time of the XT_2D_PL algorithm and the T_2D_PL algorithm is higher than the first two algorithms, and the calculation time of the XT_2D_PL algorithm is better. The calculation time of the VGG algorithm is the highest among all the experimental schemes. A large number of processing steps are required before outputting the recognition results. When the number of samples to be processed is 500 images, the computation time of 2DLDA, 2DPCA, T_2D_PL, XT_2D_PL, and VGG algorithms are 391ms, 395ms, 481ms, 536ms, and 754ms, respectively, and the calculation speed is 0.782ms/per photo, 0.79ms/per photo, 0.962ms/per photo, 1.072ms/per photo, 1.508ms/per photo. Although the face recognition speed of the library face return mode based on the XT_2D_PL algorithm is not the fastest, the calculation speed is enough to satisfy the library staff Facebook's needs.

V. CONCLUSION

The daily book return behavior of the university library occurs frequently, and a reasonably designed intelligent book return system can help improve the efficiency of the university library and save time for the majority of teachers and students on campus. In this study, the XT_2D_PL algorithm was constructed by using the kernel function and multi-dimensional principal component analysis method, and it was applied to the face recognition work in the library intelligent return system. The experimental results of the algorithm performance test show that the changing trend of the recognition rate change curve of each face recognition algorithm with the increase of the number of face samples of each type is roughly the same, and the growth rate is accelerated first, then the growth rate is greatly reduced and finally stabilized within a certain range of values. When the number of samples for each type of face is 11, the face recognition rates of the 2DLDA, 2DPCA, T_2D_PL, VGG, and XT_2D_PL algorithms are 88.2%, 88.4%, 93.3%, 94.7%, and 96.8%, respectively. When the number of feature dimensions is less than 4, the recognition rates of the VGG algorithm and the XT_2D_PL algorithm are both low, but grow rapidly. When the number of feature dimensions exceeds 14, the face recognition rates of the two algorithms exceed those of the other three algorithms, and the face recognition rates are 95.4% and 96.3%, respectively. When the sample to be processed is 500 pictures, the calculation speed of 2DLDA, 2DPCA, T_2D_PL, XT_2D_PL, VGG algorithm is 0.782ms/per photo, 0.79ms/per photo, 0.962ms/per photo, 1.072ms/per photo, 1.508ms/per photo. The experimental data proves that the library face-to-book model based on the XT_2D_PL algorithm designed in this research has high face recognition accuracy, and the recognition speed meets the application requirements.
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Abstract—The aim of this paper is to study and analyze the Jack Up Vessel (JUV) foundation height accuracy, with the objective of the precise installation of an Offshore Wind Farm (OWF), based on Real Time Kinematic (RTK) and Post-Processing Kinematic (PPK) models applied on short and long baselines length. The offshore wind farm project is located far from the coastline, not always in the standard working range of RTK. The standard allowed vertical installation tolerance for foundations is less than 10 cm. Taking into account all error sources, deformation of the vessel, motion, lever arms that impact the height measurement of the foundation, it is required that RTK and PPK perform within an accuracy less than 5 cm. In this work, all measures will be evaluated according to the tolerance specification of ±2.5 cm. The survey GNSS tests executed during the project on board of a JUV should be able to provide answers to the following questions: Despite the critical environment, does RTK method allow reaching the theoretical specifications? Does PPK improve accuracy compared to the RTK solution? What is the influence of the baseline length? How much of the time the results fall within the range tolerance? What is the ideal logging period in which accurate and reliable results can be obtained? What is the influence of the hardware and software variants used in testing process on the results accuracy? Based on the test results and analysis a clear description of the influence of different parameters in the OWF precise height measurement in challenging environment will be exposed.
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I. INTRODUCTION

In this paper, we deal with Differential Global Navigation Satellite System (DGNSS) solutions that have been used to reach accurate measurement at the centimeter level [1] on board a Jack Up Vessel (JUV) with the objective of the precise installation of an Offshore Wind Farm (OWF) located far from the coastline, not always in the standard working range. Indeed, many sources of errors relating to the satellite position, the orbits anomaly, the spatial environment, the satellite clock bias, the receiver clock offset, motion of JUV, will decrease the position accuracy [2-7]. To reduce the effect of these errors a differential positioning is needed, there are two emerging and developing methods for doing this [8], the first with real-time and the second with post-processing namely respectively Real Time Kinematic (RTK) and Post-Processing Kinematic (PPK) (Fig. 1).

These two methods enhance the traditional method of deploying Ground Control Points (GCP) and become primary methods when we seek high-precision for any mapping, positioning or surveying task. It has been proven that RTK or PPK method extends the Precise Point Positioning (PPP), which needs a longer convergence time compared to differential methods, by incorporating a nearby local base station that perform and accelerate the integer ambiguity resolution, to reach a centimeter and sub-centimeter precision level [9, 10]. Therefore, the uses of GNSS have extended to many areas as Intelligent Transport System (ITS) including structural monitoring, geo-referencing of moving platforms and support for robotics and machine guidance, to name a few [11, 12]. Among the most relevant and recent works, we can cite the comparative study aimed to compare Unmanned Aerial Vehicle (UAV) based on RTK and PPK methods in mapping different surface types via five approaches: RTK Continuously Operating Reference Station (CORS) method, short-baseline PPK method obtaining corrections from a GNSS base station and three long-baseline PPK methods that obtained corrections from three Turkish RTK- (CORS) [13]. It is also promising to apply RTK-PPK to emerging industries like intelligent vehicle navigation and Low Earth Orbit (LEO) constellation augmented positioning [14].

RTK requires two receivers, a rover and a local base station, and a data radio connection between them. In this case, a local base station is placed at a known position. It can calculate the absolute distance of the satellites, based on its own position and the satellite navigation signals. It transmits the differences in distances to the rover as a differential correction. Then, the rover corrects its own distance, based on the correction data received from the base station. It is important to mention that it is not necessary to have a second receiver as a local base all the time. Alternatively, local services sharing base corrections over the Networked
Transport of RTCM via Internet Protocol (NTRIP) technology can be a good option. In case of PPK, there is no radio connection between the two receiver stations. The function of the base station, in the PPK case, is to continuously calculate the differential correction as a function of time and to store the data. The rover station stores the coordinates and data of the satellites used for its calculations as it moves. After the measurement, the data from the two stations can be compared according to the measurement times. After that, the correction can be calculated by separate software.

The present study evaluates the accuracy of the RTK and PPK methods to measure the foundation height of an Offshore Wind Farm (OWF). In standard GNSS positioning applications, it is a well-known fact that it is not possible to get the same precision for the vertical component as for the horizontal components. Indeed, since satellite sky distribution can never be homogenous on the vertical component, as there are no visible satellites under the horizon, errors on the pseudorange and phase observations propagate more adversely on the vertical component than on the horizontal components [15], which explain the strong correlation between the vertical component and some of the main systematic biases (receiver clock error and tropospheric bias). In addition, during the last decades there is a growing interest in being able to continuously monitor movements and deformations in man-made structures that have to withstand strong external forces like those in terrains that are subject to movements such as landslides, ground subsidence. Therefore, analyzing the Jack Up Vessel (JUV) foundation height accuracy in an OWF located far from the coastline, constitutes a real challenge for this work. During the project on board of a Jack Up Vessel (JUV), for the installation of OWF foundations vertical installation, tolerances of ±10 cm are imposed. Taking into account all error sources, deformation of the vessel, motion, lever arms ... that impact the height measurement of the foundation, the vertical accuracies for GNSS must be lower than 5cm. Based on the theoretical specifications from the hardware used in this project which are Septentrio AsteRx-U & AsteRx-SB and Trimble SPS852 & SPS 855, the expected accuracy at 50 km would be 6 cm for Septentrio and 6.5 cm for Trimble. We will see later that the obtained measurements will be more precise than the indicated theoretical specifications.

According to previous works [16], the position information should be determined, in RTK mode, with accuracy in the range of centimeters in real time as the vessel sails. If the system also provides raw data in Receiver Independent Exchange (RINEX) format, it is also possible to determine the position using PPK method, with centimeter or sub-centimeter precision. In PPK mode, all calculations required for position correction are made post sailing by separate software.

During the project on board the JUV, we should be able to provide answers to the following questions: Despite the critical environment, does RTK method allow reaching the theoretical specifications? Does PPK improve accuracy compared to the RTK solution? What is the influence of the baseline length? How much of the time the results fall within the range tolerance? What is the ideal logging period in which accurate and reliable results can be obtained? What is the influence of the hardware and software variants used in testing process on the results accuracy?

Based on the test results and analysis a clear description of the influence of different parameters in the OWF precise height measurement outside RTK working range and in challenging environment will be exposed.

II. TEST AND EXPERIMENTATION

This section describes the test and experimentation process, as well as hardware and software variants that will be used in testing process. The development of offshore energies requires ever larger cranes. For this, magic of evolution, boats have grown legs. One of these giants is the jack-up platform that has been developed for oil drilling and offshore wind. For the latter case, the location of the wind turbines must be precise and the height measurement must be accurate. The quality of the bottom having been previously studied, the foundations must rest in the intended place. For this, two factors are essential: controlling the position of the vessel and ensuring that it is stable so that the lifting is clean. To meet the first constraint a geolocation system and motion sensors are provided. Then come the feet that lift the ship and thus ensure that the crane will operate without being disturbed by the movement of the waves.

A. Test Location

Wind turbines require wind. They are therefore often installed in areas prone to strong storms. Although favorable weather windows are preferred, it is necessary to be able to withstand severe conditions. The test location is situated in the Baltic Sea in the most eastern part of Danish territorial waters and Danish Exclusive Economic Zone, directly next to the maritime border to Germany and Sweden. The closest distance to the Danish coastline (Island of Møn) ranges between 13 km and 39 km. The OWF project is located far from the coastline, not always in the standard working range of RTK.

B. Hardware GNSS Setup

The standard allowed vertical installation tolerance for foundations is less than 10 cm. Taken into account accumulative errors of other hardware in the setup required to determine the height of the foundation, it is required that the RTK performs within an accuracy of 5 cm. Based on the test results and analysis a clear definition and installation procedure (logging time, processing service, processing software and error budget) must be defined to determine the height measurement of an offshore base station outside the RTK working range. Two GNSS GA830 antennas were installed on board of the helideck of the JUV (Fig. 2), guaranteeing a clear view of the sky. The two GNSS antennas are installed close to each other and thus experience the same influence of any minor vessel movement.

Fig. 2. GA830 antenna.
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For the purposes of this study, we use two Global Navigation Satellite System (GNSS) units namely Trimble and Septentrio units, five receiver brands referenced as DGPS4 (SPS852), SPS855, DGPS5 (AsteRx-U), Sept2 (AsteRx-U), Sept SB (AsteRx-SB).

We should note that the used GNSS constellation is composed from Global Positioning System (GPS), GLObal NAvigation Satellite System (GLO), Galileo (GAL) satellite system, and BeiDou (BEI) satellite system. We should note, again, that SPS852 was receiving GPS+GLO+BEI+GAL, DGPS 5 (AsteRx-U) was receiving GPS+GLO+BEI+GAL, Sept 2 (AsteRx-U) was receiving GPS+GLO+GAL and SPS855 was receiving RTX+(GPS+GLO+GAL). The AsteRx-SB remained working on RTX+(GPS+GLO+GAL)+(OSS KF B – baseline of 8 – 10 km), so it could be used as a reference.

In RTK or PPK modes, the receiver needs to know the type of antenna used at the base station in order to properly compensate for the phase center variation at the base. This information is typically included in the correction stream received from the base station. In this project, heights will be referred to the Antenna Reference Point (ARP) of DGPS5. One antenna is installed 0.080 m lower than the other antenna. Further, AsteRx units refer to ARP heights while Trimble units refer to Antenna Phase Center (APC) heights. Therefore, it is necessary to take into account the difference of 0.0885 m between ARP and APC of a GA830 antenna when comparing a Trimble receiver to an AsteRx receiver. An overview of the internal loggings and the time window is given in Table 1.

TABLE I. OVERVIEW DATASETS AND TIMESLOTS USED FOR ANALYSIS

<table>
<thead>
<tr>
<th>DATASET 1</th>
<th>TEST PURPOSE</th>
<th>TIME WINDOW OF DATASET (IN UTC TIME)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comparison RTK on different hardware units with a short baseline (±8km)</td>
<td>11/02/2021 19:00 – 12/02/2021 19:00</td>
<td></td>
</tr>
<tr>
<td>13/02/2021 01:00 – 13/02/2021 21:00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14/02/2021 01:30 – 14/02/2021 19:00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15/02/2021 02:20 – 15/02/2021 12:00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Comparison RTK (±8km) and RTK GPStnet.dk (29km from closest station)</td>
<td>10/02/2021 00:00 – 10/02/2021 23:59</td>
<td></td>
</tr>
<tr>
<td>DATASET 3</td>
<td>Comparison RTK (±8km) and PPP-RTK RTX</td>
<td>15/02/2021 16:00 – 16/02/2021 12:00</td>
</tr>
<tr>
<td>DATASET 4</td>
<td>Comparison RTK GPStnet.dk and PPP-RTK RTX</td>
<td>17/02/2021 00:00 – 17/02/2021 23:59</td>
</tr>
<tr>
<td>DATASET 5</td>
<td>Comparison RTK (±8km), PPP-RTK RTX and PPP</td>
<td>18/02/2021 18:00 – 19/02/2021 18:00</td>
</tr>
<tr>
<td>20/02/2021 01:00 – 21/02/2021 01:00</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

C. Real Time RTK Performances

1) Analysis of vessel settlement: All tests are done on board of JUV in jacked up position. However, depending of the soil condition it is possible that the legs can settle which can have an influence on the height of the GNSS antennas since they are considered as static during the test processing. Before performing analysis on the RTK loggings, it was checked whether significant height changes could be determined during one jacked up position. Per location, the vessel was jacked up, the data was plotted for each GNSS receiver. A linear trend line is obtained and plotted on the graph (Fig. 3).

Fig. 3. Linear trendline of DGPS 5 height in function of time of Jack up 2.

The slope coefficient of this trend line was then recalculated and the average settlement per 24 h measured (Table II). To give an indication of the influence on our specific loggings during these tests, the average settlement for each logging is measured. The loggings were respectively 24 h, 20 h, 17.5 h and 9.5 h long.

TABLE II. JUV SETTLEMENT CALCULATION PER GNSS UNIT PER LOCATION

<table>
<thead>
<tr>
<th>DATASET</th>
<th>TEST PURPOSE</th>
<th>TIME WINDOW OF DATASET (IN UTC TIME)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comparison RTK on different hardware units with a short baseline (±8km)</td>
<td>11/02/2021 19:00 – 12/02/2021 19:00</td>
<td></td>
</tr>
<tr>
<td>13/02/2021 01:00 – 13/02/2021 21:00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14/02/2021 01:30 – 14/02/2021 19:00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15/02/2021 02:20 – 15/02/2021 12:00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Comparison RTK (±8km) and RTK GPStnet.dk (29km from closest station)</td>
<td>10/02/2021 00:00 – 10/02/2021 23:59</td>
<td></td>
</tr>
<tr>
<td>DATASET 3</td>
<td>Comparison RTK (±8km) and PPP-RTK RTX</td>
<td>15/02/2021 16:00 – 16/02/2021 12:00</td>
</tr>
<tr>
<td>DATASET 4</td>
<td>Comparison RTK GPStnet.dk and PPP-RTK RTX</td>
<td>17/02/2021 00:00 – 17/02/2021 23:59</td>
</tr>
<tr>
<td>DATASET 5</td>
<td>Comparison RTK (±8km), PPP-RTK RTX and PPP</td>
<td>18/02/2021 18:00 – 19/02/2021 18:00</td>
</tr>
<tr>
<td>20/02/2021 01:00 – 21/02/2021 01:00</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

First of all, one can observe a significantly higher value of height change for DGPS4 in two out of four locations. For the second location (Jack up 2), the settlement is high for all the devices. So, the problem arises mainly for Jack up 4. One might think this could be caused by the vessel movement and the load change due to unloading wind turbine parts. However, as mentioned before the two GNSS antennas are installed close to each other, and thus experience the same vessel movement. However, the other units do not show this same trend. If, we compare the average settlement per 24 h and the average settlement for 9.5 h logging for DGPS4-height, we note a significant difference between them, so we can think that the shorter time logging period may be the cause of this significant deviation.
For the first, third and fourth logging, it can be concluded that there is no significant settlement which has to be taken into account. All values (except for DGPS4) are 0.010 m or lower. Only on the second location, the subsidence coefficient is higher than 0.022 m for all GNSS receivers. This can be considered as a settlement. The surface might be softer at this location. However, it will not be applied to the data, since we cannot say with certainty that this is the cause of the height difference.

2) Analysis of RTK height and standard deviation: In the following tests, a more in-depth analysis was done to evaluate whether real time RTK performs as within ±2.5 cm accuracy on a short baseline (<10 km), as specified in the hardware manufacturer specifications. Note that this analysis is based on in total 71 hours of data on four different locations.

As per manufacturer specifications Septentrio baseline length should be less than 40 km and Trimble baseline length should be less than 30 km (Table III). Based on theses specifications, we can expect a Root Mean Square (RMS) error of respectively 18 mm (Septentrio) and 23 mm (Trimble) with a baseline of 8 km. In the below paragraphs, the results are compared to the results of the Septentrio AsteRx-SB, which is chosen as vertical reference, since it is connected to the base station (OSS KF B – baseline of 8 – 10 km) + RTK during all the performed tests.

### TABLE III. MANUFACTURERS RTK SPECIFICATIONS

<table>
<thead>
<tr>
<th>ATERX-U &amp; ATERX-SB</th>
<th>Vertical accuracy 1cm + 1 ppm RMS</th>
<th>Open sky conditions RMS levels</th>
<th>Baseline &lt; 40 km RTK fixed ambiguities</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPS852 &amp; SPS 855</td>
<td>Vertical accuracy 15mm + 1 ppm RMS</td>
<td>Baseline &lt; 30km</td>
<td></td>
</tr>
</tbody>
</table>

3) Statistics full loggings: The average height of each logging at 8 km baseline and the difference between the units and the AsteRx-SB are listed in Table IV.

### TABLE IV. RTK AVERAGE HEIGHT AND DIFFERENCE

<table>
<thead>
<tr>
<th></th>
<th>DGPS4 SPS852</th>
<th>DGPS 5 ATERX-U</th>
<th>ATERX-U SEPT 2</th>
<th>ATERX-SB</th>
<th>SPS855</th>
</tr>
</thead>
<tbody>
<tr>
<td>HEIGHT (m)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>JACK UP 1</td>
<td>89.177</td>
<td>89.166</td>
<td>89.166</td>
<td>89.166</td>
<td>89.182</td>
</tr>
<tr>
<td>JACK UP 2</td>
<td>89.253</td>
<td>89.241</td>
<td>89.241</td>
<td>89.240</td>
<td>89.256</td>
</tr>
<tr>
<td>JACK UP 3</td>
<td>89.206</td>
<td>89.200</td>
<td>89.200</td>
<td>89.199</td>
<td>89.216</td>
</tr>
<tr>
<td>JACK UP 4</td>
<td>89.199</td>
<td>89.189</td>
<td>89.189</td>
<td>89.189</td>
<td>89.206</td>
</tr>
<tr>
<td>DIFFERENCE (m)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>JACK UP 1</td>
<td>0.011</td>
<td>0.000</td>
<td>0.000</td>
<td>-</td>
<td>0.016</td>
</tr>
<tr>
<td>JACK UP 2</td>
<td>0.012</td>
<td>0.001</td>
<td>0.000</td>
<td>-</td>
<td>0.015</td>
</tr>
<tr>
<td>JACK UP 3</td>
<td>0.007</td>
<td>0.001</td>
<td>0.001</td>
<td>-</td>
<td>0.017</td>
</tr>
<tr>
<td>JACK UP 4</td>
<td>0.010</td>
<td>0.000</td>
<td>0.000</td>
<td>-</td>
<td>0.018</td>
</tr>
<tr>
<td>TOTAL AVG. DIFF.</td>
<td>0.010</td>
<td>0.000</td>
<td>0.000</td>
<td>-</td>
<td>0.016</td>
</tr>
</tbody>
</table>

Note that the vessel aims to always jack up at the same keel height. For this reason, the height for each jack up is similar. Table IV shows that the average results of all receivers lay close to each other. However, the results of Septentrio units are almost similar; we note a maximum of 0.001 m difference. The Trimble units show slightly higher differences, but the differences stay within 0.020 m, which is still within specifications. This does not mean that the Trimble results are less good than Septentrio units but indicates that the results may also differ depending on the receiver brand.

The difference of results between different GNSS brands could be caused by several factors; processing of results, usage of different antenna models. Depending on the brand and unit, Trimble relative, National Geodetic Survey (NGS) absolute or NGS relative antenna model are used. This can induce difference between ARP and APC. For the GA830 antenna, the difference between NGS relative and absolute is 0.017 mm. For Trimble SPS855 unit, Trimble relative is used, which explain the difference observed in Table IV for this unit.

The average Standard Deviation (SD) of a long logging is already at the limit of the specifications (Table V).

### TABLE V. STANDARD DEVIATION OF THE UNITS ON RTK FOR EACH JACK UP

<table>
<thead>
<tr>
<th></th>
<th>DGPS4 SPS852</th>
<th>DGPS 5 ATERX-U</th>
<th>ATERX-U SEPT 2</th>
<th>ATERX-SB</th>
<th>SPS855</th>
</tr>
</thead>
<tbody>
<tr>
<td>JACK UP 1</td>
<td>0.017</td>
<td>0.021</td>
<td>0.021</td>
<td>0.020</td>
<td>0.020</td>
</tr>
<tr>
<td>JACK UP 2</td>
<td>0.020</td>
<td>0.022</td>
<td>0.022</td>
<td>0.020</td>
<td>0.020</td>
</tr>
<tr>
<td>JACK UP 3</td>
<td>0.016</td>
<td>0.021</td>
<td>0.021</td>
<td>0.019</td>
<td>0.019</td>
</tr>
<tr>
<td>JACK UP 4</td>
<td>0.019</td>
<td>0.021</td>
<td>0.021</td>
<td>0.019</td>
<td>0.020</td>
</tr>
<tr>
<td>TOTAL</td>
<td>0.018</td>
<td>0.021</td>
<td>0.021</td>
<td>0.019</td>
<td>0.020</td>
</tr>
</tbody>
</table>

Table V shows that the average standard deviation of the data of the full logging is similar for all units and for a long logging it is already at the limit of manufactures specifications. The values are between 0.160 m and 0.220 m. This shows that on long term loggings, the stability of different brands is similar and within specifications.

Table VI shows how many data per second per logging are not within the ±2.5 cm tolerance. We not that 12% up to 24% of the logged data is not within specifications, thus 76% up to 88% of the measurements during these 71 loggings at 8 km baseline are within tolerance.

### TABLE VI. PERCENTAGE OF POSITIONS PER SECOND NOT WITHIN ±2.5 CM OF THE 24 HOUR AVERAGE OF THE LOGGING, PER JACK UP

<table>
<thead>
<tr>
<th></th>
<th>DGPS4 SPS852</th>
<th>DGPS 5 ATERX-U</th>
<th>ATERX-U SEPT 2</th>
<th>ATERX-SB</th>
<th>SPS855</th>
</tr>
</thead>
<tbody>
<tr>
<td>JACK UP 1</td>
<td>16%</td>
<td>22%</td>
<td>22%</td>
<td>19%</td>
<td>19%</td>
</tr>
<tr>
<td>JACK UP 2</td>
<td>18%</td>
<td>23%</td>
<td>24%</td>
<td>20%</td>
<td>23%</td>
</tr>
<tr>
<td>JACK UP 3</td>
<td>12%</td>
<td>21%</td>
<td>21%</td>
<td>17%</td>
<td>18%</td>
</tr>
<tr>
<td>JACK UP 4</td>
<td>16%</td>
<td>24%</td>
<td>24%</td>
<td>18%</td>
<td>20%</td>
</tr>
</tbody>
</table>
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One of the scopes of the next tests was to try to define the ideal logging period in which accurate and reliable results can be obtained with a minimum of critical operational time. Below, the averages will be evaluated for 1h and 15 min periods.

4) Statistics logging per hour: For the statistical analysis of the data per hour, average heights and standard deviations per hour are evaluated. In total, 71 hourly average values are calculated. The minimum, maximum and average values are calculated and we estimated how much of these values are not within the predetermined tolerance of ±2.5 cm. This is done in order to evaluate the performance of RTK when logging a specific period. The results per hour are summarized in Table VII and Table VIII. Table VII exposes the height difference between one hour average and total logging average and Table VIII exposes the standard deviation of RTK per hour.

### TABLE VII. HEIGHT DIFFERENCE BETWEEN 1 HOUR AVERAGE AND TOTAL LOGGING AVERAGE

<table>
<thead>
<tr>
<th></th>
<th>DGPS4 SPS852 (m)</th>
<th>DGPS 5 ASTERX-U (m)</th>
<th>ASTERX-SEPT 2 (m)</th>
<th>AsteRx-SB (m)</th>
<th>SPS855 (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIN</td>
<td>-0.024</td>
<td>-0.016</td>
<td>-0.016</td>
<td>-0.016</td>
<td>-0.018</td>
</tr>
<tr>
<td>MAX</td>
<td>0.016</td>
<td>0.018</td>
<td>0.024</td>
<td>0.017</td>
<td>0.020</td>
</tr>
<tr>
<td>AVERAGE</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>% OUTSIDE TOLERANCE (±2.5CM)</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
</tbody>
</table>

Logging with RTK during 1 hour gives 100% of the time values within 0.025 m difference from the average over 24 h, with a maximum difference observed of 0.024 m over the 71 hours of data, which is in accordance but so close to the tolerance limit. The SD minimum over 1 hour is no longer that 0.000, but has maximum values of 0.032 m. We note that 97.3 to 100% of the time, the SD is less than 0.025 m, which is considered a very good percentage. There are no significant differences between the units and brands, although the Trimble SPS852 shows the best results. We can conclude that 1 hour of logging is a good period to achieve fairly accurate results.

5) Statistics logging per 15 min: The same exercise was done with the same data, per 15 min. For in total 285 loggings of 15 min, the average height difference between 15 min average and 24 h average as well as the standard deviation have been calculated and analyzed. The results are summarized in Table IX.

### TABLE IX. HEIGHT DIFFERENCE BETWEEN 15' AVERAGE AND 24 HOUR AVERAGE

<table>
<thead>
<tr>
<th></th>
<th>DGPS4 SPS852 (m)</th>
<th>DGPS 5 ASTERX-U (m)</th>
<th>AsteRx-SEPT 2 (m)</th>
<th>AsteRx-SB (m)</th>
<th>SPS855 (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIN</td>
<td>-0.053</td>
<td>-0.036</td>
<td>-0.036</td>
<td>-0.035</td>
<td>-0.032</td>
</tr>
<tr>
<td>MAX</td>
<td>0.029</td>
<td>0.029</td>
<td>0.031</td>
<td>0.023</td>
<td>0.027</td>
</tr>
<tr>
<td>AVERAGE</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>% OUTSIDE TOLERANCE (±2.5CM)</td>
<td>2%</td>
<td>4%</td>
<td>5%</td>
<td>2%</td>
<td>3%</td>
</tr>
</tbody>
</table>

The 15 min loggings in RTK are between 95 – 98% of the time within ±0.025 m tolerance to total logging average. There are no significant differences between the brands and devices. The maximum average difference observed over all 15 min loggings is -0.053 m. All minimum and maximum values now exceed the ±2.5 cm limit. This was not yet the case when analyzing the data per hour.

The minimum SD according to 15 min is no longer 0.000, but has maximum values of 0.033 m. The average SD is less than the tolerance 95.1% to 99.3% of the time (Table X). There are no significant differences between the units and brands. Overall, the height is also stable over periods of 15 min, but the period of 1 h shows higher performances.

### TABLE X. STANDARD DEVIATION OF RTK RESULTS PER 15'

<table>
<thead>
<tr>
<th></th>
<th>DGPS4 SPS852 (m)</th>
<th>DGPS 5 ASTERX-U (m)</th>
<th>AsteRx-SEPT 2 (m)</th>
<th>AsteRx-SB (m)</th>
<th>SPS855 (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIN</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>MAX</td>
<td>0.031</td>
<td>0.030</td>
<td>0.033</td>
<td>0.030</td>
<td>0.033</td>
</tr>
<tr>
<td>AVERAGE</td>
<td>0.014</td>
<td>0.017</td>
<td>0.017</td>
<td>0.016</td>
<td>0.016</td>
</tr>
<tr>
<td>% OUTSIDE TOLERANCE (±2.5CM)</td>
<td>0.7%</td>
<td>3.9%</td>
<td>4.9%</td>
<td>1.8%</td>
<td>3.9%</td>
</tr>
</tbody>
</table>

6) Trend analysis of height plot: In the analysis below, the overall performances were analyzed by looking into detail the time series GNSS height graphs. For each logging, a graph is made per hour. The trend of the data was analyzed visually, the vertical axis shows a gridline per 5 cm and each device is visualized in its specific colour.

In Fig. 4, two graphs from two days are shown. When visually looking to the graphs, it was observed that the data sometimes show a different behavior – trend between the different brands.
Indeed, the three Septentrio units mostly match very well, despite the fact that these are two different models, which can be noted on the Sept AsteRx-SB (yellow graph) compared to the DGPS5 AsteRx-U (green graph) and Sept2 AsteRx-U (grey graph). In general, the results of both Trimble resemble more to each other than to the height results of the Septentrio units, but the two Trimble units are different models as well SPS852 (light blue graph) and SPS855 (dark blue graph), which explains the small differences between the two Trimble graphs.

It can also be seen that the Trimble units in Fig. 4 are always slightly higher than the Septentrio units. Therefore, it can be said that the receivers from the same brand tend to follow the same behavior. This can be confirmed on these periods 14/02 16:41 – 16:45 and 16:48 – 16:50 as well as 15/02 05:45 – 05:50, where the difference between the Trimble and the Septentrio units achieved 0.040 m for several minutes. Knowing that the Trimble SPS855 is connected to the same GNSS antenna as the Septentrio units, this clearly proves the differences in results caused by the RTK engine and justify the use of different brands.

D. Post-Processing PPK Performances

In this section, we evaluate the PPK performance on different baseline lengths. Indeed, data is post-processing using different base stations on different distances (base line lengths). As a check, post-processing was also performed with base station OSS KF B. Base stations on land are obtained from two external correction services: GPSNET.DK and SWEPOS (Table XI).

Furthermore, data of 3 out of 5 receivers was post-processed: DGPS5 (AsteRx-U), Sept2 (AsteRx-U) and DGPS4 (SPS852). Data is post-processed for one jack up cycle of 24 h from 19 h on 11/02 until 19 h on 12/02. This was done in a static and kinematic way. Static post-processed data is compared to results from online post-processing services (AUSPOS and CSRS-PPP) and kinematic post-processed is compared to real time data. For post-processing, two software programs are used: Trimble Business Center (TBC) V5.10 and Qinertia V2.2.5847. Static post-processing will be done in TBC, kinematic post-processing will be done in TBC and Qinertia.

7) Static mode: As mentioned below, static post-processing is done in TBC with seven base stations (OSS KF B, STEG, SKAN, SMYG, FAXE, ORHO and GDS1) and one rover (DGPS 5). The static results were compared to AUSPOS and CSRS-PPP online services and were summarized on Table XII. The height of DGPS5 is sent to online services.

DGPS5 and Sept 2 are expected to have the same results since it concerns the same receiver type and the same antenna. Differences between the online services are ranging between 1 mm for the AsteRx-U to 7 mm for the SPS852. OSS KF B and all other base stations seem to match slightly better with the AUSPOS data than with CSRS-PPP data as shown on Table XIII.

Despite the superiority of AUSPOS online service, we always remain within specifications for the two online services for all baseline lengths. This shows that post-processing results match well with online services even with longer baselines (Table XIII).

TABLE XII. HEIGHT DGPS5 SENT TO ONLINE SERVICES AND POST-PROCESSED WITH DIFFERENT BASE STATIONS

<table>
<thead>
<tr>
<th></th>
<th>SPS852 (m)</th>
<th>DGPS 5 ASTERX-U (m)</th>
<th>SEPT 2 ASTERX-U (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AUSPOS</td>
<td>89.207</td>
<td>89.213</td>
<td>89.213</td>
</tr>
<tr>
<td>CSRS-PPP</td>
<td>89.200</td>
<td>89.211</td>
<td>89.212</td>
</tr>
<tr>
<td>OSS KF B (8.4KM)</td>
<td>89.206</td>
<td>89.220</td>
<td>89.221</td>
</tr>
<tr>
<td>STEG (29.2KM)</td>
<td>89.220</td>
<td>89.221</td>
<td>89.221</td>
</tr>
<tr>
<td>SKAN (42.3KM)</td>
<td>89.218</td>
<td>89.223</td>
<td>89.223</td>
</tr>
<tr>
<td>SMYG (49.4KM)</td>
<td>89.224</td>
<td>89.230</td>
<td>89.230</td>
</tr>
<tr>
<td>FAXE (51.9KM)</td>
<td>89.208</td>
<td>89.212</td>
<td>89.212</td>
</tr>
<tr>
<td>ORHO (62.5KM)</td>
<td>89.213</td>
<td>89.219</td>
<td>89.220</td>
</tr>
<tr>
<td>GDS1 (74.1KM)</td>
<td>89.210</td>
<td>89.215</td>
<td>89.217</td>
</tr>
</tbody>
</table>
Table XIII gives an overview of the statistics of the kinematic post-processing of the full logging of 24 h.

The average of 24 h data processed at ±25 km baseline show results that are 2.5 cm or more higher compared to the real time height (Table XV). Average over 24 h of the check base OSS KF-B, is 1.3 cm lower. We can still deduce that the standard deviation and the differences between the real time and post-processing height increase with the baseline length. Note that the differences are higher than the static logging for the same period.

In the Table XVI, we present the difference between 1 h average and 24 h average.

When taking averages per hour, 4.2% of the time the values for STEG were outside this 2.5 cm upper/lower tolerance from the 24 h average, with a maximum absolute difference of 4.5 cm. While, this is ±8.3%, for baseline distance of 50-75 km (FAXE, ORHO and GDS1). The maximum absolute difference for all base stations is 9.4 cm.

8) Kinematic mode

a) Trimble Business Center: Kinematic post processing was done in TBC with five base stations (OSS KF-B, STEG, FAXE, ORHO and GDS1) and one rover (DGPS 5). Data will be compared to the real time DGPS 5 data.

From Table XIV, we note that all data are almost continuously in RTK Fix and does not decrease with distance. Let us also note that Post-Processed (PP) data are a bit more in RTK Fix mode than the real time solution.

Table XV gives an overview of the statistics of the kinematic post-processing of the full logging of 24 h.

<table>
<thead>
<tr>
<th>TABLE XIII</th>
<th>DIFFERENCE BETWEEN ONLINE SERVICES AND POST-PROCESSED DATA FROM DIFFERENT BASE STATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPS852 (m)</td>
<td>DGPS 5 ASTRAX-U (m)</td>
</tr>
<tr>
<td>OSS KF-B (8.4KM)</td>
<td>-0.001</td>
</tr>
<tr>
<td>CSRS-PPP</td>
<td>0.006</td>
</tr>
<tr>
<td>STEG (29.2KM)</td>
<td>0.013</td>
</tr>
<tr>
<td>CSRS-PPP</td>
<td>0.020</td>
</tr>
<tr>
<td>SKAN (42.3KM)</td>
<td>0.011</td>
</tr>
<tr>
<td>CSRS-PPP</td>
<td>0.018</td>
</tr>
<tr>
<td>SMYG (49.4KM)</td>
<td>0.017</td>
</tr>
<tr>
<td>CSRS-PPP</td>
<td>0.024</td>
</tr>
<tr>
<td>FAXE (51.9KM)</td>
<td>0.001</td>
</tr>
<tr>
<td>CSRS-PPP</td>
<td>0.008</td>
</tr>
<tr>
<td>ORHO (62.5KM)</td>
<td>0.006</td>
</tr>
<tr>
<td>CSRS-PPP</td>
<td>0.013</td>
</tr>
<tr>
<td>GDS1 (74.1KM)</td>
<td>0.003</td>
</tr>
<tr>
<td>CSRS-PPP</td>
<td>0.010</td>
</tr>
</tbody>
</table>

Overall, data seem to follow the same trend as the real time DGPS5 data (Fig. 5). However, in the graph of Fig. 5 is visible that the datasets tend to spread up to ±0.100 m mainly for the OSS KF B case.

Fig. 5. Kinematic post processed height data from TBC vs real time DGPS 5 data (20-21h).
These results can mean that RTK logging during one hour with a base station at a distance of 30 km in 95.8% can be considered long enough to define the coordinate within tolerance. And for 50-75 km (FAXE, ORHO and GDS1) this percentage decreases to 91.7% and in 8.3% of the time there is a risk of reaching values that exceed the tolerance threshold.

The differences between 1 h and 24 h confirm that there is no significant difference in real time and post-processed results from shorter baseline, since real time and PP OSS KF B show similar results and are both 100% of the time within tolerance.

When looking to the SD values, an increase of percentage outside of tolerance can be noted with the baseline length. For 62 km and 74 km baseline, only ±79.2% of the loggings per one hour are within tolerance, which is a fairly low percentage. Note that these last distances exceed the manufacturer requirement of 40 km.

However, STEG base station is less than 40 km from the rover, which is according to the manufacturer requirements. Despite that, 4.2% of the time the value per hour is outside of the ±2.5 cm tolerance. For this reason, it was looked more in detail what happens there. It was noted that 13-15% of all the values outside of tolerance are falling in a timeframe of less than 1 hour (02:59-03:40, 04:27-04:40, 18:05-18:44). This first timeframe with a lot of high values is seen in Fig. 6. This clearly shows that data is not matching despite the RTK fixed solution.

No specific reason can be given to these decreased results. It could be related with ionosphere and troposphere and thus baseline. These effects tend to increase the vertical error with baseline length. STEG with the shortest baseline (29.2 km) shows slightly less disturbance than GDS1, ORHO and FAXE.

The same exercise as done per hour, was done per 15 min. The real time and post processing statistics are summarized in Table XVII.

With a baseline of more than 25 km, averages over a period of 15 minutes, values outside the 2.5 cm upper/lower tolerance for 13% up to 19% of the time. Heights post-processed with the base station OSS KF B are more within tolerance than the real time result (1% versus 6%). The minimum and maximum values increase significantly with the baseline length. The range of the average height values per 15’ is already ±0.200 m for base stations at 50 km or further.

![Fig. 6. Kinematic post processed data from TBC vs. real time DGPS 5 data (3-4h).](image-url)
Overall, data seem to match the real time DGPS 5 data (Fig. 7). It can be observed that the real time data seems quite regular and not based on 24 h averages. This is due to a difference in rounding between QINSy loggings and Qinertia: QINSy data has two decimals while Qinertia has three decimals.

On an average of 24 h STEG, FAXE, ORHO and GDS1 data are very close to the real time height within 1 cm. These differences are much smaller than those of TBC processed results. Longer is the baseline, higher is the difference per hour with the 24 h baseline. The SD has increased. Also the difference between minimum and maximum values follows this same trend, showing a clear increase. This can be seen by comparing Table XIX with Table XX.

![Fig. 7. Kinematic post processed data from qinertia vs real time DGPS 5 data (20-21h).](image)

<table>
<thead>
<tr>
<th>TABLE XIX. AVERAGES AND SD OVER 24 HOUR</th>
</tr>
</thead>
<tbody>
<tr>
<td>REAL TIME OESS KF B</td>
</tr>
<tr>
<td>---------------------</td>
</tr>
<tr>
<td>AVERAGE HEIGHT FOR 24H</td>
</tr>
<tr>
<td>89.166</td>
</tr>
<tr>
<td>STANDARD DEVIATION FOR 24H</td>
</tr>
<tr>
<td>0.021</td>
</tr>
<tr>
<td>HEIGHT DIFF. WITH REAL TIME DGPS5S FOR 24H</td>
</tr>
<tr>
<td>-</td>
</tr>
</tbody>
</table>

As it was suggested earlier that the RTK fixed solution from Qinertia is generally speaking better at longer distances than TBC, this is no longer valid after analyzing the data more in detail. This is also confirmed when looking at the time series graphs of Fig. 8. Indeed, a reduced availability of data can be observed, only the closest station (STEG) seems to give useful data. Further, it can be observed that data after losing RTK fixed solution can be less accurate. It should also be noted that the heights jumps can only be caused by the Qinertia engine, which is not handling data well at larger distances.

The same exercise is done at a 15 min interval (Table XXI). Here, the same remark must be made about the distortion on the data. Since the results are for quite some time not in RTK fixed, the averages are not based on 24 x 4 quarters.

The difference in height compared to the 24 h average shows the same trend as the data per hour. While real time data was 100% within tolerance, this is now only 93.7% of the time. The percentage of values outside tolerance increases. At a distance of 74 km, only 43.4% of the values are within tolerance, this rate is low even for 1 h average logging. This proves the superiority of 1 h average logging versus 15 min average logging.
The SD values are increasing with distance. For the longest baseline, 86.8% of the SD are smaller than 0.025 m, which is quite good. This shows that Qinertia results are in general stable over time and there is not much difference between 1 h average logging and 15 min average logging.

Height difference 15 min logging compared to real time average 15 min logging out of tolerance is 10-20% higher per 15 min than per 1 h. However, the averages match well with the real time data. The extreme values show min-max ranges of respectively 0.090 m, 0.166 m, 0.138 m and 0.164 m. While at 1 h averages, only GDS1 min-max range was above 0.100 m. However, we always observe an increase of the outside tolerance rate of the height difference between post-processing and real time for both 1 h and 15 min logging.

### III. Conclusion

The tests in this work were performed to find all the elements that go into the precise measurement of the height of OWF outside the standard RTK working range. For the installation of OWF foundations vertical installation tolerances of ±10 cm are imposed. Taking into account all error sources, deformation of the vessel, motion, lever arms that impact the height measurement of the foundation, the vertical accuracies for GNSS must be lower than 5 cm. In these tests, we considered the specifications of ±2.5 cm tolerance.

Based on test results, following conclusions are made:
- **GNSS units:**
  - The statistical analysis does not show a real difference between the different units, but a finer analysis of the time series graphs shows that overall all the receivers follow the same trend. But in some periods, units from the same brand follow the same trend and show significant variations from the other brands. Sometimes these variations are bigger than the tolerance, even if the same antenna is used. This confirms that using different receivers from different brands is necessary for reliable measure.

- **Baseline length:**
  - Data of DGPS5 were post-processed with base stations on different lengths. For shorter baseline the results are similar for both RTK mode and PPK mode. This is no longer the case for longer baseline. If, we are outside the manufacturer specification range +30 km for DGPS5, the results show a clear decrease in quality, but remains mostly within the recommended standards.

- **RTK vs PPK:**
  - During the tests, it was proved that for shorter baseline; according to manufacturer specification length PPK performances exceed RTK performances, despite the fact that for longer baseline PPK results show a decrease in quality. For static post-processing, the results of the different base stations match well with online services. For kinematic post-processing, the choice of the software program is important. The percentage of epochs in RTK fixed, per base with TBC software is very interesting and it looks like Qinertia has more difficulties to recover RTK fixed solution even for shorter

![Fig. 8. Kinematic post processed data from TBC vs real time DGPS 5 data (8-9h).](image)

### TABLE XXI. REAL TIME AND POST PROCESSING (QINERTIA) STATISTICS FOR 15° LOGGINGS OVER A 24H PERIOD

<table>
<thead>
<tr>
<th></th>
<th>REAL TIME OSS KF B (m)</th>
<th>PP STEG (m) (29.2K M)</th>
<th>PP FAXE (m) (51.9K M)</th>
<th>PP OR HO (m) (62.5 KM)</th>
<th>PP GDS1 (m) (74.1K M)</th>
</tr>
</thead>
<tbody>
<tr>
<td>% RTK FIXED</td>
<td>99.92%</td>
<td>85.16%</td>
<td>76.09%</td>
<td>72.6%</td>
<td>57.28%</td>
</tr>
<tr>
<td>DIFFERENCE BETWEEN 15° AVERAGE AND 24H AVERAGE</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MIN</td>
<td>-0.036</td>
<td>-0.026</td>
<td>-0.100</td>
<td>-0.039</td>
<td>-0.068</td>
</tr>
<tr>
<td>MAX</td>
<td>0.029</td>
<td>0.057</td>
<td>0.067</td>
<td>0.094</td>
<td>0.092</td>
</tr>
<tr>
<td>AVERAGE</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.001</td>
</tr>
<tr>
<td>% OUTSIDE TOLERANCE (±2.5CM)</td>
<td>6.3%</td>
<td>3.6%</td>
<td>23.3%</td>
<td>23.2%</td>
<td>56.6%</td>
</tr>
<tr>
<td>SD PER 15°</td>
<td></td>
<td></td>
<td>0.002</td>
<td>0.003</td>
<td></td>
</tr>
<tr>
<td>MIN</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.012</td>
<td>0.192</td>
</tr>
<tr>
<td>MAX</td>
<td>0.031</td>
<td>0.039</td>
<td>0.168</td>
<td>0.129</td>
<td>0.192</td>
</tr>
<tr>
<td>AVERAGE</td>
<td>0.017</td>
<td>0.008</td>
<td>0.013</td>
<td>0.011</td>
<td>0.017</td>
</tr>
<tr>
<td>% OUTSIDE TOLERANCE (±2.5CM)</td>
<td>4.2%</td>
<td>3.6%</td>
<td>8.0%</td>
<td>4.2%</td>
<td>13.2%</td>
</tr>
<tr>
<td>HEIGHT DIFFERENCE 15° COMARED TO REAL TIME AVERAGE 15°</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MIN</td>
<td>-</td>
<td>-0.043</td>
<td>-0.115</td>
<td>-0.043</td>
<td>-0.054</td>
</tr>
<tr>
<td>MAX</td>
<td>-</td>
<td>0.047</td>
<td>0.051</td>
<td>0.095</td>
<td>0.110</td>
</tr>
<tr>
<td>AVERAGE</td>
<td>-</td>
<td>-0.005</td>
<td>-0.007</td>
<td>0.002</td>
<td>0.011</td>
</tr>
<tr>
<td>% OUTSIDE TOLERANCE (±2.5CM)</td>
<td>-</td>
<td>15.7%</td>
<td>31.5%</td>
<td>33.3%</td>
<td>45.3%</td>
</tr>
</tbody>
</table>
baseline. But, if Qinertia achieves RTK fixed, the results are very interesting, even for a short period logging. Although, if we want to reach at least a 95% certainty of having a logging within tolerance, the logging must be longer one hour or more and the base station should be within the manufacturer specifications range.

In conclusion, this paper shows that for precise installation of an Offshore Wind Farm (OWF) located far from the coastline, and to reach better measurement quality and centimeter accuracy outside the standard working range, it is important to take into account several parameters, like statistical parameters, settlements of the device brand, baseline length, time logging interval, and the choice of the software program. This work is of utmost importance in the GNSS application process and should open new possibilities in high accuracy positioning. In future work, we will test a high precision correction services from a Virtual Reference Station (VRS) method. This VRS service can provide RTK and PPK correction based on a network of base stations which can give stable results even in larger areas (longer baselines). This should improve the performances and maximize the centimeter level availability in challenging conditions.
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Abstract—This is the development of a system that has been made, FMCW radar for human or patient breathing which will then determine the type of disease or disorder in the patient just by looking at the type of breathing. This research uses data from FMCW Radar for human or patient breathing, which is then converted to data that can be read in real-time by the public, doctors, or medical teams through a web server; the web server used is iotmedis.brin.go.id. The novelty of this study is that various types of respiratory data are taken from various points so that it will cause new analysis, namely the process of transmitting data on server traffic or uplink and downlink processes. Specific data and research novelty is how Multi patient respiratory data from OmnipreSense or FMCW Radar can be processed by a microprocessor using MQTT, and multi-patient data can be displayed on the server in real-time.

Keywords—FMCW Radar data; realtime monitoring; internet of things; transmission data; multi node

I. INTRODUCTION

Biomedical technology is overgrowing with various modes or types of research using the latest devices, such as Internet of Things (IoT) modules [12]. Some IoT modules, such as WiFi module server ESP32 [8,9] or ESP 8266 used for server communication, continue to be developed to get the best performance from previous research using FMCW radar. FMCW radar [10,11] is an active type of radar sensor that transmits continuous transmission power such as continuous wave (CW Radar); the FMCW type Radar is measured based on the difference in phase or frequency between the signal emitted and the signal received. In this study, the focus is on the patient's respiratory condition, which is monitored from the FMCW Radar [13-15], as shown in Fig. 1. The principle of this Radar can be seen in Fig. 4. and the Block Diagram of FMCW radar sensor shown in Fig. 2 and Fig. 3. This research will focus on displaying radar data and analysis on the iotmedis.brin.go.id server, multipoint. One of the analyses performed is RF Propagation Radar between patients and Radar with different distances [5,6,7].

II. THEORY

A. FMCW Radar Module and Block Diagram

Radar Frequency Modulated Continuous Wave (FMCW) [16-20] is a specific type of Radar that continuously varies the frequency of a transmitted signal at a known rate over a set period, using a periodic linear function such as a sawtooth signal to modulate a sinusoidal radar signal [1]. An FMCW radar's unique ability to differentiate between ranges is accomplished by frequency modulating an ongoing transmission. It can even calculate range, velocity, or phase simultaneously for multiple targets using a process known as IQ demodulation and multiple chirps [2].

Furthermore, Fig. 3 shows the concept of FMCW radar for non-contact detection [3]. The splitter splits the signal generated by the FMCW signal generator. A power amplifier amplifies the signal before the transmitting antenna transmits it. Electromagnetic waves sent out from the transmitting antenna are received by the receiving antenna. Low-noise amplifiers amplify low-power signals without significantly degrading the signal-to-noise ratio (SNR).

*Corresponding Author.
Fig. 3. The concept of FMCW Radar for non-contact detection (personal research data).

Moreover, the signal split by the splitter and FMCW signal generator is combined with the output of the low noise amplifier at the mixer. A lowpass filter (LPF) is used to filter the signal frequencies. The LPF principle is a filter that passes signals with frequencies below the cutoff frequency. After passing through the LPF, the output signal can be computed with a Fast Fourier Transform (FFT) to determine the target range. The output signal contains phase shift information. The LPF output is affected by the phase difference between reflected and transmitted waves. The formula used in this calculation is the phase difference caused by propagation delay due to target range shift.

The phase computation of the LPF output can be used to calculate a small shift. Phase processing from the LPF output is accomplished by IQ demodulation of the RF circuit. Two double-balanced mixers are combined. By changing the In-phase (I) and quadrature (Q) inputs in the branches of the IQ demodulator (1), the LPF output is combined with a reference signal [4]. Reference signals are written as (2) [4]. The phase data can then be obtained using the arctangent computation. A sinusoidal signal phase shifted by 90 from the FFT output is used as the basis for the LPF output approximation. It can determine the frequency of the output signal from the LPF by applying the FFT and performing Fourier transform computations. The phase-shifted output of an FMCW radar system is formulated as (3).

$$S_{LPF} = S_{LPF0} \cos(2\pi f_r \tau + 2\pi \frac{df_r}{\tau})$$  (1)

$$S_{sy} = S_{sy} \cos(2\pi \frac{df}{\tau})$$  (2)

$$\tau = 2\pi f_0 a^{-1} \tan^{-1} \left( \frac{E_0(t)}{E_{r}(t)} \right)$$  (3)

$$\varphi(t) = \tan^{-1} \left( \frac{\text{Im}(Q(t))}{\text{Re}(I(t))} \right)$$  (4)

B. Doppler Effect and FMCW Equation

The Doppler effect principle of this formula is used for systems on Radar, including FMCW; for that, it is necessary to understand the formula for the Doppler effect, which is affected by the Speed of light (c). The Doppler frequency ($f_d$), which is determined by the Speed of light in air with the formula $c' = c/1.003$, is slightly slower than in a vacuum, and $\nu$ is the target speed, which can be written as Eq. 5. And the Doppler frequency is generally written with the formula by looking if $\nu < c'$ or $c' - \nu = c$, and $f_d = 2\nu f_r$ $c'$ as the equation 6.

$$f_r = f_r(1 + \frac{\nu}{c'})$$  (5)

$$f_d = f_r - f_t = 2\nu \left( \frac{f_r}{c - \nu} \right)$$  (6)

Furthermore, in FMCW Radar, the signal is transmitted by periodically increasing and decreasing the frequency; when the echo signal is received, there will be a change in frequency or a time delay denoted by $\Delta t$. In FMCW radar, the phase and frequency differences between the transmitted and received signals are both measured. The signal from the radar position $R$ radiates to a certain plane or object shown in Eq. (7).

$$R = \frac{c_0 |\Delta t|}{2} = \frac{c_0 |\Delta f|}{2 \left( \frac{df}{dt} \right)}$$  (7)

$c_0$ = Speed of light (3.10$^8$ m/s)

$\Delta t$ = delay time (s)

$\Delta f$ = measured frequency difference (Hz)

$R$ = distance between the antenna and reflecting object (ground) (m)

$\frac{df}{dt}$ =frequency shift per unit of time

Furthermore, for the Range Resolution of FMCW radar, the bandwidth BW of the transmitted signal is decisive, as in chirp radar. However, the technical possibilities of the Fast Fourier Transform are limited by time, i.e., by the duration of the sawtooth $T$ as Eq. (8). The resolution of an FMCW radar is determined by the frequency changes that occur within this time limit.

$$\frac{df}{dt}$$
Fig. 5. Triangular modulation pattern (personal research data).

\[ \Delta f_{\text{FFT}} = \frac{1}{2} \cdot \frac{d(f)}{d(t)} \cdot (f_{\text{up}} - f_{\text{down}}) \]  
\[ \Delta f_{\text{FFT}} = \text{slightest measurable frequency difference} \]
\[ \frac{d(f)}{d(t)} = \text{Steepness of the frequency deviation} \]
\[ f_{\text{up}} = \text{Upper frequency (end of the sawtooth)} \]
\[ f_{\text{down}} = \text{Lower frequency (start of the sawtooth)} \]

In the sinusoidal frequency modulation theory in Fig. 5, the time domain formula is obtained \( y(t) \) value.

\[ y(t) = \cos(2\pi(f_c + B \cos(2\pi f_m t)) t) \text{, where } B = \frac{f_s}{f_m} \]  
\[ y(t) = \cos\left(4\pi f_s \sin(2\pi f_m (t + \delta t) \sin(\pi f_m \delta t) + 2\pi f_m (t + \delta t)) \right) \]  
\[ y(t) = \cos\left(-4\pi f_s \sin(2\pi f_m (t + \delta t) \sin(\pi f_m \delta t)) + 2\pi f_m (t + \delta t)) \right) \]  
\[ \text{MSS} \approx 2(B+1)2(B + 1)f_m \sin(\delta t) \]  
\[ f(R) = \frac{\Delta f_{\text{up}} + \Delta f_{\text{down}}}{2} \]  
\[ f(D) = \frac{|\Delta f_{\text{up}} + \Delta f_{\text{down}}|}{2} \]

\( \Delta(f_c) \) = frequency difference at the rising edge
\( \Delta(f_c) \) = frequency difference at the falling edge

III. METHOD

The method in this research is shown in Fig. 7 by looking at a more specific step-by-step process in the flowchart, Fig. 6. While the real-time respiratory Radar is documented in Fig. 8. In the case of these radar-based respiratory patients, it is essential to understand the algorithm shown in Algorithm 1.

**Algorithm 1:** Radar-based respiratory system readout

*Start*

- Initialize of Radar
- While Radar Capture loop
  - For (Patient’s position ready), do
    - Capture and read respiratory patient data from Radar
    - Perform Filtering
    - Perform respiratory motion detection
    - Calculate the respiratory frequency
    - Display the reading result
    - Pause for a few seconds to allow the next breath to be detected
  - if (Respiratory patient’s data is not readable)
    - Restart the Radar Functionality and restart the detection of the respiratory patient.
  - else
    - Radar Error

*Finish*

End

![Fig. 6. Flowchart system (personal research data).](image)

**Fig. 7.** Positioning of FMCW Radar during respiratory measurement (personal research data).
IV. RESULT AND ANALYSIS

The analysis results show the respirometer and magnitude of the Radar and patient with different distances, namely 30 cm, 60 cm, 100 cm, 300 cm, 450 cm, and 1000 cm or 10 meters. The respirometer and magnitude are different from each distance difference, and this is due to the Doppler frequency of the distance determination.

Fig. 9 shows the position of the FMCW Radar that has not been given a mounting case, this is for initial testing and to obtain signal accuracy.

Specifically, Data Radar for respiratory patients is shown in Fig. 10 (30 cm), Fig. 11 (60 cm), Fig. 12 (100 cm), Fig. 13 (300 cm), Fig. 14 (450 cm), Fig. 15 (1000 cm), and precisely or detail respiratory patient in Fig. 16 the difference is in the distance, which is the closest distance of 30 cm to 10 meters.
Fig. 11. Radar output for a respiratory patient at a distance of 60 cm.

Fig. 12. Radar output for a respiratory patient at a distance of 100 cm.

Fig. 13. Radar output for a respiratory patient at a distance of 300 cm.

Fig. 14. Radar output for a respiratory patient at a distance of 450 cm.
Fig. 15. Radar output for a respiratory patient at a distance of 1000 cm.

Fig. 16. Radar output for a respiratory patient detail.

Furthermore, by sending MQTT-based data, with Raspberry Pi 4 as a processor, Radar data can be displayed on the Application Server iotmedis.brin.go.id in real-time from several patients or multi-nodes, as shown in Fig. 17. In Fig. 17, sample data is taken from four different patient conditions, namely with varying conditions of breathing, in taking samples, there is a conditioning of patient breathing, namely fast breathing, slow breathing, holding the breath, and normal breathing, this is done to get different results to get the most accurate radar reading system. As for the download process, it can be done quickly. Real-time patient respiratory data can be downloaded in SVG, PNG, and CSV formats, as shown in Fig. 18.

Fig. 17. Multi-data respiratory patient from server real-time and smartphone.

Fig. 18. Download real-time data.
V. CONCLUSION

FMCW radar can accurately detect breathing from each experiment, for example, when the patient is sitting, standing, or running results, or from differences in male and female gender who have different lung volumes. The experiments conducted produce respiratory data that is in accordance or synchronized with the FMCW radar measurement data. Next is to send breathing data to the iotmedis.brin.go.id server. While the server functions very well by displaying the respire meter and magnitude display of human or patient breathing results, this data can be viewed in real-time with Multi data Respiratory Patients' real-time use of Android and a smartphone with an internet connection. Finally, downloading real-time graphs of respiratory data can be done easily on a smartphone device. Specific data and research novelty is how Multi patient respiratory data from OmnipreSense or FMCW Radar can be processed by a microprocessor using MQTT, and multi-patient data can be displayed on the server in real-time; this process was a success and was successfully tested.
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Abstract—Delay-Tolerant Networking (DTN) or Disruptive-Tolerant Networking comes under the category of networks that work without infrastructure wireless networks. DTN is one type of computer network that provides solutions for several applications. Delay tolerant network communications are networks that are accomplished by storing packets briefly in intermediate nodes till a certain time an end-to-end route is been re-setup or regenerated. This leads to thought as Delay Tolerant Networks. The paper presents the developed models using Artificial Neural Networks (ANN) and Convolutional Neural Networks (CNN) for predicting the best alpha, beta, and gamma parameters of Probabilistic Routing Protocol for Intermittently Connected Networks (PROPHET) protocol for delay tolerant networks. The first dataset is generated using ONE simulator, and the generated data is analyzed using python panda’s module. From the above dataset, 80% was used for training and the remaining 20% each has been used for testing and validation. The models were developed and tested using the r2 score for both models to predict alpha, beta, and gamma parameters. Based on the predicted parameters extensive experiments were done and it was found that the ANN model is better than the CNN model. The ANN model can predict optimum alpha, beta, and gamma whereas CNN Model failed to produce accurate prediction.
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I. INTRODUCTION

Wireless Networks are dynamic. Nowadays Wireless Networks have become a part of life to communicate with others. Delay Tolerant Network (DTN) is a type of wireless communication to communicate data. DTN is a wireless network designed to operate efficaciously in severe conditions and over very massive distances, including space area communications [1]. DTN networks are proven the most beneficial network in deep space communications. Space communications are lengthy distances of millions and hundreds of miles. So routing the data between massive distances leads to delays in transferring data, records losses, and errors. Present communication technology is not enough to handle such problems. That is wherein delay tolerant networks are introduced [2, 3].

To increase the quality of data-transferring services in large communications machine learning models are developed to predict the parameters for given inputs. The main reason for choosing DTNs is it decreases the delay and increases the throughput of the network [4]. As routing is a tedious task in communication hence DTN networks are chosen. Machine Learning (ML) belongs to a Sub-Category of Artificial Intelligence (AI) which doesn’t need to program explicitly and it takes the input as the data samples and creates its insights from the data [5]. Here, the author created models of Deep Learning (DL) which take input as throughput and delay and output alpha, beta, and gamma values without simulation. Deep Learning is a part of Machine Learning where Neural Networks (NN) are used to solve machine learning problems [6]. Neural Networks require high computational power to train the model.

Two neural network models Convolution Neural Networks (CNN) and Artificial Neural Networks (ANN) are defined for prediction. CNN is an architecture that is used for deep learning algorithms, specifically in the processing of pixel data in image processing concepts and pattern recognition in computer-related vision. The CNN also is the feed-forward network that is widely used for routing and multiple communication network tasks [7, 8]. An ANN is formed from a group of linked units or artificial neuron nodes, which are the simple model of the biological brain. ANN is the capability of paralleled processing, working with incomplete data, and memory distribution [9, 10].

In the present work, the author created machine learning models which can predict the required values just by inputting the data without simulation. The proposed paper is arranged as follows: The introduction part introduces the delay tolerant networks of the prophet routing protocol by using two machine learning models such as artificial neural networks and convolutional neural networks. The literature survey part presents the existing system. The next section methodology and simulation deals with the methods used to implement the performance of the prophet routing protocol in DTNs and shows the output using ONE simulator. The results and simulation part presents the prediction values that came from the CNN and ANN models. Comparing the above two models one is more accurate for all models and selected the best one is ANN. After doing extensive experiments, it was found that the ANN model is better than the CNN model with an accuracy of 99%. The final section deals with the conclusion of the present work and proposed a future scope of this study.
II. LITERATURE REVIEW

Delivery ratio and packet drop influence quality of service in the delay tolerant networks are found and explained [11]. They proposed a solution to maintain the quality of service in DTN. They said that providing quality service in wireless networks is a challenging task. They investigated that no researcher now talked about fairness in the delay-tolerant network to maintain the Quality of service.

Research [12] worked in DTN routing as an ML classification problem. The authors discussed a machine learning-based style to directing the route for delay tolerant networks (DTNs). They explained various machine learning classification techniques to forecast a set of adjacent nodes which have the maximum possible to distribute communication to an anticipated location based on the message of the past delivery info. Their results showed that ML classification is a workable technique to expect network traffic, reducing overhead in epidemic-based routing approaches. Their model is not concentrated on new data arriving; this is the drawback of their work.

The thought and design of a machine learning-based routing for delay-tolerant planetary systems were discussed [13, 14]. They stated that the methods of Bayesian learning and reinforcement learning are used to enhance the routing decisions. Cognitive communications prototypes are studying popular ML algorithms which may be used further to enhance the functionality of existing routing algorithms. This approach proved the adaptive aids established in opportunistic transmitting strategies. In delay-tolerant network algorithms, strategies, and applications, they incorporated Machine-Learning methods that can be fixed to overwhelm such struggles [15]. ML enhances the network lifespan in delay tolerant network. ML works on DTN routing by adjusting to the network changes diminishing congestion, and cutting overhead. The authors did not work to enhance the quality of service parameters like throughput and delay.

Study [16] used the Support Vector Machines (SVM) concept in machine learning used to solve non-linear classification and regression. The network traffic predictive method proposed here with some results, they prepared a dataset by using it for testing and training. They found that their approach to finding correctness is better than detecting the attacked traffic. The inclusion of neural networks of machine learning in wireless sensor networks is a useful tool to increase network performances was suggested in [17]. Work was done on ML techniques for the prediction of routing parameters and protocol to obtain optimal performance [18]. Their results show that improvement in the quality of service has been achieved.

Extensible Provisioning Protocol (EPP) is proposed to consider specific physical attributes of collaborating mobile nodes, at the side of their positional attributes with a current message time-to-live value, and determine routing hops [19]. Their primary aim is to increase message delivery rate while keeping an optimal balance between hop count, routing overhead, and cooperation among nodes. Extensive provisioning protocol works on delivery rate, this predictability value is manipulated using a weighted function of parameters like bandwidth, power, nodes buffer, deliverable probability, and popularity. Extensive provisioning protocol maintains high probability delivery while structured overhead ratio average hop count and balancing average latency.

Cognitive Radio Mobile Ad-hoc Networks (CR-MANETs) are proposed as an efficient quality of service protocol, where a quality of service route is formed by exploiting Deep Reinforcement Learning (DRL) [20]. The higher Packet Delivery Ratio (PDR) and lower energy consumption provides by the proposed quality of service routing protocol than the Cognitive Radio Ad-hoc On-demand Distance Vector (CR-AODV). Moreover, the cognitive radio Ad-hoc on-demand distance vector protocol spends too much energy for the Route Request Packet (RREQ) flooding, while the quality of service routing protocol just uncast an RREQ packet to the best neighbor relying on the Deep Reinforcement Learning (DRL) model, thus consuming the small energy.

A systematic and comprehensive study of investigation on various modern approaches for intensifying security in Mobile Ad-hoc Networks (MANETs) is represented in [21]. A review on routing protocol and security attacks in mobile ad-hoc networks studied different security attacks in MANET. The author also examined how different layers under the protocol stack become vulnerable to different types of attacks [22]. A different routing protocol was designed for infrastructure-less networks and described the operation of each protocol and then compared their characteristics. They classified the routing method based on the operation [23]. An Ad hoc routing protocol of table-driven and on-demand category are selected for their study [24]. This paper studied table-driven routing protocols and listed their pros and cons in various situations. Results getting from the Taguchi approach, it is conferred that one ideal setting for one response metric is not similar to another metric. Hence multiple-response metric study may yield better results as it gives one optimum setting to enhance all metrics [25]. The data transfer between air-linked devices to the ground station using Micro Aerial Vehicle (MAVlink) protocol is explained [26]. The work describes the transfer between micro aerial vehicles or unmanned aerial vehicles to ground control stations in different circumstances.

They categorized various machine learning algorithms based on security approaches in mobile ad-hoc networks. The security approaches are divided into three dimensions (3D) ML Based Intrusion Detection System (IDS), trust-based models, and attack detection models. In the existing system people who worked on DTNs simulated the model to improve the network throughput and to decrease the delay. The above models are worked to increase the throughput of the delay tolerant networks using the simulation.

III. METHODOLOGY AND SIMULATION

A. Artificial Neural Network

Artificial Neural Networks (ANNs) are simply called Neural Networks (NN), these are the computing systems that are inspired by human and animal brain process information [27]. ANNs accumulate their expertise utilizing detecting the patterns and trained similarities within the data through experience, not from programming. The architecture of ANN is
shown in Fig. 1. An ANN is formed from a group of linked units or artificial neuron nodes, which are the simple model of the biological brain.

In the ANN, each neuron is connected with weights (Coefficients) to each one to transmit signals from each other and organized in layers [28]. The coefficients decrease and increase with the strength of the signal in some thresholds. Based on the threshold the signal passes through the neurons within the unit. The output of the signal (neurons) is calculated by the non-linear equation of the sum of its input.

![Fig. 1. Architecture of ANN.](image)

**B. Convolutional Neural Networks**

The problem with regular NNs is the lack of adaptability. At the same time complexity and size of the data to be increased, and the calculation power of the model should be increased this leads to more expensive neural networks. The parameter sharing is well known that the associated weight (Coefficient) in the CNN layers is remaining fixed. The parameter sharing in the CNN layer system will be less computationally intensive than the artificial neural networks. The architecture of ANN is shown in Fig. 2.

CNN is an architecture that is used for deep learning algorithms, specifically in the processing of pixel data in image processing concepts and pattern recognition in computer-related vision [29]. CNN also shows connectivity pattern similar to a human brain just like ANN and it consists of a group of linked neurons to connect. The CNN delivers better performance with image inputs, and also with speech or audio signal inputs.

![Fig. 2. Architecture of CNN.](image)

**C. Simulation**

A simulation is a duplicate model that mimics the operation of a current or proposed work, imparting for decision-making by having the ability to test distinct situations or different scenarios or method modifications, or process changes. A network system is a set of network elements, including switches, routers users, links, and packages operating collectively to acquire some assignments. The scope of a simulation examination, can also most effectively be a system inside another system as in the case of sub-networks.

The state of a network system is the set of suitable parameters and variables that narrate the system at a precise time that incorporates the scope of the study. As an example, if the interest is in the usage of a link, then recognize the quantity of bits transmitted through the link in a second and the full capacity of the link, instead of the variety of buffers to be available for the ports in the switches connected via link.

1) **Types of simulators**: Different network simulators offer different features.

- Network Simulator2.
- Network Simulator3.
- OPNET.
- OMNeT++.
- NetSim.
- ONE.
- REAL.
- QualNet.
- J-Sim.

2) **ONE Simulator**: DTN is a communication networking pattern that enables communication in environments wherein there may be no end-to-end paths, communication opportunities come and cross and their programming languages can be very lengthy and now not even identified beforehand. Routing messages in this type of surroundings may be unique and different from traditional standard networks. This gap has created a need to find different types of new routing protocols that take efficaciously into consideration the distinct nature of these networks.

Distinct procedures may be tested and evaluated by way of simulation. So in this work, the author considers and thinks about Opportunistic Network Environment (ONE) Simulator shown in Fig. 3. Not like other delay tolerant networks simulators, which typically pay attention to routing simulation, the ONE combines delay tolerant network routing, mobility modeling, and visualization in one package deal that is effortlessly extensible and offers a rich set of reporting and studying modules. The ONE simulator is a simulation tool that is used widely by researchers operating on studies related to opportunistic and DTN networks. The default_settings.txt notepad file is essential for running or compiling the stipulated simulation.
Standardize the simulation’s configuration parameters along with alpha, beta, and gamma parameters from the Internet Engineering Task Force (IETF) draft of the Prophet routing protocol wherein static values are not suitable for delay tolerant networks; that are dynamic values shown in Table I. The working environment and parameters for the simulation setup are shown in Table II.

**TABLE I. IEFT DRAFT PARAMETERS FOR PROPHET ROUTING PROTOCOLS**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Default Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alpha</td>
<td>0.75</td>
<td>Predictability initialization constant</td>
</tr>
<tr>
<td>Beta</td>
<td>0.25</td>
<td>Delivery predictability transitivity scaling constant</td>
</tr>
<tr>
<td>Gamma</td>
<td>0.98</td>
<td>Predictability aging constant</td>
</tr>
</tbody>
</table>

**TABLE II. VARIABLES FOR SIMULATION SETUP**

<table>
<thead>
<tr>
<th>Name of Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time of Simulation</td>
<td>0.5hr-12hr</td>
</tr>
<tr>
<td>Node Density</td>
<td>40,80,120</td>
</tr>
<tr>
<td>Update interval</td>
<td>0.1</td>
</tr>
<tr>
<td>Interface Type</td>
<td>Simple Broadcast</td>
</tr>
<tr>
<td>Interface</td>
<td>Bluetooth</td>
</tr>
<tr>
<td>Interface Transmit Speed</td>
<td>2 Mbps</td>
</tr>
<tr>
<td>Transmit Range</td>
<td>100m</td>
</tr>
<tr>
<td>Routing Protocols</td>
<td>ProPHET</td>
</tr>
<tr>
<td>Message TTL</td>
<td>300 minutes(5hours)</td>
</tr>
<tr>
<td>Message Generation Rate</td>
<td>25sec-35sec</td>
</tr>
<tr>
<td>Buffer Size</td>
<td>2 MB</td>
</tr>
<tr>
<td>Message Size</td>
<td>500 KB-1 MB</td>
</tr>
<tr>
<td>Movement Model</td>
<td>Shortest Path Map Based</td>
</tr>
<tr>
<td>Simulation Area Size</td>
<td>4500mx3400m</td>
</tr>
<tr>
<td>Load time</td>
<td>1Mb,2Mb,3Mb,4Mb,5Mb</td>
</tr>
</tbody>
</table>

**D. Graphical User Interface Mode**

The Graphical User Interface (GUI) additionally maintains track of noted events or activities and disposes them inside the panel of the event log. By clicking a message or a node name within the panel of the event log, more statistics may be proven approximately that message or node. The panel of event log dominance panel may be used to alter which events or activities are shown within the event log and the simulation also can be made mechanically paused in the case of some sort of activities or events.

**E. Methodology**

The overall algorithm for this work is as follows and the flow chart of the algorithm is shown in Fig. 4.

- **Step1.** Read the data from the data set.
- **Step2.** Processing the data.
- **Step3.** Apply artificial neural network.
- **Step4.** Apply convolution neural network.
- **Step5.** Evaluate and Compare the results.

A Java simulator is used to create the data, and Anaconda software is used to perform machine learning algorithms. Many people used Fuzzy Models to enhance the performance of DTN but here we used Machine Learning Models.

The following steps are discriminating the proposed methodology:

1. **Reading the data:**
   a) By using the Pandas module imported the training Data set and testing data which was stored in Comma Separated Values (CSV) format.
   b) Here, two lists are created that contain labels and targets.

2. **Modifying data:**
   a) Using the time step of 30 apply time-series.
   b) Here 30 denotes the input size to the model which is used to predict the targets.
   c) Perform the Min Max Operation on the data.
   d) Split the data for training and testing purposes with an 80:20 ratios.

3. **Modeling:** Modeling presents the detailed procedure for this study using two models such as convolutional neural networks as model-1 and artificial neural networks as model-2. The procedure of the above two models is discussed in the results and discussions.
IV. RESULTS AND DISCUSSIONS

A. Convolutional Neural Networks(Model-1)

1) Model-1 (CNN):
   a) Import Sequential and Dense from Keras. models and keras.layers respectively.
   b) Initialize the Sequential Model.
   c) Add 4 dense layers with normal kernel initializer and Rectified Linear Unit (ReLU) activation function with 20, 25, 10, and 1 neurons in each respectively.
   d) Compile the model with Adaptive Moment Estimation (ADAM) optimizer and Mean_Squared_Error Loss.
   e) Fit the model with a validation split of 20% and run it for 70 epochs.
   f) Make the Predictions and compare them with actual values shown in Table III.
   g) Compute the r2 Score.
   h) Finally, this model too failed to predict the output.
   i) Now retrain the Conv1D Model with modified data for 100 epochs and a 20% validation split.
   j) Compare the predicted values with the actual values and compute the r2_score.

k) The model worked successfully with 98% accuracy.

For this experiment, a total of five samples were used, and the samples are numbered 0, 1, 2, 3, and 4. Where the actual and predicted values obtained from the above CNN model are more similar to each other and their accuracy is approximately 98%.

<table>
<thead>
<tr>
<th>Value</th>
<th>Actual</th>
<th>Predicted</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.835</td>
<td>0.820380</td>
</tr>
<tr>
<td>1</td>
<td>0.840</td>
<td>0.826132</td>
</tr>
<tr>
<td>2</td>
<td>0.850</td>
<td>0.832045</td>
</tr>
<tr>
<td>3</td>
<td>0.855</td>
<td>0.837852</td>
</tr>
<tr>
<td>4</td>
<td>0.860</td>
<td>0.843962</td>
</tr>
</tbody>
</table>

TABLE III. PREDICTED AND ACTUAL VALUES OF THE CNN MODEL

Added four dense layers with the return sequence of each one with 70 neurons and Epoch of 1/100, 2/100, and 3/100 for each 1 neuron add the dense layer to get the predicted output shown in Table IV. The training dataset of the CNN model is shown in Fig. 5.

<table>
<thead>
<tr>
<th>Epoch 1/100</th>
<th>4/4</th>
<th>4/4</th>
<th>4/4</th>
</tr>
</thead>
<tbody>
<tr>
<td>0s 57ms</td>
<td>Loss 0.1997</td>
<td>val_Loss 0.5681</td>
<td></td>
</tr>
<tr>
<td>0s 18ms</td>
<td>Loss 0.2074</td>
<td>val_Loss 0.5570</td>
<td></td>
</tr>
<tr>
<td>0s 16ms</td>
<td>Loss 0.1916</td>
<td>val_Loss 0.5449</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 5. The training data set of the CNN Model.

Then retrain the Conv1D model with modified data for 100 epochs (1/100, 2/100, 3/100) and a 20% validation split. Compare the précised values with the actual values and compute the r2_score. The CNN model worked successfully with an accuracy of 98% shown in Fig. 6. The graph shown in Fig. 7 represents the accuracy CNN model with actual and predicted values. The yellow line shows the predictions and the blue one shows those actual values.

B. Artificial Neural Networks(Model-2)

1) Model-2 (ANN):
   a) Import sequential and utils from TensorFlow.keras and import Flatten, Dense, Conv1D, MaxPool1D, and Dropout from TensorFlow. Keras. layers.
   b) Initialize the Sequential Model.
   c) Add 3 Conv1D Layers with kernel size (3) and ReLU activation function with 32, 64, and 128 neurons each.
   d) Add a Flattening Layer.
   e) Add three Dense Layers with ReLU activation function with 50, 20, and 1 neurons.
   f) Compile the model with mean_squared_error and Adam optimizer.
   g) Fit the model with a 20% validation split for 100 epochs.
   h) Predict the values using the model and compare with actual values and compute the r2_score shown in Table V.
   i) This model too failed to predict the outputs and gave less accuracy.
   j) Now retrain the Conv1D Model with modified data for 100 epochs and a 20% validation split.
   k) Compare the predicted values with the actual values and compute the r2_score.
   l) The model worked successfully with 99% accuracy.

<table>
<thead>
<tr>
<th>Epoch</th>
<th>Step</th>
<th>Loss</th>
<th>Val_Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/100</td>
<td>0s 57ms</td>
<td>0.1997</td>
<td>0.5681</td>
</tr>
<tr>
<td>2/100</td>
<td>0s 18ms</td>
<td>0.2074</td>
<td>0.5570</td>
</tr>
<tr>
<td>3/100</td>
<td>0s 16ms</td>
<td>0.1916</td>
<td>0.5449</td>
</tr>
</tbody>
</table>

Fig. 6. Accuracy output of the CNN model.

Fig. 7. Actual and predicted values of the CNN model.
For this experiment, a total of five samples were used, and the samples are numbered 0, 1, 2, 3, and 4. Where the actual and predicted values obtained from the above ANN model are more similar to each other and their accuracy is approximately 99%.

The test data has been sent to the model to predict the output and the predictions have been stored in a variable as a data frame. The actual value and the predicted value have been compared to evaluate the model.

Add 3 Conv1D Layers with kernel size (3) and ReLU activation function with 32, 64, and 128 neurons each and Epoch of 1/100, 2/100, and 3/100 for each increasing neuron add the dense layer to get the predicted output shown in Table VI. The training dataset of the ANN models is shown in Fig. 8.

Now retrain the Conv1D Model with modified data for 100 epochs and a 20% validation split. Compare the predicted values with the actual values and compute the r² score. The model worked successfully with 99% accuracy shown in Fig. 9.

In this research work, ANN and CNN models are used to predicate the best alpha, beta, and gamma parameters of prophet routing protocol for delay tolerant networks using a dataset simulated by ONE simulator. While considering models like CNN, ANN performed well on the test dataset. Of the dataset, 80% was used for training and the remaining 20% each has been used for testing and validation. While comparing the two models (CNN and ANN) the impact of CNN is mainly on the dynamic values of all datasets with an accuracy of 98% and ANN is mainly on the dynamic values of all datasets with an accuracy of 99%. Comparing the above two models one is more accurate for all models and selected the best one is ANN with 99%. After doing extensive experiments, it was found that the ANN model is better than the CNN model with an accuracy of 99%. At the same time, the ANN model can predict the best alpha, beta, and gamma parameters of the delay tolerant network protocols. In probabilistic routing protocol for intermittently linked networks, a message is forwarded to a touch node if the touch node has a better delivery quality of being expected to the destination of the message. A delay tolerant network is a Prophet routing protocol that gives confident delivery of facts using automatic store and forward mechanisms. Delay tolerant network comes under the category of networks that works without infrastructure wireless networks. Each data packet of transmission is received and immediately forwarded if possible, but these are stored for further transmission if forwarding is not possible currently however is predicted to be possible in future transmission.

V. Conclusion and Future Scope

After the predicate of the actual and predicted values using ANN and CNN models the final output should be shown in Table VII. The actual values of the data and the predicted values of the data have been differentiated with equal intervals of 0.10, 0.01, 0.01, 0.009, and 0.009.

<table>
<thead>
<tr>
<th>Epoch</th>
<th>Step</th>
<th>Loss</th>
<th>Val_Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/100</td>
<td>1s 72ms</td>
<td>0.2069</td>
<td>0.2005</td>
</tr>
<tr>
<td>2/100</td>
<td>0s 20ms</td>
<td>0.0488</td>
<td>0.1579</td>
</tr>
<tr>
<td>3/100</td>
<td>0s 20ms</td>
<td>0.0362</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

Fig. 8. Training data set in ANN Model.

Fig. 9. Accuracy output of the ANN model.

The actual values of the data and the predicted values of the data have been plotted into a graph to check the variance between values shown in Fig. 10.

![Actual Value vs Predictions](image.png)

Fig. 10. Actual and predicted values of the ANN model.

TABLE V. PREDICTED AND ACTUAL VALUES OF THE ANN MODEL

<table>
<thead>
<tr>
<th>Value</th>
<th>Actual</th>
<th>Predicted</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.835</td>
<td>0.830679</td>
</tr>
<tr>
<td>1</td>
<td>0.840</td>
<td>0.836426</td>
</tr>
<tr>
<td>2</td>
<td>0.845</td>
<td>0.842122</td>
</tr>
<tr>
<td>3</td>
<td>0.850</td>
<td>0.847810</td>
</tr>
<tr>
<td>4</td>
<td>0.855</td>
<td>0.853515</td>
</tr>
</tbody>
</table>

TABLE VI. DENSE LAYERS STEP EPOCH OF ANN MODEL

<table>
<thead>
<tr>
<th>Epoch</th>
<th>Step</th>
<th>Loss</th>
<th>Val_Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/100 (4/4)</td>
<td>1s 72ms</td>
<td>0.2069</td>
<td>0.2005</td>
</tr>
<tr>
<td>2/100 (4/4)</td>
<td>0s 20ms</td>
<td>0.0488</td>
<td>0.1579</td>
</tr>
<tr>
<td>3/100 (4/4)</td>
<td>0s 20ms</td>
<td>0.0362</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

TABLE VII. PREDICTED VALUES OF THE CNN AND ANN MODELS

<table>
<thead>
<tr>
<th>Value</th>
<th>CNN Predicted</th>
<th>ANN Predicted</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.820380</td>
<td>0.830679</td>
</tr>
<tr>
<td>1</td>
<td>0.826132</td>
<td>0.836426</td>
</tr>
<tr>
<td>2</td>
<td>0.832045</td>
<td>0.842122</td>
</tr>
<tr>
<td>3</td>
<td>0.837852</td>
<td>0.847810</td>
</tr>
<tr>
<td>4</td>
<td>0.843962</td>
<td>0.853515</td>
</tr>
</tbody>
</table>

Accuracy score of the predictions: 0.989738837972176
optimum alpha, beta, and gamma whereas the CNN model failed to produce accurate prediction.

The future scope should be trying to simulate a large number of datasets and trying to use predefined models like VGG-16, ResNet, and EfficientNet. Also considering the other parameters of DTN Routing Protocols to predicate the accurate results.
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Abstract—The attractiveness of dragon fruit is that it has a strange exterior, beautiful colors, and high nutritional value. In Thailand, there is both import and export of dragon fruit. Each package for export must contain only one species of dragon fruit. From the survey, there are seven species of dragon fruit cultivated in Thailand and only some farmers can identify them on his/her farm. Therefore, this research focuses on the classification of Thai dragon fruit from laboratory images and outdoor images; which is different from the previous works which studied only laboratory images. This method was named DIP-CBML that stands for digital image processing with content-based and machine learning. The method consists of image type identification, pre-processing, red and yellow classification, image background removal, and six classes of red species classification. From the results, DIP-CBML can work with both datasets. It gave 100%, 100% and 95.53% accuracy for the image type identification, red and yellow classification, and the classification of six red species respectively. Hopefully, this research will lead to the innovation for the pre-harvest classification of Thai dragon fruit cultivars, applied to industrial applications, and robot harvesting. In the future, may add value to the yield of Thai dragon fruit cultivation.
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I. INTRODUCTION

Dragon Fruit is a fruit in the cactus family (Cactaceae) with genus Hylocercus Spp. and Selenicereus Sp. It has been planted in Thailand since 1997. With its unusual exterior and beautiful colors, it has received much attention. The advantage of dragon fruit is that it is a fruit that has high nutritional value. It can be used in the food, pharmaceutical, and cosmetic industries [1-4]. Since dragon fruit is a juicy fruit, it will be bruising and perishable in a short time after harvesting. It must be eaten or processed quickly, or storing at low temperatures for slowing down spoilage [5].

Currently, there is import and export of dragon fruit. Therefore, the agricultural standard for dragon fruit has been established by the National Bureau of Agricultural Commodity and Food Standards (ACFS), the Ministry of Agriculture, and Cooperatives of Thailand. Dragon fruit is divided into three groups by the peel color and the pulp color, namely Group 1, red peel with white pulp (Hylocercus undatus), Group 2, red peel with red pulp (Hylocercus polyrhizus) or pink pulp (Hylocercus spp.) and Group 3, yellow or gold peel with white pulp (Hylocercus sp. and Selenicereus sp.). The package must contain the same dragon fruit species per package [6].

From a survey on the cultivation of dragon fruit in Thailand, Loei Province located at the top of the Northeast of Thailand is the area that can harvest the most products in the country [7]. It was found that there are seven species of Thai dragon fruits planted. If divided like ACFS, the First group has two species, which are Jumbo White and Vietnamese White. The second group has four species, which are Pink, Siam Red, Taiwan Red, and Ruby Red. The third group has only one species called Israel Yellow. Each species has different care and maintenance which affects cultivation costs and selling prices.

The main problem is that only some farmers can identify the cultivars which are grown. Like the middleman, most farmers only know the color of the peel and of the pulp. As a result, the price of each species of dragon fruit is determined according to the standard in only three groups. If farmers or middlemen can classify dragon fruit species, they know how to manage production of dragon fruit, take care the produce before and after harvesting, and manage the transportation according to the specific morphology of each species. This will affect the cost and selling price, and also promote the conservation of fruit species.

However, species identification based on morphology requires a great deal of knowledge and expertise. For the general public new farmers and middlemen can identify dragon fruit species accurately and easily, the researcher has researched only the laboratory dataset [8,9] which gave a high accuracy of 98%.

Therefore, this research will present the classification of Thai dragon fruit species from images in both indoor (laboratory) and outdoor datasets. The research conducted experiments with image processing techniques, content-based techniques, machine learning, and deep learning. In the future, hopefully, this will lead to the development of innovations for the classification of Thai dragon fruit species pre or post harvesting that can be easy to use, convenient, and suitable for people. This can be applied to industrial applications and robot harvesting. It may add value to the yield of Thai dragon fruit cultivation. This paper has presented Theories and Literature Reviews in Section II, The DIP-CBML Method in Section III, Experiment Results in Section IV, Discussion in Section V, Conclusions in Section VI and Suggestion in Section VII.
II. THEORIES AND LITERATURE REVIEWS

A. Color Model

Color Model is a color system that controls the display of digital images on a digital device. Each type of color model has its own way of generating colors that have different structures. Therefore, different types of color models are used for different purposes [10]. The most popular color models in image processing are the RGB, HSV, and Lab model.

The RGB is a color system formed by the combination of primary colors. There are Red, Green, and Blue which are channels of color digital images. Each channel has 0-255 color levels [11].

The HSV is a color model which is close to the color perception of human vision. It consists of Hue (H), Saturation (S), and Value (V). Hue is the color tone defined by the angle of the color wheel. In image processing by OpenCV, the H value ranged from 0° to 180°. The S is the saturation of the color tone. If S is 0, the white color is always displayed. The V is the brightness of the tone. If the brightness value is 0, the result will be black. In OpenCV processing, S and V values ranged from 0 to 255. If both values are set to 255, it will display a pure color tone [12, 13].

The Lab color model consists of three channels. There are the L channel, a channel, and b channel. L channel is the lightness value, an a channel is a green gradation to red, b channel is a blue gradation to yellow. In OpenCV, Lab values are scaled in the range from 0 to 255 for all three channels [11, 13].

B. Digital Image Processing

Digital image processing is a process that uses a digital image as input for a specified processing purpose, such as image resizing, converting a color image to grayscale, data augmentation, etc. A digital image can be represented by F(x,y) where x and y are spatial coordinates. Each coordinate is called a pixel. There are three types of images: color images, grayscale images, and binary images [14].

C. Image Pre-processes

Image pre-processing is an important step in digital image processing because the raw data from the acquisition, which is interpolated with multifactorial noise, cannot be processed immediately. Therefore, images must be done with image pre-processes to reduce those noise. For example, image segmentation is a technique that helps extract and segment desired or unwanted image data. It helps to get more specific information and it is easier to analyze information. However, processed data must be ensured that the remaining information is correct. There is no excess or missing [15]. Techniques used in image segmentation are the segmentation by thresholding-based, edge-based, area-based, and energy-based [16-18]. There are also other techniques to prepare data such as intensity estimation, geometric estimation, elementary processing, holistic processing, etc. [15].

D. Feature Extraction

Feature extraction is the process of extracting important characteristics of an image to describe all information in the image. The feature descriptor may be all or part of the image data that can represent the whole image. In general, attributes about color, shape, size, and texture are used in image analysis or image classification. Of course, image data may not have only one attribute that can identify specific characteristics. For Image classification by machine learning, the image features will be represented by a feature vector that is a 1-dimensional array [14, 15]. In contrast for deep learning, the feature extraction process is performed automatically. The researchers are responsible for specifying the desired feature map size, making it very convenient for researchers.

E. Image Classification Model

The Image Classification Model is a classifier that was created to identify or classify groups of image data. The classifiers use rule-based classifiers which are processed under a "condition" that is defined in the IF condition THEN conclusion form. Image classification model with a content-based feature in which researchers must extract features for suit methods such as support vector machine (SVM), k-nearest neighbor (KNN) and decision trees (DT), etc. [19-24].

The deep learning model is the popular automated method. The model gives high predictive performance [25] by mimicking the operation of human neurons by building a neural network with multiple nonlinear processing layers [14, 26]. Each layer takes the result of the previous layer as input. The strength of deep learning is that it supports the extraction of ambiguous features. The model extracts feature automatically. The researcher is responsible for preparing the data that will be used for learning only. It is very convenient for researchers.

F. Literature Reviews

This research focuses on reviewing literature related to fruit classification to study methods that can be used to classify Thai dragon fruit from images. Literature reviews are found that most researchers carried out research in four major steps: data acquisition, data pre-processes, feature extraction, and classification [15, 27]. Image datasets used include both image datasets created in the laboratory [22, 24, 28-31] and image datasets created at the outdoor environment [20, 23, 32-37]. Of course, image datasets from outdoor environments are more complex than those created in laboratories. Therefore, the steps to process this type are also more complicated.

Most researchers focused on image pre-processing like image segmentation techniques to prepare image data differently. Either the graph cut method [20], the conversion of a color image to a binary image by calculating the threshold value [8, 29], or using machine learning to segment the fruit from the background. This can be applied to the detection of fruit on the tree [23, 33, 34, 36, 37]. It reduces the complexity of the image and improves efficiency in feature extraction and classification. Muresan and Oltean [28] has proposed the use of threshold values in image segmentation with the HSV color model to separate the dragon fruit from the background of the plant. The objective is to detect and count the amount of dragon fruit on the tree by the image dataset of Hylocereus Undatus dragon fruit species in the outdoor environment. The accuracy is more than 80%.
Jana. et al. [20] has presented the recognition of fruits from the natural image in eight types. The image data was prepared by the graph cut method, which can separate the background from the fruit very well. After the image data preparation step, color and texture features were used for fruit recognition with the support vector machine (SVM) algorithm, giving an accuracy of 83.33%.

Muhammad [22] presented the use of color, texture, shape, and size attributes in classifying four date palm species by histogram of the local binary pattern (LBP) and Weber local descriptor (WLD) data. The Fisher discrimination ratio (FDR) was used to select the top 10 most important features that gave the greatest FDR. For shape and size features, the image data were analyzed from four features, namely Major axis length, Minor axis length, Ellipse eccentricity, and Area. In total, there are 14 features with a support vector machine (SVM) which gives an accuracy of up to 99%.

Fu. et al. [23] has presented the detection of bananas on the tree with machine learning. There is an image data pre-processing to reduce the complexity of the image by using Otsu's algorithm to find threshold values for converting HSV images to binary images. In the detection process, a histogram of oriented gradients (HOG) and local binary patterns (LBP) were used to extract the shape and texture features of the banana. The experiments found that the algorithm which combines HOG, LBP, and SVM gives maximum efficiency. It has an accuracy of 100% for the training set and 89.63% for the test set.

The DIPDEEP method [8] was the classification of Thai dragon fruit from a laboratory images dataset. DIPDEEP used image processing techniques to prepare images based on a threshold value to separate the background from the dragon fruit. Then, the images were used to classify the seven cultivars using rule-based classification techniques to classify dragon fruit groups by skin color and deep learning model based on a 13-layers of convolutional neural network that starts with an RGB image size of 100x100 pixels as an input layer and ends with six output nodes. Optimizer based on Adam algorithm and set Learning rate equal to 0.001, batch size and epoch equal to 100. The accuracy of red and yellow classification was 100%, the accuracy of DIPDEEP was 98.80%. For outdoor images, the results were not satisfactory.

The CBML model [9] was the classification of Thai red dragon fruit from a laboratory images dataset. CBML method used a content-based model that uses a total of 34 attributes, consisting of two attributes of texture features from dissimilarity (D) and asm properties only directions: 0° of GLCM algorithm with RGB image and 32 attributes of color features with RGB, HSV, and AB of Lab color model, for each channel in any color model using four statistical features: mean, standard deviation, skewness, and kurtosis. Each attribute used minmaxscaler to normalize into the 0 to 1 range and uses machine learning for giving optimization results with the support vector machine (SVM), setting kernel for polynomial in 8 degrees. It has an accuracy of 100% for the training set and 98.47% for the test set. The outdoor image was not processed.

Therefore, this paper focused on modeling the classification of Thai dragon fruit species from images that support two types of image datasets; laboratory and outdoor. The required model will support pre- and post-harvest processing. Hopefully, this research will be applied to industrial applications and agriculture technology.

III. THE DIP-CBML METHOD

This paper presents algorithms to classify species of Thai dragon fruits automatically that support two types of image datasets called DIP-CBML which stands for digital image processing with content-based and machine learning. The DIP-CBML will be able to process both types of images when DIP-CBML is able to classify the image types. It makes subsequent processing work correctly according to the characteristics of the two image types which are different processes. If the DIP-CBML can classify the group of dragon fruit from the peel color which is red or yellow, the processing time was reduced because the yellow group takes shorter time to process than the red group. Therefore, the DIP-CBML structure consists of image type identification, pre-processing, red and yellow classification, image background removal, and six classes of red classification as Fig.1.

A. Datasets

The image datasets consisted of 9,754 laboratory images and 9,067 outdoor images from [8], each image containing one dragon fruit of one species. Both datasets were taken with a mobile phone camera. The 1:1 aspect ratio was set for laboratory recording. Unlike the outdoor images, the aspect ratio is set independently, i.e., 3:4 and 9:16, resulting in different image sizes with any lighting conditions.

In addition, the characteristics of the images are different, because the images in the laboratory are an image of the post-harvest dragon fruit placed in a photographic box and used black velvet fabric in the background as Fig. 2(a), but the outdoor images are the dragon fruit growing on the tree until it is ready to be harvested as Fig. 2(b). Obviously, the outdoor images have more complex backgrounds such as sky, ground, grass, and branches, while the laboratory images have a black background.

![Diagram](https://www.ijacsa.thesai.org)

**Fig. 1. The Steps of DIP-CBML method.**
B. Image Type Identification

This step is used to identify the type of images from either laboratory image or outdoor image because the image data pre-processing of the two types are different. The procedure is shown in algorithm 1.

Algorithm 1: Image Type Identification

Input: Original image with RGB color model.
Output: Type of image; laboratory or outdoor.

Resized Image = Resize the input image to not over 300 on each side.
R = R channel of Resized Image.
Gray = Gray scale of Resized Image.
Mean Threshold = (Sum of R value)/(image size)
MKR = The conversion result of R image to binary by Mean Threshold.

BG Pixel = The gray pixel at the same coordinate as a black pixel in the MKR.

If (BG Pixel != 0) then
    MP = Mean value of BG Pixel
    STD = Standard Deviation value of BG Pixel
    KS = Kurtosis value of BG pixel
    If (MP < 31.77) then
        Output is a laboratory image type.
    else if (MP > 48.62) then
        Output is an outdoor image type.
    else
        If (STD < 15.27) then
            Output is a laboratory image type.
        else if (STD > 20.52) then
            Output is an outdoor image type.
        else
            If (KS >= 8.32 && KS <= 54.37) then
                Output is a laboratory image type.
            else
                Output is an outdoor image type.
        End
    End
End
else
    Output is an outdoor image type.
End

From the characteristics of the laboratory images with a flat background, it is not as complex as the outdoor images. Therefore, the three statistical properties of the background pixels are used to identify the type of images. There are the mean, standard deviation, and kurtosis as shown in Fig. 3.

![Fig. 3. The statistical properties of each type of image.](image)

From the random 700 samples of each type of image, it was found that the laboratory images had an average of background pixels in a gray level ranging from 2.39-48.62 and outdoor images in ranging 31.77-196.22, because there is an overlap range. When considering the other statistics of the overlapping range, it was found that other statistics such as mode, median, standard deviation and skewness still overlap. Therefore, the statistics value that has the least overlap is the standard deviation. From the overlapping average range, it was found that the laboratory images had a standard deviation of background pixels in a gray level ranging from 6.88-20.52 and outdoor images from 15.27-44.78. Successively, at the overlapping standard deviation range, it was found that a kurtosis of background pixels in a gray level range is not overlapping. The laboratory images had a kurtosis of background pixels in a gray level ranging from -0.15-5.71 and outdoor images from 8.32-54.37.

Therefore, this step begins with the original image being reduced to a size of no more than 300x300 in proportion. Set the R image to represent the R channel of the RGB image and Gray to represent the grayscale image. The R image was used to create a segmentation mask, which is a binary image, using the mean threshold as the threshold value for the binary conversion as equation (1).

\[
\text{Mean Threshold} = \frac{\text{Sum of R value}}{\text{image size}} \quad (1)
\]

If any pixel of the R image is greater than the mean threshold, this pixel will be set to white as the object, otherwise, this pixel will be set to a black background. The morphology function opening is used to decrease noises of the object, the Fill Hole from OpenCV is used to fill in any hole in the object, and the morphology function erosion is used to slightly decrease the edges of the image, respectively. The result is the MKR mask, a binary image with black pixels as the background (BG) as shown in Fig. 4 on the 2rd row.
For an image where background pixels are not found, it can be concluded that it is an outdoor image. On the other hand, calculate the mean, standard deviation and kurtosis of BG pixels which is a gray pixel at the same coordinate as a black pixel in the MKR and replace mean with MP, replace standard deviation with STD and replace kurtosis with KS.

As mentioned above, the mean of the background pixels of both images overlaps. Therefore, the type of image can be clearly identified. An image with an average less than 31.77 is a laboratory image. An image with an average greater than 48.62 is an outdoor image. If any image is within the overlapping average range of the background pixels which is from 31.77-48.62, consider a standard deviation of the background pixels instead. If a standard deviation of the background pixels less than 15.27, an image is a laboratory image. If a standard deviation of the background pixels greater than 20.52, an image is an outdoor image. As the same, any image is within the overlapping standard deviation range of the background pixels which is from 15.27-20.52, consider a kurtosis of the background pixels instead. If a kurtosis of the background pixels between 8.32 and 54.37, an image is a laboratory image. On the other hand, that image was an outdoor image.

C. DIP-CBML Pre-processing

As mentioned above, the image data pre-processing of the two types are different. The laboratory image can use the process of creating MKR mask as image pre-processing but not for an outdoor image. Therefore, the pre-processing of DIP-CBML was used to support an outdoor image especially. This process still aims to separate the background from the dragon fruit by creating a mask that can be used to divide into two parts. The steps as shown in algorithm 2 and Fig. 5, DIP-CBML uses the graph cut algorithm to create the segmentation mask. It is generally known that graph cut requires a position of interest object covered in a rectangle. Therefore, it needs to locate the dragon fruit before the graph cut algorithm was used to create the segmentation mask.

To locate the dragon fruit, the HSV color model was used to create a binary image that helps locate the fruit in the image by HSV ranging same as [8] which consists of the H range, S range, and V range in the OpenCV system. There are H ranging from 0-23 and 151-179 for a red and 23-37 for a yellow. For S and V ranging from 100-255. The result is a binary image that is created by any pixel in the HSV image within this range will be scaled as a white pixel represent for a fruit pixel. On the contrary, a black pixel is an out of range; represent for a background pixel. Then, bring the binary image to the detect location of dragon fruit subprogram as shown in Fig. 5.

![Flowchart of detecting dragon fruit location](image)

**Fig. 5. Flowchart of detecting dragon fruit location.**

In Fig. 5, the binary image is divided into grid blocks by that have no more than 160x80 blocks. The size of each block was calculated by dividing the shorter side by 80 and the longer side by 160. For example, the image size is 4,608x2,240 pixels, the longer side was divided, as 4,608/160 = 28.8 approximated 29, and the shorter side was divided, as 2,240/ 80 = 28. Therefore, each block size is equal to 29x28 pixels. Then, the binary image is segmented into many blocks with 29x28 pixels as the grid block size. From this block size, the number of blocks is equal to 158x80 blocks. The number of blocks is not over 160x80 blocks. Any block with the number of white pixels greater than or equal to the number of black pixels is defined as part of the dragon fruit. The position of all the blocks that are part of the dragon fruit is the location of the fruit. If all blocks are merged into one rectangle then let x1 equal the minimum value of the x-coordinate, y1 equal the minimum value of the y-coordinate, x2 equal the maximum value of the x-coordinate, and y2 equal the maximum value of the y-coordinate. The coordinate (x1,y1) is the northwest corner of the rectangle, and the coordinate (x2,y2) is the southeast corner of the rectangle. The coordinates (x1,y1,x2,y2) will be the boundary used to segment the image with the graph cut, which must not be equal to the border of the image. If the coordinates (x1,y1,x2,y2) is equal to the border of the image, the binary image was modified by the morphology function erosion with kernel size 5x5 and returned to the detect location of dragon fruit processes until the coordinates are not equal to the border of the image. Then, the coordinates (x1,y1,x2,y2) were set as the rectangle that will be used to create the mask by the graph cut algorithm that can separate the background from the dragon fruit.

To create the mask, DIP-CBML uses a graph cut algorithm with the coordinates which were modified to four directions, namely (x1,y1,x2,y2), (0,y1,x2,y2), (x1,0,x2,y2), and (0,0,x2,y2) because the background around the fruit was removed as shown in Fig. 6. The four results are RGB color images, converted them to a mask that is a binary image by setting the part of the dragon fruit to be a white pixel and the
background part to be black. Then we bring all four masks to the white pixels together with an intersection mask represented by the HSV1-Mask.

The HSV1-Mask can be used to separate the background from the dragon fruit where black pixels refer to the background and white pixels refer to dragon fruit. Any coordinate in RGB image that has the same coordinates as a background pixel are changed to 0. The result is RGB image with some or all of its background black, represented by the Image-HSV1. The illustration of DIP-CBML pre-processing as shown in Fig. 6 and the result of this step is shown in Fig. 7(b).

**Algorithm 2: DIP-CBML pre-processing**

**Input:** Original image with RGB color model.

**Output:** Image-HSV1, HSV1-Mask, and Coordinates (x1,y1,x2,y2).

- hsv_img = Result of converting input image RGB to HSV color model.
- binary_img = Result of converting hsv_image to binary by HSV ranges from [8]

\[(x1,y1,x2,y2) = \text{Return values of Detecting Dragon Fruit Location by binary_img}\]

\[
\text{Erosion binary_img with kernel 5x5}
\]

\[(x1,y1,x2,y2) = \text{Return values of Detecting Dragon Fruit Location by eroded binary_img}\]

** While \((x1,y1,x2,y2) = \text{Border of image})\) do

** IMG1, IMG2, IMG3 and IMG4 = Return values of Grab Cut 4Directions by Coordinates \((x1,y1,x2,y2)\).

** M1, M2, M3 and M4 = Return values of Converting IMG1, IMG2, IMG3 and IMG4 to mask

** HSV1-Mask = Result of Intersection all Masks (M1, M2, M3 and M4)

** Image-HSV1 = Output of Removing Background by HSV1 Mask

\[
\text{Yellow ratio} = \frac{YP}{\text{image size}} \times 100 \tag{2}
\]

\[
\text{Red ratio} = \frac{RP}{\text{image size}} \times 100 \tag{3}
\]

where YP is the number of yellow pixels and RP is the number of red pixels.

This work has performed greatly for the results of outdoor images. For laboratory images, the results are still satisfactory. This step reduces the volume of the dataset because the remaining data are red peel groups and affects processing time. It is an advantage of adding this step into research operations.

**E. Image Background Removal**

Image background removal is a process in which only the background is removed from the image. From Fig. 7(b), the pre-process can remove the background of some images completely, especially the laboratory images. While some outdoor images still have backgrounds left. Therefore, DIP-CBML added this process to remove the remaining background, especially the outdoor image by following the steps in algorithm 3. The illustration of image background removal process is shown in Fig. 8.
Algorithm 3: Image Background Removal

Input: Original image with RGB color model.
Output: Fit scaled image.
HSV2-Mask = Result of remaining background removal by HSV color model.
A-Mask = Result of background removal by Lab color model.
HSV2-Mask = Result of Intersection A-Mask and HSV2-Mask
Erosion Mask = Result of Erosion HSVA-Mask with kernel 5x5
Filled Hole Mask = Result of Fill Hole HSV-Mask by OpenCV Library
Removed Background Image = Result of Removing Background in the input image by Filled Hole Mask
Fit Scaled image = Result of cropping proportion of fruit and fit scale its size not over 100 on each side

This process is designed with two background removals, first using an output of pre-process procedure as shown in algorithm 2; input to a subprogram of the remaining background removal by the HSV color model and the second using the original input image to subprogram of the background removal by lab color model. Both subprograms yield two masks named HSV2-Mask as Fig. 10(b) and named A-Mask as Fig. 10(c) respectively. After that, the two masks to the intersection represented by the HSV2-Mask as Fig. 10(d). The morphology function erosion to remove extraneous pixels in the HSV2-Mask with kernel size 5x5 and fill the hole with the OpenCV library. Then use the modified HSV2-Mask to remove the background from the image where black pixels refer to background pixels and white pixels refer to dragon fruit pixels. Any coordinate in the original RGB image with the same coordinate as the background pixel will be changed to 255. The result will be a dragon fruit image with a white background, as Fig. 10(e), and the final step is to fit scale the image of the dragon fruit proportion to 100x100 pixels, the result is Fig. 10(f).

1) Subprogram of remaining background removal by HSV color model: This subprogram is the remaining background removal process. The input data is the result of pre-processing as shown in algorithm 2 and Fig. 6. consisting of Image-HSV1, HSV1-Mask, and Coordinates (x1,y1,x2,y2). This data will be used as initial processing steps in the algorithm 4 which is processed similarly to pre-processing as mentioned in Section 3(C). The output of the pre-processing procedure was reprocessed again to remove any pixel that expected part of the background out of the image. The final output of this subprogram is a binary image named HSV2-Mask that can be used to split the background off.

As algorithm 4, starting from the processing of the check mask and image subprogram as shown in algorithm 5, the Image-HSV1 is recalculated for the yellow ratio and the HSV1-Mask is detected for the new coordinates, represented by coordinates (a1,b1,a2,b2) by the detect location of dragon fruit subprogram as Fig. 5 and take the coordinates (a1,b1,a2,b2) to remove the background from the image by 4 graph cut. The result is a binary image represented by the RM-Mask.

If the background has been completely removed, the yellow ratio of Image-HSV1 will be equal to 0 that means not a yellow pixel in the image already or the new coordinates (a1,b1,a2,b2) must be equal to the old coordinates (x1,y1,x2,y2) that means if continue to remove background again, the result is still the same, but if these conditions are not met, the RM-Mask will be used as a mask to remove the background from the original image again; where black pixels refer to background pixels and white pixels refer to dragon fruit pixels. Any coordinate in RGB image that has the same coordinates as a background pixel is changed to 0. The result is RGB image represented by Image-HSV2. The yellow ratio of Image-HSV2 is recomputed and increases the value of the NR variable by 1 to count the number of background removal attempts. This will not remove the background more than 3 times.

After that, if the yellow ratio of Image-HSV2 is equal to 0 or the coordinates (a1,b1,a2,b2) are equal to the original coordinates, (x1,y1,x2,y2) sets the HSV2-Mask value to be the same as the RM-Mask and terminates the subprogram immediately because the background is considered eliminated, but if the conditions are not met, it will continue to remove the background by using the RM-Mask as the initial data to remove the next background.

The process is restarted using the RM-Mask as the starting point, creating a new set of inputs: specifying new (x1,y1,x2,y2) coordinates with the detect location of dragon fruit subprogram, creating a new HSV1-Mask by 4 Graph Cut that used new (x1,y1,x2,y2) coordinates and reconstructing new Image-HSV1 with a new HSV1-Mask. After that, the new HSV1-Mask and new Image-HSV1 were processed with the check mask and image subprogram again to compute the yellow ratio, specify the coordinates (a1,b1,a2,b2), and finally create a new RM-Mask. This new RM-Mask will be used to reconstruct the Image-HSV2 and calculate the yellow ratio of the new Image-HSV2, with the NR variable increased by 1 as before. The image with the background removed will have a yellow ratio of 0 or coordinates (a1,b1,a2,b2) equal to coordinates (x1,y1,x2,y2). If this condition is met, the background removal will be stopped. Set the mask HSV2-Mask as same as RM-Mask. On the other hand, we will remove the background repeatedly, but not more than three times, because it may remove the background too much and cause the dragon fruit part to be removed as well. The results obtained from this step are shown in Fig. 10(b).
Algorithm 4: Remaining Background Removal by HSV Color Model

Input: Image-HSV1, HSV1-Mask and (x1,y1,x2,y2).
Output: HSV2-Mask.

Yellow_Ratio, (a1,b1,a2,b2) and RM-Mask = Return values of Check Mask and Image by Image-HSV1 and HSV1-Mask.

NR = 0 /*stand for number of removing*/
If (Yellow_Ratio == 0) then
  RM-Mask = HSV1-Mask
else
  If ((a1,b1,a2,b2)==(x1,y1,x2,y2)) then
    RM-Mask = HSV1-Mask
    Yellow_Ratio = 0
  else
    Image-HSV2 = Remove Background by RM-Mask
    Yellow_Ratio = Yellow Ratio of Image-HSV2
    NR++
End
End
While (Yellow_Ratio!=0 && (a1,b1,a2,b2)!=(x1,y1,x2,y2)) do
  If (NR<=3) then
    (x1,y1,x2,y2) = Detecting Dragon Fruit Location by RM-Mask
    While ((x1,y1,x2,y2) == Border of image) do
      Erosion RM-Mask with kernel 5x5
      (x1,y1,x2,y2) = Return values of Detecting Dragon Fruit Location by erosioned RM-Mask
    End
    HSV1-Mask = GrabCut 4Directions by (x1,y1,x2,y2)
    RM-Mask = Return values of Check Mask and Image by Image-HSV1 and HSV1-Mask.
    Image-HSV2 = Remove background by RM-Mask
    Yellow_Ratio = Yellow Ratio of Image-HSV2
    NR++
  else
    Yellow_Ratio = 0
  End
End
HSV2-Mask = RM-Mask

Algorithm 5: Check Mask and Image Subprogram

Input: image and mask data.
Output: Yellow_Ratio of input image, Coordinates (a1,b1,a2,b2) and RM-Mark.

Yellow_Ratio = Yellow Ratio of input image.
(a1,b1,a2,b2) = Detect Location of Dragon Fruit by input mask.
RM-Mark = GrabCut 4Directions by (a1,b1,a2,b2)

2) Subprogram of background removal by lab color model: The subprogram of background removal by lab color model is a process that uses Lab color model’s properties to remove background pixels as shown in the algorithm 6. The illustration of background removal by lab color model process as shown in Fig. 9. First, the original image, which is RGB color model, is converted to a Lab color model. After that, a channel is split and converted to a binary image by Otsu’s Threshold. Take the binary image into the process of the detect location of dragon fruit subprogram as shown in Fig. 5, which gives the coordinates (x1,y1,x2,y2) as the location of the dragon fruit.

As before, take the coordinates (x1,y1,x2,y2) as the rectangle that will be used to remove the background from the image by graph cut with four directions. If (x1,y1,x2,y2) is the same coordinate as the border of the image, Use the morphology function erosion with kernel size 5x5 to modify the binary image before reading the new position again until the coordinates (x1,y1,x2,y2) are not equal to the border of the image.

Take the results from graph cut with four directions and convert them to a mask. Make the dragon fruit part into white pixels. The background part is black. Bring all four masks to find the white pixels together by using the intersection area. The result is a binary image, represented by A-mask which can be used to remove the background from the image. The results obtained from this step are shown in Fig. 10(c).

Algorithm 6: Background Removal by Lab Color Model

Input: Original image with RGB color model.
Output: A-Mask.

lab_img = Result of converting input image RGB to Lab color model.
binary_img = Result of converting A channel of lab_img to binary image by Otsu’s Threshold.

(x1,y1,x2,y2) = Return values of Detecting Dragon Fruit Location by binary_img
While ((x1,y1,x2,y2) == Border of image) do
  Erosion RM-Mask with kernel 5x5
  (x1,y1,x2,y2) = Return values of Detecting Dragon Fruit Location by erosioned binary_img
End
IMG1, IMG2, IMG3 and IMG4 = Return values of Grab Cut 4Directions by Coordinates (x1,y1,x2,y2).
M1, M2, M3 and M4 = Return values of Converting IMG1, IMG2, IMG3 and IMG4 to mask
A-Mask = Result of Intersection all Masks (M1, M2, M3 and M4)

Fig. 9. Illustration of background removal by lab color model subprogram.
techniques, and DIPDEEP[8], VGG16[38], ResNet50[39], and MobileNetV2[40] are the models that use deep learning techniques.

\[
\text{Mean} = \frac{1}{N} \sum_{k=0}^{N-1} P_k
\]

\[
\text{Standard Deviation} = \sqrt{\frac{1}{N} \sum_{k=0}^{N-1} (P_k - \text{Mean})^2}
\]

\[
\text{Skewness} = \frac{1}{N} \sum_{k=0}^{N-1} \left( \frac{P_k - \text{Mean}}{\text{Standard Deviation}} \right)^3
\]

\[
\text{Kurtosis} = \frac{1}{N} \sum_{k=0}^{N-1} \left( \frac{P_k - \text{Mean}}{\text{Standard Deviation}} \right)^4
\]

where \( P_k \) is the pixel value in order \( k \) of image pixel and \( N \) is the number of image pixels.

2) Texture feature: Texture features used in this research are the features from the gray-level co-occurrence matrix (GLCM) algorithm of RGB images. For feature extraction, importing RGB images into the GLCM algorithm with the skimage.feature library. Three features of GLCM have been extracted: dissimilarity (D), angular second moment (ASM), and contrast (Ct). Each feature uses horizontal direction.

\[
\text{Dissimilarity} = \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} g(i,j) |i-j|
\]

\[
\text{Angular Second Moment} = \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} (g(i,j))^2
\]

\[
\text{Contrast} = \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} (i-j)^2 g^2(i,j)
\]

F. Six Classes of Red Classification

From the procedure in Fig. 1, this method classifies the dragon fruit into two groups from the peel color. Because there is only one species of yellow-skinned in the dataset. For red-skinned dragon fruit, the background in the image will be removed. Then, the dataset will leave only the image of six species of red peel. Therefore, at this stage, only the red-skinned dragon fruit species will be classified by using the content-based technique and deep learning.

Classification using the content-based technique in this research is divided into two parts: feature extraction and classification model. The feature extraction section consists of 24 color attributes, 3 texture attributes, and 2 attributes from edge and line feature. A total of 29 attributes are used as shown in Table I. In The classification model section used a machine learning method by support vector machine algorithm (SVM) with polynomial kernel (degree = 11).

The deep learning models such as DIPDEEP[8], VGG16[38], ResNet50[39], and MobileNetV2[40] were used to classify six species of red peel dragon fruit. All models start with an RGB image size of 100x100 pixels as an input layer and end with six output nodes. There is an optimizer using the Adam algorithm. The learning rate was set at 0.001. For the training process, the batch size and epochs were set at 100. The remaining parameters are not specified using all Keras default values.

For an experiment, DIP-CBML was compared with CBML[9] which is the model that uses content-based

G. Feature Extraction of DIP-CBML

1) Color feature: Color features used in this research include statistical properties of the RGB, HSV, and Lab color models. All three models were split from three channels to one channel to get six image data: Red (R), Green (G), Blue (B), Hue (H), Red/Green Value (a), and Blue/Yellow Value (b). The pixel data of each image were calculated for the mean, standard deviation, skewness, and kurtosis as Eq. (4) to (7) [41]. The total of color features is 24 attributes.

\[
\text{Mean} = \frac{1}{N} \sum_{k=0}^{N-1} P_k
\]

\[
\text{Standard Deviation} = \sqrt{\frac{1}{N} \sum_{k=0}^{N-1} (P_k - \text{Mean})^2}
\]

\[
\text{Skewness} = \frac{1}{N} \sum_{k=0}^{N-1} \left( \frac{P_k - \text{Mean}}{\text{Standard Deviation}} \right)^3
\]

\[
\text{Kurtosis} = \frac{1}{N} \sum_{k=0}^{N-1} \left( \frac{P_k - \text{Mean}}{\text{Standard Deviation}} \right)^4
\]

where \( P_k \) is the pixel value in order \( k \) of image pixel and \( N \) is the number of image pixels.

2) Texture feature: Texture features used in this research are the features from the gray-level co-occurrence matrix (GLCM) algorithm of RGB images. For feature extraction, importing RGB images into the GLCM algorithm with the skimage.feature library. Three features of GLCM have been extracted: dissimilarity (D), angular second moment (ASM), and contrast (Ct). Each feature uses horizontal direction information (0°). For a total of three features as Eq. (8) to (10) [42,43].

\[
\text{Dissimilarity} = \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} g(i,j) |i-j|
\]

\[
\text{Angular Second Moment} = \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} (g(i,j))^2
\]

\[
\text{Contrast} = \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} (i-j)^2 g^2(i,j)
\]
where \( n \) is the number of gray levels, \( g(i,j) \) is the value of GLCM normalized where \( i \) and \( j \) are column and row numbers of GLCM normalized as a square matrix \( n \times n \) in size. The values of \( i \) and \( j \) are between 0 and \( n-1 \).

3) Edge and line features: Edge and line features are representative of the density of the bracts surrounding the dragon fruit. If there are many bracts, the number of edges and lines will also be large. Each species of dragon fruit has different a number of bracts. The edge of a fruit part and the direction of a line seem to be characteristics of dragon fruit. The edge and line may be a suitable feature for modeling the dragon fruit classification. Edge and line features are used in this research include the edge pixel ratio by processing with the canny edge algorithm\[44,45\] and the number of straight lines by processing the hough transform algorithm\[46,47\].

The canny edge algorithm \[44,45\] is a popular edge detection algorithm with multi-steps used to detect any pixel expected that is the edge of the object in the image. It consists of the noise removal with a 5x5 Gaussian filter, finding the intensity gradient of the image and direction, removing any unwanted pixels by a local maximum in its neighborhood in the direction of gradient and the last step is selecting whether the pixel expected is the edge or not by two threshold values, \( \text{minVal} \) and \( \text{maxVal} \). Any pixels with an intensity gradient more than \( \text{maxVal} \) are sure to be edges and less than \( \text{minVal} \) are sure to be non-edges. Any pixels with an intensity gradient between two thresholds are identified as edges or not by their connectivity. If they are connected to the sure-edge pixels, they are decided to be part of the edges. Otherwise, they will be rejected. It is very important to define two thresholds to get the correct result.

Therefore, to get an edge pixel ratio, this method uses the output image of the image background removal process which is the image that was scaled of the dragon fruit proportion to 100x100 pixels as shown in Fig. 10(f) and converted to a grayscale image. Then bring the grayscale image to frequency distribution by histogram. Set the data layer equal to 10. Use the lower boundary of the first layer and the last layer as lower threshold as \( \text{minVal} \) and upper threshold as \( \text{maxVal} \) respectively. The thresholds are processed to determine edge pixels using the canny edge algorithm through the cv.Canny function of the OpenCV library\[45\]. The resulting image is a binary image with white pixels representing the edge pixels. So, the edge pixel ratio is equal to the number of white pixels divided by the image size and times 100, as shown in Eq. (11).

\[
\text{Ratio of Edge} = \frac{\text{Edge pixels/image size}}{100}
\]  

(11)

For the line features, the Hough transform algorithm\[46,47\] was used. Typically, it is a detection of the shape in the picture; that shape can be represented in a mathematical form such as lines, circles, ellipses, etc. It can detect the shape even if it is broken. This paper focuses on the straight line detection. The line equation in parametric form as shown in Eq. (12).

\[
\gamma = x \cos \theta + y \sin \theta
\]  

(12)

where \( x,y \) is a pixel coordinate, \( \gamma \) (rho) is the perpendicular distance from the origin to the line, and \( \theta \) (theta) is the angle by this perpendicular line and horizontal axis measured counter clockwise.

That means any pixels that are on the same line, have the same rho and theta value. The first step of the algorithm is creating a 2D array as the accumulator, to collect the calculated values of each pair of rho and theta for each pixel. The array initial with a zero value. Let rows equal to the rho and columns equal to the theta. Any pixel was expected to be an edge of the object in the image, the rho was computed by the pixel coordinate (\( x,y \)) and every possible theta. Then increment the values by 1 in the accumulator at the column and row that correspond to the rho and theta value that is a result of computing. The number in each cell of the accumulator means the number of pixels that can be on the same line. In the last, this algorithm required minimum voting as a threshold to decide the group of pixels that can be the line. It may be the minimum length of the line that should be detected.

Therefore, to get the number of straight lines, this method takes the results of the canny edge algorithm to be processed, using the function cv.HoughLines of the OpenCV library\[47\], setting rho which is the distance resolution of the accumulator in pixels to 1, and theta which is the angle resolution of the accumulator in radians to \( \pi/180 \). An accumulator value was distributed to the histogram frequency, set the data layer equal to 11, take the data from layers two to six which are normal curve area, calculate the mean that rounded up to make an integer, and set it as the threshold as a minimum length of the line that should be detected. Finally, get the number of straight lines from the result of the cv.HoughLines function. From the hypothesis, any dragon fruit with more bracts around the fruit will also have more straight lines.

4) MinMaxScaler: Because the result of the feature extraction mentioned above gives results in numbers with different scales. Therefore, this method adjusts the scale to the same scaling by MinMaxScaler which will have a scale between 0 to 1 by using the formula as in Eq. (13).

\[
\text{MinMaxScaler Transform} = \frac{x - \text{min}}{\text{max} - \text{min}}
\]  

(13)

where \( x \) is the data, \( \text{min} \) is the lowest value in the column, and \( \text{max} \) is the maximum value of the data in the column.

IV. EXPERIMENTAL RESULTS

The image dataset consists of 9,754 laboratory images and 9,067 outdoor images. Each dataset includes seven species of Thai Dragon Fruit. The laboratory images were divided into Jumbo White 1,172 images, Vietnamese White 1,190 images, Pink 1,309 images, Siam Red 1,869 images, Taiwan Red 1,184 images, Ruby Red 1,110 images, and Israel Yellow 1,493 images. The outdoor images were divided into Jumbo White 1,241 images, Vietnamese White 2,478 images, Pink 1,013 images, Siam Red 950 images, Taiwan Red 1,021 images, Ruby Red 871images, and Israel Yellow 1,493 images.

The experiment was divided into three experiments. The first experiment is the image type identification. The second experiment is the red and yellow classification. The final experiment is the classification of six classes from the red peel group.
A. Experiment 1

The first experiment is the image type identification which is laboratory image or outdoor image. Before doing the experiment, images of two types were randomly selected 700 images per type (100 images per species) to study an average of background pixels in a gray level range. Test the range with all data. The experiment results are shown in Table II.

<table>
<thead>
<tr>
<th>Types</th>
<th>Number of Samples</th>
<th>Non-processing</th>
<th>[23] Graph Cut</th>
<th>Pre-processing of DIP-CBML</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laboratory Image</td>
<td>9,754</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>Outdoor Image</td>
<td>9,067</td>
<td>100.00</td>
<td>99.96</td>
<td>100.00</td>
</tr>
<tr>
<td>Laboratory Image and Outdoor Image</td>
<td>18,821</td>
<td>98.53</td>
<td>99.98</td>
<td>100.00</td>
</tr>
</tbody>
</table>

B. Experiment 2

The Second experiment is the classification of the dragon fruit group from the peel color which is red or yellow. All images were divided into three methods. There are non-pre-processing, graph cut with [23] localization and pre-processing of DIP-CBML. The experiment results are shown in Table III.

<table>
<thead>
<tr>
<th>Types</th>
<th>Number of Samples</th>
<th>Non-processing</th>
<th>[23] Graph Cut</th>
<th>Pre-processing of DIP-CBML</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laboratory Image</td>
<td>700</td>
<td>100.00</td>
<td>9,754</td>
<td>100.00</td>
</tr>
<tr>
<td>Outdoor Image</td>
<td>700</td>
<td>100.00</td>
<td>9,067</td>
<td>100.00</td>
</tr>
<tr>
<td>Laboratory Image and Outdoor Image</td>
<td>1,400</td>
<td>100.00</td>
<td>18,821</td>
<td>100.00</td>
</tr>
</tbody>
</table>

C. Experiment 3

The Third experiment is the classification of six classes from the red peel group by content-based and deep-learning models. The datasets used for this experiment are the results of the image background removal procedure, which is a dragon fruit image with a white background as Fig. 10(f). Before doing the experiment, the images were randomly selected at 1,000 per class. Any class with less number than 1,000 will be added to the image data by the augmentation technique. Here, this method uses only the horizontal flip image method because the required amount is only small. After that, create the dataset into four forms. The first form is only the 6,000 laboratory images in the dataset which were pre-processed by the creating MKR mask method, namely the Laboratory dataset. The second form is only the 6,000 outdoor images in the dataset which were pre-processed by the DIP-CBML method, namely the Outdoor dataset. The third form combined 12,000 images between the first form and the second form, namely the Mixdata1 dataset. The last form is combined images both the 6,000 laboratory images and the 6,000 outdoor images which are pre-processed by the DIP-CBML method, namely the Mixdata2 dataset. Each dataset was divided into 80%, 10%, and 10% for the training set, the validate set, and the test set, respectively. Using the 10-folds validation technique the DIP-CBML was compared with CBML[9], DIPDEEP[8], VGG16[38], ResNet50[39], and MobileNetV2[40]. The experiment results are shown in Table IV.

V. DISCUSSION

This research presents the classification of Thai dragon fruit species from images that support two types of image datasets; laboratory and outdoor called DIP-CBML. The first experiment results showed that DIP-CBML can identify image types correctly with an accuracy of 100.00%. Therefore, the proposed method can support two types of images.

After identifying image types, the next process is the classification of the dragon fruit groups: red peel, yellow, and red and yellow peel color. The experiment results showed that the processing of DIP-CBML was able to increase efficiency in classifying dragon fruit groups from peel color by 100% when compared to classifying by the original image. For graph cut with [23] localization, it was found that the dragon fruit group could be classified by the color of the peel with an accuracy of 99.98%. Therefore, the pre-processing of the DIP-CBML gives better results. The volume of the dataset was reduced because the process can stop when a yellow peel specie was founded, the remaining data are red peel groups which affect processing time.

Finally, dragon fruit images were changed the background to white and fit proportion of fruit size not over 100 on each side which were used to perform datasets for the classification of six classes from the red peel group. The experiment results showed that the DIP-CBML can get 100% accuracy for training set, but the other models do not. The DIP-CBML can classify six species of red peel group with 97.85%, 94.00%, 95.53% and 95.05% accuracy for Laboratory dataset, Outdoor dataset, Mixdata1 dataset and Mixdata2 dataset respectively. The confusion matrix of best accuracy which is Mixdata1 dataset can be shown in Fig. 11. and an example of the misclassified images is shown in Fig. 12.
VI. CONCLUSION

For this paper, the characteristics of laboratory and outdoor images were used to create the classification of Thai dragon fruit species from images that support two image datasets. The DIP-CBML method is used in the completed work. The channel R of RGB color model and gray image were used to identify the type of images between laboratory and outdoor images. The DIP-CBML can identify image type correctly with an accuracy of 100.00% with all datasets. The HSV color model and graph cut algorithm were used to pre-process the images which are able to increase efficiency in classification of dragon fruit groups by peel color with 100% accuracy for outdoor images. As a significant result, the method can classify image group of the laboratory type correctly with 100% accuracy same as other methods. Especially, non-pre-processed gives the same result. Therefore, if the laboratory type was detected, the method can use the original image of laboratory image to classify image groups. The HSV color model, channel of Lab color model and graph cut algorithm were used to remove the background of image which changed the background into white and fit scale on dragon fruit part to 100x100 pixels. The DIP-CBML used these images to classify the six species of Thai red dragon fruit by 29 features from color, texture, edge and line feature. The method gives 95.53% accuracy for both image types with a different pre-processed method. Finally, the entire research process was completed with all components. The precision of each step influences the others. The DIP-CBML may be developed again to increase the accuracy of the last step. The DIP-CBML was designed for the classification, especially Thai dragon fruit species. For other fruits, the DIP-CBML may work or not. This is a challenge for future research. Hopefully, the proposed model will be a guideline for developers to develop tools that can classify species of Thai dragon fruit from images that support pre- and post- harvesting image datasets. This research will add value to the yield of Thai dragon fruit cultivation and can be applied to industrial applications harvesting with robots.

VII. SUGGESTION

After a laboratory image was detected, the DIPDEEP[8] method may be used in the final step because it gives an accuracy of 98.80%. After an outdoor image was detected, the purpose method was used with an accuracy of 95.53%. The combination of several methods in one application is a good approach that works.
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Math-VR: Mathematics Serious Game for Madrasah Students using Combination of Virtual Reality and Ambient Intelligence
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Abstract—The challenge to increasing understanding of mathematics lessons for students in madrasah schools makes the learning process require the support of adaptive alternative learning media. In this study, we propose a serious game-based learning media supported by virtual reality and ambient intelligence technology to equip students with adaptive responses to subject matter scenarios. Ambient intelligence works based on recommendations generated by the Multi-Criteria Recommender System (MCRS). In calculating a similarity between users and reference data, MCRS uses cosine-based similarity calculations, and average similarity is used for ranking. We developed this learning media experiment called Math-VR using the Unity game engine. The experimental test results show that MCRS-based ambient intelligence technology can provide an adaptive response to the choice of geometry subject matter recommendations for students according to their pre-test results. The analysis results show that the recommendation system as part of ambient intelligence has the highest accuracy rate of 0.92 when using 80 reference data.
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I. INTRODUCTION

In Indonesian national education, madrasah is one of the education providers with Islamic overtones. Madrasah play an essential role in educating the nation's children through educational institutions with a combination of general subject matter and Islamic education [1]. Based on its level, madrasah consist of Madrasah Ibtidaiyah, which is equivalent to Elementary Schools; Madrasah Tsanawiyah, which is equivalent to Junior High Schools; and Madrasah Aliyah, which is equivalent to Senior High Schools. Of all these levels, the madrasah has its challenges and obstacles in the learning process for students, especially in mathematics. One indicator of problems in the learning process in madrasah is low student achievement. The leading indicator can be seen from the average National Examination scores for mathematics in madrasah students, which are lower than students from public schools [2] [3]. This problem could be born because more facilities, media, and learning methods still need to be used where it indirectly affects students’ understanding of each learning material.

The madrasah curriculum combines general science and Islamic religious knowledge [4] [5]. The breadth of knowledge you want to transfer to students is a different obstacle for students to understand every material the teacher presents. In addition, the level of intelligence and different backgrounds of students makes the level of understanding of students vary. Therefore, to increase madrasah students’ understanding of mathematics subject matter, it is necessary to develop learning media that can provide knowledge through interactive visualization and simulation to students. The aim is to make it easier for students to understand compared to when using other conventional learning media such as books or student worksheets. Besides that, it is also necessary to develop learning media that can choose subject matter according to student's level of understanding. Learning media adaptively can provide material according to student's needs as a solution to variations in students' understanding that are different even in the same class.

To answer some of the problems regarding the need for instructional media for madrasah students, in this study, we propose using ambient intelligence-based serious games as an alternative to new interactive, adaptive, fun, and easy-to-understand learning media. Games with interesting interactive and visualization capabilities are needed in learning activities [6]. Serious games are currently being developed as alternative learning media that can provide knowledge to players through the educational, visualization, simulation, exploration, and training functions contained therein [7][8]. Using serious games in education allows players to understand knowledge content in more detail with interactive visualization images via mobile (smartphone) [9]. Furthermore, the addition of ambient intelligence technology in serious games is expected to increase the ability of the system to predict and provide recommendations for learning material choices effectively. That still needs to be better understood by students as game players based on their obtained scores, where scores are an essential part of computer games [10]. Subject matter wrapped in fun interactive games is expected to increase students' interest in and understanding of the subject matter [11].

Ambient intelligence is a technology that makes the virtual environment in the system sensitive, flexible, and adaptive to the presence of users [12]. In this study, we used a Virtual Reality (VR) framework to handle interactive visualizations for students. VR is a type of learning media that is gaining popularity in various fields of science, such as biology [13], tourism [14], digital engineering [15], english [16], and engineering controller [17]. VR-based learning media provides an exciting visualization through the virtual environment provided for players. Furthermore, we also
introduce the use of recommender system-based ambient intelligence to predict the level of student understanding so that the system can adaptively choose visualization of mathematics subject matter suitable for madrasah students. The combination of VR technology and ambient intelligence is our effort to increase learning enjoyment, understanding of mathematical content, and students' engagement with the proposed serious game, which we call Math-VR.

II. RELATED WORK

The implementation of serious games as learning media is an exciting field of research and presents a challenge. One of them is that conducted by Hamari et al., who shows that involvement in serious games has an apparent positive effect on the game's challenge and has a positive effect on learning both directly and through increased involvement. Becoming skilled at games does not directly affect learning but increases engagement in games. In the design of educational games, researchers suggest that game challenges must be able to keep up with the development of student's abilities and learning to support continuous learning in a game-based learning environment [18]. In another study, Mohammad Iqbal stated that there were seven steps in designing serious games as learning media. This method begins with analyzing the specification of the pedagogical goals to be achieved and then selecting the type of game model to be used. The third is the adjustment of pedagogical scenarios with fun game scenarios, and the next is the search for software components that can be used. The next step is the detailed description of scenarios and pedagogical quality control, and the final is determining subcontractors' specifications and game design tools [19]. Some of these studies are the primary references of this research proposal. To design serious games as interactive and adaptive learning media, we use the implementation of ambient intelligence supported by Virtual reality technology and a recommender system.

Furthermore, several studies have introduced games as learning media, especially in mathematics for example, M. Hartono et al. Authors use games developed in 2-dimensional visualization so that they are for students studying in elementary school. The experimental results show that students prefer learning mathematics through game media rather than conventional media. In addition, another advantage is that mathematics subject matter becomes more accessible for students to understand [20]. In another study, Sun et al. propose the use of game-based learning media also for mathematics lessons. In the experiment, the authors involving many students and teachers in collecting data through observation and interviews. This study's results indicate that using games as a medium for learning mathematics positively influences learning activities and understanding of mathematics [21]. Based on research by Sun et al. it is necessary to increase adaptive intelligence to the surrounding environment, according to Yunifa et al., one of the adaptive intelligence technologies is ambient intelligence which can be applied to serious games to arrange response scenarios for selecting tourist destinations [22]. In this study using ambient intelligence to set scenarios for selecting responses to games for selecting mathematics learning materials. Some studies that have been carried out use simple game media that still have prospects for improving their abilities, for example, by utilizing game genres with better visualization and simulation capabilities. One of the game genres that can answer the ability challenges from several previous studies is the serious game. Therefore, this study proposes the implementation of serious games as a mathematics learning technology for students in madrasah schools.

Several studies have discussed the idea and design of game-based learning media for madrasah students. One of them is done by Melati et al. in 2022. In their research, authors use educational games as a medium for learning English for madrasah students. They take advantage of educational games that can be accessed online by students. The results of the study show that online game media can help the process of learning English for madrasah students [23]. In contrast to previous research, in this study, we propose using games as a medium for mathematics for madrasah students.

III. SYSTEM DESIGN

This study discusses the proposed serious game system as an interactive and adaptive mathematics learning media for madrasah students. Games are built with story scenarios that describe what is adapted to the subject matter that becomes game content. Therefore, for students who play to get an apparent experience of simulation and visualization of subject matter, we build and design virtual environments and objects that support the process of learning mathematics. Next, we use Unity 3D as the game engine that will be used to build scenarios, objects, characters, and 3-dimensional virtual environments in this serious game.

Fig. 1 shows the proposed mathematics learning system using a serious game. Where to produce interactive and adaptive mathematics learning media, we offer the implementation of ambient intelligence technology in serious games supported by virtual reality visualization and recommender systems. The virtual reality (VR) platform provides visualization and simulation of subject matter content so that it is easy for students to understand, which can be assisted with several types of markers for their interactions. Furthermore, we use the Multi-Criteria Recommender System (MCRS) to provide recommendations for selecting suitable material levels for students based on the scores they obtained through the pre-test.

![Fig. 1. Architecture of the proposed Math-VR system as mathematics learning media.](image-url)
In this study, we chose one of the subject matters of mathematics as serious game content, which is about geometric shapes. A VR-based spatial learning game is a game that simulates the activities of students at school. The system starts the game scenario activity by displaying the main menu page, which consists of three options: starting the game, about the game, and exiting the game. After the player selects the start game option, the player will enter the school scene where several classes have different content, and there are material content and tests. When a player completes a test session and gets a score, the system will calculate the Score, so players can get recommendations for subjects that players still must study. Besides recommendations, players can also choose their desired class goals by pressing the destination button. The system will help with the direction of the goal with arrow direction indicators. Fig. 2 shows the rule of a serious game for mathematics educational media based on VR introduced in this study.

A. Object, Character, and Environment Design

Developing game elements begins with creating assets consisting of the environment, user interface (UI), and characters. We design each asset using Blender software. The characters designed in this game function as non-playable characters (NPC), representing a teacher teaching in class. The process of making a character has a higher level of difficulty compared to making an environment. Character creation requires rigging and animation processes so that the character can move according to the running scenario. The following process is creating 2-dimensional assets in the form of illustrations and UI. Making these assets aims to help users interact with the game. One example is the creation of button images that function as game navigation. As shown in Fig. 3, 4, and 5, we designed the environment and character using Blender software.

B. MCRS-Based Ambient Intelligence

This study utilized a multi-criteria-based recommender system to provide ambient intelligence capabilities in serious games. MCRS generates recommendations based on player pretest value data at an early stage when playing a spatial learning game. The value data includes the value of the answer score (R1) and the length of processing time (R2). The MCRS system performs calculations using a heuristic approach based on the multi-criteria recommender system (MCRS). Eq. (1) shows the calculation to get the value of R1 after the player completes the pretest session. Twenty questions will be randomized from the 64 questions available
in the game database. In the pretest session, besides being required to answer correctly, players must also answer questions as quickly as possible. The faster the player answers the questions, the bigger the Score they get.

\[ R_1 = \frac{(JS-SS) \times MS}{SF} \]  

(1)

The calculation that occurs to get the value of \( R_1 \) is shown through (1). First, the number of questions (\( JS \)) is reduced by the number of wrong questions (\( SS \)), then the multiplier is multiplied by the correct answers (\( MS \)). The purpose of multiplying by the multiplier is to get a score of 100/100 where this value will be displayed on the game interface. In this research, the multiplier value used is 5. Furthermore, the value is divided by the simplified value (\( SF \)) or simplified value. The reason is that \( R_1 \) only has a value range of 0-10. The simplified value in this study is 10. After that, the value of \( R_1 \) or the first criterion will be obtained.

\[ R_2 = \frac{\sum_{CT} CT_n - TS}{JS} \]  

(2)

In (2), the calculation of the long processing time criterion (\( R_2 \)) begins with the process of obtaining the current time (\( CT \)) and start time (\( TS \)) values. The following process calculates the time required by the value (\( CT \)) minus the value (\( TS \)). The process will repeat until all questions (\( JS \)) has been answered. In this study, there were five items in each type of question. For example, the cube problem has five questions, five blocks, five prisms, and five pyramids for 20 questions. After all the questions have been answered, all the reduction values will be added and divided by the number of available questions (\( JS \)).

\( R_1 \) and \( R_2 \) values are rating values used in MCRS calculations. In this study, we used the MCRS algorithm based on a heuristic approach with several steps to calculate the similarity of \( u' \) and \( u \) ratings. The first step is to calculate the similarity rating of the new player \( u' \), and all the ratings of previous players \( u \) using the cosine-based similarity formula. At (3), \( I(u,u') \) is an item rated by players \( u \) and \( u' \). While \( R(u,i) \) is the rating value, new players give to items \([24,25]\).

\[ \text{sim}(\mu, \mu') = \frac{\sum_{i \in I(\mu,\mu')} R(u,i)R(\mu',i)}{\sqrt{\sum_{i \in I(\mu,\mu')} R(u,i)^2} \sqrt{\sum_{i \in I(\mu,\mu')} R(\mu',i)^2}} \]  

(3)

After the results of the calculation of similarity between players are known, the second step is to calculate the individual similarity values using the average similarity formula \( \text{sim}_{avg}(\mu, \mu') \) as in (4). This calculation aims to find out the player who has the highest overall Score with the highest level of similarity among all players. The value \( n \) indicates the number of criteria rated by the player, while \( \text{sim}_c(\mu, \mu') \) is the similarity for each criterion between user \( u \) and the previous user \( u' \)[26][27].

\[ \text{sim}_{avg}(\mu, \mu') = \frac{1}{n+1} \sum_{c=0}^{n} \text{sim}_c(\mu, \mu') \]  

(4)

IV. RESULT AND DISCUSSION

A. The User Interface and Environment Result of Math-VR

In this research, we developed game elements for Math-VR using the Unity 3D game engine. When players start the game for the first time, they will find three options on the main menu, namely "Mulai" to enter the game's gameplay, "Tentang" to find out information about the application, and "Keluar" to navigate out of the application as in Fig. 6. After starting the game, the player will immediately enter the school environment as in Fig. 7. Where at this stage, the system will show the first-person view of players who use VR devices and are synchronized with movements in the virtual game environment. Furthermore, players will be directed using arrows to go to class. Fig. 8 shows an example of visualizing a virtual classroom environment used in learning activities using Math-VR.
When entering the classroom environment, the system provides pre-test questions to the player as the first step to obtaining the rating data needed by the recommendation system. In the pretest class, the Math-VR system guides players to pay attention to the questions on the blackboard and answer them by taking the alphabet according to the selected answer. After the player has answered all the questions, then the game displays the pretest results panel in the form of the Score obtained by the player, the number of questions answered correctly and incorrectly, as shown in Fig. 9. Players can press the "Lanjutkan" button to find out the results of the system evaluation regarding the recommended subjects to study. Fig. 10 shows the display of recommendations generated by the system using the MCRS method to implement ambient intelligence technology in Math-VR. In this session, players can choose one of three subjects that they want to study first. Fig. 11 shows example of the results of the visual display of the condition of the virtual environment when the player has entered one of the learning scenarios about geometric shapes.

B. MCRS-Based Ambient Intelligence Results

In this study, we tried implementing ambient intelligence technology into a serious game proposal using the multi-criteria-based recommender system method. The system uses the results of the recommendations as a reference to predict the similarity of the new user ratings.

```plaintext
<table>
<thead>
<tr>
<th>Top N</th>
<th>Result</th>
<th>Reference Data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>40</td>
</tr>
<tr>
<td>1</td>
<td>Precision</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td>Accuracy</td>
<td>0.78</td>
</tr>
<tr>
<td></td>
<td>F1 Score</td>
<td>0.53</td>
</tr>
<tr>
<td>2</td>
<td>Precision</td>
<td>0.61</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td>Accuracy</td>
<td>0.63</td>
</tr>
<tr>
<td></td>
<td>F1 Score</td>
<td>0.59</td>
</tr>
<tr>
<td>3</td>
<td>Precision</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>0.60</td>
</tr>
<tr>
<td></td>
<td>Accuracy</td>
<td>0.40</td>
</tr>
<tr>
<td></td>
<td>F1 Score</td>
<td>0.56</td>
</tr>
</tbody>
</table>
```

In this study, we obtained reference data through a direct test that 125 students attended. There are two assessment factors in the test: the correct or incorrect answer and how long it takes the participant to answer the question. The longer the time it takes, the smaller the Score the participant will get. We also carry out a selection process for each data based on variations in the criteria value. We do not use exact respondent rating data.

Meanwhile, we only use rating data very far from the average participant score. After the data selection process, we got 110 valid test data values divided into two, namely 100 reference data and 10 test data. This study uses five scenarios of experimental testing, namely with 40, 50, 60, 70, and 80 reference data. The aim is to see the relationship between accuracy and the amount of reference data used. At the same time, some of the variables resulting from the testing experiment are precision, recall, accuracy, and F1 Score. Table I shows the test results based on 40, 50, 60, 70, and 80 reference data. We also carry out tests for the results of the Top N recommendations 1, 2, and 3.
that the more test data used, the better the accuracy of the recommendations. The highest accuracy value is 0.92 when using 80 test data for Top 1 recommendation results. While the highest average accuracy value is 0.83 for Top 1 recommendation results, the highest average precision is 0.71 for Top 2 recommendation results, average -the highest average recall is 0.73 for Top 3 recommendation results, and the highest average F1 Score is 0.70 for Top 2 recommendation results.

Several parts of this research have prospects for further development in future research plans. One of them is the recommendation system-based ambient intelligence section. We can also use machine learning methods to get better results. Besides that, in the following research, Serious games can be used in content other than learning mathematics. To make it more interesting, the VR-based serious game, the subject of this study, can be developed into a metaverse-based learning technology.
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Abstract—In Brain-Computer interface (BCI) applications, achieving accurate control relies heavily on the classification accuracy and efficiency of motor imagery electroencephalogram (EEG) signals. However, factors such as mutual interference between multi-channel signals, inter-individual variability, and noise interference in the channels pose challenges to motor imagery EEG signal classification. To address these problems, this paper proposes an Adaptive Channel Selection algorithm aimed at optimizing classification accuracy and Information Translate Rate (ITR). First, C3, C4, and Cz are selected as key channels based on neurophysiological evidence and extensive experimental studies. Next, the channel selection is fine-tuned using spatial location and absolute Pearson correlation coefficients. By analyzing the relationship between EEG channels and key channels, the most relevant channel combination is determined for each subject, reducing confounding information and improving classification accuracy. To validate the method, the SHU Dataset and the PhysioNet Dataset are used in experiments. The Graph ResNet classification model is employed to extract features from the selected channel combinations using deep learning techniques. Experimental results show that the average classification accuracy is improved by 5.36% and 9.19%, and the Information Translate Rate is improved by 29.24% and 26.75%, respectively, compared to a single channel combination.
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I. INTRODUCTION

Brain-Computer Interface (BCI) systems allow for direct communication with the outside world without relying on the brain's typical output pathways [1,2]. Within the field of BCI, motor imagery is one of the most commonly utilized paradigms. Motor imagery (MI) involves mentally simulating the movement of a limb without actually moving it [3]. BCI systems can capture EEG signals from the brain during these imagined movements through electrodes, and thereby enable control over external devices [4]. With their potential applications in fields such as rehabilitation and medical care, communication security, and environmental protection, BCI systems have a wide range of possible uses [5].

Deep learning [6] is a widely used approach in the field of BCI. Compared to shallow learning models like traditional machine learning, deep learning uses neural network architecture with multiple complex network layers that perform varying functions. This leads to a significant improvement in the quantity and quality of feature extraction and recognition. Many studies have applied deep learning methods such as convolutional neural networks (CNN), long short-term memory (LSTM), and deep Boltzmann machine (DBM) for motor imagery classification, achieving good recognition results. However, these methods overlook the rich topological relationships between electrodes by treating EEG data as simple two-dimensional data. In contrast, the utilization of graph convolutional neural networks for EEG signal classification addresses this issue.

Different regions of the human brain have distinct functions. For instance, the motor cortex is responsible for motor functions, while the parietal lobe processes various sensory information like touch, smell, and taste. However, most current studies have used EEG data from all channels to extract features, which inevitably introduces redundancy. Additionally, the brain's electrical activity may vary among individuals. Therefore, selecting task-specific signal recording sites can reduce preparation time and improve user comfort in nonclinical BCI applications [7]. By choosing the optimal channel, the impact of noise interference can be minimized, and the computational costs of processing high-dimensional data can be reduced.

The objective of this study is to address the issue of individual variability and to decrease the computational complexity involved in processing high-dimensional EEG data. The main contributions of the paper are as follows:

- An Adaptive Channel Selection algorithm is proposed. For different individuals, the method selects all or partial channels as input to the BCI system by itself, and the partial channels are selected based on the correlation between channels and spatial location.
- A residual-based graph neural network is used to decode the MI signal.
- This method achieves good results on the SHU dataset and the PhysioNet dataset.

The main part of this paper consists of five sections. The first section is the introduction, which provides the background, significance, and methodology of the motor imagery study, as well as the reasons for conducting channel selection. The second section is the related work, where research related to feature extraction and classification algorithms of EEG signals is discussed. Section III presents the core part of the paper, introducing the channel selection algorithm and the Graph ResNet model. Section IV presents the experimental testing of the algorithms proposed in Section III, along with the corresponding results and analysis. Finally,
Section V concludes the research approach and provides future outlook.

II. RELATED WORKS

A. Feature Extraction

The method of feature extraction method has a significant impact on the performance of BCI systems. Popular methods include CNN and RNN [8-13]. In [11], a combination of convolutional and recurrent neural networks achieved an accuracy of 98.3% on the PhysioNet dataset. However, these methods only considered regular data in Euclidean space and did not take into account the topological relationships between electrodes. To address the issue of non-Euclidean space data, being unable to be convolved, the first graph convolutional neural network (GCN) was proposed in [14] and applied to non-Euclidean space structured data. In [15] and [16], GCN was applied to MI decoding, achieving the highest accuracy of 93.056% and 98.08% on the PhysioNet dataset, respectively, demonstrating the superiority of GCN in processing EEG signals. However, in order to fully utilize the topological relationship between electrode channels, all channel data are typically used as network inputs, resulting in a large amount of redundant data [17].

B. Channel Selection

EEG signals are acquired using multi-channel electrodes, but using all channels as network input can consume more computational resources and degrade system performance due to noise in some channels. Therefore, channel selection is necessary [17]. One simple method is to select data from the three channels (C3, C4, and Cz) where potential changes during motor imagery are mainly concentrated [18]. Additionally, the SiEEGCS algorithm, proposed in [19], utilizes EEG shapelet-transformed for EEG channel selection. It selects the top-k EEG channels by solving a logistic loss-embedded minimization problem while simultaneously learning EEG shapelets, hyperplanes, and channel weights. and in [20], a Spatiotemporal-Filtering-Based channel selection (STECS) method was introduced to extract discriminative information from EEG signals. The STECS method was able to achieve the same classification performance as the full channel by using only half of the number of channels. However, these methods lack a neurophysiological basis. In [21], it was assumed that the channels associated with MI should contain public information, and channels were selected based on inter-channel correlation. An iterative multi-objective optimization channel selection (MOCS) algorithm was proposed in [7] that selects optimal channels using anatomical and functional correlations of EEG channels, but it does not consider the spatial distribution of electrodes.

Subject-independence can reduce the time of data preprocessing in BCI systems. However, the investigation results showed [22] that subject-specific classification accuracy is higher than that of subject-independent BCI systems. This suggests that the optimal channel varies across subjects.

In summary, the paper addresses the problems of data redundancy and individual variability faced by using deep neural networks for EEG signal classification. An adaptive Channel Selection is proposed, which considers both the neurophysiological basis and the correlation between channels to select the optimal channel for each subject individually.

III. MATERIALS AND METHODS

A. Overview

The framework of this paper is shown in Fig. 1.

1) Computing the channel correlation and obtaining the graph Laplacian.
2) Selecting electrodes using an Adaptive Channel Selection algorithm.
3) Generating a graph representation of the channel correlation from the graph Laplacian.
4) Applying the residual graph neural network to decode EEG signals.
5) Determining the optimal channel selection scheme based on the test results.

The Adaptive Channel Selection algorithm automatically selects the combination of channels with a higher Information Translate Rate (ITR) based on the ITR obtained after training data from both schemes. Fig. 2 illustrates the algorithm framework, which includes one scheme that uses all channels in the original data and another that uses proposed channel selection algorithm. Channel selection is based on the following two criteria.

B. Adaptive Channel Selection Algorithm

To minimize computational effort during graph pooling, the number of selected channels is chosen as integer powers of two since the number of channels is reduced by half each time.

1) Neurophysiological basics and spatial location: Motor imagery EEG refers to the spontaneous electrical activity of brain tissue that reflects the functional state of the brain. Different bands of EEG activity typically appear in different functional areas of the brain, and changes in their activity can reflect various brain states. Previous studies [23] have shown that during motor imagery, the phenomena of ERD and ERS in the mu (8-13 Hz) and beta (13-30 Hz) bands are concentrated in the C3 and C4 electrodes of the cerebral motor cortex. In addition to Cz, which also receives the influence of hand movements. Therefore, first selected the C3, C4, and Cz channels that are most relevant to motor imagery EEG activity. Next, selected another set of channels that are spatially closest to the selected channels, with the already selected channels being referred to as “Fixed Channels”.

2) Absolute pearson coefficient: For the remaining channels, they needed to be closely related to EEG activity in the motor cortex of the brain, and considering the variability among individuals, this work selected a unique set of channels for each subject based on the absolute Pearson correlation coefficient. These channels were referred to as “Free Channels”, and the three sets of channels were combined to form the input to the model. The composition of each part of the channel is shown in Fig. 3.
The absolute Pearson coefficient is a commonly used method for feature selection and extraction, as it measures the degree of correlation between two variables. In channel selection, this work aims to identify channels that are highly correlated with changes in motor cortex EEG signals. To achieve this, this work uses the absolute Pearson coefficient to evaluate the degree of correlation between each channel and the motor functional areas of the brain, and select the channels with high correlation [21].

The Pearson correlation coefficient between two variables is calculated as the quotient of the covariance and the standard deviation between the two variables.

\[
\rho_{XY} = \frac{\operatorname{cov}(X,Y)}{\sigma_X \sigma_Y}
\]

(1)

where \(\rho_{XY}\) denotes the overall Pearson correlation coefficient of variables \(X\) and \(Y\), \(\operatorname{cov}(X,Y)\) represents the covariance between variables \(X\) and \(Y\), and \(\sigma_X \sigma_Y\) represents the product of the standard deviations of variables \(X\) and \(Y\). The estimation is based on the sample with respect to the variance and covariance.

\[
\sigma_X^2 = \frac{1}{n-1} \sum_{i=1}^{n} (X_i - \bar{X})^2
\]

(2)

\[
\operatorname{cov}(X,Y) = \frac{1}{n-1} \sum_{i=1}^{n} (X_i - \bar{X})(Y_i - \bar{Y})
\]

(3)
Bring (2) and (3) into (1). The absolute Pearson coefficients of the samples are obtained as follows.

$$r = \frac{\sum_{i=1}^{n}(X_i - \bar{X})(Y_i - \bar{Y})}{\sqrt{\sum_{i=1}^{n}(X_i - \bar{X})^2} \sqrt{\sum_{i=1}^{n}(Y_i - \bar{Y})^2}}$$

With the EEG channels considered as variables and their corresponding data as observations, the Pearson correlation coefficients were calculated for all channels and the three channels most closely associated with motor imagery, C3, C4, and Cz. To ensure that negative correlations between channels and changes in EEG signals in the motor cortex of the brain were not overlooked, the absolute values of the Pearson correlation coefficients were taken. The correlation degree between all channels and the three motor imagery-related channels was calculated, and the channels with the highest correlation were selected as “Free Channels” for model input. The number of “Fixed Channels” and “Free Channels” selected for different datasets are shown in Table I.

C. Graph ResNet

The graph convolution network can be divided into two categories: spectral graph convolution network and spatial graph convolution network [24]. The spectral method defines graph convolution in the spectral using the convolution theorem, while the spatial method aggregates the central node and its neighboring nodes by defining an aggregation function in the node domain. In this paper, the spectral graph convolution method is employed.

1) Graph represents: For an undirected graph, it can be represented as $G = (V, E, A)$, where $|V| = n$ denotes the number of nodes, $E$ denotes the set of edges, and $A$ denotes the adjacency matrix that defines the connectivity between nodes. The Laplacian matrix of the graph is denoted by $L = D - A$, where $D$ is a diagonal matrix. The normalized Laplacian matrix [24] is defined as

$$L = I_n - D^{-\frac{1}{2}}AD^{-\frac{1}{2}}$$

and since $L$ is a real symmetric matrix, an eigendecomposition of $L$ yields $L = \Lambda UU^T$, where $U$ denotes the identity matrix of $L$, $\Lambda$ is the diagonal array of eigenvalues. The correlation matrix, Pearson matrix, absolute Pearson coefficient matrix, adjacency matrix, degree matrix, and Laplace matrix of subject 1 in SHU-Dataset are given in Fig. 4.

2) Graph convolution: In the spectral, the graph convolution of signals $x_1, x_2$ is defined as

$$x_1 \ast_g x_2 = U((U^T x_1) \bigodot (U^T x_2))$$

where $\ast_g$ represents the graph convolution operator and $\bigodot$ represents the Hadamard product. For an input signal $x$, the graph convolution operation through a convolution kernel filter $g \in \mathbb{R}^n$ is defined as

$$x \ast_g g = U(U^T x \bigodot U^T g)$$

Define $g$ as $g_\theta = \text{diag}(U^T g)$, then the graph convolution operation for $x$ can be simplified to

$$x \ast_g g_\theta = U g_\theta U^T x$$

To parameterize the convolution kernel $g_\theta$, Chebyshev network (ChebyNet) [25] is used instead of the convolution kernel in the spectral. $g_\theta$ is defined as $g_\theta = \sum_{k=0}^{K} \theta_k T_k(\bar{\Lambda})$, where $\bar{\Lambda}$ can be represented as

$$\bar{\Lambda} = \frac{2\Lambda}{\lambda_{max}} - I_n$$

```
<table>
<thead>
<tr>
<th>Dataset</th>
<th>Number of Channels</th>
<th>Fixed Channels</th>
<th>Free Channels</th>
</tr>
</thead>
<tbody>
<tr>
<td>SHU Dataset</td>
<td>32</td>
<td>16</td>
<td>3</td>
</tr>
<tr>
<td>Physionet MI Dataset</td>
<td>64</td>
<td>32</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>11</td>
</tr>
</tbody>
</table>
```
and the Chebyshev polynomial is defined as $T_0(x) = 2xT_{i-1}(x) - T_{i-2}(x)$, where $T_0(x) = 1$ and $T_1(x) = x$. Therefore, the ChebyNet graph convolution operation is

$$x \ast_{G} g_{\theta} = U(\sum_{i=0}^{K} \theta_i \tilde{T}_i(\tilde{\Lambda}))U^T x \quad (10)$$

Let $\tilde{L} = \frac{2L}{\lambda_{\max}} - I_n$, then $T_i(\tilde{L}) = U\tilde{T}_i(\tilde{\Lambda})U^T$, and the ChebyNet graph convolution operation can be simplified as

$$x \ast_{G} g_{\theta} = \sum_{i=0}^{K} \theta_i T_i(\tilde{L}) x \quad (11)$$

ChebyNet convolution does not require feature decomposition of the Laplacian matrix, and the convolution kernel has only $K + 1$ trainable parameters [25]. Therefore, the parameter complexity is significantly reduced.

3) **Graph pooling:** ChebyNet implements pooling operation using a complete binary tree. In the coarsening phase based on the Graclus multi-level clustering algorithm [26], the input feature tensor is divided into blocks of equal size. These blocks are then aligned based on the nature of complete binomial trees where each non-leaf node has 2 children. At each non-leaf node, the most matching feature block is selected for pooling using the greedy criterion, Pooling two nodes into one node. The pooling process is shown in Fig. 5.

4) **Residual learning:** Deep neural networks are known for their improved ability to fit nonlinear functions as the number of layers and neurons increases. However, simply stacking layers can lead to problems such as vanishing gradients, exploding gradients, and network degradation. To address these issues, Residual Learning proposed in [27]. This framework assumes that $H(X) = X$ represents the optimal solution mapping, and the general convolutional neural network is directly fitted with $H(X) = X$. In contrast, the residual network aims to fit the residual mapping, $F(X) = H(X) - X$. The optimal solution mapping is then given by $H(X) = F(X) + X$.

![Fig. 5. ChebyNet implements pooling operators using complete binary trees[25].](image)

IV. RESULTS AND DISCUSSION

A. **Dataset Description**

1) **SHU dataset:** This work utilized the SHU Dataset, a publicly available motor imagery dataset from Shanghai University in 2022 [28]. The dataset includes 25 subjects who underwent a total of 5 sessions every 2-3 days. Each session included 100 trials, which were automatically labeled by using EEGLAB with amplitudes greater than 100 $\mu$V. Experts then reviewed and eliminated any bad segments, resulting in a small number of missing trials in some sessions. The motor imagery tasks consisted of left-hand (L) and right-hand (R). EEG data were recorded using 32 electrodes based on the International 10-10 system with a 250 Hz sampling rate and a 4-second time window. Each subject had a total of 500 trials (5 sessions * 100 trials), and each trial included 1000 sampling points. The EEG data acquisition paradigm is shown in Fig. 6.

![Fig. 6. Timing paradigm of SHU dataset.](image)

2) **PhysioNet dataset:** The PhysioNet dataset included 109 subjects who performed motor imagery tasks using their left hand (L), right hand (R), both fists (B), and both feet (F). EEG data was recorded from 64 electrodes based on the International 10-10 system, with a sampling rate of 160 Hz and a time window of 4 seconds. Each subject completed 84 trials (3 runs * 7 trials * 4 tasks), with each trial consisting of 640 sampling points.

B. **Channel Selection Results**

1) **SHU dataset:** The original SHU-Dataset had 32 channels. Firstly, three channels C3, C4, and Cz were selected, and then 10 additional channels were selected based on their spatial location: FC1, FC2, FC5, FC6, T3, T4, CP1, CP2, CP5, and CP6. In total, 13 channels were selected and has been marked in Fig. 7(a). Finally, three Free Channels are selected based on the absolute Pearson coefficients, and a total of 16 channels were used as input for the model.

Taking the first three subjects in the dataset as an example, computing the sum of the absolute Pearson coefficients for all channels and C3, C4, and Cz channels. The computation results are presented in Fig. 7(b), and the channels that were selected based on this result are listed in Table II.

2) **PhysioNet dataset:** The original dataset consists of 64 channels, which are reduced to 32 and 16 channels respectively. In both cases, three channels (C3, C4, Cz) were first selected from the source channels, and the remaining channels were selected using the following method:
For the 32 EEG channels, 18 channels were initially selected based on their spatial location, resulting in a total of 21 Fixed Channel as shown in Fig. 8. Then, 11 Free Channels were selected based on the absolute Pearson coefficients.

For the 16-channel subset, due to the densely arranged 64 channels based on the international 10-10 system and the need for fewer channels, the remaining 13 Free Channels were all selected based on the absolute Pearson coefficients.

C. Evaluation Metrics

To evaluate this algorithm, this work introduces the Information Translate Rate (ITR) [29] as an additional evaluation metric, in addition to the traditional precision metric. ITR is a standard method for measuring communication systems, expressing the amount of information transmitted per unit time. The bit rate depends on both speed and accuracy. The formula for calculating ITR is as follows

\[
ITR = 60 \cdot \frac{\log_2 M + \log_2 P + (1 - P) \log_2 \frac{1}{2M - P}}{T_0}
\]

Here, \(T_0\) represents the prediction time of each sample in the model, \(M\) represents the number of categories, and \(P\) represents the classification accuracy. The unit of ITR is bits/min.

D. Equipments

This work utilized a remote server that runs on the Ubuntu 18.04 operating system to conduct experiments. The experiments were conducted in a Python 3.6 environment using the TensorFlow 1.15 deep learning framework. The models were trained and evaluated using 1 NVIDIA Tesla V100-PCIE-32GB GPU and 1 Intel Xeon Processor (Skylake) 2.4GHz CPU. The system was equipped with 147GB RAM for system memory and had 6TB hard disk capacity.

E. Model Parameters

The network architecture consists of 12 convolutional layers, each connected to a pooling layer every two layers. The dataset is split into 90% training data and 10% test data. A training cycle of 100 batches is utilized and the performance of the trained model is evaluated on the test set after each cycle. Evaluation metrics including ITR and accuracy are calculated, and finally the average value of the successive ITR is taken to reduce randomness. The model hyperparameters are shown in Table III.

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chebyshev Order</td>
<td>3</td>
</tr>
<tr>
<td>Activation Function</td>
<td>Leaky ReLu</td>
</tr>
<tr>
<td>Batch size</td>
<td>1024</td>
</tr>
<tr>
<td>Epoch</td>
<td>50</td>
</tr>
<tr>
<td>Optimization Algorithm</td>
<td>Adam</td>
</tr>
<tr>
<td>Learning Rate</td>
<td>0.001</td>
</tr>
<tr>
<td>Dropout</td>
<td>0.5</td>
</tr>
</tbody>
</table>

F. Experimental Results

1) SHU dataset: For this dataset, choosing to train the EEG dataset of the first 15 subjects separately, and the outcomes are presented in Fig. 9.

Table IV presents the results of motion imagery classification accuracy using all 32 channels, with an impressive accuracy of 83.98% reported in [16]. This outperforms the various benchmark classification methods used in [28], which achieved a maximum accuracy of 78.9%
on the cross-session task. After applying proposed method to halve the channels, the classification accuracy improved by 1.86%, the ITR improved by 14.4%, and the sample prediction time decreased by 22.7%. This result indicates that reducing the number of channels effectively reduces interference information, reduces data redundancy, and improves information transmission rate. In particular, some subjects who previously had poor classification accuracy and ITR, such as subjects 4, 5, 8, and 10, showed significant improvement after channel reduction. Using only half of the channel data, higher average classification accuracy and ITR were achieved compared to using all 32 channels.

2) Physionet dataset: For this dataset, training the EEG data of the first 20 subjects separately, and the experimental results were obtained by taking the mean values of the different subjects. These results are presented in Fig. 10.

Table V shows that with the input of all 64 channels data [16], the classification accuracy is improved by 1.26% and 8.21% compared to 32 and 16 channels, respectively, due to the availability of more extracted features. However, this leads to more data redundancy and the longest single-sample prediction time, resulting in a lower ITR compared to 32 channels. Although the ITR of 16 channels has only a 3.85% difference compared to 64 channels, the classification accuracy loss is higher due to less information available and less training time. By using the proposed Adaptive Channel Selection algorithm, the classification accuracy is improved by 0.98%, 2.24%, and 9.19% compared to 64, 32, and 16 channels, respectively, and the ITR is improved by 26.75%, 7.66%, and 22.05%, respectively.

![Fig. 9. (a) Shows the classification accuracy of the model under different channel strategies. (b) Shows the ITR of the BCI system under different channel strategies.](image-url)
In short, the proposed method utilizes less channel data while achieving comparable accuracy to some studies using full channel data, and higher ITR as shown in Table VI. Specifically, the method achieves an average classification accuracy of 92.51%, while in [16], using the same feature extraction method with full channel data, achieves 91.53% accuracy. The method is slightly better than the 92.5% average classification accuracy obtained in [30] using scout EEG source imaging (ESI) with a convolutional neural network (CNN) algorithm. Furthermore, it is much higher than the average classification accuracy of 68.20% obtained in [31] using Spatial and Temporal Recurrent Neural Networks for classification.

V. CONCLUSION

This work proposes an Adaptive Channel Selection algorithm that automatically selects the optimal combination of EEG channels for each subject to maximize the information transmission rate of the BCI system. The channel combinations include all channels and some selected channels based on the spatial location of each channel in the dataset and the absolute Pearson coefficients of each channel with the key channels C3, C4, and Cz, which are commonly used in motor imagery experiments.

To extract features, this work uses a deep graph convolutional neural network with residual blocks added to prevent overfitting. Applying this method to the SHU dataset improved the classification accuracy by up to 5.36% and the information transfer rate (ITR) by up to 29.24% compared to using a single channel combination. On the Physionet dataset, the classification accuracy is improved by up to 9.19% and the ITR is improved by up to 26.75%. The proposed algorithm effectively addresses the problems of data redundancy and individual differences faced by deep neural networks in extracting features, and significantly improves the classification accuracy and ITR.

In summary, the study demonstrates the effectiveness of the proposed adaptive channel selection algorithm for decoding EEG-based motor imagery. The algorithm outperforms the single-channel combination scheme and has the potential to improve the generalization capability of deep neural networks for BCI applications. Future work will focus on exploring the generalization capability of this channel selection algorithm across different datasets and experimental conditions.
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Abstract—The Internet of Vehicles (IoV) is an innovative concept aimed at addressing the critical problem of traffic congestion. IoV applications are part of a connected network that collects relevant data from various smart sensors installed in connected vehicles. This information is freely and easily exchanged between vehicles, which leads to improved traffic management and a reduction in traffic accidents. As the IoV technology continues to grow, the amount of data collected will increase, presenting new challenges for data privacy and security. The use of blockchain technology has been proposed as a solution, as its decentralized and distributed architecture has been proven reliable with cryptocurrencies such as Bitcoin. However, studies have shown that blockchain alone may not be sufficient to address privacy and security concerns, and there are currently no tools available to evaluate its performance in an IoV simulation environment. This research aims to provide a comprehensive review of the challenges associated with the implementation of blockchain technology in the IoV context.
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I. INTRODUCTION

With the rapid development of the automobile industry, the Internet of Vehicles (IoV) technology is expected to grow as the most promising solution to ensure road safety and efficiency. However, this growth has brought numerous challenges regarding data storage, processing power, and data privacy and security. Traditionally, IoV data is all stored in a central node, where all network communication passes through, putting the security of the IoV network at serious risk because an attack on the central node would compromise all nodes in the network. Additionally, a centralized approach cannot handle real-time responses efficiently due to dynamic and large IoV scenarios.

Blockchain technology, originally developed for the cryptocurrency Bitcoin, ensures secure, trustworthy, and reliable transaction sharing among users based on peer-to-peer networks. As a decentralized approach, blockchain offers a transparent and secure exchange of information in the IoV network. Its decentralized and distributed architecture has demonstrated great ability in storing and processing big data while preserving the privacy and security of information. By combining the IoV with blockchain technology, security and privacy issues can be addressed. However, a blockchain-based IoV network still faces many obstacles, such as resource deficiency and large and dynamic IoV scenarios.

This paper proposes a contribution based on a systematic review methodology to address the challenges facing the blockchain-based IoV network. The methodology section explains the method used to search and select articles, the challenges associated with the blockchain-based IoV section focuses on analyzing the selected articles, and the results and important discoveries section presents a classification of the preceding challenges and highlights important observations. Finally, the conclusions and future directions section provides insights on the potential of blockchain in securing information exchange in IoV networks.

II. BACKGROUND

A. Blockchain Architecture

A blockchain is a sort of distributed ledger technology (DLT) that comprises of a sequence of data containers called blocks. Where each block is containing a complete list of transaction information. Furthermore, each block is linked to the previous block by containing its hash value, and since each block is linked to the previous one, they then create a sequence of blocks called blockchain. Fig. 1 illustrates an example of a blockchain.

1) Block: As predefined, blocks are data containers that consist of a block header and a block body. The header of the block contains valuable information required for its identification within the network. Each block header contains the following information:

- Block Version.
- Hash value of the previous block.
- The hash value associated with of all transactions recorded in this block, known as Merkle root hash.
- nBits, which represents the difficulty with which the current block was created.
which increases every hashing calculation known as Nonce.

As for the block body, it contains all transactional information which occurred in this block.

2) Transactions: Transactions are the most important part of blockchain, the whole blockchain ledger is designed to ensure a successful creation of transactions, and then move to spreading these transactions through the network to be validated by the other nodes. A transaction combines three key values, recipient address, sender information, and transaction record. That after being validated, gets added to the global blockchain as a new block.

3) Consensus: Once a new block is created, it must be validated by all nodes in the blockchain distributed ledger. This process is referred to as "consensus making." Depending on the blockchain and its use, there are several types of consensus algorithms that vary in terms of energy consumption, security, and scalability, but serve the same purpose of verifying that transactions are accurate and authentic. Some of the most commonly used consensus algorithms are proof of work (PoW), which is used with Bitcoin, and proof of stake (PoS), which is more energy-efficient.

"Mining" (proof of work) is a well-known process responsible for adding a new block to the blockchain ledger, distributed among all blockchain users. Participants in this process are called "miners." Mining involves solving a highly complex mathematical problem, which requires a large amount of time and energy, in order to find the correct hash. Miners try to solve this problem using powerful computers, and the first computer to find the correct hash receives the new block.

Proof of stake (PoS) techniques require "validators" to store and hold tokens in exchange for the right to collect transaction fees. PoS reduces the computational effort required to validate blocks and transactions. Proof of work ensures the security of the blockchain, while proof of stake changes the way blocks are confirmed by leveraging the computing resources of currency owners, requiring less computational effort. Owners stake their currency for the opportunity to validate blocks and become validators.

1) IoV architecture: Internet of vehicles (IoV) is a network connecting cars, pedestrians, and road infrastructure, through a process of information exchange. The network is equipped with a variety of sensors, which are responsible for collecting data from surrounding environments, to be shared with other parts of the network through the internet. IoV aims to enhance traffic conditions and reduce accidents and traffic congestion through interconnectivity. Fig. 2 illustrates IoV network structure. IoV architecture is composed of three main layers:

2) Perception layer, which englobes all vehicular sensors and devices required to collect environmental data. It also contains every hardware device required for the network functioning.

3) Network layer. This layer is responsible for data transmission among IoV devices through network connectivity. The most known networks for supporting these transmissions are Wi-Fi, 4G/5G, and Wlan.

4) Application layer, is the layer responsible for data storage, data analysis, and decision-making regarding safety measures, in case of urgent traffic conditions. And in the case of autonomous driving cars, this layer controls the brakes, accelerator, and the engine, based on traffic conditions information received from different sensors in the network.

III. Systematic Review Methodology

This research aims to answer the following question: what are the security limitations of the application of blockchain technology in IoV? This research question was the main subject of the analysis methodology of different research articles on the application of blockchain technology in IoV. It was used to select, filter, evaluate these studies, and exploit their results.

1) Search method: A systematic review regarding the application of blockchain technology in IoV was conducted using Scopus, Web of Science, and IEEE Xplore. To find relevant information on the subject, this combination of keywords was used ("data privacy and security", "blockchain", and "IoV"). Relevant scholarly articles were identified and selected to move forward in this review of the literature.

2) Criteria: Only the articles that fulfill the predefined criteria were considered, there are four key criteria that a study needs to achieve in order to be eligible, as shown in Table I.

<table>
<thead>
<tr>
<th>No</th>
<th>Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>The study focused on blockchain-based IoV.</td>
</tr>
<tr>
<td>2</td>
<td>The paper discussed a security issue with the application of blockchain technology in IoV.</td>
</tr>
<tr>
<td>3</td>
<td>The proposed solution aimed to ensure data privacy and security in a blockchain-based IoV network.</td>
</tr>
<tr>
<td>4</td>
<td>Papers should be published recently.</td>
</tr>
</tbody>
</table>
3) Data collection: All information regarding the challenges, solutions, and results was extracted. The collected data from each paper was mainly about the security and privacy of exchanged information in a blockchain-based IoV network. However, some papers discussed other issues such as computing power, and handling dynamic and large IoV scenarios, which can cause a problem in achieving a secure and private exchange of information between vehicles, to this end we’ve decided to include these researches in our review in order to have a more exhaustive vision of the results Fig. 3.

IV. The Challenges Associated with Blockchain-Based IoV

Our systematic review concerns a total of forty articles. The reviewed studies have shown a variety of limitations regarding the application of blockchain technology in IoV. These limitations should be examined in future studies on adopting blockchain technology as a solution to solve the security and privacy issues. As shown in Table II, more than half of the reviewed articles focused on solving the problem of security and privacy. However, other studies in this review that concentrate on other challenges, such as the security of smart sensors and resource limitations, were selected as well due to their impact on achieving a private and secure blockchain-based IoV network. The challenges associated with technological aspects are clearly dominating the article outcomes. The primary technology problems are identified as security, privacy, scalability, data collection, and security of smart sensors. It is worth noting that security, the driving force behind blockchain technology, is still a major concern for many academics. More information on these challenges, however, may be found in the challenges and results sections.

A. Security and Privacy

The growth of the Internet of Vehicles (IoV) has brought to light various challenges in regards to data storage, processing, and information privacy and security. In order to address these issues, Jiang, Fang, and Wang in [7] utilized blockchain technology in their implementation of IoV. The authors simulated the network's communication performance using MATLAB and found that under traffic congestion, the number of retransmissions increases, potentially leading to switching to a cellular network. However, the study does not take into account the impact of car traffic or the reliability of cellular networks. Vehicles in the IoV network communicate through third parties, which increases the risk of rogue cars transmitting false data. As a result, authentication of vehicles and service providers is crucial to prevent this issue. However, the authentication process involves exposing the vehicle's identification, and compromising privacy. Sharma and Chakraborty in [19] proposed a blockchain-based architecture (BLOCKAPP protocol) to address this challenge, which reduces the number of verifications and increases transaction rate by issuing pseudo-IDs to each vehicle. Wang, Zeng, Patterson, Jiang, and Doss in [23] studied the use of a blockchain-based authentication technique for IoV networks. The simulation results showed that this approach can handle information exchange, authentication, and encryption while being secure against malicious attackers. However, significant packet loss was observed during car registration and key distribution processes. Securing the IoV network becomes more challenging as the network becomes larger and more dynamic. To address this issue, a secure architecture based on blockchain technology was proposed in [15]. The framework allows for knowledge exchange among vehicles while maintaining privacy and security. The study used distributed smartphone applications and OBD-II to gather data and save it in the blockchain. The results showed that the framework can handle a high amount of concurrent traffic, but there were still some observed packet losses due to connection challenges. Narbayeva, Bakibayev, Abeshev, Makarova, Shubenkova, and Pashkevich in [14] focused on improving IoV cybersecurity through the use of blockchain technology. The authors utilized blockchain to create a secure system that provides parameters about a car through signals from nearby vehicles, and to track the movement of cars using the Exonum platform. However, this technique still relies on users being careful with their private keys.
Due to the variety of security standards, the exchange of shared information between vehicles faces several security challenges. The use of blockchain technology can enhance the security of information exchange, however, it is still vulnerable to malicious attacks at higher layers and applications. Researchers Gunasekaran Raja et al. in [16] attempted to address the security flaws of blockchain by applying an AI-powered blockchain to Internet of Vehicles (IoV). The suggested system was evaluated by comparing it to traditional blockchain smart contracts, and the results showed that the smart contract vulnerabilities resulted in a significant cost for the system. Additionally, advancements in technology may pose a threat to the entire network. On the other hand, AI-powered intelligent contracts have a self-learning capability, allowing the system to improve its security. The study found that AI-powered intelligent contracts performed better in terms of preserving blockchain characteristics compared to blockchain smart contracts. Pranav Kumar Singh et al. in [21] addressed the same issue by combining AI and blockchain. However, the security of the system may be compromised by malicious or rogue nodes in the network. AI, with its predictive capability based on machine learning algorithms, is an effective solution for dealing with rogue nodes. It can quickly detect malicious peers, but there have been no real-world tests to evaluate the performance of the proposed framework. Jiawen Kang et al. in [8] proposed a soft security enhancement solution, which involves miner selection based on a reputation voting scheme, and block verification by standby miners using contract theory. The results of the simulation showed that the proposed approach outperforms traditional reputation schemes in detecting malicious miner candidates and increases shared information security. On the other hand, other researchers used a Byzantine consensus algorithm based on time sequence and gossip protocol (BCA-TG), on top of blockchain technology, to enhance the security of communication, consensus, and authentication of nodes in an IoV network [6]. The simulation results showed that consensus can be reached when the number of Byzantine nodes is less than half of the total number of nodes in the network. However, further testing needs to be done in real-world systems with a larger number of nodes and dynamic IoV scenarios.

One of the significant limitations in the Internet of Vehicles (IoV) network is the spectrum sensing process and ensuring a secure flow of information without interference. In case of a vehicle attack, the Cognitive Radio Network (CRN) can enhance decision-making in the IoV network. However, even though CRN has its benefits, network performance can be affected if malicious attackers modify data. To enhance network performance, a study by Geetanjali Rathee et al. suggested implementing a blockchain approach in CRN-based IoV to allow vehicles to keep track of all network operations and detect untrusted devices using the Technique for Order Preference by Similarity to Ideal Solution (TOPSIS) mechanism. According to simulation data, this method improves attack detection by 70%. However, the study did not address the authentication concerns in the TOPSIS method, and only a limited number of factors were evaluated in improving the spectrum sensing process and information transmission between vehicles. Another study by Yonggang Xiao et al. aimed to address the issue of safe information transmission between cars by building a rapid false news detection framework that uses edge computing and blockchain to identify fake news and prevent the exchange of any questionable information. The simulation results suggest that the proposed framework can provide accurate information about ongoing traffic events one minute after it starts and 4 minutes after the incident. However, the study did not address the issue of load balancing, and the framework has not been tested in a real-world setting. A study by Song-Kyoo Kim aimed to prevent network breakdown due to malicious attacks by designing a secure connected car network using a Blockchain Governance Game (BGC). BGC has been mathematically proven to be a robust model for defending systems from malicious attacks. However, there was no mention of simulation experiments in this study. Leo Mendiboure et al. focused on addressing security challenges in IoV using Software-Defined Networking (SDN) and regulating application identity and behavior using blockchain technology. This study did not contain any information on the simulation environment or findings, and various issues with the theoretical solution were raised. Another study by Saltanat Narbayeva et al. focused on safeguarding data transmission between vehicles using a hierarchical blockchain framework. According to simulation findings, blockchain was able to protect the network from rogue cars. However, the overhead and transactional throughput of the proposed framework were not studied, and there was no simulation in a real-world setting. The centralized approach no longer meets the requirements of knowledge exchange among intelligent cars due to the fast growth of information technology. With the advent of IoV technology, a more advanced intelligent transportation system may be realized. However, IoV still faces challenges such as handling diverse situations and failure tolerance. On the other hand, the centralized approach is considered weak due to its lack of flexibility and vulnerability to a single point of failure. Blockchain technology can address this issue, but it is difficult to determine the appropriate blockchain settings due to the

<table>
<thead>
<tr>
<th>TABLE II. CATEGORIES OF RELEVANT STUDIES</th>
<th>Description</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Technological</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scalability</td>
<td>Blockchain’s lack of scalability in case of huge amount of data</td>
<td>[18-19]</td>
</tr>
<tr>
<td>Data collection</td>
<td>Enhancing the process of data collection</td>
<td>[20,14]</td>
</tr>
<tr>
<td>Smart Sensors</td>
<td>Securing smart sensors against malicious attacks</td>
<td>[21,22]</td>
</tr>
<tr>
<td><strong>Energetical</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Resource limitations in the light of a high network performance</td>
<td>Analysis to enhance network performance, while respecting limited resource allocation</td>
<td>[23-24-25-26]</td>
</tr>
</tbody>
</table>
unpredictable vehicle density. To solve this issue, Liming Gao et al. proposed a multichannel blockchain scheme that can select the best parameters based on the vehicle density.

A major challenge in a blockchain-based Internet of Vehicles (IoV) network is balancing privacy protection with information availability. Vehicles gather and share traffic data, and there is a risk of conflicts between this shared information. To mitigate this, a semi-centralized approach based on blockchain was suggested by Lichen Cheng et al. in [2]. This approach regulates traffic lights to guarantee efficient traffic flow while protecting shared information and the users' identities. However, this mode requires reducing interaction and encryption computation costs. The rapid increase in automobiles has led to the overuse of spectrum resources. To address this, a multiuser k-anonymous location protection method was proposed by Hongning Li et al. in [11]. The system preserves users' location privacy by creating anonymous zones and encouraging primary users to share spectrum. In [27], Zhang et al. proposed a blockchain-based solution for secure and privacy-preserving data sharing in the IoV. They analyze the challenges of privacy and security in the IoV and introduce a framework that includes privacy-preserving and secure data sharing. The framework was evaluated and shown to be effective in securing and preserving data privacy in the IoV environment. Hu and Li in [28] reviewed the security challenges in the IoV and discussed how blockchain technology can be used to address these challenges. They presented an overview of the IoV architecture and highlighted the security problems that exist in the data collection, storage, and transmission phases of IoV. They also described the characteristics of blockchain technology that make it suitable for use in the IoV and discussed existing blockchain-based solutions for securing IoV data. Tang, Wang, and Su in [29] proposed a secure and efficient communication scheme for the IoV based on blockchain technology. The proposed scheme uses a blockchain-based consensus algorithm to ensure data communication security in the IoV and a multi-layer encryption mechanism to protect data privacy. Simulation experiments showed that the proposed scheme was secure, efficient, and capable of meeting the communication requirements of the IoV. Iqbal, Liu, Guo, and Zhang in [30] proposed a blockchain-based trust management framework for the IoV. The framework uses blockchain technology to establish a trust mechanism that enhances the security and privacy of data transmission in the IoV. The performance of the framework was evaluated through simulation experiments, which showed that it effectively enhanced the security and privacy of data transmission in the IoV. Finally, Yang, Yang, and Huang in [31] presented an overview of the challenges and opportunities of using blockchain technology in the IoV. They analyzed the security and privacy problems in the IoV and discussed how blockchain technology can be used to address these challenges. They also described the architecture of a blockchain-based IoV system and highlighted the potential benefits of using blockchain in the IoV, such as increased data security and privacy.

Chen, X., and Li, Y. in [32] proposed a blockchain-based secure and privacy-preserving data sharing framework for the Internet of Vehicles (IoV). The authors aimed to address the security and privacy challenges associated with data sharing in the IoV by utilizing blockchain technology. The proposed framework comprised a data sharing process that utilized a smart contract to ensure data authenticity and integrity, as well as a privacy-preserving mechanism that used homomorphic encryption to protect the privacy of the data. The authors evaluated the proposed framework through a simulation experiment, which showed that it could effectively improve the security and privacy of data sharing in the IoV. Wang, X., Huang, Y., and Lu, R. in [33] proposed a blockchain-based secure data sharing framework for the Internet of Vehicles (IoV). The authors aimed to address the security and privacy challenges of data sharing in the IoV by utilizing blockchain technology. The proposed framework included a consensus mechanism and a smart contract to guarantee the authenticity and integrity of the data, as well as a privacy-preserving mechanism that used homomorphic encryption to protect the privacy of the data. The authors evaluated the proposed framework through a simulation experiment, which showed that it could effectively enhance the security and privacy of data sharing in the IoV. Zhang, Y., Yang, X., Yang, Y., and Huang, X. in [34] proposed a secure and privacy-preserving data sharing framework for the Internet of Vehicles (IoV) based on blockchain technology. The authors aimed to tackle the security and privacy challenges of data sharing in the IoV by using blockchain technology. The proposed framework consisted of a consensus mechanism and a smart contract to ensure the authenticity and integrity of the data, as well as a privacy-preserving mechanism that used homomorphic encryption to protect the privacy of the data. The authors evaluated the proposed framework through a simulation experiment, which showed that it could effectively improve the security and privacy of data sharing in the IoV. Zhang, Y., and Li, J. in [35] focused on applying blockchain technology to secure and privacy-preserving data sharing for the Internet of Vehicles (IoV). The authors proposed a blockchain-based framework for secure and privacy-preserving data sharing in the IoV, which could effectively secure and protect the privacy of the data shared by vehicles. The framework provided a secure and privacy-preserving platform for IoV applications and services, enabling trustworthy and secure data sharing among different parties in the IoV. The authors also analyzed the security and privacy of the proposed framework through experiments and simulations, demonstrating the effectiveness and feasibility of the framework in the IoV. Fang, S., Liu, X., and Wang, S. in [36] conducted a study that focused on the application of blockchain technology to secure data sharing in the Internet of Vehicles (IoV). The authors proposed a secure data sharing mechanism that utilized blockchain to guarantee data privacy and security in the IoV. They presented a prototype system to demonstrate the feasibility of their proposed solution. The results showed that their proposed system was effective in terms of data security and privacy protection in the IoV. Li, H., Li, H., and Lu, R in [37] focused on using blockchain to secure data sharing in the Internet of Vehicles. The authors presented a blockchain-based secure data sharing framework for the IoV, which aimed to protect the privacy and security of data in the IoV. The framework consisted of several components, including a data storage layer, a consensus layer, and a privacy protection layer.
authors evaluated the performance of their proposed framework, and the results showed that it was efficient and effective in terms of security and privacy.

**B. Scalability**

With Bitcoin's dominance in the cryptocurrency market, scalability issues related to blockchain technology have come to the forefront. Articles have analyzed various critical criteria to assess Bitcoin's scalability, including maximum throughput and latency, which significantly impact the user experience. However, the transaction throughput receives the most attention, with reports indicating that Bitcoin has a maximum transaction throughput of only 7 transactions per second, which is low compared to other technologies. As a result, blockchain may not be able to support large-scale transactions. Blockchain is a novel technology that enables secure transactions between parties in a decentralized and transparent network. However, besides scalability and latency, it also faces the challenge of high energy consumption [10]. In the Internet of Vehicles (IoV) network, a large amount of data is collected to improve traffic safety, and blockchain's scalability limitations become a significant issue when dealing with big data [10]. To address this issue, some articles have proposed a Deep Reinforcement Learning (DRL) based performance optimization framework for blockchain-based IoV, which aims to optimize transactional throughput while preserving network latency and privacy [12].

**C. Data Collection**

Data collection in the Internet of Vehicles (IoV) is crucial for achieving its goals. However, this process is hindered by a major issue: the reluctance of vehicles to participate in sensing operations. Additionally, some sensing tasks may arise unexpectedly, placing a strain on the resources of a single vehicle. As a result, it is necessary to have a large number of vehicles participate. To address this challenge, a novel paradigm of two vehicles collaborating was proposed in [26]. This strategy is based on a bidding process that incentivizes vehicles to collaborate and share resources. In case of an emergency task, a time-window-based mechanism for task management among vehicles is used to increase vehicle involvement. Moreover, a blockchain architecture is utilized to secure data sharing through smart contracts. According to simulation studies, the processing time decreases as the number of vehicles increases.

Haoye Chai, Supeng Leng, Yijin Chen, and Ke Zhang in [1] aimed to improve the data collection process by incorporating Artificial Intelligence (AI) to help vehicles learn from their surroundings using a federated learning algorithm based on machine learning. The simulation results showed that the proposed algorithm is 10% more accurate than conventional federated learning algorithms. However, the overhead and transactional throughput of the proposed framework were not studied, and there was no simulation conducted in a real-world setting.

**D. Security of Smart Sensors**

The Internet of Vehicles (IoV) employs various smart sensors that are vulnerable to malicious attacks, which could compromise network security. To address this issue, Anastasia Theodouli, Konstantinos Moschou, Konstantinos Votis, Dimitrios Tzovaras, Jan Lauinger, and Sebastian Steinhorst in [22] focused on securing software updates for smart sensors, as an incorrect update could lead to incorrect data being generated on the network.

This study proposed a blockchain-based system for managing identity and trust across the entire IoV network with the aim of securing the update process. On the other hand, Geetanjali Rathee, Ashutosh Sharma, Razi Iqbal, Moayad Aloqaily, Naveen Jaglan, and Rajiv Kumar in [18] provided a blockchain infrastructure to protect smart sensors from malicious intrusions.

**E. Resource Limitations in the Light of a High Network Performance**

In a blockchain-based Internet of Vehicles (IoV), reaching consensus requires a high level of computational power, which some IoV nodes may not be able to support. To address this issue, Liya Xu, Mingzhu Ge, and Weili Wu in [25] proposed integrating edge computing into the blockchain-based IoV by installing roadside units as edge servers. They used an algorithm to simulate the IoV environment and found that additional factors, such as transmission distance, can impact the edge servers. Meanwhile, Liming Gao, Celimeju Wu, Zhaoyang Du, and others in [3] focused on resource management by using a hierarchical resource scheduling approach for the blockchain-enabled IoV. Their proposed scheme was tested using the Hyperledger Fabric platform, and the results indicate its promise. However, as blockchain is a relatively new technology, there is no suitable instrument for testing its performance in an IoV simulator, so only changes in network workload can be tracked. Artificial Intelligence (AI) has been utilized to handle IoV problems and manage its infrastructure, but this requires computing resources and accurate data. Without these, deploying AI could put the entire infrastructure at risk. Moreover, installing both blockchain and AI would consume a significant amount of IoV resources. To address this challenge, Ahmad Hammoud and his colleagues in [5] presented a Vehicular Edge Computing-based architecture that aims to deploy both AI and blockchain technologies while mitigating resource constraints. Despite its benefits, the architecture faces several challenges, such as increased demand on processing and storage resources during traffic congestion and imbalanced network congestion causing uneven data loads on different fog servers. Additionally, updating AI models across multiple servers may cause inconsistencies, and updating blockchain ledgers may be difficult due to the large number of transactions required. To solve this energy problem, Vishal Sharma in [20] proposed an efficient approach that regulates the number of transactions via distributed clustering, which was found to be 40% more energy-efficient than standard blockchain and 82% more efficient in terms of transactions. However, this proposed model has not yet been tested in a real-world setting.

**V. RESULTS AND IMPORTANT DISCOVERIES**

The purpose of this study was to review published articles that investigate the use of blockchain technology in the Internet of Vehicles (IoV). This review evaluated the existing deficiencies in the proposed solutions for ensuring privacy and security in the IoV network using blockchain technology, and...
provided practical suggestions for improving privacy and security while considering computational power and resource consumption. The following patterns were identified:

- The use of a DRL-based performance optimization framework to tackle the scalability issues in blockchain technology.
- The application of edge computing and distributed clustering to manage network resources.
- The integration of AI technology to strengthen the security of blockchain-based IoV network through the use of Byzantine consensus algorithms (BCA-TG) and blockchain governance game (BGC).
- The use of AI technology in the sensing process to improve vehicle data collection through federated learning algorithms.

Security and privacy are the primary challenges in the IoV network, as connected vehicles face difficulties in securely exchanging information and preserving user privacy. The review showed that the proposed solutions tend to converge towards using blockchain technology in IoV networks, but its limitations such as scalability, security issues, and high energy consumption require the use of other technologies along with blockchain to improve privacy and security.

AI technology was proposed to be used with blockchain to enhance network security, but still struggles with resource limitations. Distributed clustering and edge computing were proposed as solutions to the resource limitations, but emerging and unbalanced IoV scenarios such as congestion and accidents can increase data flow and consume more resources. A hierarchical resource scheduling scheme was also proposed to manage computing resources efficiently.

Moreover, the study addressed the growing consumption of spectrum resources in the automotive industry through a k-anonymous location protection scheme for multiuser. The review also emphasized the importance of securing smart sensors against attacks and highlighted the use of blockchain-based frameworks and quick fake news detection frameworks based on edge computing and blockchain to secure information exchange between vehicles. However, these solutions were not tested against emerging IoV scenarios and large load balancing.

VI. CONCLUSIONS AND FUTURE DIRECTIONS

The significance of blockchain in ensuring the security of IoV networks has increased over the recent years. This research aims to provide a comprehensive overview of the challenges faced while adopting blockchain technology to secure IoV networks. A systematic review was carried out to assess the research topic "What are the difficulties in adopting blockchain for securing IoV networks?" as reported in the existing literature.

The difficulties encountered in adopting blockchain for IoV networks were categorized into three categories: security of smart sensors, security and privacy concerns, computing power and resource limitations. The findings of this research suggest that the use of blockchain technology alone is not sufficient to address privacy and security issues. However, integrating blockchain with AI technology has shown promise in enhancing the security of the network. Nevertheless, the integration still faces challenges such as resource limitations and infrastructure malfunctions. Therefore, future research should concentrate on combining AI technology with blockchain to improve privacy and security in IoV networks.

To tackle the issue of resource limitations, edge computing and distributed clustering appear to be effective in managing resources and reducing consumption. The scalability of the network, especially with the growing number of connected vehicles and dynamic IoV scenarios, should also be taken into consideration in future studies.
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Abstract—The descriptive analysis could be used to find the trends and patterns in historical data. In this article, descriptive analysis has been used to describe the car accidents in Washington, D.C., between 2009 and 2020. The dataset was downloaded from the District Department of Transportation (DDOT), the department responsible for car accidents in Washington, D.C. Multiple analytics and statistical models have been applied to find the relationships between different variables and the patterns and trends among the data, such as correlation analysis, confidence interval, One-Way-ANOVA, decision tree, and visualizations. The article aims to find the common reasons for accidents and help DDOT find ways to reduce and eliminate accidents in the area. The statistical and analytical tools examine multiple features to find the patterns and trends among the datasets. Four main findings were found after analyzing the data. First, the main reason for most crashes is drunken people, either drivers or pedestrians. The second finding is that the top reason which causes deadly accidents is speed. Also, we have found that most of the accidents are not dangerous. In addition, we found the top ten streets that contain the highest accident number, and we found that they are located on the north side of the town.
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I. INTRODUCTION

What are the reasons that car accidents are one of the most dangerous events on roads? The World Health Organization says that around 1.3 million persons die because of car accidents which cost around 3% of most nations’ gross domestic [1]. According to the National Highway Traffic Safety Administration of the United States Department of Transportation, this is the highest six-month rise ever recorded in the Fatality Analysis Reporting System's history [2]. In the first half of 2021, a projected 20,160 individuals died in car accidents, rising 18.4 per cent over the same period in 2020, and since 2006, this has been the highest number of expected fatalities in that period [2]. There are two main reasons that can cause crashes on roads. First, external effects are the effects that the driver cannot avoid or are hard to avoid, such as weather conditions and road situations. Second, internal effects are related to the car's driver, such as the driver's health condition, distractions, or car tier issues. According to [3], driver distraction is the leading cause of automobile accidents. Intoxicated drivers, speeding, hostile conduct, rain, failure to obey traffic signs, night driving, vehicle troubles, tailgating, [4] improper turns and driving lean are all factors to consider.

According to data acquired from the District Department of Transportation, about 258,000 accidents occurred in Washington, D.C., between 2009 and 2020 [4]. Because it is the capital of the United States, Washington D.C. is one of the most important locations in the country. It includes all government offices, tourist attractions, and educational institutions. Furthermore, according to demographic data, the population in 2020 will be 689,545 people living in 68.34 square miles [5].

This article explores and performs a descriptive-analytical analysis of the car accidents that happened in Washington, D.C., between 2009 and 2020 to find insights and patterns in those accidents and understand the reasons and the relationships between different variables that lead to those crashes.

II. OBJECTIVE

This article has analyzed the car accidents in the Washington, D.C. area from 2009 to 2020. The researchers have examined the common factors between accidents, the locations of the accidents, and the car crashes factors that may cause deaths or injuries compared to the number of accidents; also, the factors that significantly correlate with the number of injuries and accident elements. The accident elements are vehicles involved in an accident. In addition, we rank the accidents into groups.

Finding patterns in many incidents gives a clear view of the likely causes that lead to an accident. It will also reveal whether any issues need to be addressed to limit the number of incidents. Because automobile accidents result in numerous injuries, the causes of such injuries will be investigated. On the other hand, many accidents result in merely automobile damage and no human injuries. In addition, assessing the automobile collision location will offer helpful information about areas where authorities should focus their efforts. It can also determine which areas have a high number of injuries or accidents that result in fatalities.

III. DATASET

A. Original Dataset

District Department of Transportation (DDOT) provides a high-quality dataset containing the accidents in Washington, D.C. The data were collected by DDOT and Metropolitan Police Department (MPD) [4]. The data that was downloaded contains 258,122 records and 60 features. However, 19 features have been dropped because they have no relation to the kind of analysis performed on the data. Also, all car accidents that happened before 2009 were dropped. After dropping the unrelated column and data before 2009, those accidents have no vital data. There are seven columns added to the datasets.
Because the dataset is very detailed, those columns were added to aggregate some columns to calculate the number of injuries per accident.

B. Preprocessing and Exploring the Dataset

The shape of the final dataset that will be analyzed contains 237,193 and 55 columns. After exploring the dataset and determining the needs, many processes were performed to clean and prepare the data. The researchers have used some offered software to perform the data analysis, statistical models, and visualizations. First, import the packages used to clean and prepare the data. There are eight libraries that were added as follows:

- Anaconda [6].
- Pandas [7].
- Numpy [8].
- Sklearn [9].
- SciPy [10].
- Matplotlib [12].
- Seaborn [13].

C. Feature Engineering

Once the original dataset had been imported, there 18 columns were dropped because either they had too many null values or have not relevant to our analysis. Then there, nine columns were added, as shown in Table I below. They all aggregate multiple numeric columns except the rate column, which classifies the crashes into categories.

Then, there were some columns need to edit their data types from numerical to other type of data as shown in Table II.

After converting the data type for the columns that need to be edited, we found that the data contains old accident information, but it is few, and they contain many null values, so they were removed. The data will remain on the accidents that happened between 2009 and 2020. The original dataset contains accident information up to August 2021. However, it decided to remove the accidents that happened in 2021 because it may affect the analysis results since they were just for eight months.

D. Null Values

After performing feature engineering, we found five columns containing missing values: FROMDATE, ADDRESS, LATITUDE, LONGITUDE, and EVENTID. All these values were removed because it is hard to fill them.

However, some accidents had zero accident elements and zero injuries. Those accidents were also removed.

E. Classify Accidents

To analyze the accidents, it must be categorized. In this article, the authors have decided to divide the accidents into five categories lowest, low, medium, high, and extreme. The categories are done by using the cut-point function provided in Panda’s library [7]. The cut points range is shown in the Table III. However, these numbers were picked based on the observations and data distribution. The result of this rank is as follows:

F. Explore the Data

To properly understand the data and distribution, it is necessary to present statistical information and visualize the data [14]. First, using the describe function on the data frame that contains the data we provide vital information about the data. The Table IV shows the count, mean, standard deviation, min, max, 25%, 50%, and 75% for the added columns.

The data distribution is displayed in the Table IV. A richness of details assists in deciphering the data that can be acquired from simply reading the number. For example, it can be noticed that the maximum number of fatal is two, which is a good indicator that although the number of accidents is high, the fatal cases are too few. Also, visualization is considered one of the best ways to explore and understand data. To better comprehend the data range and distribution, various graphics have been generated.

<table>
<thead>
<tr>
<th>Column Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>TOTAL FATAL</td>
<td>Sum of all attributes that contain fatalities data, which are: driver, bicyclist, pedestrian, and passengers.</td>
</tr>
<tr>
<td>TOTAL MAJOR INJURIES</td>
<td>Sum of all attributes that contain major injuries data, which are: driver, bicyclist, pedestrian, and passengers.</td>
</tr>
<tr>
<td>TOTAL MINOR INJURIES</td>
<td>Sum of all attributes that contain minor injuries data, which are: driver, bicyclist, pedestrian, and passengers.</td>
</tr>
<tr>
<td>TOTAL UNKNOWN INJURIES</td>
<td>The sum of all attributes that contain unknown injury data, which are: driver, bicyclist, pedestrian, and passengers.</td>
</tr>
<tr>
<td>RATE</td>
<td>Divided the accidents to six levels based on the total injuries and accident elements.</td>
</tr>
<tr>
<td>FATAL</td>
<td>Indicates if the accident has any fatal case or not</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Column name</th>
<th>Old data type</th>
<th>New data type</th>
</tr>
</thead>
<tbody>
<tr>
<td>REPORTDATE</td>
<td>String</td>
<td>Date/time</td>
</tr>
<tr>
<td>FROMDATE</td>
<td>String</td>
<td>Date/time</td>
</tr>
<tr>
<td>OBJECTID</td>
<td>Integer</td>
<td>String</td>
</tr>
<tr>
<td>CRIMEID</td>
<td>Integer</td>
<td>String</td>
</tr>
<tr>
<td>ROUTEID</td>
<td>Integer</td>
<td>String</td>
</tr>
<tr>
<td>MARID</td>
<td>Integer</td>
<td>String</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Rank</th>
<th>Range</th>
<th>Number of accidents</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lowest</td>
<td>0-2</td>
<td>115,755</td>
</tr>
<tr>
<td>Low</td>
<td>3-10</td>
<td>121,254</td>
</tr>
<tr>
<td>Medium</td>
<td>11-13</td>
<td>129</td>
</tr>
<tr>
<td>High</td>
<td>14-30</td>
<td>49</td>
</tr>
<tr>
<td>Extreme</td>
<td>&gt;30</td>
<td>6</td>
</tr>
</tbody>
</table>
TABLE IV. NEW COLUMNS DESCRIPTION

<table>
<thead>
<tr>
<th></th>
<th>TOTAL FATAL</th>
<th>TOTAL MAJOR INJURIES</th>
<th>TOTAL UNKNOWN INJURIES</th>
<th>TOTAL ACCIDENT ELEMENTS</th>
<th>TOTAL INJURIES</th>
</tr>
</thead>
<tbody>
<tr>
<td>count</td>
<td>237193</td>
<td>237193</td>
<td>237193</td>
<td>237193</td>
<td>237193</td>
</tr>
<tr>
<td>Sum</td>
<td>476</td>
<td>25.980</td>
<td>18.161</td>
<td>532.660</td>
<td>114.316</td>
</tr>
<tr>
<td>mean</td>
<td>0.002007</td>
<td>0.109531</td>
<td>0.076566</td>
<td>2.245682</td>
<td>0.48195</td>
</tr>
<tr>
<td>std</td>
<td>0.045961</td>
<td>0.459874</td>
<td>0.311264</td>
<td>0.66367</td>
<td>0.83825</td>
</tr>
<tr>
<td>min</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>25%</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>50%</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>75%</td>
<td>0</td>
<td>51</td>
<td>0</td>
<td>16</td>
<td>51</td>
</tr>
</tbody>
</table>

The chart in Fig. 1 shows the total number of elements and injuries based on the sector. It can be noticed that there are some outliers and the car crash distribution based on these regions.

![Box plots showing distribution of data](image)

Fig. 1. Distribution of the total number of accidents and injuries based on the accident rate.

These box plots show the relationships and distribution between the total number of injuries and elements, total injuries, total accident elements, and total major injuries based on the accident category rank.

IV. THE SYSTEM

This article has examined many statistical and analytical models to find the patterns and trends in data. The first model that has been used is the correlations between features. This model can provide a good idea of how columns interact with each other. If there are high correlations this indicated, we can analyze these columns and find if there is an actual relationship or not. As known, correlation does not mean causation, but this phrase has been wrong in some cases.

Also, a decision tree analysis is performed to find the factors that lead to fatal accidents; to understand in which cases accidents could be fatal to people. In addition, visualizations are a great way to explore the data and find the outliers and data distribution. Understanding the data makes the analyzing process done in the right way. If data were understood well and in context, this would help to understand the result better. In addition, some statistical models could be performed to test if there is a significant relation between features, such as Spearman correlation and ANOVA analysis.

The statistical and analytical tests that will be performed can answer many questions. For example, is there a relationship between the location and the number of accidents or injuries? Is there a relationship between week days or weekend days and the number of accidents or injuries? What are the common factors between accidents that cause deaths, major or minor cases? These are some questions this search will answer using data analytics tools. In addition, answering those questions contributes positively to identifying the car accident problem and finding solutions to reduce the number of accidents.

On the other hand, using visualizations will make understanding the data much more straightforward by visualizing the data. It makes the data complexity present in such a way that many people can understand. Also, charts and maps can visually answer several questions. Because we have geospatial data, we can present the accident on maps, quickly understanding the locations that hold a high or a low number of accidents. Also, we can find the locations of the significant injuries or where precisely the taxis had accidents. Besides, a timeline chart, which is an excellent way to find the number of incidents within a time range, can provide many answers to understand the issue.

A. System Architecture

In the analyzing phase, many steps are performed to get the analyzed results and find the patterns and the relationships between different variables. First, to prepare the data for some analysis, a new column has been added to show whether the accident resulted in death. This can help to perform the decision tree analysis. Second, convert string and categorical data into numbers which makes applying statistical model applicable. All statistical models cannot work with non-numerical data. Five columns were converted from string to number: ADDRESS, NEARESTINTSTREETNAME, NEARESTINTROUTEID, INTAPPROACHDIRECTION, and Rate. Finally, we need to group the data to apply the statistical models. In this project, the data were grouped by accident rates.

B. Software and Hardware Development Platforms

We need to use some offered software to perform the data analysis, statistical models, and visualizations. This project
mainly uses the Python programming language. To use Python, the researcher will work on Microsoft Visual Studio, and MS VS is software that can run many programming languages [15]. The hardware used to clean, prepare, and process the data has 16 GB RAM and a 2.3 GHz Quad-Core Intel Core i5 process.

C. Data Analytics Algorithms

The data visualizations done in this project show the relationships and trends among the datasets. Most charts were generated by Tableau software [16], and the charts were implemented after the data was cleaned and prepared for analysis. Also, some data analytics algorithms are used to prepare the dataset for the statistical and analytical models. The first algorithm used is the cut function for binning [17]. This function allows us to classify the accidents using the total accident elements and injuries, making the analytics operations more resealable. In our case, we apply the statistical models to five groups. The second algorithm was used to label the categorical variables. Because the statistical models cannot understand the string data types, we need a way to convert the string values into numerical values.

D. Data Analytics and Statistical Models

Several statistical and analytical methods were applied to the data to understand the relationships between the different variables and answer the questions we asked in the introduction part. Some of these tools are descriptive, inferential, and advanced tools [18] [19] [20].

1) Descriptive models: The first model used is confidence intervals. Confidence intervals give the estimated value of a variable to have happened with 90% and 95% probability [18]. This model examined multiple variables to understand that the most number might appear in most cases. For example, what are the total injuries and accident elements that could happen in 90% of the accidents accrued in Washington D.C, and what are the total injuries in 95% of the car crashes?

Then, a correlation analysis was conducted to determine the relationship between the various features. There are 15 features used in this analysis: total vehicles, total pedestrians, pedestrians impaired, drivers impaired, total taxis, total government, speeding involved, fatal passenger, total fatal, total major injuries, total minor injuries, total unknown injuries, total accident elements, total injuries, and total injuries and elements.

2) Inferential models: The third statistical model used is ANOVA to examine an independent variable with two dependent variables. The fourth, MANOVA, allows us to examine an independent variable with more than two dependent variables [19].

3) Advanced models: The fifth one is the decision tree. We used decision tree analysis to find the reasons that lead to fatal accidents.

4) Visualizations: Finally, to see the model results, it needs to visualize them into charts, making it easy to understand the patterns and identify any relationships. Data visualizations could present patterns and trends in the dataset that are hard to find by looking at the values shown in the data, especially if the dataset is relatively large. Many types of visualizations could be used to illustrate the data. For example, the bar chart shows the frequency of the categorical variables. The map shows the geospatial points on a map, which helps find helpful information that could be used to find the car crash patterns.

V. EXPERIMENTAL RESULTS AND ANALYSIS

A. Confidence Interval

First, we perform the confidence intervals on multiple features: total injuries and elements, total injuries, total accident elements, total fatal, total major injuries, and total minor injuries. This can give us the chance of total injuries and vehicles in 90%-95% of accidents. The results are presented in Table V and Table VI.

<table>
<thead>
<tr>
<th>Variable</th>
<th>90%</th>
<th>95%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Total injuries and elements</td>
<td>2.723932</td>
<td>2.731337</td>
</tr>
<tr>
<td>Total injuries</td>
<td>0.479122</td>
<td>0.484784</td>
</tr>
<tr>
<td>Total accident elements</td>
<td>2.243440</td>
<td>2.247923</td>
</tr>
<tr>
<td>Total fatal</td>
<td>0.001851</td>
<td>0.002162</td>
</tr>
<tr>
<td>Total major injuries</td>
<td>0.107977</td>
<td>0.111084</td>
</tr>
</tbody>
</table>

TABLE V. CONFIDENCE INTERVAL BASED ON VARIABLES

B. Correlation Analysis

The second model that was performed was correlation analysis. The correlation analysis helps find the relationships between different variables to understand how the data relate to each other and what factors have come together. There are two kinds of correlations: the positive correlation between 0.5 and 1.0 and the negative correlation between -0.5 and -1.0. The more significant number indicates high correlations, while the smaller number indicates weak correlations [19].

The 20 highest correlations between the variables are displayed in Table VII. The correlation between 0.5 and 1.0 indicates a high positive correlation. On the contrary, the correlation between -0.5 to -1.0 indicates a high negative correlation. The table gives vital information about how the features relate to each other. However, if we ignore similar
features, such as the total vehicles and total taxis, because all of them are cars, it is normal to see a high correlation between these columns. The exciting result could be seen from the columns that have no relationships. For example, the total injuries and taxis have 0.88, indicating a highly positive correlation. We can say that the number of taxis accident accrue affects the number of injuries positively. In other words, taxi accidents cause more injuries than other vehicles involved in an accident. Nonetheless, we can conclude from this table that there are highly significant relationships between the different variables as follow.

**TABLE VII. THE TOP 20 HIGHEST CORRELATIONS**

<table>
<thead>
<tr>
<th>Variable 1</th>
<th>Variable 2</th>
<th>Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Fatal</td>
<td>Total Minor Injuries</td>
<td>0.996284</td>
</tr>
<tr>
<td>Total Injuries Elements</td>
<td>Total Injuries</td>
<td>0.993960</td>
</tr>
<tr>
<td>Total Accident Elements</td>
<td>Total Vehicles</td>
<td>0.992893</td>
</tr>
<tr>
<td>Total Pedestrians</td>
<td>Total Minor Injuries</td>
<td>0.991245</td>
</tr>
<tr>
<td>Total Minor Injuries</td>
<td>Total Accident Elements</td>
<td>0.990081</td>
</tr>
<tr>
<td>Total Pedestrians</td>
<td>Total Fatal</td>
<td>0.988103</td>
</tr>
<tr>
<td>Total Injuries</td>
<td>Total Major Injuries</td>
<td>0.983547</td>
</tr>
<tr>
<td>Total Accident Elements</td>
<td>Total Fatal</td>
<td>0.978477</td>
</tr>
<tr>
<td>Total Vehicles</td>
<td>Total Minor Injuries</td>
<td>0.977746</td>
</tr>
<tr>
<td>Speeding Involved</td>
<td>Total Injuries Elements</td>
<td>0.974481</td>
</tr>
<tr>
<td>Total Vehicles</td>
<td>Total Unknown Injuries</td>
<td>0.974045</td>
</tr>
<tr>
<td>Total Fatal</td>
<td>Total Vehicles</td>
<td>0.971432</td>
</tr>
<tr>
<td>Total Pedestrians</td>
<td>Total Accident Elements</td>
<td>0.966891</td>
</tr>
<tr>
<td>Total Major Injuries</td>
<td>Total Injuries Elements</td>
<td>0.957828</td>
</tr>
<tr>
<td>Total Unknown Injuries</td>
<td>Total Accident Elements</td>
<td>0.954655</td>
</tr>
<tr>
<td>Speeding Involved</td>
<td>Total Injuries</td>
<td>0.945117</td>
</tr>
<tr>
<td>Total Pedestrians</td>
<td>Total Vehicles</td>
<td>0.941978</td>
</tr>
<tr>
<td>Total Unknown Injuries</td>
<td>Total Minor Injuries</td>
<td>0.936562</td>
</tr>
<tr>
<td>Total Fatal</td>
<td>Total Unknown Injuries</td>
<td>0.931648</td>
</tr>
</tbody>
</table>

There are many significant relations between different variables; here are the most notable ones:

- The total number of injuries and accident elements with taxis.
- The total number of injuries and speed and taxis.
- the speed and
  - total accident and injuries total injuries
  - total major injuries
  - total taxis
- major injuries with taxis
- Total number of accident elements with
  - fatal passenger
  - minor injuries
  - total fatal
  - pedestrians
  - government
  - driver impaired

- Total number of vehicles involved in the accidents with:
  - Fatal passenger
  - minor injuries
  - total fatal

**C. One-Way-ANOVA**

The third statistical model that was applied is the One-Way-ANOVA algorithm tests the differences between one independent variable and two dependent variables. This can help find if the data are random or if there is a significant relationship between the independent and dependent variables. Here are the results that we found:

**TABLE VIII. ONE-WAY-ANOVA RESULTS**

```plaintext
<table>
<thead>
<tr>
<th>Independent Variable</th>
<th>Dependent variable 1</th>
<th>Dependent variable 2</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Injuries Elements</td>
<td>Drivers impaired</td>
<td>Speeding Involved</td>
<td>0.03978</td>
</tr>
<tr>
<td>Total Injuries Elements</td>
<td>Total Fatal</td>
<td>Speeding Involved</td>
<td>0.03974</td>
</tr>
<tr>
<td>Total Accident elements</td>
<td>Drivers Impaired</td>
<td>Pedestrians Impaired</td>
<td>0.000154</td>
</tr>
<tr>
<td>Total Fatal</td>
<td>Total Taxis</td>
<td>Drivers Impaired</td>
<td>0.01528</td>
</tr>
<tr>
<td>Total Fatal</td>
<td>Total Government</td>
<td>Drivers Impaired</td>
<td>0.05858</td>
</tr>
<tr>
<td>Total Fatal</td>
<td>Total Taxis</td>
<td>Speeding Involved</td>
<td>0.04698</td>
</tr>
<tr>
<td>Total Fatal</td>
<td>Total Government</td>
<td>Speeding Involved</td>
<td>0.11406</td>
</tr>
<tr>
<td>Fatal passenger</td>
<td>Total Taxis</td>
<td>Speeding Involved</td>
<td>0.03778</td>
</tr>
<tr>
<td>Total Major Injuries</td>
<td>Pedestrians Impaired</td>
<td>Speeding Involved</td>
<td>0.28874</td>
</tr>
</tbody>
</table>
```

The Table VIII shows significant relationships between the independent and dependent variables where the p-value is less than 0.05 [21]. It can be seen that the total injuries and elements have a significant relationship between impaired drivers and speed. Also, total injuries have a significant relationship with total fatalities and speed. However, the total accident elements variable has a significant relationship with drivers impaired and pedestrians impaired. In addition, it can be noticed that the total fatal has significant relationships between multiple dependent variables: total taxis & drivers impaired, total taxis & speed. Nevertheless, there is no significant relationship between total government and drivers impaired and total government and speed.

**D. MANOVA**

The MANOVA model is similar to the ANOVA. Nevertheless, the difference is examining more than one dependent variable to fit MANOVA, which is in our project's RATE column because it contains five groups [19]. We examine four statistical tests that use in MANOVA, which are Wilk’s lambda, Pillai’s trace, Hotelling-Lawley trace, and Roy’s greatest root. The number of degrees of freedom (DF) is five, and the denominator degrees of freedom (Den DF) is 237183. Where the probability of obtaining an F-ratio is zero in all tests. The Table IX shows the results for the different variables examined.
The above Table X shows Rate column with:

- TOTAL_INJURIES_ELEMENTS
- TOTAL_ACCIDENT_ELEMENTS
- TOTAL_MAJOR_INJURIES
- TOTAL_MINOR_INJURIES
- TOTAL_FATAL

E. Decision Tree

The sixth model used is a kind of machine learning model, a decision tree algorithm. The decision tree can help find the factors that lead to a specific event [14]. In this project, we use a decision tree to find the factors that lead to fatal accidents, which could help us understand the causes that might lead to deadly accidents.

The decision tree in Fig. 2 shows that speed is a significant cause of deadly accidents. This chart shows four-level depth, which gives a scenario if the accident has a speeding case, the total injuries and accident elements are less than 6.5, and there are government cars involved. The chance of an accident having a fatal case is high. The model accuracy is 99.8% which is high accuracy.

F. Data Visualization

Data visualization is a critical tool for evaluating and learning from enormous datasets. They are especially helpful in spotting patterns, trends, and linkages that may not be visible from raw data. In the context of data analysis, visualizations can provide a more natural and accessible approach for stakeholders to communicate complicated information.

The visualizations in this scenario were created with Tableau software [16]. This section’s four charts give a detailed overview of the data distribution, allowing the viewer to discover trends and other significant insights immediately.

Fig. 3 depicts the pattern of automobile accidents over time, giving a clear picture of how the frequency of accidents has evolved over time. Fig. 4 shows crashes across time but removes the lowest and lowest, allowing the viewer to focus on the most relevant trends. Fig. 5 is a bar chart displaying the top 20 streets with the most accidents, offering a more thorough look at the data and aiding in the identification of places that may require more attention. Finally, Fig. 6 depicts a map of the District of Columbia with the top ten streets and all accidents depicted as dots, allowing for a visual depiction of the geographical distribution of accidents.
This chart shows the accident number from 2009 to 2020. It can be seen that the number of accidents rose from 2009 to 2016 from 11,982 to 26,470, respectively. After that, the numbers changed slightly from 2016 until 2019. However, the accident number hit its peak in 2019 with 26,711 accidents. In contrast, car crashes dropped significantly in 2020, with 18,230 accidents. The reason for that drop is the Covid-19 lockdown.

The above chart shows the number of extreme, high, and medium accidents from 2009 to 2020 divided by quarters of each year. The number shown in the bars represents the total number of injuries and the number of vehicles involved in those accidents. It can be seen that the extreme accidents stopped in 2013. The number of accidents reached its highest point in 2012, with approximately 163 accidents resulting in 144 injuries and damage to vehicles in the second quarter. Furthermore, the first quarter of 2009 saw the highest number of severe accidents, with a total of 90. This chart provides insight into the distribution of accidents over time and helps to understand the correlation between the type of accident and the year it occurred.

This bar graph represents the top 20 streets with the number of accidents in those streets sorted ascending. It can be noticed that most accidents happen in the northwest regions. From this chart, we can conclude that the streets located in the northwest have the highest chance of having accidents more than the other regions in Washington, D.C.

The map (Fig. 5) below depicts the top ten streets in the District of Columbia where accidents happened between 2009 and 2020. By mapping the geographic distribution of incidents, this visualization can assist in identifying patterns and trends that may not be immediately obvious from raw data alone. Closer examination reveals that most incidents happened in the city center and on routes going out of town from the northeast. This shows that certain issues, such as heavy traffic, bad road conditions, or insufficient signs, may contribute to the high incidence of accidents in these regions.

It is also worth mentioning that while there were some incidents on the city’s northeast and southwest sides, the number of accidents on the northwest side was substantially lower. This might imply that characteristics peculiar to the northwest side contribute to the high incidence of accidents in that area. Overall, this visualization might be useful for
identifying the streets with the most accidents and researching the causes to design remedies. Policymakers and city planners may strive to improve road conditions, change traffic patterns, and take other steps to minimize the frequency of accidents and enhance overall safety for cars, cyclists, and pedestrians alike by identifying high-accident zones.

VI. CONCLUSION

In conclusion, this paper studies the dataset related to car accidents in Washington, D.C., between 2009 and 2020. The data has multiple processes to be ready for analytical models. First, we cleaned the data by dropping the unrelated columns and null values that the known ways could not fill. Then the data were explored to understand the data distribution and find the columns that may benefit this analysis. After that, the data was prepared to be ready for the analytical and statistical models. The preparation processes include classifying the accidents into five groups (lowest, low, medium, high, and extreme) and creating a separate dataset that contains the categorical data mapped the string values into numbers. Then we applied correlation analysis, ANOVA, confidence interval, decision tree model, and visualizations. These models were used to find the trend and patterns among the data and find any significant relationships between different variables. This project aims to help the authorities to understand car accidents within the area so they can find the proper solutions to reduce the number of accidents and fix any issues that can be fixed. We have found that most crashes in the area are caused by impaired persons, while deadly accidents happen if one of the accident cars is driving fast or a government car is involved in the accidents. Also, we have found a significant relationship between the number of fatal and the number of taxis involved in the accidents. In addition, most roads that hold accidents are located in the northern area of the district.

On the other hand, we believe that this project could be enhanced by analyzing the crash address and zip codes. There are some issues in the address feature that need to be handled. For instance, some addresses are not complete, and others contain missing numbers or street names to name a few. Also, we found that there was no information about impaired people before 2015. This issue needs to be found the proper way to solve. If these problems are fixed, we think the results could be better.
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Abstract—Now-a-days, the great challenge of adaptive e-learning systems is to recommend an individualized learning scenario according to the specific needs of learners. Therefore, the perfect adaptive e-learning system is the one that is based on a deep learner profile to recommend the most appropriate learning objects for that learner. Yet, the majority of existing adaptive e-learning systems do not give high importance to the adequacy of the real learner profile and its update with the one taken into account in the learning path recommendation. In this paper, we proposed an intelligent adaptive e-learning system, based on machine learning and reinforcement learning. The objectives of this system are the creation of a deep profile of a given learner, via the implementation of K-means and linear regression, and the recommendation of adaptive learning paths according to this deep profile, by implementing the Q-learning algorithm. The proposed system is decomposed into three principal modules, data preprocessing module, learner deep profile creation module, and learning path recommendation module. These three modules interact with each other to provide a personalized adaptation according to the learner's deep profile. The results obtained indicate that taking into account the learner's deep profile improves the quality of learning for learners.
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I. INTRODUCTION

In traditional learning systems ("all to all" system), the learning content was determined without taking into consideration the specific needs and characteristics of the learners. As a result, all learners were learning the same learning content, which did not ensure the effectiveness of the learning activity. In the last decade, due to technological developments, various approaches to teaching and learning have come onto the scene, accelerated by e-learning in particular during the covid19 pandemic. However, finding the appropriate learning path and content for a given learner is a very interesting question for achieving learning goals, especially in today's education and teaching systems. It is in this context that intelligent tutoring systems are developed to enable learners to locate educational resources that meet their needs and concerns [1].

Adaptive learning presents a new approach to teaching and learning compared to traditional learning. This new approach allows learners to learn at any time and any place, taking into account the needs and characteristics of learners who are usually heterogeneous to achieve a specific skill within a certain time [2], [3]. In fact, learners have different learning profiles in terms of learning speed, knowledge, preferences, intellectual abilities, learning styles, etc., therefore, have different learning paths [4], [5], [6]. In this perspective, many studies have been realized during the last decade on the personalization of learning with the help of e-learning systems. However, most of these systems do not have methods to perfectly represent the learner's profile (deep profile), on which the system can propose and intelligently adapt the learning path that corresponds to this learner at the time of the execution of a learning activity.

In this paper, on the one hand, we focus on the creation of the deep learner profile from raw datasets on this learner, by combining two machine-learning algorithms: K-means classification and linear regression after executing the data preprocessing technique. On the other hand, the researchers focused on the adaptation and recommendation of learning paths to the learner according to their created deep profile. Next step is the implementation of the developed algorithm Q-learning of the reinforcement learning approach at the time of the execution of a learning activity, Fig. 6, and this via an intelligent and automatic choice of the most appropriate learning objects.

The plan followed in this paper includes, in the second section, a literature review is conducted on adaptive e-learning systems. Then, in the third section, the researchers described the architecture of the proposed approach, while defining the main concepts of the algorithms used to create the deep profile of the learner and to generate the learning path most adapted to this type of profile. The fourth section presents an example of the implementation and results of the application of the algorithms. Finally, the fifth section concludes the present paper and proposes suggestions and perspectives for future work.

II. RELATED WORK

In this section, we have briefly reviewed work related to adaptive systems in e-learning environments and the machine-learning approaches that are used to identify and adapt learning objects to learners.

Recently, adaptive e-learning systems have been frequently developed and used to identify the most appropriate learning objects for learners’ profiles. [7-9]. The vast volume of these
learning objects presents different opportunities, though, presents constraints for learners to locate the most adequate learning objects for their profiles [2]. The majority of these systems use techniques just based on the learner's learning style and knowledge level to generate a personalized learning context [10]. These techniques are generally underpinned by the Felder-Silverman model [11] to determine this learning style and knowledge level. A few of these systems are discussed in the next paragraph.

Nafea et al. [12] proposed a novel and effective recommender algorithm that recommends personalized learning objects, this algorithm based on the student learning styles. In this system, various similarity metrics are considered in an experimental study to investigate the best similarity metrics to use in a recommender system for learning objects. Vedavathi et al. [13] created a hybrid system that generally uses the learning styles, and knowledge level of the learners to select the relevant learning objects. This system uses a two-step process to generate adaptation via the recommendation of the most appropriate learning objects. First, it categorizes learners based on their learning style, and knowledge level. Then, it looks for learning objects that match his request and that are of interest to similar learners. In the same context, P. Dwivedi et al. [14] and Alshammari et al. [15] have built a similar hybrid adaptation system that clusters learners based on their similarities and proposed the most appropriate learning objects to them. This system is based on learners' history activity, learning styles, and knowledge levels to create learner profiles. Then, it groups learners by using the Nearest Neighbor algorithm (KNN). Consequently, it provides adaptations according to the profile of the group of learners obtained, rather than to individuals.

M. Boussakssou et al. [16] presented an adaptation model based on reinforcement learning. This system takes merely the learning style to adapt and suggest the learning path to the learners' needs. Similarly, H. El Fazazi et al. [17] proposed an adaptive e-learning system design based on the multi-agent system approach and reinforcement learning to recommend an adaptive learning path for a learner with the following profile: intermediate knowledge level, verbal learning style, and hearing impairment. This system tries to recommend a list of learning objects appropriate for this learner profile.

Moreover, W. Intayoad et al. [18] proposed a method based on reinforcement learning, more precisely the State-Action-Reward-State-Action algorithm (SARSA). This method is able to explore the environment to obtain information and exploit it to recommend appropriate learning objects to learners in an e-learning system.

Based on previous studies, it was observed that the proposed learning systems do not have powerful techniques in terms of the quality of learner classification (deep profile creation), which allow to significantly represent the learner and provide the learning system with pertinent information to adapt the learning to the learner's profile. Generally, these systems just consider the learning style and knowledge level of the learner to generate the adaptation.

Therefore, the researchers proposed this system to create a personalized learning experience. That is, it can analyze the learner's learning style, preferences, and abilities, etc. to establish a customized learning path for them. As a result, it can adjust the difficulty level of the content, provide feedback, and offer additional resources based on the learner's performance.

In this study, this system takes into account not only learning style and knowledge level but also other types of profiles (preference profile, knowledge profile, feature profile, etc.), as well as the learner's learning objectives, via the application of machine learning algorithms. This deep profile created will be used to adapt the learning to the specific needs and characteristics of the learner in question, using reinforcement-learning approach. This system will be able to search and select the most appropriate learning objects for this depth profile, thus providing each learner with a learning path that is the most advantageous and adequate.

III. METHODOLOGY

The approach proposed in this paper takes into account the deep learner’s profile by using two approaches; namely machine learning and reinforcement learning to intelligently adapt the content of the learning activity to the individual needs of the learners. This latter is done by the recommendation of the most appropriate list of learning objects according to the learner's deep profile. At first, after the preprocessing phase, we used the K-means algorithm and linear regression on the resulting datasets to identify the deep profile of a given learner were used. Then the Q-learning algorithm was applied to generate the learning path of each learner according to his or her deep profile. Our system is composed of three principal modules: data pre-processing module, learner deep profile creation module, and learning path recommendation module. These three modules interact with each other to provide a personalized adaptation according to the learner's deep profile.

A. Overall Process

In this section, the general process of the study was presented in Fig. 1. The important step at the beginning of the pipeline is to initiate the data preprocessing process.

![Fig. 1. The overall process for learning path recommendation.](image)

- Data collection: A collection of learner information and characteristics to build a raw dataset containing a volume of pertinent learner information of learners.
- Data preprocessing: This technique consists of removing all redundant, non-pertinent, or less important attributes, extracting the information, and transforming the raw datasets into a useful and efficient format, which allows us to proceed to the next step. The extracted information is relevant and truly represents the learner's deep profile in terms of personal data,
learning style, and prerequisites, etc., and help in their classification. Feature extraction is a difficult and usually time-consuming process.

- K-means classification: Once the datasets are well defined, K-means is used for the classification and generation of homogeneous (similar) learner clusters.
- Linear regression: Once the clusters are generated by K-means, the linear regression algorithm is used to distinguish the different data that generate the same cluster i.e. help K-means to represent the data correctly in each cluster.
- Q-learning algorithm: Once the classification of the learners is completed by using K-means and linear regression, the Q-learning algorithm is used to search and determine the optimal learning path taken by the learner according to his or her deepened profile.
- Learning path recommendation: This step consists of recommending the most appropriate learning objects in real-time to the learner based on their deepened profile.
- Result evaluation: The proposed system provides excellent results in terms of precision and quality obtained.

B. Description of the Learning Path Recommendation Process

In examining previous studies on the topic of adaptive e-learning systems development, it has been observed that they are generally based on the Felder-Silverman model (FSLSM) technique [19], to identify the learning style and knowledge level, as the learner profile. However, these types of profiles do not always represent the real learner in terms of specific learner needs and characteristics. To address this need, an intelligent mechanism based on artificial intelligence (AI) was proposed in this study to create the deep profile of a given learner from raw datasets on this learner, by applying in cascade the two machine learning algorithms: K-means and linear regression. Finally, recommending the most appropriate learning objects in real-time to this learner as the most beneficial adaptive learning path to this deep profile via the application of the Q-learning algorithm. The figure below Fig. 2, describes the developed system:

The figure describes the proposed system that integrates Artificial Intelligence (AI) for the creation of the deep profile of the learner connected to the system and for the adaptation of learning paths to the needs and characteristics of learners. In fact, the creation of the deep profile is a very interesting step in the context of recommending adequate learning objects to the learner, because if the created profile does not represent correctly the learner, then the proposed learning path will not be well adapted to him.

In this system, the key modules used are: 1) the data preprocessing module, which consists of reducing the dimension of the datasets vectors, using techniques associated with dimension reduction, 2) the module for creating the learner’s deep profile from a volume of raw data on the learner in question, and 3) the learning path recommendation module.

These three modules interact with each other to provide personalized adaptation based on the deep profile created in the Module 2 phase. This system will try to find the appropriate learning objects for this deepened profile.

A. Data Preprocessing

In a datasets, not all attributes are necessarily important. Some may be redundant, others may be not pertinent, etc. Ignoring or removing these non-pertinent or less important attributes reduces the load on the machine learning algorithms and improves the quality of the results obtained. In this context, the technique of dimension reduction plays a very interesting role, in reducing the dimension of high-dimensional datasets vectors [20]. Among these techniques, the best known according to the literature is Linear Discriminant Analysis (LDA), as a supervised algorithm. The aim is to project the features of a higher-dimensional space into a lower-dimensional space. This technique is based on two criteria to create another axis on which to project:

1) Maximize the distance between the means of the two classes;

2) Minimize the variation within each class;

Assuming two classes and d-dimensional elements such as $x_1, x_2, ..., x_n$, where: $n_1$ is an individual from class $C_1$ and $n_2$ from class $C_2$. If $x_i$ is the data point, then its projection on the line represented by the unit vector $v$ can be written as $v^T x_i$:

$$
\bar{u}_1 = \frac{1}{n_1} \sum_{x_i \in C_1} v^T x_i = v^T \bar{u}_1
$$

The same goes for $\bar{u}_2$.

Fig. 2. The process of constructing the adaptive learning path developed.
Then the dispersion for the elements of C1 is:

$$\hat{s}_1^2 = \sum_{i \in C1} (y_i - u_1)^2$$

(3)

The same goes for $$\hat{s}_2^2$$,

$$\hat{s}_2^2 = \sum_{i \in C2} (y_i - u_2)^2$$

(4)

### B. Creating the Deep Learner Profile

The adaptive e-learning system has been developed to provide a personalized learning path in the experience of executing a pedagogical activity. However, this adaptation must be based on the learner’s deep profile that is created when the learner as soon as it is connected to the system, and that will be updated over time by the learner’s feedback with the system. The use of deep profiles in Computer Environments for Human Learning (CEHL), and especially in distance learning platforms, is one of the most important ways to adapt learning to the specificities of learners. It plays a very interesting role in the individualization of learning paths. In fact, it focuses on learners’ preferences, such as a learner’s preference for video over text, or his or her preference for teaching to begin with an example and not a theoretical introduction. But also the features of the learners which contain important information allowing to describe the learner not only from the point of view of his demographic features such as age or gender but also from the point of view of his possible disabilities (e.g. hearing 85%; sight 30%, etc.), preferred time for learning, preferred language, culture, country, hobbies, preferred type of media, prerequisites, the learner’s learning objectives, etc. which can be described finely.

The module in charge of creating the learner’s deep profile within the system is decomposed into two sub-modules:

- The K-means classification algorithm;
- The Linear regression algorithm.

1) **K-means classification algorithm:** In the literature, there are many classification algorithms including K-means, KNN, SVM, etc. In this paper, the K-means Algorithm, which is one of the most popular algorithms due to its simplicity and intuitive interpretation [21] was adopted. It can be defined as the process of organizing objects in a dataset into clusters, such that objects in the same cluster have a high degree of similarity, while those belonging to different groups have a high degree of dissimilarity.

The key step for any unsupervised algorithm is to identify the optimal number of clusters (optimal K) into which the data can be grouped. The Elbow method [22], is one of the most popular methods for identifying this optimal value of K, i.e. the optimal k is the point after which the distortion/inertia starts to decrease linearly, where distortion is computed as the average of the squared distances of the cluster centers of the sample and inertia is the sum of the squared distances of the elements to their nearest center of gravity. It consists in calculating the variance of the different cluster volumes considered, and then placing the variances obtained on a graph:

$$\bar{u}_2 = v^T u_2$$

(2)

After calculating the optimal value of k, by the formula (5), we proceed to the running of the K-means algorithm, explained by the mathematical formula below:

$$\arg \min_k \sum_{i=1}^{k} \sum_{x \in C_l} ||x - \mu||^2 = \arg \min_k \sum_{C_l} \text{Var} C_l$$

(5)

Where $$\mu$$ is the average of the points in $$C_l$$. For its implementation, in the system, the following steps are respected:

- Step 0: Select optimal K calculated by the formula (5);
- Step 1: Select K random points in datasets as initial group centers;
- Step 2: Create K Clusters by associating each data point with its nearest center, according to the Euclidean distance defined by the formula:

$$d(x, y) = \sum_{i=1}^{n}(x_i - y_i)^2$$

(7)

- Step 3: Recalculate the center of gravity of each cluster, as the average of all data points in that cluster;
- Step 4: Repeat steps 2 and 3 until the centers of gravity no longer change;

By examining the results of previous studies on the subject of data classification, the researchers find that after the execution of the K-means algorithm on the datasets, there is a problem in the distributions of the vectors of each cluster, i.e. different data can be represented by similar clusters, which results in a false classification of the data. In this paper and to overcome this problem, the researchers suggest to add another criterion to distinguish the different data that give the same cluster, by using in cascade the linear regression algorithm on each cluster obtained by K-means, to approximate the data and characteristics that make up the learner’s deep profile, to improve the quality of classification, precision and error reduction.

2) **Linear regression algorithm:** In the literature, linear regression is classified among the multivariate analysis methods that deal with quantitative data, with the objective to find a linear relationship between a quantitative variable Y and one or more also quantitative variables X, i.e. to find the line that passes “as close as possible” to all the points of the cloud. This relationship can be expressed mathematically by the formula below:

$$y_i = \beta_0 + \beta_1 x_{i1} + \cdots + \beta_p x_{ip} + \varepsilon_i$$

$$= X_i^T \beta + \varepsilon_i$$

(8)

Where T denotes the transposition, so that $$X_i^T \beta$$ is the internal product between the vectors $$X_i$$ and $$\beta$$.
C. Learning Path Recommendation

1) Domain model of the proposed approach: In the adaptive e-learning system, the pedagogical content is divided into many pedagogical activities, each of which is composed of several chapters. A concept tree represents each chapter. The concept tree contains a list of learning objects (LOs) that represent external representations, such as images, videos, examples, exercises, etc. This learning content is generally stocked in a database as a tree of 4 levels called the domain model. The figure below Fig. 3, describes the overall domain model structure of our system:

![Fig. 3. Learning activity organization of the proposed approach.]

The learning activity organization of the proposed approach is mapped into four hierarchical levels:

- Level 1: represents the root of the domain model structure, which presents the learning activity to be taught.
- Level 2: represents learning activity chapters, which particularly address a learning activity element to be taught.
- Level 3: represents the concepts of each chapter of the learning activity taught and is generally identified by a level: advanced, intermediate, or beginner.
- Level 4: represents the different types of learning objects (LOs) that represent external representations, such as images, videos, examples, exercises, etc. Each LO is characterized by several properties such as autonomy; adaptation; indexing; accessibility; durability, and reusability as the most important property. Each LO must be provided with a description, usually called a metadata file, allowing it to be easily found. This file uses emerging technologies associated with the development of learning objects, such as the semantic web and ontologies.

The figure below Fig. 4, describes the metadata file of each domain model level of the proposed system, based on the ontology technology:

In a traditional learning system, learners use a linear path of learning objects \{LO_A, LO_B, LO_C, ..., LO_z\} regardless of their preferences, knowledge level, etc. The figure below Fig. 5, shows an example of the sequence of learning objects as a learning path for five learners \{L_1, L_2, L_3, L_4, L_5\} when executing a learning activity in this system.

However, in a personalized adaptive e-learning system, learners use a non-linear learning path to build the optimal sequence of learning objects according to their needs and characteristics. The figure below Fig. 6, shows the adaptive learning path for the same learners \{L_1, L_2, L_3, L_4, L_5\} when running the same pelagic activity.

In this learning path, the system can ignore some learning objects like \LO_E, \LO_F, \LO_G, and \LO_H, since they do not correspond to any profile of the five learners in question.

2) Adaptation and recommendation of learning paths: Many algorithms are available for Reinforcement Learning (RL), which uses Q-function as a learning strategy like Opponent Modeling, Q-learning, and Ascending Gradient. In this paper, the Q-learning algorithm was adopted to recommend the most appropriate learning path for a given learner. It is more efficient than other algorithms in terms of precision and quality of results. Thus, it converges towards an optimal strategy, i.e. it leads to maximizing the total reward of the successive steps. The figure below Fig. 7, presents the overall process of reinforcement learning.

![Fig. 4. Metadata file of the domain model levels.]

![Fig. 5. Learning path in a traditional system.]

![Fig. 6. Learning paths in an adaptive e-learning system.]
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In the proposed system, the high number of users will allow us to consider each learner as an agent. The agent can move from one state \( S (LO_A) \) to another \( S_{t+1} (LO_B) \) by choosing an action \( A \). This transition gives the agent a reward/sanction on which we calculate the total gain to define its optimal adaptive learning path. This gain is estimated and calculated by a Q-Value \( ( \cdot ) \) which evaluates the quality of the combination of each state-action pair \( Q(s, a) \) over the long term and updates its table. Mathematically the Q-Value() function is expressed as follows.

\[
V(S) = [R_{t+1} + \gamma R_{t+2} + \gamma^2 R_{t+3} + \ldots] \sum_{k=0}^{\infty} \gamma^k R_{t+k+1} | S_t = s
\]

Where the parameter \( \gamma \) is the discount rate between 0 and 1, \( k \) is the number of states, and \( R \) is the rewards. The agent learns from experience due to exploration, often called an episode [23]. The figure below Fig. 8, presents the overall process of learning by the Q-learning algorithm developed:

![Fig. 8. Overall process of learning by the Q-learning algorithm.](https://www.ijacsa.org)

The general algorithmic structure of this algorithm is detailed in Fig. 9.

![Algorithm 1: Heading](https://www.ijacsa.org)

**Algorithm 1: Heading**

- **Input**:
  - \( \alpha \); \( \gamma \);
- **Output**: \( Q[v_1, v_2, \ldots, v_p] \);
- **Initialize**
  - \( Q[s, a] \) for any non-terminal state \( s \), any action \( a \) arbitrarily;
  - \( Q[\text{terminal state}, a] = 0 \);
- **Repeat**
  - // start of an episode
    - \( s : = \text{terminal state} \)
  - **Repeat**
    - // for each episode
      - Choose an action \( a \) from \( s \) using the policy specified by \( Q \);
      - Execute the action \( a \);
      - Observe the reward \( r \) and the new state \( s' \);
    - **Update the values of \( Q \)**
      - \( Q(s,a) = \alpha * (r + \gamma * \max_{s'} Q(s') - Q(s,a)) \)
    - Define the next state as the current
  - **Until** \( s \) is the terminal state
- **End**

**IV. RESULTS AND DISCUSSION**

A. Implementation Example

In this part, the researchers start with a data preprocessing module to prepare datasets which will be used to create a deep profile of the learner connected to the system. By doing this, the deep profile is processed by using the developed Q-learning algorithm to find the ideal learning path for this learner. The experiments are conducted on a Dell computer with a CORE i5 processor using the Collaboratory platform and Python for result generation.

1) Data preprocessing: The datasets used in the experiments contain different raw information about 100 learners \( \{L_0, L_1, \ldots, L_{99}\} \), with 23 characteristics \{Age, Gender, Handicap, Country, Language, Learning style; Knowledge level; etc.\} numbered from 0 to 22. The specifications of the datasets are summarized in the figure below, Fig. 10.

In the first experiment, the researchers start to reduce the dimension of the vectors of the datasets, by ignoring the less important or unimportant attributes to improve the quality of the results obtained, by applying the LDA technique, while focusing on the criteria of “Minimizing the variation” within each cluster. Firstly, the variance of all the attributes of the datasets is calculated using the following formula:

\[
V = \frac{1}{n} \sum^n_i (x - \bar{x})^2
\]
Then, the researchers try to find the attribute whose variance is the smallest compared to the others (the less significant attribute). The figure below, Fig. 11, shows the result of calculating the variance of all the attributes of the datasets:

By examining the figure above, the researchers notice that the minimum variance is 0.24434343. This variance corresponds to the 2nd attribute of the datasets whose index is 1 (gender). In fact, it was imperative to delete this attribute because it is not significant in terms of importance. To evaluate the performance of the approach, the datasets must be divided into two sections: the training set (80%) and the test set (20%)

B. Creating a Learner Deep Profile

1) Application of K-means Algorithm: In the second experiment, and once the data preprocessing step is over, the researchers try to classify all learners into homogeneous (similar) groups. Initially, a sample of 100 learners \( \{L_0, L_1, \ldots, L_{99}\} \) was used. In this case, the system categorized the learners into three clusters (0, 1, and 2). The figure below, Fig. 12, shows the list of learners in each Cluster.

![Fig. 12. Lists of learners in each group.](image)

The results in the form of a 2D histogram graph are presented in the figure below, Fig. 13 as follows: we have 33 learners in Cluster 0 and 38 learners in Cluster 1, and 29 learners in Cluster 2:

![Fig. 13. Classification of learners into cluster.](image)

The results in the form of a 3D sector graph are presented in the figure below, Fig. 14 and as follows: we have 33% learners in Cluster 0 and 38% learners in Cluster 1 and, 29% learners in Cluster 2:

![Fig. 14. Classification of learners into clusters.](image)

In the third experiment, the results of classifying learners concerning the two attributes age and motivation for each cluster are presented in the figure below, Fig. 15:
The results above show the distribution of learners in the three clusters (Cluster 0, Cluster 1, and Cluster 2) according to age and the degree of motivation among learners. While in the cluster, whose name is “All_Cluster” presents the union of the three clusters. To identify the learners in each cluster to reduce the error, the researchers propose to run the linear regression algorithm in cascade on the clusters generated by the K-mean classification algorithm.

2) Application of the linear regression algorithm: By examining the results obtained previously on the classification of the learners according to their age and their degree of motivation, via the application of the K-means algorithm, and to improve the quality of classification, the performance of calculations, the precision, and the reduction of the error, the researchers propose to apply in cascade the linear regression algorithm on each cluster to identify it well to distinguish it compared to the other clusters. First, the researchers start to calculate the slope and the intercept of each cluster. The results are presented in the figure below, Fig. 16.

These values allow us to draw linear regression lines for each cluster. This method allows us to identify the learners of each cluster and to build homogeneous clusters in terms of the classification quality of the learners according to their deep profiles. The figure below, Fig. 17, graphically presents a comparison of the linear regression of the three clusters:

The results in the Fig. 17 show that there is a relationship between the “age” and the “degree of motivation” of learners during the execution of an educational activity. Where the researchers notice that the degree of motivation of the learners is remarkable when the age ≥ 15 the level of motivation of the learners equals 2.5 for cluster 0 and cluster 2, on the other hand, the level of motivation of the learners equals 3 for cluster 1. Moreover, when the age = 25, the motivation among the learners reaches the peak: 4 for Cluster 1 and 3.8 for Group 0, and 2.8 for Cluster 2.

C. Learning Path Recommendation

In this example, the researchers show in the form of a graph Fig. 18 how to define an adaptive e-learning activity for a given learner, using "Bloom's taxonomy" [16], [24], [25] the researchers give a list of states (LOs) that describe the learning activity: Introduction; Chapter N° 1; Examples, Exercises, and Exam. Bloom's taxonomy helps us to give each transition a reward (at the basis of a scale from 0 to 10) according to its difficulty level, where each level depends on the previous one:

Stay = + 0.0; Next_level = + 0.5; High_level = + 0.5; Exercising = + 0.4; Look_Examples = + 0.2; Previous = + 0.1 and Passing_Quiz = + 0.3.
Applying "Bloom's taxonomy" to our example above, the researchers deduce the reward matrix of state-action pairs on the set of related (directly connected) states:

\[
M_{ij} = \begin{pmatrix}
+0 & +0 & +0 & +0 & +0 & +0 \\
+0 & +0 & +0 & +0 & +0 & +0 \\
+0 & +0 & +0 & +0 & +0 & +0 \\
+0 & +0 & +0 & +0 & +0 & +0 \\
+0 & +0 & +0 & +0 & +0 & +0 \\
+0 & +0 & +0 & +0 & +0 & +0 \\
+0 & +0 & +0 & +0 & +0 & +0 \\
\end{pmatrix}
\]

Reward matrix of state-action pairs

Where, the rows i of the matrix M_ij represent the states, while the columns j of the matrix M_ij represent the actions. To determine the optimal adaptive learning path to be taken by the learner for this learning activity cited in Fig. 17, based on their deep profile, the researchers must first generate the Q-value of the Q-learning algorithm as follows:

\[
1 [0 ; 1,1572299654553 ; 0 ; 0 ; 0,999999999991 ; 0] \\
2 [0 ; 0,9889999585963 ; 0,6669999971061 ; 0,699999955544 ; 0,3999999997800] \\
3 [0 ; 0 ; 0,6269999999999 ; 0 ; 0,29999999999] \\
4 [0 ; 0 ; 0 ; 0 ; 0,6999999999999 ; 0] \\
5 [0 ; 0 ; 0 ; 0 ; 0,2999999999999] \\
6 [0 ; 0 ; 0 ; 0 ; 0 ; 0] 
\]

Fig. 19. Q-table matrix of the Q-value function for the action-state.

The matrix above presents the results obtained by running the Q-learning algorithm on our system, where rows i of the Q-table represent states, while columns j represent actions. They show how the Q-learning algorithm proposes the most optimal learning path for a given learner. The learner can choose to start with any learning object at the time of the learning activity, after which the system will recommend the best learning path, by choosing and organizing the sequence of learning objects appropriate in real time to their deeper profile.

If the agent (the learner) were to use the policy described in the Q-table above to find the most appropriate learning path for her deep profile, then:

- From state zero (Start), the action with the maximum value is Next_level, so that's what he will do, achieving state one (learning activity Introduction).
- From state one (Introduction), the action with the maximum value is High_level, This leads the learner to state two (learning object Chapter N°1).
- From state two (Chapter N°1), the action with the maximum value is High_level, This leads the learner to state four (learning object Exercises).
- From state four (Exercises), the action with the maximum value is Passing_Exam, This leads the learner to state five (learning object Exam).

Based on these transitions, we can deduce the adaptive learning path for this learner:

Start \(\rightarrow\) Introduction \(\rightarrow\) Chapter N° 1 \(\rightarrow\) Exercises \(\rightarrow\) Exam \(\rightarrow\) End.

V. Conclusion

Deep learner profiles are very interesting objects that can contribute to the success of adaptive e-learning systems. These deep profiles must be able to contain different types of information and characteristics about the learner, to take into account the different facets of their learning. Therefore, generic models are needed to properly represent learners. To address this need, the researchers have presented in this paper a new intelligent approach based on K-means, linear regression, and algorithms Q-learning. The system is designed to create the most detailed and best structured in-depth profile for a given learner, and then recommend the most appropriate learning path for that learner. The proposed system ensures that it can be used by various learning management systems (LMS) in these various contexts.

As a perspective, on the one hand, the researchers plan to propose a technique for the choice of optimal k in the learner classification phase and on the other hand to experiment with the approach while adding as many states and actions as possible for each state (learning object) to allow the discovery of the optimal action for each learner. This can of course lead to complexity and convergence constraints, especially if the system is to be put online. For this, the use of deep reinforcement learning (Deep Q-learning) will be a good idea for issues of complexity and optimization of the system.

This study has potential limitations, since Reinforcement learning has various drawbacks while appearing to be a very potent and useful technique, it needs to store values for each state; it frequently uses too much RAM. That is, it might become a memory-intensive process. Moreover, due to the small sample size, the results may not be representative of the entire population. Therefore, it may limit the validity and generalizability of the findings. A larger sample size would be needed to increase the statistical power and improve the representativeness of the sample since there would be the chance of having different deep profiles.
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Abstract—The growth of mobile application development industry made it crucial for researchers to study the industry practices of choosing mobile applications programming languages, systems, and tools. With the increased attention of cross-platform mobile applications development from both researchers and industry, this paper aims at answering the question of whether most of the industries are using cross-platform development or native development. The paper collects feedback about industry’s most used mobile development systems. In addition, it provides a map of the different technologies used by mobile applications development companies according to some of the demographics like company size and location. An online questionnaire is carried out to collect the data. The survey targeted both amateur and professional mobile developers. A total of 85 participants participated in answering the survey. Qualitative analysis using descriptive statistics is done on the results of the survey. Although the results show that there is an industrial trend towards using the cross-platform languages, native development is still used by the well-established companies. More than 50% of the participants are found to be aware of the performance issues of the cross-platform development languages and frameworks. Comparison with findings of related work is discussed which raises more research questions and draws out future research in this field.
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I. INTRODUCTION

Mobile applications are becoming essential in human lives. During the corona pandemic, many countries had totally shut down to protect their people from the crisis. Mobile applications played a very important role in providing people the ability to do all their daily tasks through their mobiles. Health organizations and governments have developed numerous mobile applications for managing the pandemic [1]. Hundreds of applications emerged to aid people in their work, education, shopping, entertainment, and more. In fact, the second quarter of 2020 became the largest for mobile app usage, with new downloads reaching billions. Mobile applications are found in two main stores: Apple store for iOS platform and Google play store for Android platform. Recently, Huawei released a new platform called Harmony OS for Huawei mobile phones and devices. This release was a response for the Huawei ban which happened in May 2019 [2].

Development of mobile applications for the different platforms is done in one of two ways: either the applications are developed natively for each platform, or the application is developed once on a cross-platform framework. Native development means to develop the application in java or Kotlin for Android and in swift or objective C for iOS. However, for the past few years, swift is being used more than objective C and is considered the official language for iOS platform. Regarding Android in 2018, Google announced that they support Kotlin for Android [3]. Native development might take much time, money, and effort from mobile application vendors. However, native development provides the flexibility for developers to handle platform-specific functionalities [4] like push notifications, camera access, and GPS.

On the other hand, Cross-platform development is a way adopted by several frameworks that depend on variant methodologies to save the time and effort of developing the application specifically for each platform. Cross-platform frameworks have their own challenges and limitations. One of the most important challenges is the dependency of these frameworks on languages that are different from the native languages. This implies developers to learn these new languages and frameworks. Many researchers evaluated these frameworks and compared them to each other and to the native development [5]–[10]. Most of this research figured out that cross-platform development has limitations regarding the performance of the product applications. These limitations include memory, speed, user experience, and security. However, the inventors of these frameworks are enhancing and improving their tools every day. Many libraries are emerging to aid developers and increase the flexibility of developing the applications.

Researchers are continuing to introduce new cross-platform techniques. They depend on the research findings that the existing cross-platform frameworks are not closing the gap between developers and end-users’ needs regarding applications’ development and performance. Therefore, it is essential to make studies that aim at investigating the industry and practitioners’ feedback on using cross-platform frameworks. In addition, researchers also need to know how industry practitioners use Kotlin, compared to Java, after six years of 2017 announcement of Google. On the other hand, there is a need to investigate whether there are developers for the new platform released by Huawei company, or the platform
is not being used yet. This feedback will lead researchers to industrial needs regarding the cross-platform and native development techniques and their practical usage.

The aim of this empirical study is to answer three research questions that are believed will aid researchers in this field. The questions are presented in section three. These questions are answered by conducting an online questionnaire among junior and professional mobile applications practitioners. Analysis of the survey results will be used to draw a conclusion on the practitioners’ perspective regarding mobile application development techniques, which is the most used, and what are the most performance issues they face. It will also guard practitioners and researchers to decrease the gap between them and use the implications presented in this article in their future work.

The rest of this paper is organized as follows: Section two will present the literature of mobile applications development. Section three will present the research questions and our methodology for creating the questionnaire to answer these questions. In addition, the methodology of analyzing the data is explained. In the fourth Section, the results of the conducted questionnaire are presented in the form of descriptive statistics and graphs. Section five includes discussion of the results and implications for practitioners and researchers. Section six then compares our findings to the related work findings. Finally, a conclusion that summarizes the results and analysis is presented in Section seven.

II. RELATED WORK

The related work and literature of this topic are summarized in two main subsections. Subsection one will highlight the existing tools and approaches. Subsection two will present the survey papers that are done on this topic while subsection three will summarize the practitioner studies done. These studies are the most related to our work.

A. Approaches and Tools

Originally, mobile application development was done using the native development language for each platform. The mobile application was developed once for each platform. Languages used for the native development are Java or Kotlin for Android and Objective C or swift for iOS. Some years ago, new approaches appeared to develop the application once for multiple platforms. These approaches are called cross-platform development approaches. These approaches are categorized into: 1. Web-based, 2. Hybrid, 3. Interpreted, 4. Compiled approach, 5. Model driven [11][12].

The web-based approach simply relies on the web languages that are already supported by all platforms. The Hybrid approach hybrids web and native code to reach the native UI of mobile applications. Continuous communication between the web view and native components represents the overhead of this approach. The interpreted approach depends on having a layer that interprets the JavaScript code and bridges the JavaScript engine with the native engine to be able to render the native components. This bridging also represents an overhead for the applications developed by this approach. Compiled approach depends on compiling the source code of an application to another code. Flutter which is considered the most used cross-platform framework nowadays uses the compiler-based approach. One subcategory lies under the compilation approach is called trans-compilation. Translation involves compiling source code from one high-level language to another high-level language [13]. Tools introduced in [14][19] used this approach to translate source code of mobile applications from java for Android to swift for iOS and vice versa. The limitation of these tools lies in their dependence on having corresponding code for each functionality used in the mobile application. This mapping concept might be successful for small applications, but it is not tested yet on conversion of real or complicated applications. The model driven Development (MDD) approach depend on generation of user interface code and business logic from models and templates of the application [20]. This approach is limited by the features and abilities provided by the models used and the experience of developers in using the models. MD2 is one of the tools which depend on the concept of model driven development [21].

Each of the mentioned approaches has its own advantages and its limitations and drawbacks. It is now totally dependent on the applications features and requirements to select the suitable development approach. However, it is not common to see a developer or even a team of developers work with a different approach for every project depending on its requirements. This raised our research questions about the most used tools and techniques, whether more than one approach is used by the same vendor, and whether developers are aware of the performance issues of the used frameworks.

B. Literature Studies

This section summarizes literature studies related to our work, identifying similarities and differences between our work and each study. A systematic study was conducted to create a classification scheme for existing research in cross-platform mobile app development. The study aimed to identify research gaps and challenges in the field by mapping 30 studies. The primary research question focused on identifying the contributions of each of the 30 included studies [22]. Most of our literature is included in that study.

Bjorn-Hansen et al. [23], conducted an empirical study using an online questionnaire to survey 101 industry practitioners. Their study aimed to identify the most used cross-platform frameworks by developers and the issues they face. Their findings revealed that PhoneGap, Ionic, and React Native were the most used frameworks, but cross-platform solutions still faced performance and user experience issues compared to native solutions. While some of our survey questions overlapped with theirs, the main difference is that our study targets both developers and management and provides more detailed respondent demographics through in-depth questions on job position and experience. Our study thus extends some of the limitations of their work.

Ahmed [24] conducted a qualitative study by using two-phased research approach. The first phase is using systematic literature review to identify nine challenges that are found in literature. Then in the second phase, they interviewed 34 participants from industry to validate the literature by identifying 13 challenges and issues of web, native and hybrid
mobile development with nine of them already extracted from the Systematic Literature Review (SLR). The main difference with our study is that this study used an interview to gather qualitative data regarding issues facing mobile application development while our research, an online survey is used to gather quantitative data on both cross-platform and native mobile development.

Francese et al. used a qualitative study [25] in 2017 to gather qualitative data related to mobile application development and management. They invited four mobile application managers to discuss differences between mobile applications and web applications. The interview outcome was used to plan and create the survey questionnaire. The online survey was sent to 510 developers using their LinkedIn profile, but only 82% responded. The results showed that junior developers are the ones that mainly develop applications and there is a huge issue regarding testing mobile applications.

Puvvala [26], conducted a survey to investigate mobile development, and used a Delphi study with 11 senior developers to identify the top four factors influencing platform choice: development costs, ease of coding, support, and expected return. They then used these factors to create a survey on their impact on developers' platform choices, finding that availability of SDKs was the most significant factor. However, their study differs from ours in that it focused specifically on the factors influencing platform choice for application development.

Bistsm-Hansen et al. investigated the approaches of Android mobile applications development through exploring applications on Google Play Store. A dataset called Androzoo[27] that has 661,705 apps was used to detect the framework used for developing each of these applications. The investigation aimed to answer three research questions about the distribution, usage of cross-platform development frameworks on the Google Play Store and how the usage of deployed apps changed within the last decade. The findings showed that only 15% of the total dataset were cross-platform applications and Cordova was the most used cross-platform framework.

Previous studies have not kept up with the fast-paced advancements in the mobile application development industry, as they only focused on either cross-platform frameworks or native development and did not consider both. Additionally, they lacked information on respondent demographics and did not provide in-depth questions for developers. This paper aims to address these gaps by exploring the relationship between respondent demographics and their responses. Our survey methodology, including the questions, target audience, and response validation process, will be detailed in the following section. The results of our study can also be compared to previous surveys in this field.

III. METHODOLOGY

This study used the empirical research specific steps that were stated in [28] as a reference to formulate the literature review, research questions, survey questions and analysis method. Both the survey guidelines in the review done by JS Moller et al. [29] and the check list provided in [30] are used to help us in evaluating our survey questions and methodology. The research questions are formulated after reviewing previous work and figuring the limitations of previous empirical studies on mobile applications development in order to ensure that answering these research questions will decrease the gap between researchers and practitioners. An online questionnaire using Pollfish website [31] is used for gathering the data. The questionnaire is shared with LinkedIn users who are working in the field of mobile application development. The next subsections will present our research questions, the survey questions, and how the survey questions are answering the research questions. Afterwards, the methodology of publishing our survey and how we selected the participants is discussed. Finally, the statistical methodologies that we used to analyze the results are explained.

A. Research Questions

RQ1: Which mobile applications development techniques do practitioners use and which platform they are developing for?

Researchers need to know the percentage of cross-platform users among mobile applications vendors and developers. Are the majority using cross-platform development? or the majority are using native development? And why? It is also important to know whether most companies are developing applications for more than one platform, or the majority is developing for only one platform. Does Huawei new platform have companies and/or developers?

RQ1.1: Which native languages are used the most?

For years, java for Android has been the most used language for developing Android applications. A few years ago, Kotlin language started to be used for Android development. Google announced in 2017 that Kotlin will be the official language for Android. We need to know the impact on practitioners and how much did they switch to Kotlin language after this announcement. A similar story happened between Objective-C language and swift for iOS development.

We need to know if swift has taken over objective-C or if there are still some developers using Objective-C language.

RQ1.2: Which Cross-platform framework is used the most?

Former surveys and research were done to answer the question of the most popular and most used cross-platform framework. However, this information is changing rapidly due to the continuous evolution of existing frameworks. In addition, new frameworks are appearing, and researchers may not even be aware of their existence. Therefore, it is very important to investigate which frameworks are being used by developers and which are the most used.

RQ2: Are practitioners realizing that cross-platform development is not closing the gap with native development in terms of performance?

In the research field of mobile applications development, it is well known for researchers that cross-platform tools available do not provide the same performance and user experience as natively developed applications. Research comparing the cross-platform frameworks is done on certain applications and case studies. However, we need the
practitioners’ point of view regarding this matter. This question is to investigate the performance and the issues of the cross-platform frameworks that face the practitioners and whether native development is the best way to get a high-performing application.

RQ3: Do developers know about trans-compiler-based solutions? Are developers interested in having a trans-compiler-based conversion tool?

Trans-compiler-based solutions for cross-platform development have been recently introduced by researchers [14]–[19]. These solutions are using compilers to translate the source code of mobile applications from one language to another to be available for more than one platform at a time. Researchers need to know practitioners’ feedback about these solutions and whether they are a point of interest or not.

B. Questionnaire Design

In this study, questionnaires are considered because they are the fastest and easiest way to gather information for our research purpose. With wide use of professional social media like Linked in, it is easy to spread an online questionnaire among developers across the globe to obtain very useful qualitative data and analyze this data. However, this research is limited by the questionnaire drawbacks that does not allow us of know why or on what basis each participant chose a certain answer. This work can be extended later by making Interviews to focus on that point.

The questionnaire is created by Pollfish website [32] which was chosen over survey monkey and google forms to overcome the limitations regarding the number of participants and the limitations of forcing users to have a google account which may prevent some participants from taking the survey. While formulating our survey questions, we have considered making the questions clear and unbiased. We have also focused on designing questions that would answer the research questions stated previously.

The survey starts by five demographic questions that ask about age, gender, job status, job position and nationality. All these questions are predefined by Pollfish website except the job position (SQ1) and nationality (Q1) questions; we had to add them manually. The job position question was defined as a screening question since it is used to form the logic of the rest of the survey questions.

Then the following four questions (Q2,Q3,Q6,Q7) or (Q4,Q5,Q6,Q7) are profession questions that would help us draw a more rigid conclusion and deeper analysis of the results and exclude any non-valid responses. It will also help us identify correlations or dependencies between variables. Depending on the role of the participant defined in SQ1, the questions flow will differ as shown in Fig. 1. For managers and developers, we ask about the company they are working for and its location (Q2,Q3). For students, we ask about the university/college they are from and its location (Q4,Q5) while freelancers are directly navigated to Q6. The years of experience are also identified in the profession part for all participants and the number of mobile applications developed by the participant (Q6,Q7).

![Fig. 1. Survey questions logical flow.](image-url)
website [33]. Some frameworks have been well known for years, and others emerged recently. These two questions use Likert scale from 1 to 5, 1 corresponds for always using the framework and 5 corresponds to never. The question about the framework is followed by a question about the performance issue experienced while using the cross-platform framework (Q16). Finally, a question (Q17) about the familiarity with the Trans-compiler-based approaches is asked with a Likert scale answer between extremely familiar to not familiar at all.

C. Publishing the Questionnaire

Before publishing the questionnaire, we conducted a pilot test to check the availability of the website, the time taken and how clear the questions are. The pilot test was made among five participants of different experiences. The questionnaire took two minutes on average. The questions were clear and understandable. However, some questions needed proper branching. For example, the cross-platform frameworks question should appear only to the participants who chose cross-platform development and should not appear to the participants who chose native development. Similarly, the questions about the native language should not appear to those who chose cross-platform only. The pilot test helped us modify the logic of the questions and branching them correctly. Fig. 1 shows the flow of the questions and the different paths according to the selected answers.

We have created two different links for the survey, one for the Facebook community and the other one for LinkedIn. After publishing on Facebook communities and mobile applications development pages, we got only six participants. On the other hand, the link shared on LinkedIn showed 85 participants. Therefore, we decided to depend on LinkedIn participants. It proved to be a more professional social media through which we can communicate with real practitioners and get accurate answers to our questionnaire. The six responses we got from Facebook were excluded as we couldn’t guarantee the level of professionalism the respondents had.

We used the search engine LinkedIn to search for people working in mobile applications development. We used the keywords “mobile application” with applying no filters first. Then, we applied different filters with it. For example, we used “manager” and “senior” keywords in the job title filter. We also used the location filter to reach developers in different countries like USA, Canada, England, India, Pakistan, Germany, Saudi Arabia, Emirates, and many other countries. We applied the filter of each country separately so we can send the survey to multiple people in each country. We have sent the survey link to more than 350 people through LinkedIn.

D. Analysis Methodology

The first step before conducting the analysis is filtering the responses and excluding any responses that were not valid. Two of the responses had answers that showed the participants were not answering the survey correctly. For example, one of the respondents chose all cross-platform frameworks as always used and in the native language question chose other and wrote the name of a cross-platform framework. This showed that either the participant was not reading the survey questions or had very little experience. Therefore, we excluded such responses to guarantee that the answers and analysis are correct.

Since most of our questions were close ended, we have used descriptive statistics for qualitative analysis to report the survey results. Any provided open-ended text by the participants was used to draw more intuitions and verify the implications of the study. This will be mentioned in discussion sections.

We used a filter to categorize the participants into two main categories according to their role in the mobile applications development industry; Managers or developers and freelancers or students. For some questions, we used this filter to know the results of each category separately.

A filter by the company name was used to identify which method each company uses in developing mobile applications. Companies’ names are not revealed in the results to keep the confidentiality and privacy of the respondents’ answers. Companies’ names were only used to retrieve the company size information from LinkedIn and validate the location information too which is already provided by the participant. Thus, we could categorize for different company sizes and locations whether they are using cross-platform or native development or both, which cross-platform is used by each company category, and which native language is used. There is a difference between the number of managers and developers and number of companies for two main reasons: 1) Not all employed participants provided their company name 2) Some participants were unemployed at the time they answered the survey; therefore, they didn’t provide a company name.

Another important filter we used was the cross-platform framework filter. We filtered the answers to frameworks issues question for every framework separately. Thus, for each framework, we could know the most reported issues from its users. All the used filters and the resulting statistics according to each filter used are analyzed and presented by graphs and charts in the results section.

IV. RESULTS

From the results of the survey, we can infer much different information. Before presenting the results and the different filters applied, a general analysis is done on the demographics of the participants like their age, nationality, gender, and years of experience. The general analysis is followed by subsections presenting the results of each question with applying different filters on the results. The technical analysis is presented in three subsections. Each section represents the answer of one of the research questions.

A. Demographics Analysis

A total of 85 participants answered the survey. Most of the participants’ nationality is Egyptian with some Indians, Pakistanis, and Belgians. However, they are working in different countries: Egypt, USA, Saudi Arabia, India, Netherlands, Romania, and Germany. The number of participants employed for companies is 71. We had nine participants who didn’t provide their company name. However, some of them provided the company location without the
Among the 62 companies, 10 of them have unknown names, thus their size is categorized as unknown. The size of the companies was retrieved from LinkedIn website. Therefore, the size categories are like the categorization in Linked in as shown in Fig. 3. The company size is represented by the number of employees. Most of the companies’ sizes are small to moderate sized companies, 27 companies are of size 50 and below. The rest of the 52 companies are almost normally distributed among the rest of the size categories. We have nine companies from 51 to 200 employees. Another nine are from 201 to 1000 employees, and ten companies are of size 1000+. Among the participants 91% are males the remaining are females. 32% of the participants’ age ranges are between 18 to 24, 62% ranges between 25 to 34 and around 5% are above 35. These percentages were also reflected in the years of experience question. Most participants have 2-5 years of experience in the field. Regarding the employment status of the participants, 62% are employed for wages, while the rest are self-employed or out of work currently or students or working in military.

We categorized the participants according to their job position into two main categories: Managers or developers who are considered and freelancers or students. This categorization differentiates between participants whose answers represent the companies they are working for and participants who are self-employed. Around 85% of the participants work as managers and developers in the field of mobile applications. 15% are freelancers and students. In the following subsection, we will present statistics answering our research questions. In the statistics of most of the questions, we will use the filter of job position to differentiate between both categories.

B. Technical Questions Analysis
The technical questions’ part is represented by six questions in the survey for each participant. The analysis of the answers to these questions will answer our previously mentioned research questions. Results of analyzing the participants’ answers are presented as follows:

RQ1: Which mobile applications development techniques do practitioners use and which platform they are developing for?

One of the main research questions that we were eager to answer was whether the industry now is going towards cross-platform development or returning to the native development. In the questionnaire, we provided three options for this question: cross-platform, Native or both. The results revealed that most of the participants chose the “both” option. Cross-platform development came in the next level then the native development. Fig. 4 shows the statistics of the approach used by both participants’ categories. The statistics showed that most of the freelancers and students are using both approaches together. However, if we observe the companies’ representative participants alone, we could notice that companies are either depending on cross-platform frameworks alone or on both cross-platform and native together. Few companies are using the native approach alone. This made us use the company size filter to analyze which companies are using which approach. Table I shows the company size vs. the used approach. From examining the data in the table, we can infer that 38.7% are using cross-platform development alone, 38.7% are using both native and cross-platform development, while 22.58% are using native development alone. Since Egyptian companies have a big share among the companies, we applied the same analysis but with excluding the Egyptian companies. We got nearly the same statistics for the non-Egyptian companies.

The second part of the first RQ asks about the platform which the respondent develops applications for. “Android”, “iOS”, “both platforms”, or “other” are the four options for the platform question in the survey. The results in showed that 73% of participants are developing for both platforms Android and iOS. However, if we examined the freelancer’s percentage separately, we could notice that the majority develop applications for Android platform. No participants chose the “other” option which shows that windows phone is obsolete now and that new platforms, like Harmony OS by Huawei, are still not very popular.
RQ1.1: Which native languages are used the most?

For native development, Java and Kotlin are the languages used to develop Android applications. Swift and Objective C are used for iOS applications. Our aim is to know if there is any language that is preferred among developers over the other. The results showed that 47% of participants chose Kotlin for Android while 39% chose java and the rest use both. On the other hand, 92% chose swift for iOS. When we applied the companies filter, Java and Kotlin for Android are considered evenly used among practitioners. However, swift is used much more than Objective C. only one company is using Objective-C. This company is a very large sized and old governmental company. When we removed Egyptian companies from the analysis, we got the same statistics for both Android and iOS languages. Fig. 5 shows the company size vs. the used native language for 37 companies. These 37 companies are either using native development alone or native development with cross-platform development. The small-sized companies are using Kotlin and java evenly. The medium-sized companies are using Kotlin more than java, while the big companies are using java more than Kotlin.

RQ1.2: Which Cross-platform framework is used the most?

For the cross-platform development selectors, they were asked about the framework they are using. The options of this question included ten different frameworks. The most used framework according to the results is flutter, followed by React Native, then comes Xamarin, Ionic, JQuery mobile, NativeScript, and Swiftic frameworks. The previous studies showed that React Native was on top [23], [34]. However, now flutter took the first place, and it seems to be very popular among both freelancing developers and companies. Fig. 6 shows the pie chart for seven frameworks. By applying analysis on the companies using cross-platform frameworks, we got similar ranking for the frameworks. When we tried to filter and exclude the small-sized companies then the large-sized companies alone, we got the same result. In addition, excluding Egyptian companies also resulted in the same statistics.

RQ2: Are practitioners realizing that cross-platform development is not closing the gap with native development in terms of performance?

To investigate the issues facing the developers using cross-platform frameworks, we asked the developers who are using cross-platform frameworks about the issues they face. This question allowed the participants to choose more than one answer among six different issues: Memory, speed, development effort, security, user experience and testability. An “other” option is also provided to let participants provide any other issues they see. In general, the most reported issue is Memory then comes the Speed and development effort then user experience and security, the least reported issue is testability. By filtering the results on each cross-platform

---

**TABLE I. COMPANY SIZE VS DEVELOPMENT APPROACH**

<table>
<thead>
<tr>
<th>Company size vs used approach</th>
<th>Both</th>
<th>Cross-platform</th>
<th>Native</th>
</tr>
</thead>
<tbody>
<tr>
<td>10,000+</td>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1000-5000</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>501-1000</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>201-500</td>
<td>2</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>51-200</td>
<td>4</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>11-50</td>
<td>5</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>2-10</td>
<td>3</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>Unknown</td>
<td>5</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>Grand Total</td>
<td>24</td>
<td>24</td>
<td>14</td>
</tr>
</tbody>
</table>
framework separately, we could see the issues related to each framework. For example, for flutter, the same order of issues is noticed, and this is normal since flutter is the most used framework. For React Native users, security then speed, and development effort were the most reported issues. However, for jQuery and Xamarin, memory, speed and security were the most reported in addition to user experience for Xamarin framework. Fig. 7 shows the statistics of the issues for the four most used frameworks according to the survey results. On the other hand, 12.5% of the participants chose the “other” option only without providing any extra issue. Few of them wrote and they cannot see any issues while using the cross-platform frameworks.

![Fig. 7. Reported performance issues by each cross-platform framework.](image)

RQ3: Do developers know about trans-compiler-based solutions? Are developers interested in having a trans-compiler-based conversion tool?

The final question of the survey asked how familiar participants are with the trans-compiler-based cross-platform solutions. 58% of the participants are not familiar with these solutions and 14% are moderately familiar, while 18% are extremely familiar. This shows that the trans-compiler-based solutions are never really tested by practitioners, and they are still under the research umbrella only.

V. DISCUSSION

The most important findings from our survey are discussed as follows: Most companies and practitioners are developing for both Android and iOS platforms. Very few participants chose only one platform. This shows that although developing the applications for more than one platform is a tedious task, and although iOS users are much less than Android users, mobile application vendors are developing applications for both platforms either natively or using cross-platform frameworks. No participant wrote other platform which shows that windows phones are now obsolete and new Operating systems like Harmony OS by Huawei are not very popular.

Only 25% chose native development solely. This means that the industry now is using a mix of cross-platform development and native development together. Almost 75% of the survey participants are equally split between the “both” option and cross-platform when they were asked about the technology used in development. These statistics are almost similar regardless of the role of participants and regardless of the company size or location for professional participants. This shows that cross-platform frameworks proved to be a good solution but sometimes they are not enough for implementation of sophisticated functionalities on the different platforms. One of the survey participants who was using flutter framework wrote a comment stating that some functionalities must be written using native code then connected to flutter. In addition, cross-platform frameworks have performance issues regarding memory, speed, security, and user experience.

Our study also shows that Flutter is the most used right now. The numbers show that Flutter is becoming very popular among both freelancers and developers working in companies. However, the participants are aware that flutter has its own issues. The most reported issues by Flutter users were memory and speed.

Kotlin language is competing now with java for Android development. More than half of the Android developers who participated in the survey chose Kotlin as the native language they use for development. This was predicted as an impact to the announcement made by Google stating that they will use Kotlin as the official language for Android [35]. We encourage future researchers to investigate more the capabilities of Kotlin language and to support Kotlin language in their proposed development tools for mobile applications. On the other hand, swift language proved to be the most dominant for iOS development, only one participant chose objective C language. The participant who chose objective C is working for a very big and old company which means that objective C might still be used in old companies that do not want to change their structure of operation.

Regarding the familiarity of practitioners with the trans-compiler-based solutions, the results showed that practitioners are almost unaware of these solutions. They are dealing with the current cross-platform frameworks now as their current solution. However, the shift that has occurred from React Native, Phone gap, Ionic and Xamarin to flutter over the recent few years shows that whenever a better solution appears for developers and practitioners, they will easily move to it. These findings also encourage researchers to test their solutions by real practitioners and spread them to industry. This will help them introduce new solutions and tools that might close the gap between current solutions and performance issues.

VI. COMPARISON WITH RELATED WORK

To compare our work with the related works mentioned in the introduction, we focused on five main points based on our findings compared to their findings. These five main points are: What mobile platform do practitioners like to develop applications using? What development approach do practitioners prefer to use, native or cross-platform? Which cross-platform framework is the most used in the industry? What native language do practitioners use the most? What are the performance issues that are facing cross-platform mobile frameworks?
Puvalla et al. [36] discussed the factors that affect developers in choosing a development platform. They concluded that although Android has more apps than iOS, developers are switching from Android apps to iOS due to the monetization potential of the iOS apps. Therefore, iOS developers are paid more than Android developers. The findings of the survey show that the factor that affects the developer’s choice of the platform is the most is the availability of SDKs to support the platform. But our results show that most practitioners and companies prefer to build applications for both platforms rather than one specific platform. Our results are synonymous with the prediction made by Francesca et al.[37] in 2017, which asked a futuristic question, “In the next 5 years, on which native platform will your company actively develop?”. They stated that regardless of what platform the respondents were using at that time, the target platform in the next five years would be both Android and iOS.

Regarding the question of whether practitioners prefer native or cross-platform development approaches. In 2017, Ahmed et al. findings show that most of their participants prefer using native development over cross-platform development. This is different to our findings as our result shows that only 25% are using native development alone while 37.5% are cross-platform and the remaining 37.5% chose both technologies. These differences are related to technological enhancements to the cross-platforms over the years. Besides the technical improvement, cross-platform frameworks are easier to use by developers since development community are getting bigger and giving more support to developers [23].

Bjorn-Hansen et al. [23] conducted an empirical study by targeting 101 industry practitioners. The reason is to find out which cross-platform frameworks are used the most by developers as a hobby and professionally, and what issues are facing cross-platform frameworks. Their findings show that PhoneGap, React-native, and Ionic are the most used apps both as a hobby and professionally. The findings of their research are similar to the findings of Francesca [38], which shows that PhoneGap is the used most. But the result differs from ours because in our study we found that Flutter is the most used cross-platform development framework both in companies and by practitioners. This is due to the time that their survey was conducted in 2018 [23], so new technology now dominates the market. The same research group in 2022 [39] investigated approaches to Android mobile application development through applications on the Google Play store. The findings also show that Cordova is the most popular cross-platform framework. Their findings also contradict our findings. However, only 15% of their total dataset are cross-platform applications and the rest of the 85% are native applications, and the applications that are mentioned in the dataset are not recent, which is why they are not developed using flutter, one of the most recent frameworks.

In terms of the native language that the developers are using, Bjorn-Hansen et al. [23] predicted that Kotlin is the most used android development nowadays, not Java. This prediction is proven in our survey, as seen in the results section, that Kotlin is the most used android language by practitioners and companies. On the other hand, Swift is the dominating iOS programming language.

Lastly, regarding the issues that are facing cross-platform mobile frameworks, Bjorn-Hansen et al. [23] state that cross-platform solutions are still facing performance and user experience issues when compared to native solutions. Our findings suggest that memory and speed are the issues that affect Cross-platform frame works, most specifically flutter, which is the most dominant cross-platform framework in our survey.

VII. CONCLUSION AND FUTURE WORK

This paper investigates the most used development technique in the industry and to gather feedback on mobile application development. It seeks to answer the question of whether most industries use cross-platform mobile development or native mobile development. Furthermore, it investigates whether developers and industry have a perspective that is consistent with academic research by collecting data through an online questionnaire. The survey was aimed at both novice and experienced mobile developers. A total of 85 people responded to the survey, which enables us to get perspectives from the industry.

The implications that can be drawn from our findings are stated as follows: (1) Most companies and practitioners develop for both Android and iOS platform with only few choosing one platform. (2) Developers are moving towards cross-platform development. However, they are still using native development besides the cross-platform frameworks. This is due to the flaws and issues that still exist in these frameworks despite the noticeable technological enhancements. (3) Flutter is now the most used framework in the industry and the most reported issues by Flutter users were memory and speed. (4) In terms of which native language is used in the industry the most, Kotlin language currently leads the android development. However, Swift is still the main iOS programming language. (5) Most of the people in the industry are unaware of trans-compiler-based solution.

The findings presented and discussed in this article may all be significant and extensive topics for future research, both individually and collectively. This future work encourages researchers to: (1) Focus on expanding and generalizing the survey so that it will reach a large scale of people by covering more locations and adding interviews. (2) Investigate more the capabilities of Kotlin language and to support Kotlin language in their future work (3) to test their solutions by real practitioners and spread them to industry especially the Trans-compiler-based solutions. (4) To introduce a new way to decrease the issues and flaws facing cross-platform solutions.
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Abstract—Feature selection (FS) is an essential classification pre-processing task that eliminates irrelevant, redundant, and noisy features. The primary benefits of performing this task include enhanced model performance, reduced computational expense, and modified “curse of dimensionality”. The goal of performing FS is to find the best feature group that can be used to build an effective pattern recognition model. Drug reviews play a significant role in delivering valuable medical care information, such as the efficacy, side effects, and symptoms of drug use, facilities, drug pricing, and personal drug usage experience to healthcare providers and patients. FS can be used to obtain relevant and valuable information that can produce an optimal subset of features to help obtain accurate results in the classification of drug reviews. The FS approach reduces the number of input variables by eliminating redundant or irrelevant features and narrowing the collection of features to those most significant to the machine learning model. However, the high dimensionality of the feature vector is a major issue that reduces the accuracy of sentiment classification, making it challenging to find the best feature subset. Thus, this article presents a perceptive method to perform FS by gathering information from the potential solutions generated by a particle swarm optimization (PSO) algorithm. This research aimed to apply this algorithm to identify the optimal feature subset of drug reviews to improve the classification accuracy of sentiment analysis. The experimental results showed that PSO provided a better classification performance than a genetic algorithm (GA) and ant colony optimization (ACO) in most datasets. The results showed that PSO demonstrated the highest levels of performance, with an average of 49.3% for precision, 73.6% for recall, 59% for F-score, and 57.2% for accuracy.

Keywords—Sentiment analysis; feature selection; particle swarm optimization; drug reviews

I. INTRODUCTION

As the world becomes increasingly digitised, there is a growing need for the automation of various processes. One area that has experienced significant expansion is sentiment analysis, which is a crucial component of natural language processing. Sentiment analysis involves identifying the emotional responses elicited by a given text. One area where sentiment analysis has proven useful is in the analysis of drug reviews [1]. Sentiment analysis can identify the overall sentiment of a drug review, which can help healthcare providers understand the effectiveness and side effects of a given drug. However, a significant challenge in sentiment analysis is figuring out which features, or aspects of a text are essential in determining the sentiment. Feature selection (FS) involves identifying a relevant subset of features from a larger set of potential features [2], [3]. By decreasing the number of features, FS can enhance the accuracy and efficiency of a sentiment analysis model [4], [5].

Particle Swarm Optimization (PSO) is a well-known optimization algorithm commonly used in FS due to its ability to simulate the behaviour of a swarm of particles. Each particle represents a possible solution to an optimization problem, and they interact with each other as they move through a solution space in search of the optimal solution [6], [7]. PSO is a suitable method for feature selection in sentiment analysis, as it can determine the optimal feature subset to maximise the model’s accuracy [8]. The features to be selected must be encoded as binary values, with 1 indicating their inclusion in the subset and 0 indicating their exclusion.

The PSO algorithm commences the optimization process by randomly assigning a set of particles to represent feasible feature subsets to form a swarm. The fitness value of each particle is then calculated by evaluating the accuracy of the sentiment analysis model with its corresponding feature set. Subsequently, the particles navigate through the solution space, influenced by their individual best position (pbest) and the best position of the swarm (gbest). This iterative process persists until a pre-defined termination criterion is reached, such as reaching a maximum number of iterations, or a specific level of accuracy [6], [9]. Once the PSO algorithm has identified the optimal subset of features, the sentiment analysis model can be trained using only these features, which would result in a more efficient and accurate model. Thus, utilising PSO for FS in a sentiment analysis of drug reviews can enhance the accuracy and efficiency of the model, ultimately leading to a more comprehensive understanding of the effectiveness and side effects of reviewed drugs.

This study aimed to utilise PSO as part of a feature selection method to identify an optimal set of features in drug review datasets that can enhance the classification accuracy. The use of PSO for FS has been demonstrated to be effective in identifying relevant and non-redundant subsets of features that can enhance the performance of machine learning algorithms [10], [11]. The results of these studies showed that PSO outperformed two algorithms by demonstrating the highest level of performance. The application of PSO in drug review datasets can uncover feature subsets that can enhance the accuracy of sentiment analysis models. This achievement can ultimately lead to a deeper comprehension of the efficacy and adverse reactions of various drugs. The experimental results indicated that PSO possessed the capability to produce high-
quality feature subsets, which increased the classification accuracy of the sentiment analysis model.

This article begins with an introduction to the background of this study, leading to a clear overview of the conducted experiments. The main body of this article is divided into several sections, with each section focusing on a specific topic, such as literature reviews, related works, brief explanation on PSO, research methodology, experimental setup, and analysis of results. Within each section, subtopics are introduced to offer explanations, support evidence, examples, and analysis. The conclusion section summarises the main points, restates the experiments, and ends with a concluding statement or call to action. The reference section is included to list the sources used in this article.

II. LITERATURE WORK

A. Sentiment Analysis

Sentiments can be defined as an individual’s attitude or belief that are often influenced by emotions rather than logical reasoning. Therefore, the process of analysing opinions is also commonly known as sentiment analysis, which aims to extract subjective information from various sources, such as speech, text, tweets, and databases [12]. Sentiment analysis involves using Natural Language Processing (NLP) techniques to automatically detect emotions, perspectives, opinions, and attitudes that are expressed in texts and to categorise them either as neutral, positive, or negative [13]. According to [14], sentiment analysis can be applied to social media and medical records to acquire information on the effectiveness of medical treatments or medications. By analysing public archives and social media posts, specific adverse effects of drugs can be identified more efficiently, leading to potential benefits for the pharmaceutical industry in terms of pharmacovigilance [15]. Thus, sentiment analysis can be used to extract information that can assist in making accurate judgments regarding public health and substance safety. Machine Learning and Lexicon-based approaches are commonly used in sentiment analysis.

Lexicon-based methods primarily depend on a sentiment vocabulary, or a set of well-known and precompiled emotional words, sentences, and idioms, which is created for conventional communication categories [16]. The Machine Learning (ML) approach relies on the quantity of labelled data marked by specialists to train a classification [2]. ML can be divided into two categories, namely, supervised and unsupervised methods. An appropriate collection of features must be selected and retrieved to identify sentiments in order to improve the performance of these approaches [17]. The analysis of sentiments using machine learning was the focus of this study.

B. Drug Reviews

In recent years, there has been a significant surge in the number of social networks dedicated to discussing health-related matters. This has led to a substantial increase in the availability of healthcare information in the form of drug reviews on the Internet [18]. According to [15], Drugs.com is the biggest and most viewed medicinal information website that serves customers among the public and healthcare experts. According to [18], a substantial number of drug reviews has been created and published through various healthcare and drug-related online platforms, including Ask a Patient and Drug ratingz, where users express their first-hand experiences and reactions to various medications.

Drug reviews are written evaluations of numerous drugs by users based on their personal experiences and preferences [19]. Drug reviews can also be described as an individual’s impressions regarding several drug-related fields, such as efficacy, adverse effects, convenience, and value [14]. These reviews offer abundant data that can be utilised to make informed decisions concerning public health and medication safety [20].

III. RELATED WORKS

This section presents related studies on sentiment analysis of drug reviews. Table I shows an extended summary of related studies based on the techniques used in the sentiment analysis of drug reviews [20].

<table>
<thead>
<tr>
<th>Author</th>
<th>Feature Extraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>[35]</td>
<td>n-gram word cloud</td>
</tr>
<tr>
<td>[34]</td>
<td>Count Vectorizer, Term frequency (TFIDF)</td>
</tr>
<tr>
<td>[33]</td>
<td>Inverse document frequency (TFIDF)</td>
</tr>
<tr>
<td>[32]</td>
<td>Inverse document frequency (TFIDF), Term frequency</td>
</tr>
<tr>
<td>[31]</td>
<td>Bag of words (BOW), Term frequency</td>
</tr>
<tr>
<td>[30]</td>
<td>Inverse document frequency (TFIDF)</td>
</tr>
<tr>
<td>[29]</td>
<td>Word position encoding and embedding in vector representation</td>
</tr>
<tr>
<td>[28]</td>
<td>Yes, but did not state the specific type of feature</td>
</tr>
<tr>
<td>[27]</td>
<td>Not stated in paper</td>
</tr>
<tr>
<td>[26]</td>
<td>Not stated in paper</td>
</tr>
<tr>
<td>[25]</td>
<td>Count Vectorizer, Term frequency</td>
</tr>
<tr>
<td>[24]</td>
<td>Inverse document frequency (TFIDF)</td>
</tr>
<tr>
<td>[23]</td>
<td>Bag of words (BOW), Term frequency</td>
</tr>
<tr>
<td>[22]</td>
<td>Inverse document frequency (TFIDF)</td>
</tr>
<tr>
<td>[21]</td>
<td>Word position encoding and embedding in vector representation</td>
</tr>
<tr>
<td>[20]</td>
<td>Yes, but did not state the specific type of feature</td>
</tr>
<tr>
<td>[19]</td>
<td>Not stated in paper</td>
</tr>
<tr>
<td>[18]</td>
<td>Not stated in paper</td>
</tr>
<tr>
<td>[17]</td>
<td>Not stated in paper</td>
</tr>
<tr>
<td>[16]</td>
<td>Not stated in paper</td>
</tr>
<tr>
<td>[15]</td>
<td>Part of Speech tagging, Semantic group, and function words, sentence and idioms, which is created for conventional communication categories</td>
</tr>
<tr>
<td>[14]</td>
<td>Part of Speech tagging, Semantic group, and function words, sentence and idioms, which is created for conventional communication categories</td>
</tr>
<tr>
<td>[13]</td>
<td>Not stated in paper</td>
</tr>
<tr>
<td>[12]</td>
<td>Not stated in paper</td>
</tr>
</tbody>
</table>

TABLE I. RELATED STUDIES ON TECHNIQUES USED IN SENTIMENT ANALYSIS OF DRUG REVIEWS
IV. PARTICLE SWARM OPTIMIZATION

The study [21] first proposed Particle Swarm Optimization (PSO) in 1995. It is a stochastic optimization method for a population that takes its cue from the cooperative nature of flocking birds [22]. As stated by [6], PSO is an algorithm for population-based optimization that simulates the social interaction and communication among groups of animals, such as flocks of birds or schools of fish [39].

In PSO, each particle represents a candidate solution to the optimization problem. This set of candidates will move through a search space, which is the possible solutions to the problem. Each particle has a position and a velocity, and the goal is to find the optimal position in the search space that minimizes or maximizes an objective function [23].

The PSO version employed in this study is represented by the equation in Fig. 1. Learning rates $c_1$ and $c_2$ are positive constants, $r_1$ and $r_2$ are random numbers in the range of 0 to 1, and $P$, $X$, and $V$ represent the swarm's best previous location, the particle's current position, and the rate of change of position (velocity), respectively, for a D-dimensional search space [23].

At each iteration of the algorithm, the particles will adjust their position and velocity based on their own best-known position (i.e., the best solution they have found so far) and the best-known position of the entire swarm (i.e., the best solution found by any particle in the swarm). This is done using a set of mathematical equations that determine each particle's new position and velocity. This process will continue until a stopping criterion is met, such as the maximum number of iterations or a satisfactory level of convergence. The final position of the particles represents the optimal solution to the optimization problem [23].

<table>
<thead>
<tr>
<th>Evaluation Metric (LSTM)</th>
<th>Classification Error and F1-Score</th>
<th>Not made in paper</th>
</tr>
</thead>
<tbody>
<tr>
<td>Black Box Function Neural Networks (BBFN)</td>
<td>Not made in paper</td>
<td></td>
</tr>
<tr>
<td>Convolutional neural network (CNN), Weka's supervised model (CSVM)</td>
<td>Not made in paper</td>
<td></td>
</tr>
<tr>
<td>SVM, RF, Naive Bayes, and RBFN</td>
<td>Not made in paper</td>
<td></td>
</tr>
<tr>
<td>Artificial Neural Networks (ANN), Logistic Regression (LR), and the Random Forest (RF)</td>
<td>Not made in paper</td>
<td></td>
</tr>
<tr>
<td>Feature Selection</td>
<td>Classification Error and F1-Score</td>
<td></td>
</tr>
</tbody>
</table>

P = Previous Best Location, X = Current Position, V = Velocity, $c_1$ and $c_2$ = Learning Rates, $r_1$ and $r_2$ = Random Numbers.
A problem space at iteration t. Additionally, w indicates the inertia weight, g represents the best particle among all particles in the population, and Vmax is the maximum velocity for the particles in each dimension. Vmax is applied, if the total number of elements on the right side of the equation exceeds a predetermined fixed value.

\[
V_i(t+1) = w \cdot V_i(t) + c_1 \cdot r_1(t) \cdot |P_i(t) - X_i(t)| + c_2 \cdot r_2(t) \cdot |g - X_i(t)| + V_{max}
\]

\[
X_i(t+1) = X_i(t) + V_i(t+1)
\]

Fig. 1. Particle swarm optimization equation.

V. METHODOLOGY

This section presents a summary of the methodology used to conduct sentiment analysis of drug reviews using PSO for feature selection, as illustrated in Fig. 2.

A. Data Cleaning and Pre-processing

Prior to analysing the collected text data, data cleaning and text pre-processing steps were implemented to obtain satisfactory results. Data pre-processing involved the removal of words that did not help convey the meaning of the text, or were deemed unnecessary, thereby, enhancing the efficacy of the search for valuable words in each sentence [4]. To create a standardised dataset, several pre-processing techniques were applied, including correcting misspelled words, tokenisation, removing stop words, segmentation, and part-of-speech tagging.

Datasets to be analysed need to undergo pre-processing because reviews are typically written by non-experts in the field of language and could contain various errors, such as spelling mistakes, incorrect use of capital letters, punctuation errors, and grammatical errors. These errors can negatively impact the accuracy and effectiveness of sentiment analysis models, which rely on clean and standardised datasets. By applying pre-processing techniques, the datasets can be cleaned and standardised to make them more suitable for sentiment analysis [4], [24].

In this study, drug review datasets were cleaned and pre-processed by excluding all blank reviews, HTML tags, and spacing. Capitalisation of words and punctuations were verified, words were checked for errors, such as grammar and spelling, and paragraphs were segmented into sentences. This process was performed using Microsoft Word and Microsoft Excel software. Fig. 3 shows an example of the reviews before and after undergoing the cleaning and pre-processing process.

![Fig. 2. The methodology of the study.](image)

![Fig. 3. An example of a cleaned and pre-processed review.](image)
The figure shows a sentence that contains HTML code syntax “&amp;#039;,” which represents the apostrophe symbol. This syntax was removed and replaced with the full-form word. There were also capitalisation errors, such as “NO” and “Side Effect,” as well as a spelling error in the word “Effect,” with an extra “f.” After completing the cleaning process, part-of-speech tagging was conducted on each sentence to identify the features and sentiment words in the text.

B. Feature Extraction and Sentiment Word Identification

The identification of pertinent information from textual data through feature extraction is of utmost importance in sentiment classification, as it can inevitably affect the model’s performance [25]. The extraction of important terms from a dataset is known as feature extraction [24]. This approach seeks to select significant data that encompass the most important features of the text [25]. This study employed the TextBlob library, which is a Python-based tool that utilises the Natural Language Toolkit (NLTK) to conduct Natural Language Processing (NLP) tasks and to evaluate sentiment polarity. The library’s noun phrase extraction capabilities and sentiment analyser were used to extract all feature and sentiment words from the datasets.

C. Feature Selection

The first step in constructing a classification model is to detect relevant features within the dataset [2], [21]–[23]. The extracted features would then undergo data transformation from text data into feature vectors. Sentiment analysis is utilised for its emphasis on text documents, since a classifier cannot understand or interpret a text directly.

Consequently, it is necessary to transform textual documents into a format recognisable by a computer, with the Vector Space Model being the preferred technique to accomplish this. Term frequency-inverse document frequency (TF-IDF) was used in this study, as it is one of the most basic methods of conveying features through term count [26]. This model employed a vector space representation of the documents in the dataset, wherein the dimensions of the vector corresponded to the features selected from the dataset [27]. The data objects can be expressed as feature vectors in the feature space. Feature selection will then identify and remove non-essential features from a set of features to improve the classification accuracy, while reducing the feature space dimensionality [28]. In this study, PSO was chosen as a feature selection method to obtain the optimum subset of features.

D. Sentiment Classification

Sentiment classification is a crucial subfield of sentiment analysis, which entails the identification and categorisation of emotions conveyed in a textual data, including reviews and tweets. The primary objective of sentiment classification is to classify texts into various categories based on their subjective information, which typically include positive and negative sentiments [29]. In this study, feature and sentiment words were obtained feature extraction and sentiment word identification section. They underwent manual reviews in conjunction with the datasets to ascertain their conformity with the contextual information presented in the data collection.

E. Testing and Evaluation

The testing and evaluation procedure involved measuring how well the feature and sentiment words were related to one another. This procedure was performed to evaluate the ability of the proposed algorithm to detect and acquire dependable features along with correct sentiments. The efficacy of the proposed method is evaluated based on the following four metrics: precision, recall, F1-score, and accuracy using the measures shown in Table II:

- True Positive (TP) denotes correctly identified positive reviews.
- True Negative (TN) denotes correctly identified negative reviews.
- False Positive (FP) denotes positive reviews incorrectly identified as negative.
- False Negative (FN) denotes negative reviews incorrectly identified as positive.

<table>
<thead>
<tr>
<th>TABLE II. CONFUSION MATRIX</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual Positive</td>
</tr>
<tr>
<td>Actual Negative</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

Precision = TP ÷ (TP + FP)  \hspace{2cm} (1)  
Recall = TP ÷ (TP + FN) \hspace{2cm} (2)  
F1 = (2 × Precision × Recall) ÷ (Precision + Recall) \hspace{2cm} (3)  
Accuracy = (TP + TN) ÷ (TP + TN + FP + FN) \hspace{2cm} (4)  

VI. EXPERIMENTS

This section summarises the drug review datasets obtained from the University of California Irvine (UCI) machine learning repository, along with the methodology employed for feature selection. Specifically, this study has introduced PSO as the primary feature selection technique, with Ant Colony Optimization (ACO) and Genetic Algorithm (GA) as the benchmarks.

A. Datasets

In this study, 1,229 drug reviews from druglib.com were analysed for several conditions, such as diabetes, high blood pressure, heart attack, etc. The datasets contained patient feedback on medications, information on associated conditions, and a patient rating of 10 stars, which reflected the overall patient happiness. Data were gathered by crawling the pharmaceutical review website, Drugs.com. The datasets utilised in this study were stratified into two distinct polarity levels based on review ratings, namely, positive (class 1, rating ≥ 5) and negative (class -1, rating ≤ 5), as previously defined in [30]. These datasets comprised a total of 719 positive reviews and 509 negative reviews, representing a valuable resource for training and evaluating sentiment classification models. These datasets were then divided into 10 sets. The first set includes 10% of the overall features, while the second set contains 20% and so on, as shown in Table III. Using a stratified random
sampling method, 70% and 30% of the datasets were put aside for training and testing.

The distribution of the two classes is illustrated in Fig. 4, with approximately 41% of the reviews having a negative polarity (class -1) and 59% having a positive polarity (class 1).

![Class distribution of drug review datasets.](image)

**Fig. 4. Class distribution of drug review datasets.**

### B. Baseline Algorithms

Due to their proven effectiveness in improving the performance of sentiment analysis [31]–[33], the ACO and GA were chosen as the baseline algorithms for the PSO algorithm in this study. The aim was to compare the performance of PSO against these algorithms in identifying an optimal feature subset for the sentiment analysis of drug reviews.

#### TABLE III. SUMMARY OF TOTAL FEATURES AND REVIEWED SENTENCES IN EACH DRUG REVIEW DATASET

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Total Features</th>
<th>Total of Reviewed Sentences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set 1</td>
<td>83</td>
<td>398</td>
</tr>
<tr>
<td>Set 2</td>
<td>167</td>
<td>583</td>
</tr>
<tr>
<td>Set 3</td>
<td>250</td>
<td>762</td>
</tr>
<tr>
<td>Set 4</td>
<td>334</td>
<td>923</td>
</tr>
<tr>
<td>Set 5</td>
<td>417</td>
<td>1030</td>
</tr>
<tr>
<td>Set 6</td>
<td>501</td>
<td>1135</td>
</tr>
<tr>
<td>Set 7</td>
<td>584</td>
<td>1231</td>
</tr>
<tr>
<td>Set 8</td>
<td>668</td>
<td>1329</td>
</tr>
<tr>
<td>Set 9</td>
<td>751</td>
<td>1417</td>
</tr>
<tr>
<td>Set 10</td>
<td>835</td>
<td>1506</td>
</tr>
</tbody>
</table>

### C. Experimental Setups

The aim of the present study was to evaluate the efficacy of the proposed algorithm through a series of experiments designed to compare its performance with existing algorithms in the field. The experiments were conducted on a computer system equipped with an Apple M2 processor and 16 GB of RAM, which provided sufficient computational power and memory capacity to perform the required tasks. The high processing power and ample memory capacity of this machine facilitated the efficient execution of experiments and reliable collection of data. The proposed PSO algorithm was implemented using Python and was run on the Jupyter Notebook, while the ACO and GA algorithms were executed using an established algorithm in WEKA on the same machine.

### VII. Analysis of Results

Table IV lists the PSO parameters that have been employed to identify the optimal parameter configuration that would yield a sentiment analysis model with superior performance based on the test set. The testing was performed to evaluate the ability of the PSO algorithm to produce a feature subset that was both significant and non-redundant, aiming to determine the most optimal feature set. The effectiveness of the proposed algorithm was measured using several performance metrics, namely, precision, recall, accuracy, and F-score, as elaborated in testing and evaluation section.

#### TABLE IV. PSO PARAMETER SETTING

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acceleration Coefficients, c1 &amp; c2</td>
<td>2</td>
</tr>
<tr>
<td>Inertial weight, w</td>
<td>1</td>
</tr>
<tr>
<td>Population Size</td>
<td>20</td>
</tr>
<tr>
<td>Iteration</td>
<td>20</td>
</tr>
<tr>
<td>Fitness</td>
<td>1</td>
</tr>
</tbody>
</table>

Table V presents the experimental outcomes of the proposed PSO algorithm, along with the compared algorithms (ACO and GA) based on the performance metrics (precision, recall, F-score, and accuracy). These results indicated that PSO outperformed ACO and GA in most of the datasets, with an average of 49.3% for precision, 73.6% for recall, 59% for F-score, and 57.2% for accuracy.

Fig. 5 to Fig. 9 show the performance evaluation of PSO compared to ACO and GA for feature selection in sentiment analysis based on precision, recall, F-score, and accuracy. The results showed that PSO outperformed both ACO and GA in terms of the average precision, recall, F-score, and accuracy. The average precision of PSO was 49.3%, which was higher than ACO with 46.4% and GA with 46.2%. Similarly, the average recall of PSO was 73.6%, which was higher than ACO with 71.5% and GA with 70.5%.

The experimental results listed in Table VI show that PSO has selected a higher number of features on average (197) compared to ACO (111) and GA (112). The table also shows that PSO was more efficient in selecting relevant features, as evidenced by its superior performance in terms of precision, recall, F-score, and accuracy. Therefore, the higher number of selected features by PSO can be attributed to its ability to identify and retain more relevant features, which ultimately improved its classification performance.
### TABLE V. The Results of ACO, GA, and PSO Based on Performance Metrics (Precision, Recall, F-Score, and Accuracy) on Drug Review Datasets

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Score</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ACO</td>
<td>GA</td>
<td>PSO</td>
<td>ACO</td>
</tr>
<tr>
<td>Set 1</td>
<td>42.9</td>
<td>46.7</td>
<td>49.4</td>
<td>60.0</td>
</tr>
<tr>
<td>Set 2</td>
<td>48.7</td>
<td>43.6</td>
<td>45.3</td>
<td>75.3</td>
</tr>
<tr>
<td>Set 3</td>
<td>49.2</td>
<td>43.8</td>
<td>47.1</td>
<td>75.3</td>
</tr>
<tr>
<td>Set 4</td>
<td>44.5</td>
<td>49.2</td>
<td>51.2</td>
<td>70.1</td>
</tr>
<tr>
<td>Set 5</td>
<td>48.4</td>
<td>44.5</td>
<td>48.9</td>
<td>74.8</td>
</tr>
<tr>
<td>Set 6</td>
<td>44.5</td>
<td>46.2</td>
<td>49.8</td>
<td>72.6</td>
</tr>
<tr>
<td>Set 7</td>
<td>50.2</td>
<td>51.8</td>
<td>51.7</td>
<td>71.6</td>
</tr>
<tr>
<td>Set 8</td>
<td>45.1</td>
<td>43.2</td>
<td>52.4</td>
<td>72.4</td>
</tr>
<tr>
<td>Set 9</td>
<td>43.3</td>
<td>45.5</td>
<td>48.2</td>
<td>70.9</td>
</tr>
<tr>
<td>Set 10</td>
<td>47.5</td>
<td>47.4</td>
<td>49.0</td>
<td>72.4</td>
</tr>
<tr>
<td>Average</td>
<td>46.4</td>
<td>46.2</td>
<td>49.3</td>
<td>71.5</td>
</tr>
</tbody>
</table>

### TABLE VI. Average Performance and Selected Features for ACO, GA, and PSO on Drug Review Datasets

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Score</th>
<th>Accuracy</th>
<th>Number of features</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ACO</td>
<td>GA</td>
<td>PSO</td>
<td>ACO</td>
<td>GA</td>
</tr>
<tr>
<td>Set 1</td>
<td>42.9</td>
<td>46.7</td>
<td>49.4</td>
<td>60.0</td>
<td>68.3</td>
</tr>
<tr>
<td>Set 2</td>
<td>48.7</td>
<td>43.6</td>
<td>45.3</td>
<td>75.3</td>
<td>64.1</td>
</tr>
<tr>
<td>Set 3</td>
<td>49.2</td>
<td>43.8</td>
<td>47.1</td>
<td>75.3</td>
<td>68.4</td>
</tr>
<tr>
<td>Set 4</td>
<td>44.5</td>
<td>49.2</td>
<td>51.2</td>
<td>70.1</td>
<td>71.3</td>
</tr>
<tr>
<td>Set 5</td>
<td>48.4</td>
<td>44.5</td>
<td>48.9</td>
<td>74.8</td>
<td>72.0</td>
</tr>
<tr>
<td>Set 6</td>
<td>44.5</td>
<td>46.2</td>
<td>49.8</td>
<td>72.6</td>
<td>72.2</td>
</tr>
<tr>
<td>Set 7</td>
<td>50.2</td>
<td>51.8</td>
<td>51.7</td>
<td>71.6</td>
<td>73.7</td>
</tr>
<tr>
<td>Set 8</td>
<td>45.1</td>
<td>43.2</td>
<td>52.4</td>
<td>72.4</td>
<td>68.3</td>
</tr>
<tr>
<td>Set 9</td>
<td>43.3</td>
<td>45.5</td>
<td>48.2</td>
<td>70.9</td>
<td>73.6</td>
</tr>
<tr>
<td>Set 10</td>
<td>47.5</td>
<td>47.4</td>
<td>49.0</td>
<td>72.4</td>
<td>72.9</td>
</tr>
<tr>
<td>Average</td>
<td>46.4</td>
<td>46.2</td>
<td>49.3</td>
<td>71.5</td>
<td>70.5</td>
</tr>
</tbody>
</table>

![Fig. 5](image1.png)  Precision results for ACO, GA, and PSO on drug review datasets.

![Fig. 6](image2.png)  Recall results for ACO, GA, and PSO on drug review datasets.
This study has shown that PSO was a highly effective algorithm for feature selection in sentiment analysis. The results showed that PSO outperformed the other two algorithms, demonstrating the highest level of performance. In these experiments, the parameters were set up appropriately to ensure the validity of the results. However, these experiments were not intended to determine the optimality of the selected parameter values for PSO in the feature selection process of sentiment analysis. Consequently, further research is needed to investigate the optimal parameter values for PSO in this specific application domain. Additional experiments are also required to obtain accurate parameter settings for PSO in feature selection for sentiment analysis to enhance its performance and accuracy in this context.

The experimental results indicated that PSO possessed the capability to produce high-quality feature subsets, which increased the classification accuracy of the sentiment analysis model. This algorithm explored the vast search space of possible feature subsets to identify the most relevant and discriminative features, while discarding redundant or irrelevant ones. The global optimization capabilities of PSO ensured that the algorithm was able to converge the optimal solution, which further enhanced the quality of the selected feature subset. Therefore, the empirical evidence has shown that PSO was a highly effective method for feature selection, since it was capable of producing feature subsets that could improve the classification accuracy of a variety of applications.

VIII. CONCLUSION

This paper presents a novel approach that utilised the PSO algorithm for feature selection in drug reviews, with the objective of improving the performance of the sentiment analysis model. To verify the efficacy of the proposed approach, three feature selection methods were employed to compare the results obtained from drug review datasets. The results showed that PSO provided a better classification performance than GA and ACO in most datasets. PSO was both simple to use and well-known for accelerating convergence, since all particles learned from the global best, which was the current best value achieved by any particle in its neighbourhood. The results have also indicated that these techniques could yield favourable outcomes in acquiring the optimal feature subset. However, in a complex optimization, PSO could suffer from premature convergence. There is a scope for further research into the use of PSO for sentiment analysis in other domains, such as social media and customer reviews. Additionally, the combination of PSO with other optimization techniques, such as genetic algorithms or k-nearest neighbour algorithms could further improve the accuracy of sentiment analysis algorithms.
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Abstract—The prediction of breast cancer recurrence is a crucial problem in cancer research that requires accurate and efficient prediction models. This study aims to compare the performance of different machine learning techniques in predicting types of breast cancer recurrence. In this study, the performance of logistic regression, decision tree, K-Nearest Neighbors, and artificial neural network algorithms was compared on a breast cancer recurrence dataset. The results show that the artificial neural network algorithm outperformed the other algorithms with 91% accuracy, followed by the decision tree (DT) algorithm and K-Nearest Neighbors (kNN) also performed well with accuracies of 90.10% and 88.20%, respectively, while the logistic regression algorithm had the lowest accuracy of 84.60%. The results of this study provide insight into the effectiveness of different machine learning techniques in predicting types of breast cancer recurrence and could guide the development of more accurate prediction models.

Keywords—Breast cancer; machine learning; recurrence prediction; classification multi-classes; logistic regression; decision tree; K-Nearest Neighbors; artificial neural network

I. INTRODUCTION

Breast cancer is one of the most common types of cancer in women worldwide, with approximately 2.3 million new cases diagnosed in 2020 alone [1]. Although treatment options for breast cancer have advanced significantly in recent years, thanks to improved surgical techniques, chemotherapy and radiation therapy, the risk of recurrence remains a significant concern for patients and their clinicians.

Recurrence of breast cancer can occur in a variety of forms, including local, regional and distant recurrence. Local recurrence is when the cancer recurs in the same area where it was initially treated, while regional recurrence is when the cancer recurs in the lymph nodes of the axillary or supraclavicular region [2]. Distant metastases are when the cancer spreads to distant organs such as the lungs, liver, or bone. Each type of recurrence has its own clinical characteristics and treatment considerations, which makes customization of treatment particularly important for each patient.

In recent years, there has been increasing interest in developing predictive models that can accurately identify the likelihood of different types of breast cancer recurrence, allowing for more personalized treatment plans and better patient outcomes [3]–[9]. Predictive models are based on a variety of factors, such as the characteristics of the initial cancer, the patient's age, the stage of the cancer and the type of treatment received. Tools such as the Online Recurrence Score (OncoType DX) [10], Metastatic DNA Prognosis Score (MammaPrint) [11], and Molecular Profiling Signature Score (EndoPredict) are available to help clinicians assess the risk of recurrence in patients with breast cancer [12]. These predictive models can help clinicians decide whether a patient requires adjuvant chemotherapy, radiation therapy, or hormone therapy, or whether she should simply be monitored closely. This can help avoid unnecessary treatment and reduce potentially harmful side effects of treatment.

In this paper, a multi-classification model is proposed, with the aim of producing predictions about the types of recurrence in breast cancer patients. This model is based on several important parameters, such as initial TNM status of the tumor, estrogen and progesterone receptors (ER, PR), HER2 expression levels, and previous treatments received by the patients. Additionally, new variables such as physical activity, diet type, and post-treatment psychology are incorporated to improve risk assessment and patient management. Indeed, previous research has demonstrated the importance of considering psychological and behavioral aspects of patients to better predict the risk of recurrence.

In the second section of this article, the predictive variables included in the model will be presented. A description of various data coding techniques such as data collection, preprocessing, cleaning, and transformation of the pathological, biological, and clinical dataset will be provided in the third section. The fourth section will explain the proposed multi-classification technique, including Logistic Regression (LR), K-Nearest Neighbors (kNN), Decision Tree (DT), and Neural Network (NN). Finally, the performance of the proposed model in predicting recurrence types for breast cancer patients will be evaluated.
II. MATERIALS AND METHODS

A. Data Collection
Clinical and pathological data were collected from electronic medical records of patients treated for breast cancer between 2015 and 2022 at a single center in the Meknes, Morocco. The dataset included 1189 patients who underwent surgery, radiation therapy, and/or chemotherapy - the follow-up of at least 60 months.

The dataset included 19 features, including tumor size, age, hormone receptor status, histological grade, lymph node status, human epidermal growth factor receptor 2 (HER2) status, progesterone receptor (PR) status, estrogen receptor (ER) status, chemotherapy, Targeted therapies, radiation therapy, hormonotherapy, healthy eating, physical activity, type of psychosocial stress and type of recurrence. The important factors of our study are outlined in Table I.

B. Data Preprocessing
In this study, the data set was preprocessed to handle missing values, categorical variables, and feature selection. The Python programming language and the Pandas library were used to preprocess the data, as well as to analyze the medical records of cancer patients to identify factors associated with cancer recurrence. Several preprocessing techniques were used to prepare the data for machine learning, as shown in Fig. 1. First, missing or invalid values were verified and replaced where appropriate. Second, the categorical variables were recoded such as ‘POSTMENOPAUSAL’ and ‘CHEMIOThERAPY (ANTHRAcLYCLINES / TAXANE), ‘TYPE OF PSYCHOSOCIAL STRESS’ into numeric variables for easy analysis. The 'LYMPH_NODES' variable was also transformed into an ordinal variable, assigning values from 0 to 3 to represent the different levels of lymph node involvement. Additionally, variables such as AGE_DIAGNOSIS, TUMOR_SIZE, and KI67 were scaled into a common range to avoid bias in the analysis. Then, one-hot encoding was employed to convert categorical variables such as 'HER2,' 'ER,' 'PR,' 'SURGERY_TYPE,' 'TARGETED THERAPIES,' 'RADIOTHERAPY,' 'HEALTHY EATING,' and 'PHYSICAL ACTIVITY' into binary variables to enhance model accuracy. Fourth, a new target ordinal variable representing types of breast cancer recurrence (No, local, regional, or distant) was created, as shown in Table I.

Finally, feature screening was performed to identify the most important variables in predicting types of breast cancer recurrence. This reduced the dimensionality of the data improved the efficiency of the analysis.

<table>
<thead>
<tr>
<th>Variable_Name</th>
<th>Code or Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>AGE_DIAGNOSIS</td>
<td>≤ 25; 25 to 35; 36-45; 46 ≥ years old</td>
</tr>
<tr>
<td>POSTMENOPAUSAL</td>
<td>0 = &quot;No&quot; ; 1 ≥ 50)</td>
</tr>
<tr>
<td>TUMOR_SIZE</td>
<td>≤2 ; 3-4 ; ≥5</td>
</tr>
<tr>
<td>LYMPH_NODES</td>
<td>0 = &quot;No&quot; ; 1 = &quot;1-3&quot; ; 2 = &quot;4-9&quot; ; 3 = &quot;0-9&quot;</td>
</tr>
<tr>
<td>TUMOUR_GRADE</td>
<td>1 : 2 or 3</td>
</tr>
<tr>
<td>HER2</td>
<td>0 ; 1</td>
</tr>
<tr>
<td>ER</td>
<td>0 ; 1</td>
</tr>
</tbody>
</table>

Fig. 1. The typical data mining procedure used in this study.
C. Machine Learning Models

The forms of recurrence in breast cancer patients were categorized into classes in this study using classification models based on demographic, biopsychological, and clinical traits. Fig. 2 depicts the complete experimentation procedure.

![Model machine learning use.](image)

In this paper, the performance of four machine learning techniques was compared: logistic regression, decision tree, K-Nearest Neighbors, and artificial neural network. The Python programming language and the Scikit-learn library were used to implement the models. The models were trained and tested using a 10-fold cross-validation method [13].

1) Artificial neural networks: Artificial neural networks are a machine learning technique based on the architecture of interconnected neurons inspired by the functioning of the human brain [14]. They are very useful in multi-class classification, where several categories are to be predicted. In the case of recurrence in breast cancer patients, neural networks can be used to predict whether a patient is likely to experience a recurrence of the disease.

Once the data is prepared, the neural network model is constructed. It can consist of several layers of neurons, each with a specific number of neurons. The input layer is the one that receives the input data, while the output layer is the one that gives the classification results [15]. The intermediate layers are called hidden layers and are responsible for learning the relationships between the input features and the output classes.

The learning process is done using a gradient backpropagation algorithm, which calculates the gradients of the loss function with respect to the model weights and adjusts the weights to minimize the loss function [16]. The loss function can be a cross-entropy, which measures the distance between the model predictions and the actual classes.

2) Logistic regression: Logistic regression is a statistical technique commonly used in modeling binary data, where the dependent variable can take only two possible values[17]. However, it is possible to apply logistic regression to multi-class classification problems, such as the classification of recurrence types in breast cancer patients.

To use logistic regression in this context, there are several approaches. One is to apply multinomial logistic regression, which models the probability of each class of recurrence. In this case, the model will produce several equations for each class that describe the relationships between the input variables and the probabilities of each class.

Another approach was used, binary logistic regression for each recidivism class, treating each class as a separate binary variable. In this case, several logistic regression models must be fitted for each recurrence class, and the final class for each patient is determined based on the probabilities predicted by each model.

3) K-Nearest Neighbors (K-NN): K-Nearest Neighbors (K-NN) is a classification algorithm used to predict the category of a new sample based on the training data samples closest to that sample[18]. In the case of multi-class classification of recurrence types in breast cancer patients, the K-NN algorithm can be used to predict whether a given patient is likely to experience local recurrence, distant recurrence, simultaneous local and distant recurrence, or no recurrence. The above steps can be applied after preprocessing the data as follows:

- **Distance definition:** the distance can be calculated using Euclidean distance or other distance measures appropriate for the types of variables used.

- **Determining the K number:** the K value can be chosen by cross-validation using different values for K and choosing the one that gives the best performance.

- **Category prediction:** once the closest data samples have been identified, the majority of their categories can be used to predict the most likely recurrence category for the patient.

4) Decision tree: A decision tree can be an effective tool for multiclass classification of recurrence types in breast cancer patients[19]. The decision tree is a machine learning model that progressively divides a dataset into smaller subsets based on specific criteria, until each subset can no longer be divided. Each division of the dataset is based on a specific variable, which can be a continuous or categorical variable. At the end of the process, the decision tree provides a set of decision rules that can be used to predict the target classes.

D. Performance Indicators

In this study, the performance of each model was evaluated using the confusion matrix to calculate the following metrics: precision, sensitivity, specificity, and AUC-ROC.

1) **Confusion matrix:** A multiclass confusion matrix is used to evaluate the performance of a classification model that predicts classes belonging to more than two categories. In this case, assuming that the four classes are: "No recurrence," "Local recurrence," "Loco-regional recurrence," and "Remote recurrence," the confusion matrix will look like this, as shown in Table II.
In this confusion matrix, TP stands for True Positives, TN stands for True Negatives, FP stands for False Positives and FN stands for False Negatives [20].

- True Positives (TP): The model correctly predicted the recurrence class for breast cancer patients who actually had a recurrence of that type.
- True Negatives (TN): The model correctly predicted the "No Recurrence" class for breast cancer patients who did not experience a recurrence.
- False Positives (FP): The model incorrectly predicted that a patient had a recurrence, when in fact there was no recurrence.
- False Negatives (FN): The model incorrectly predicted that there was no recurrence for a patient who actually had a recurrence.

The Sum of each row and column gives us useful statistics to evaluate the performance of the model, including:

Accuracy (1) is the proportion of the total number of correct predictions made by the model divided by the total number of predictions made by the model. It is typically represented as a percentage and is one of the most commonly used performance metrics for classification models [21]. The formula for accuracy is:

\[
\text{Overall Accuracy} = \frac{\sum_{i=1}^{N} \sum_{k=1}^{K} c_{ki}}{\sum_{i=1}^{N} \sum_{k=1}^{K} c_{ki} + FN_{class}}
\] (1)

Sensitivity (or recall) (2) for each class, which measures the proportion of true positives among all true positive cases of this class.

\[
\text{Recall}_{class} = \frac{TP_{class}}{TP_{class} + FN_{class}}
\] (2)

Specificity (3) for each class, which measures the proportion of true negatives among all the true negative cases in that class is given as,

\[
\text{Specificity}_{class} = \frac{TN_{class}}{FP_{class} + TN_{class}}
\] (3)

Precision (4) for each class, which measures the proportion of true positives among all predicted positive cases in that class is given as,

\[
\text{Precision}_{class} = \frac{TP_{class}}{TP_{class} + FP_{class}}
\] (4)

F1-Score (5) for each class, which is a measure of the combined accuracy and sensitivity is measured as,

\[
F1 - \text{Score} = \frac{2 * TP_{class}}{2 * TP_{class} + FN_{class} + FP_{class}}
\] (5)

2) The Roc and AUC curve: Receiver Operating Characteristic (ROC) and Area Under the Curve (AUC) curves are commonly used evaluation tools in binary classification to assess the performance of classification models [22].

In the case of four-class classification of recurrence types in breast cancer patients, these curves can be used to evaluate the ability of a classification model to distinguish between different types of recurrence.

The ROC curve plots the true-positive rate (sensitivity) against the false-positive rate (1 - specificity) for different classification cut-off values. The AUC represents the area under the ROC curve and measures the overall ability of the model to discriminate between classes. The closer the AUC is to 1, the better the performance of the classification model.

In the case of four-class classification, several ROC curves can be plotted for each class. The overall performance of the model can be evaluated by calculating a weighted average of the AUC for each class.

Using these curves, physicians and researchers can evaluate the performance of classification models and select the best model for predicting recurrence types in breast cancer patients.

III. RESULTS

A. Analysis of Result

The study evaluated the performance of four classification algorithms - Neural Network, Decision Tree, kNN, and Logistic Regression - in predicting the type of recurrence in breast cancer. The evaluation metrics used to assess the performance of these algorithms were AUC, CA (Classification Accuracy), F1 score, Precision, Recall, and Specificity. The variables used to predict the type of recurrence were age at diagnosis of breast cancer, primary tumor size (TS), postmenopausal status, number of involved axillary lymph nodes, histological grade of the tumor, type of surgery, cellular marker of proliferation (Ki67),PR status, ER status, HER2 status, healthy eating, physical activity, type of psychosocial stress. Including these variables improved the performance of the classification algorithms. The study used 10-fold cross-validation to ensure that the results were representative and not overfit to the data, see Table III.

Table III provides the results of four different classification algorithms (A, B, C and D) for four classes (0000, 0100, 0010 and 0001). The columns represent the predictions of the algorithms and the rows represent the actual classes. The values in the cells indicate the number of times each class was predicted for each actual class.

For Algorithm A (neural network), it correctly predicted class 0000 for 904 times, class 0100 for 105 times, class 0010 for 24 times and class 0001 for 49 times. There are 107 incorrect predictions in total for algorithm A.
For Algorithm B (decision tree), it correctly predicted class 0000 for 904 times, class 0100 for 99 times, class 0010 for 27 times and class 0001 for 41 times. There are 118 incorrect predictions in total for algorithm B.

For Algorithm C (kNN), it correctly predicted class 0000 for 900 times, class 0100 for 110 times, class 0010 for 17 times and class 0001 for 22 times. There are 140 incorrect predictions in total for algorithm C.

For Algorithm D (logistic regression), it correctly predicted class 0000 for 903 times, class 0100 for 63 times, class 0010 for 8 times and class 0001 for 32 times. There are 183 incorrect predictions in total for algorithm D.

Looking at the overall results, it is evident that Algorithm A gave the best result with the least number of incorrect predictions, while Algorithm D gave the worst result with the highest number of incorrect predictions. The other algorithms (B and C) gave intermediate results. However, further analysis of the data, including measures of precision, recall, and F1-score for each class, would be required to provide a more complete and accurate assessment of the performance of the algorithms.

### TABLE III. Multi-Class Confusion Matrix of the Applicable Classification Models

<table>
<thead>
<tr>
<th>Model</th>
<th>A : Neural Network - Classifier</th>
<th>B : Decision Tree - Classifier</th>
<th>C : kNN – Classifier</th>
<th>D : Logistic Regression – Classifier</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predicted</td>
<td>0000</td>
<td>0100</td>
<td>0010</td>
<td>0001</td>
</tr>
<tr>
<td>Current</td>
<td>0000</td>
<td>904</td>
<td>7</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>0100</td>
<td>7</td>
<td>105</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>0010</td>
<td>23</td>
<td>1</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>0001</td>
<td>6</td>
<td>21</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>∑</td>
<td>940</td>
<td>134</td>
<td>40</td>
</tr>
</tbody>
</table>

### TABLE IV. Performance Metrics of Machine Learning Models

<table>
<thead>
<tr>
<th>Model</th>
<th>AUC</th>
<th>CA</th>
<th>F1</th>
<th>Precision</th>
<th>Recall</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neural Network</td>
<td>0.976</td>
<td>0.910</td>
<td>0.907</td>
<td>0.905</td>
<td>0.910</td>
<td>0.887</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>0.899</td>
<td>0.901</td>
<td>0.898</td>
<td>0.897</td>
<td>0.901</td>
<td>0.863</td>
</tr>
<tr>
<td>kNN</td>
<td>0.934</td>
<td>0.882</td>
<td>0.868</td>
<td>0.873</td>
<td>0.882</td>
<td>0.778</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>0.941</td>
<td>0.846</td>
<td>0.826</td>
<td>0.822</td>
<td>0.846</td>
<td>0.652</td>
</tr>
</tbody>
</table>

Based on the table, we can see that the neural network model has the highest AUC (0.976) and the highest classification accuracy (0.910). It also has high precision (0.905), high recall (0.910), and high specificity (0.887), indicating that it performs well in both detecting positive instances and avoiding false positives and false negatives.

The decision tree model has a lower AUC (0.899) and classification accuracy (0.901) than the neural network, but still performs relatively well. It has a similar F1 score (0.898) and precision (0.897) to the neural network, but slightly lower recall (0.901) and specificity (0.863).

The kNN model has a lower AUC (0.934) and classification accuracy (0.882) than both the neural network and decision tree models. It has a lower F1 score (0.868) and precision (0.873) than the other two models, but a similar recall (0.882) and lower specificity (0.778).

The logistic regression model has the lowest AUC (0.941) and classification accuracy (0.846) of all the models. It also has the lowest F1 score (0.826), precision (0.822), recall (0.846), and specificity (0.652). This suggests that the logistic regression model may not be as effective at distinguishing between the positive and negative classes and may have a higher rate of false positives and false negatives than the other models.

### C. ROC and AUC Curve

Knowing the associated Receiver Operating Characteristic (ROC) curve, True Positive Rate (TPR), and False Positive Rate (FPR) is important when evaluating the performance of classification models. In this study, it can be concluded that all machine learning classifiers predict with >89% accuracy on the type of recurrence in Boobs cancer patients, this shows that these classification algorithms work well to classify different types of recurrence. Using the following iteration type codes (0000 - 0100 - 0010 - 0001), the neural network obtained the maximum AUC (area under the curve) of the ROC (see Figure 3).

In the curve cube graph (Fig. 3), there are four ROC curves, each representing the performance of a different classifier for a different class. The classifiers include a neural network, a decision tree, logistic regression, and K-Nearest Neighbors (KNN).
For class code "0000," which represents non-recurrence, the ROC curve shows that the neural network and logistic regression have the highest sensitivity (TP rate) of 0.8, while the decision tree and KNN have a sensitivity of 0.6. The false positive rate (FP rate) is relatively low across all classifiers, indicating that they have good specificity.

For class code "0100," which represents local recurrence, the ROC curve shows that the neural network has the highest sensitivity of 0.6, followed by the decision tree and logistic regression with a sensitivity of 0.4, and KNN with a sensitivity of 0.2. The false positive rate is relatively high for all classifiers, indicating that they have poor specificity.

For class code "0010," which represents loco-regional recurrence, the ROC curve shows that the neural network and logistic regression have the highest sensitivity of 0.8, followed by the decision tree with a sensitivity of 0.6, and KNN with a sensitivity of 0.4. The false positive rate is relatively low for all classifiers, indicating that they have good specificity.

For class code "0001," which represents distant recurrence, the ROC curve shows that the neural network has the highest sensitivity of 1, followed by logistic regression with a sensitivity of 0.6, the decision tree with a sensitivity of 0.4, and KNN with a sensitivity of 0.2. The false positive rate is relatively high for all classifiers, indicating that they have poor specificity.

Overall, the ROC curves in the curve cube graph demonstrate that the neural network and logistic regression classifiers perform better than the decision tree and KNN classifiers, particularly for classes that are more difficult to classify, such as local recurrence and distant recurrence. The curve cube graph is a useful visualization tool for comparing the performance of multiple classifiers for different classes in a multi-class classification problem.

IV. DISCUSSION

This paper presents four different types of classifiers (neural network, decision tree, kNN, and logistic regression) for predicting recurrence type in breast cancer patients. The classifiers were evaluated for their ability to correctly predict recurrence type (0000, 0100, 0010, or 0001) for a data set of 1189 patients. The results show that the neural network classifier performed the best, correctly predicting recurrence type with an overall accuracy of 91%. The decision tree classifier was the second best performer with an accuracy of 90.1%, followed by kNN with 88.2% and logistic regression with 84.6%.

Indeed, the article also points out that incorporating biopsychological variables into recidivism prediction studies is important for improving understanding of recidivism risk in individual patients. This may lead to more personalized treatment decisions and better monitoring after initial treatment. In addition, regular psychological and social assessments can help identify patients who need additional support to improve their quality of life and overall well-being.

These findings underscore the importance of considering not only medical factors, but also psychological and social factors in the management of breast cancer. By incorporating these factors into clinical decision making, physicians can improve the quality of care for breast cancer patients.

Overall, the results of this study indicate that these classifiers can be used to accurately predict the type of recurrence in breast cancer patients. However, further studies are needed to confirm the effectiveness of these models and determine their utility in clinical practice. Nevertheless, this study is an important contribution to the field of medical research, as it shows the potential of machine learning techniques to improve outcomes for cancer patients.

A. Limitations

Validation of our results using other datasets would be necessary to generalize our findings to other populations. Additionally, our study focused only on predicting the type of breast cancer recurrence and did not consider other factors such as disease-free survival or overall survival. Further studies may investigate the potential use of machine learning techniques to predict these outcomes.

V. CONCLUSION

The study used a dataset of 1189 patients with breast cancer and applied various machine learning techniques, including logistic regression, decision tree, K-Nearest Neighbors and artificial neural network, to predict the type of recurrence. The results showed that the artificial neural network outperformed the other models in terms of accuracy, precision, recall, and F1-score.

The high performance of the artificial neural network can be attributed to its ability to capture complex non-linear relationships between the features and the target variable. The logistic regression model, which is a linear model, achieved a lower performance than the other models, indicating that non-linear relationships exist between the features and the target variable.
The findings of this study have significant implications for breast cancer patients and clinicians. Accurate prediction of the type of recurrence can help to guide treatment decisions and improve patient outcomes. Machine learning techniques can provide a valuable tool in predicting breast cancer recurrence and may lead to more personalized treatment plans.

However, it is essential to note that machine learning techniques are not without limitations. One potential limitation is the need for large datasets to train the models effectively. Additionally, machine learning models may not always be transparent, and it may be challenging to understand how the models arrive at their predictions. Further investigation is needed to address these limitations and improve the clinical application of machine learning techniques in predicting breast cancer recurrence.
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Abstract—The detection of diabetic retinopathy eye disease is a time-consuming and labor-intensive process, that necessitates an ophthalmologist to investigate, assess digital color fundus photographic images of the retina, and discover DR by the existence of lesions linked with the vascular anomalies triggered by the disease. The integration of a single type of sequential image has fewer variations among them, which does not provide more feasibility and sufficient mapping scenarios. This research proposes an automated decision-making ResNet feed-forward neural network methodology approach. The mapping techniques integrated to analyze and map missing connections of retinal arterioles, microaneurysms, venules and dot points of the fovea, cottonwool spots, the macula, the outer line of optic disc computations, and hard exudates and hemorrhages among color and black and white retinal images. Missing computations are included in the sequence of vectors, which helps identify DR stages. A total of 5672 sequential and 7231 non-sequential color fundus and black-and-white retinal images were included in the test cases. The 80 and 20 percentage rations of best and poor-quality images were integrated in testing and training and implicated the 10-fold cross-validation technique. The accuracy, sensitivity, and specificity for testing and analysing good-quality images were 98.9%, 98.7%, and 98.3%, and poor-quality images were 94.9%, 93.6%, and 93.2%, respectively.

Keywords—Retinal lesion (RL); Fundus Images (FunImg); Microaneurysms (MAs); Principal Component Analysis (PCA); Standard Scaler (StdSca); Feed-Forward Neural Network (FFNN); cross pooling (CxPool)

I. INTRODUCTION

Diabetic Retinopathy (DR) eye disease (ED) is correlated with chronic type diabetes, which is the primary trigger of sightlessness in children, workforce employees, and elderly people across the globe, and it is impacting more than 96 million people [1]. DR is a type of diabetes that causes damage to the retinal blood vessels (BV). Primarily, it is symptomless and changes vision-based issues. As it becomes more severe, it disturbs both eyes and ultimately causes partial to complete vision loss. It principally arises when blood sugar levels are uncontrollable. The premature detection of DR can prevent the possibility of permanent blindness. Consequently, it needs an effective screening scheme [2]. Detection of the initial stages of DR-ED is one of the challenging tasks in the DR diagnosis process, it helps in the advancement to vision loss, which can be decelerated, but it can be complicated as DR-ED regularly indicates rare symptoms until it is extremely late to deliver efficient medication [4] [5]. Consequently, uncovering DR at an early stage is crucial in preventing the complications of this illness, as shown in Fig. 1 [2]. CNN in DL manages to deliver helpful results while it comes up to the job of classification of medical images [5].

Recognition of the initial clinical signs of DR initiation is a crucial constraint for interference-free and efficient medication. Ophthalmologists qualified to detect DR focus on analyzing minor fluctuations in patient microaneurysms (MAs) of the eyes, retinal bleeds, macular edema, and fluctuations in retinal blood vessels. Segmentation of MAs is another crucial constraint for primary identification of DR, which has attracted the major attention of the research community across the early years [27]. According to the International Clinical DR Disease Severity Scale, DR seriousness is marked into five degrees, such as non-DR, mild-NPDR, moderate-NPDR, PDR, or severe-NPDR [7] [8]. Mild-NPDR is specified as the occurrence of microaneurysms. Moderate NPDR is specified as being further than exactly micro-aneurysms, although less severe NPD produces CWS, retinal hemorrhages, and hard exudates. DME was analyzed if difficult exudates were identified in the interior of 500μm of the macular centre corresponding to the specification of the initial medication for DR research [9]. Ascribable-DR is specified as DME, moderate NPDR, or both. Based on the recommendations for image procurement and clarification of DR assessment in China [10], the image quality was rated conferring to requirements specified in terms of three characteristic factors such as field definition (FD), clarity, and artifacts (AF). The overall result was equivalent to a grade for transparency plus a
grade for FD and minus the score for AF; the overall count was less than 12, which counted as ungradable [8]. Recognizing the first clinical signs of DR is a significant barrier to effective intervention and treatment. Ophthalmologists who are trained to identify DR focus on analyzing minute changes in patient microaneurysms (MAs), retinal bleeding, macular edema, and changes in retinal blood vessels. Another important barrier to the initial identification of DR is the segmentation of MAs, which has received significant attention from the academic community in recent years.

The article is planned in a section wise manner: Section I included an introduction and research objectives; Section II comprised the associated works along with the background of the research; and Section III included the proposed methodology of the Automated Decision Making ResNet Feed-Forward Neural Network (RNFFNN) Methodology for Recognition of DR Stages and its executional scenarios. Section IV described the experimental setup and analysis through Image Normalization Principal Component Analysis (PCA) and Multi-level ConvNets based Pooling and Feature Integrations, along with the results and discussion; Section V contains the results and discussions. Finally, Section VI addresses the conclusion and future direction.

II. RELATED WORK

DR is one of the significant interests that have captured the healthy world. Accepting the interest from numerous scientists to discover the ideal solutions for initial recognition of DR disease, subsequently prominent to avoidance of early oscillations in eyesight. Several investigations were performed and continued in this field with the intention of improving the lives of patients. This section articulates an analysis of DR-related research [2].

The author, Anumol Sajan et al., proposed the detection of DR stages using deep learning (DL). It proposed an automatic classification system, in which it analyzes fundus images (FunImg) with fluctuating illumination and fields of assessment and produces a severity grade for DR using ML replicas such as VGG-16, Convolutional Neural Network (CNN), and VGG-19 through five groups of classified images ranging from 0 to 4, where 0 is no DR and 4 is proliferative DR. It accomplishes 82%, 80%, and 82% accuracy, sensitivity, and specificity, respectively [1]. Author Mushaq et al. proposed detection of DR using DL-based densely connected CNN (DenseNet-169) for identification of early recognition of DR, which categories the FunImgs based on their levels of severity: Proliferative-DR, Severe, Moderate, Mild, and No-DR with integration of DR-Recognition-2015 and Aptsos-2019-Blindness-Recognition from Kaggle in the inclusion of data-gathering, pre-processing, augmentation, and modeling levels and achieved 90% accuracy (ACU) [2]. The fifth most common cause of blindness in the world is now diabetes. One of the main causes of vision loss and blindness among diabetes individuals worldwide is diabetic retinopathy. According to the WHO, diabetic retinopathy is a serious eye condition that needs to be addressed right once by government agencies and medical specialists. [3]. Image artifact, clarity, and field definition are the three main criteria used to evaluate the quality of fundus images. Unfortunately, the majority of quality assessment techniques now in use only consider overall image quality without providing comprehensible quality feedback for real-time correction. Furthermore, these models frequently lack generalizability under various imaging settings and are susceptible to the particular imaging devices [11].

The author, J. De Calleja et al. [31], integrated a 2-stage scheme for DR recognition. FE was processed through local binary patterns, and the classification stage was processed through ML-based Support Vector machines (SVM) and Random Forest (RF) and attained a 97.46% ACU rate with a test case of 71 images. M. Gandhi et al. [32] proposed automatic DR recognition through SVM by sensing exudates from FunImgs with manual FE with DL for J. Orlando et. al. [24] integrated CNN with manual and enhanced features for FE for sensing RED-lesion in the retina eye. U. Acharya et al. [33] integrated 331 FunImgs through MAs, BV, haemorrhages, exudates-based features using SVM and attained 85% of ACU. K. Anant et. al. [26] integrated texture and wavelet features for DR recognition in basic level analysis with involvement of DM and IP on the DIARETDB1 database and accomplished 97.95% of ACU. In a different study, 331 fundus images were analyzed and morphological image processing and support vector machine (SVM) techniques were utilized for the automatic detection of eye health [34]. S. Preetha et al. [14] described DM and ML methods in their analysis for the prediction of various diabetic-related diseases such as DR, skin cancer, and heart disease. S. Sadda et al. [13] used a quantitative based method to recognize new parameters for sensing proliferative DR based on hypotheses of lesions location, surface area, number, and distance from the ONH center, which progressed the prediction procedure of DR with the involvement of imaging data and quantitative lesion parameters. The authors, J.Amin et al. [27], deliver an assessment of numerous practices for DR by sensing hemorrhages, MAs, exudates, and BV and analyzing numerous outcomes obtained from these practices experimentally. Y. Kumaran et. al. [18] emphasize the dissimilar types of pre-processing and segmentation methods typically used for the detection of DR in the human eye, which contain several classification models. I. Sadek et al. [25] proposed automatic DR detection through DL with the integration of four CNNs to categorize DR into three classes: normal, exudates, and drusen and achieved 91%–92% ACU. G. Zago et al. [6] proposed a lesion localization model using a deep NN through CNN with integration of regions in the place of segmentation localization processes and 2-CNNs implicated for training through the Standard DR Database and DIARETDB1 and achieved 95% sensitivity. P. Kaur et al. [17] proposed the NN method for the categorization of several RIs using the MATLAB environment. A comparison study was done among the proposed methods using SVM. SVM helped generate an accurate result.

M. Voets et al. [12] proposed a study that integrated the Kaggle dataset EyePACS for finding DR from retinal FunImgs test cases and experimented on existing work on several data sets that provided 95% of ACU [2]. It aimed to improve the performance of detecting certain retinal lesions (RL) with their grading levels through a cost-effective ResNet implicated RL-aware sub-network (RLASN) for reducing vanishing gradient complexity, which was improved with more sensitive FE for
small lesions compared to VGG and Inception's existing net designs [15]. The RLASN included a feature pyramid structure that was intended to describe features of multi-scale and dig out lesion types and position relationships [16] [23]. Identifying several types of RLs can help with making decisions in the clinical process, like fenofibrate for patients with hard exudate [19] and antplatelet drugs used thoroughly in patients with bleeding retina [20]. Progression is another major problem in DR screening, as advancement of RLs is symptomatic of improving sight-threatening DR [21–23]. It stated that, as a substitute for direct end-to-end training from FunImgs to DR grades, a cost-effective RLASN was established to improve the capability of acquiring features of lesion [26]. For the purpose of ultimately detecting nonproliferative diabetic retinopathy, the author outlined different ways for detecting microaneurysms, hemorrhages, and exudates. Techniques for detecting blood vessels are also covered for proliferative diabetic retinopathy [28].

Author Veena Mayya et al. [30] proposed an analytical study through automated MAs recognition and segmentation for DR early diagnosis, which was achieved using color fundus photography, optical coherence tomography angiography, or fluorescein angiography images. This study was categorized into classical IP, conventional ML, and DL based practices and achieved significant analytical progress.

This section articulates the DR study based on the accessibility of FunImgs data. A fundus camera is utilized to acquire two-dimensional digital RIs. The highly accessible early-stage DR recognition works make use of databases, including images obtained by dilating the pupil. While many RI datasets such as Kaggle DR [38] [39], MESSIDOR [35] [36], STARE [30], DeepDR [41], HRF [37], ODIR [40], UoA-DR [42], DRIVE [31], and so on are openly accessible for the persistence of DR research studies, MAs are generally the initial visible sign of DR; their recognition can decrease beyond difficulties and loss of vision. The present manual assessment is hard to scale and a time-consuming process for a large patient population. Efficient automated detection and segmentation (ADS) of MA will be able to decrease the liability of ophthalmologists to a certain level by computerizing the assessment activity and assisting in the early stages of DR diagnosis. The research society for ADS in MA has developed numerous methodologies for early DR diagnosis [29]. In order to evaluate deep learning models and further investigate the clinical applications, particularly for lesion recognition, the author T. Li et al. [43] developed a new dataset called DDR.

Using the ideas of mathematical morphology, the authors B. Lay et al. [44] devised a computerized method for the detection of microaneurysms (MA) in fluorescein angiograms.

The authors, Wejdan L. et al. [45], proposed an analysis of the detection of DR using DL practices. It has reviewed various detection and classification techniques using DL techniques, which analyze DR stages based on color fundus retina images. Author S. Mishra et al. [46] proposed DR recognition using DL. It integrated artificial intelligence (AI) techniques and used DenseNet to train the model on a massive dataset consisting of 3662 images to instinctively distinguish the DR stage, which has been categorized as having superior FunImgs resolution. It integrated APTOS data derived from Kaggle with DR's five stages, categorized into 1 to 4 numbers. By using patients' fundus eye images as input, DenseNet's FE process produced results through activation function, achieved 0.9611 ACU, and described the distinction between the VGG16 and DenseNet121 designs. The authors, Ayala et al. [47], proposed DR-improved detection using DL. It integrated CNN to perform a fundus oculi image to identify the structure of the eyeball and establish the occurrence of DR. The factors improved using the TL approach for mapping an image with the subsequent labeling structure. Training, testing, are accomplished with a medical fundus oculi image dataset, and a pathology seriousness scale appears in the eyeball as labels and attains 97.78% of ACU.

Author M. Mohsin Butt et al. [48] proposed a multi-channel CNN-based approach for the detection of DR from eye fundus images. It integrated 35,126 images from EyePACS and achieved 97.08% ACU. The authors, Fatima, Muhammad Imran, et al. [49], proposed a unified method for entropy improvement-based DR recognition using a hybrid NN. It devised manipulating the discrete wavelet transforms to enhance the visibility of medical imaging by making the delicate features more prominent, and it classified images for further stages. It integrated three datasets, such as those from the Asia Pacific Tele Ophthalmology Society (APTS), Ultra-Wide Filed (UWF), and MESSIDOR-2. The authors, Yuhao Niu, Lin Gu, et al. [50], intended explicable DR recognition through RIs. It has proven a direct relationship between the lesions and isolated neuron activation for pathological justification. Initially, it described new pathological signifiers using triggered neurons of the DR detector to determine both lesions appearance and spatial data, then visualized the DR indication encoded in the descriptor through Patho-GAN, which was used to produce medically possible RIs. The author, Abdel Maksoud E. et al. [51], proposed the E-DenseNet computer-aided diagnosis system for detecting various diabetic retinopathy grades based on a hybrid DL technique. E-DenseNet integrated DenseNet and EyeNet versions based on TL. It modified conventional EyeNet by incorporating blocks of dense and improving the resultant hyperparameters of blended E-DensNet versions. The author, Sikder, N. et al. [52], proposed classification of DR severity with integration of collaborative learning algorithmic sequences through examining RIs. It included various additional IP practices and steps of FE and feature selection and attained 94.20% classification accuracy with 0.32% boundary error and a 93.51% F-measure with 0.5% boundary error.

The authors, Nikos Tsisknakis, Dimitris, et al. [53], proposed DL integrated recognition and classification for DR based on FunImgs. It included a description of all DR recognition stages, such as DR grading, complexity levels. The author, M. T. Al-Antary et al. [54], integrated features to enhance the interpretation, and after that, a pyramid of multi-scale features was incorporated to define the retinal structure in a distinct region. It has trained a model in the traditional sense using cross-entropy loss to categorize severity levels of DR through healthy and non-healthy RIs, and it has integrated EyePACS and APTOS datasets. The author, Veena Mayya et al. [55], proposed a study on automated MAs recognition for early diagnosis of DR with a description of various DR
diagnosis techniques with their advantages and limitations. The author, Shah P. et al. [56], proposed validation of deep CNN-based algorithmic sequences for recognition of DR-AI against the screening clinician process. The authors, Chetoui M. et al. [57], proposed reasonable end-to-end DL for DR recognition across multiple datasets. It included 90,000 images from nine open datasets, which were employed to evaluate the effectiveness of the planned procedure. The planned DL process tunes a pre-trained deep CNN for DR recognition. The author, Sebiti, R. et al. [58], proposed a DL-based methodology for the recognition of DR. It presented an automated classification scenario from a certain set of RI to identify the DR. An automatic retinal image analysis (ARIA) method has been created by authors Shi, C. et al. [59] that combines transfer net ResNet50 deep network with the automatic features generation approach to automatically assess image quality and differentiate between eye abnormalities and artefacts that are associated with poor quality on color fundus retinal images. According to individual risk variables, authors Alfian, G. et al. [60] suggest using a deep neural network (DNN) in conjunction with recursive feature elimination (RFE) to offer an early diagnosis of diabetic retinopathy (DR). Color fundus photography, fluorescein angiography, B-scan ultrasonography, and optical coherence tomography are a few of the crucial imaging modalities that are utilized to diagnose diabetic retinopathy [61].

A multi-classification prototype has been generated through CNN algorithmic sequences with numerous parameters on a dataset of DR with several structures. The authors R K. Jha et al. [64] stated an analysis to assess various categorization algorithmic sequences for estimation of HD where several conventional processes like SVM, KNN, DT-DNN, NB, and RF [65–66] were utilized to be valid selection of features over the Rapid Minor (RM) instrument to train-learn employing the Cleveland dataset from the UCI repository environment [67–72]. The Diabetic Retinopathy Debrecen Data Set from the UCI machine learning repository was taken into account by the author Nagaraja Gundluru et. al. [73] who then designed a deep learning model with principal component analysis (PCA) for dimensionality reduction and Harris hawks optimization algorithm to extract the most crucial features. To distinguish the stages of DR, the author Asia, A.-O et al. [74] use fundus photography and a deep learning tool called a convolutional neural network (CNN). The Xiangya No. 2 Hospital Ophthalmology (XHO), Changsha, China, provided the study's pictures dataset, which is very vast, sparse, and labeled in an uneven manner. A hybrid method for the detection and classification of diabetic retinopathy in fundus pictures of the eye is proposed by author Butt, M.M. [75]. On pre-trained Convolutional Neural Network (CNN) models, transfer learning (TL) is applied to extract features that are then combined to produce a hybrid feature vector. The literature on AI approaches to DR, such as ML and DL in classification and segmentation, that has been published in the open literature within six years (2016-2021), is covered by author Lakshminarayanan, V [76]. A thorough list of the accessible DR datasets is also presented. The PICO (Patient, I-Intervention, C-Control, O-Outcome) and Preferred Reporting Items for Systematic Review and Meta-analysis (PRISMA) 2009 search methodologies were both used to create this list. Many researchers have achieved significant progress in early DR diagnosis and detection, but various complexities and disparities still occur, emphasizing a significant possibility for the advancement of completely automated early DR diagnosis [29].

III. METHODOLOGY

The Deep Convolutional Neural Network (D-CNN) designs are extensively used in multi-labeling mapping and classification, which improves the analysis of the various DR grades such as normal, mild, moderate, severe, proliferative DR, and non-proliferative DR. DR degrees are articulated by seeming multiple DR lesions concurrently on the color retinal FunImgs. The various lesion types have numerous features that are difficult to segment and recognize by employing conventional methods. Consequently, the practical solution is to utilize an effective CNN model with a dual image ResNet mapping approach. Retinal diagnosis promotes early detection of DR stages, which helps with timely treatment.

To accelerate the screening process, this research uses the Automated Decision Making ResNet Feed-Forward Neural Network (RNFFNN) Methodology to detect early-to-late stages of DR. The majority of the uses for CNN’s high-level features are in the detection and classification of retinal lesions. This research is mainly focused on developing the best RI interpretation, which further helps to enhance the implementation of DR detection simulations. To obtain the best possible interpretation, features obtained from various pre-trained ConvNet simulations were intermingled using the intended multi-modal blended module.

The final stage of descriptions is employed to train a D-CNN used for DR recognition and severity level prediction. Each ConvNet obtains unique features, blending them using 1D and cross pooling, which leads to improved interpretation compared to using features extracted from a single ConvNet. This research will adopt deep learning-based convolutional neural networks to achieve varying objectives. First, an exploratory research study is to be carried out to gain an in-depth understanding of AD. The second objective is the core objective of my research, in which we are going to propose a new framework and apply this framework to the public dataset. The proposed methodology module for training the image with labeled deep understanding could satisfy unlabeled data because deep learning could satisfy supervised and unsupervised segmentation. Finally, to check the feasibility of the proposed framework, an empirical evaluation will be carried out. The classification and detection of DR stages are integrated using the dual image approach of integration and aggregation of color fundus images and black-and-white images. Both photos are analyzed separately and combined with the missing points of each image sequence of the color fundus and black-and-white images. This research has integrated more than ten thousand images from different age groups, such as 10 to 25 years, 26 to 35 years, 3 years, 46 to 55 years, and above 56 years. Initially, all color fundus images are collected from the various age-group patients; we consider these to be the primary input images. In data collection, all gathered color fundus images are classified into two groups: sequential and non-sequential images.
The sequential images are the images that have been picked from the same patient and age group. The various sequential images hold a slight variation in the color fundus and help the research generate the best outcomes and high predictions for the five stages of DR. The automated system feels complex when it tries to tune non-sequential images. The proposed methodology for training proficiency completely depends on balanced error-free data, so it’s required to tune the data for training and testing purposes to process it further in the proposed deep learning-based CNN implicated dual-image multi-layer mapping approach. The color fundus and black-and-white image-based data uniformly divide according to every DR stage, such as Non-DR, MiDR, MoDR, SeDR, and PrD, which helps the model minimize any inequality during the training and progression of the proposed approach. All input color fundus and black-and-white images are equally sized, then processed in a systematic series way that is elected the combination images for analyzing the grading for further predictions as shown in Fig. 2. The classification task is mainly performed based on the deep learning Inception-Resnet model.

Fig. 2. Dual-image multi-layer mapping methodology for identification of DR early stages.
Furthermore, the classification task has initiated the cross-entropy loss function based on two variations: binary-class and multi-class classification.

IV. EXPERIMENTAL SETUP

The integration of dual-type sequential and non-sequential cluster images is required for auto-detection of DR stages. This research proposes an auto-fine-tuning system for the recognition of DR stages using a dual-image ResNet mapping approach. The sequential and non-sequential images were processed parallelly in the pre-processing and classification stages. The mapping techniques integrated to analyze and map missing connections of retinal arterioles, microaneurysms, venules and dot points of the fovea, cottonwool spots, the macula, the outer line of optic disc computations, and hard exudates and hemorrhages among color and black white images. Missing computations are included in the sequence of vectors, which helps identify DR stages. A total of 5672 sequential and 7231 non-sequential color fundus and black-and-white retinal images were included in the test cases. The 80 and 20 percentage rations of best and poor-quality images were integrated in testing and training and implicated the 10-fold cross-validation technique.

The proposed methodology’s training ability is variable on reasonable error-free data, which is essential to tune the data for training-testing purposes and manage it for the advanced process in the anticipated deep learning-based CNN (DL-CNN) implicated dual-image multi-layer mapping approach. The color fundus and black-and-white image-based data uniformly divide according to every DR stage, such as Non-DR, MiDR, MoDR, SeDR, and PrDR, which helps the model eliminate any inequality during the progression of training and testing the proposed approach. All input color fundus and black-and-white images are equally sized, then processed and tuned in a systematic series way, which are elected as the combination images for analyzing the grading for further predictions. The Fig. 3 represents the dual-image Structural design of custom-built DL-CNN based network stem segment with extracted features.

A. Image Normalization Principal Component Analysis (PCA)

The Eq. (1) has integrated for normalizing the dataset features, X signifies the features of dataset, μ signifies mean value for separately feature x(i) of dataset, and σ signifies subsequent standard deviation. This normalization method was executed using the scikit-learn based Standard Scaler (StdSca) [62] and employed Principal Component Analysis (PCA) for dimensionality decrease if in case of MNIST and Fashion-MNIST which has selected for representing features of image data. Which is achieved using the scikit-learn based PCA.

\[ z = \frac{X - \mu}{\sigma} \]  

(1)

It has implicated a feed-forward neural network (FFNN) and CNN, mutually come up with two different classification functions such as ReLU and SoftMax. DL solutions to classification difficulties typically utilize the SoftMax function to perform classification task, which indicates a discrete probability distribution (DPD) for K classes, expressed as

\[ \sum_{k=1}^{K} P_k \]  

(2)

If it takes x as the activation at the penultimate layer of a neural network, and \( \theta \) as its weight parameters at the SoftMax layer, it has ‘o’ as the input to the SoftMax layer,

\[ o = \sum_{i} \theta ix_i \]  

(3)

Subsequently, \( y^* \) is expected class.

\[ P_k = \frac{\exp(O_k)}{\sum_{k=1}^{K} \exp(O_k)} \]  

(4)

\[ y^* = \max \arg \max p_i \]  

(5)

\[ \forall i \in \{1, \ldots, N\} \]

ReLU is an activation function presented by, which has strong biological and mathematical Underpinning [63].

\[ y^* = \max \{0, \ldots, N\}; \max \{0, 0, o\} \]  

(6)

\[ l(\theta) = -\sum y \log(\max(0, \theta x + b)) \]  

(7)

Let the input x be replaced the penultimate activation output h,

\[ \frac{\partial l(\theta)}{\partial h} = \frac{\theta, y}{\max(0, \theta h + b)} . 1n \frac{10}{10} \]  

(8)

The backpropagation algorithm as shown in the eq. 8. is the same as the conventional SoftMax-based deep neural network.

\[ \frac{\partial l(\theta)}{\partial \theta} = \sum_{i} \left[ \frac{\partial l(\theta)}{\partial \theta} \left( \sum_{k} \frac{\partial p_k}{\partial \theta} \frac{\partial O_k}{\partial \theta} \right) \right] \]  

(9)

B. Multi-level ConvNets based Pooling and Feature Integrations

This research has integrated two distinct pooling-based methods such as cross pooling (CxPool) and 1D pooling (1DPool) to merge multi-level feature extraction from VGG32 through fc1 and fc2 with integration of Xception net environment. The CxPool has implicated with two distinct feature vectors (FV) of A and B are adopted as input and a further FV C is produced, where A, B, C ∈ Rd. Every feature element Ci, of the output vector C, is processed employing through the Eq. (10) to Eq. (13).

\[ ci = \max (ai, bi) \forall i \in \{1, \ldots, d\} \]  

(10)

\[ ci = \min (ai, bi) \forall i \in \{1, \ldots, d\} \]  

(11)

\[ ci = \text{mean} (ai, bi+1) \forall i \in \{1, \ldots, d\} \]  

(12)

\[ ci = ai+bi+1 \forall i \in \{1, \ldots, d\} \]  

(13)
Fig. 3. The Structural design of custom-built DL-CNN based network stem segment with extracted features.
The 1DPool is employed to choose leading regional features from every VGG32 region, where the Cr-Pool permits accumulating the leading features achieved by 1DPool with global interpretation of Xception net environment. The 1DPool based synthesis brings one FV ‘K’ as an input and which generates a further FV of $K^*$, where $K$ belongs to $Rd1$, $K^*$ belongs to $Rd2$ with the executional condition of $d2 \leq d1$. $K^*$ is a decreased interpretation of $K$, where $K=\{k1,k2…kd1\}$ and $K^*=\{k^1,k^2…k^d1\}$. In this environment, every feature element $k^i$, of the output vector $K^*$, is calculated employing through the Eq. (14) to Eq. (17).

$$k^i = \max (ki*2, ki*2+1) \forall \ i \in \{1,2…d2\} \quad (14)$$

$$k^i = \min (ki*2, ki*2+1) \forall \ i \in \{1,2…d2\} \quad (15)$$

$$k^i = \frac{ki*2 + ki*2+1}{2} \quad (16)$$

$$k^i = \frac{\min (ki*2, ki*2+1)}{2} \quad (17)$$

The 1DPool has been employed individually on extracted features of VGG32 based fc1 and fc2 layers. After that, the CxPool method has been employed on the subsequent pooled features, which FV has unified with the extracted features from the Xception, which are generated from the two individual sets of input image classes, such as the Augmented Color Fundus Image Class and the Augmented Black and White Image Class sets, using CrPool, as shown in Fig. 3 and 4. As the final FV is a unified form of the global and local interpretations of the RIs, it offers robust hyper features.

V. RESULTS AND DISCUSSION

The multi-decision Inception-ResNet blended hybrid model has integrated with multi-layers of dual image-based parameters that process sequential and non-sequential images. The proposed model has been trained with a multi-layered transfer learning mechanism that has been tuned with 172 weighted multi-layers, of which 86 weighted layers are connected with color fundus images and 86 more weighted layers are connected with black-and-white images. The images are graded manually on a scale of 0 to 4 (0, normal DR; 1, mild; 2, moderate; 3, severe; and 4, proliferative DR) to indicate different severity levels, and the grading process has been extended to binary bit form, such as:

Dual Labeling Mechanism $(P, Q) \leftrightarrow (\neg P, \neg Q)$. 

where $Q1 = \{q1 / q1 \in \{000, 001, 010, 011, 100\}\}$ and $Q2 = \{q2 / q2 \in \{00, 01, 10, 11\}\}$. 

$Q1$ representing primary case of labeling and $Q2$ representing secondary case of labeling based on positive (1), true-positive (11), true-negative (10), false-positive (01), false-negative (00).

Grade-0: Normal $\leftrightarrow 000.00$. 

Grade-1: Mild DR $\leftrightarrow 001$ Various levels $\rightarrow \{001.01, 001.10, 001.11\}$. 

Grade-2: Moderate DR $\leftrightarrow 010$ Various levels $\rightarrow \{010.01, 010.10, 010.11\}$. 

Grade-3: Severe DR $\leftrightarrow 011$ Various levels $\rightarrow \{011.01, 011.10, 011.11\}$. 

Grade-4: Proliferate DR $\leftrightarrow 100$ Various levels $\rightarrow \{100.01, 010.10, 010.11\}$. 

The DL-CNN based Layered Integration with training and testing scenario with grading process has shown in the Fig. 4 which are integrated for detection of DR stages. The data has collected for training and testing purpose which are clustered according to the DR stage and according to the DR symptoms through binary bit formation which is shown in the Table 1.
Helped to identify and map the missing patches with color metrics, and dual image processing techniques. This research methodology has been compared with the existing approaches active methodologies through blend modelized approach represents a greater contribution to the APTOS dataset, which has shown that the proposed trained adaptive moment estimation (Adam) has experimented with dual images, which have been used at the end to classify the five stages of DR based on the features extracted from a series of networks. Each stage consists of the following data. The Table III representing the dual-image-based multi-layer mapping approach based on classification and regression which used at the end to classify the five stages of DR based on the features extracted from a series of networks for further decision making (dm).

Every dual image based multi-layer mapping approach.

\[
\text{imlr1 = 0.001, momentum1 = 0.4.} \\
\text{imlr2 = 0.005, momentum2 = 0.8.} \\
\text{bwim1} \leftarrow \text{first moment of black-white image-based exponential decomposition rate in AOpt.} \\
\text{bwim2} \leftarrow \text{second moment of black-white image-based exponential decomposition rate in AOpt.} \\
\text{cim1} = 0.7, \text{cim2} = 0.890. \\
\text{bwim1} = 0.7, \text{bwim2} = 0.890.
\]

The experimental scenarios are framed based on the Kaggle APTOS dataset, which has shown that the proposed trained modelized approach represents a greater contribution to the active methodologies through blended features. The proposed methodology has been compared with the existing approaches based on integrated DR symptoms, their affecting factors, data metrics, and dual image processing techniques. This research has experimented with dual images, which have helped to analyze the images in depth for detection of DR stages and has helped to identify and map the missing patches with color fundus images and black-and-white images.

<table>
<thead>
<tr>
<th>Test conditions</th>
<th>Epochs Value</th>
<th>Image Learning Rate (imlr)</th>
<th>Momentum1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test condition 1 (TC1)</td>
<td>epochs&gt;70 then</td>
<td>0.0001</td>
<td>0.4</td>
</tr>
<tr>
<td>Test condition 2 (TC2)</td>
<td>epochs&gt;140 then</td>
<td>0.0002</td>
<td>0.5</td>
</tr>
<tr>
<td>Test condition 3 (TC3)</td>
<td>epochs&gt;210 then</td>
<td>0.0003</td>
<td>0.6</td>
</tr>
<tr>
<td>Test condition 4 TC4</td>
<td>epochs&gt;280 then</td>
<td>0.0004</td>
<td>0.7</td>
</tr>
<tr>
<td>Test condition 5 (TC5)</td>
<td>epochs&gt;350 then</td>
<td>0.0005</td>
<td>0.8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Test Condition stage1</th>
<th>Test Condition stage2</th>
<th>Each epoch range</th>
<th>tiny cluster</th>
<th>cim1</th>
<th>cim2</th>
<th>bwim1</th>
<th>bwim2</th>
</tr>
</thead>
<tbody>
<tr>
<td>initialized Adaptive Moment Estimation (\rightarrow) bhm</td>
<td>Adaptive Moment Estimation (Adam) (\leftarrow) Parameters turning and integration.</td>
<td>1 to 70</td>
<td>for each tiny-cluster1 (\rightarrow) ((P_{mini}, Q_{mini}) \in (P, Q))</td>
<td>0.7</td>
<td>0.890</td>
<td>0.4</td>
<td>0.5</td>
</tr>
<tr>
<td>initialized Adaptive Moment Estimation (\rightarrow) bhm then.</td>
<td>Adaptive Moment Estimation (Adam) (\leftarrow) Parameters turning and integration.</td>
<td>71 to 90</td>
<td>for each tiny-cluster2 ((P_{mini}, Q_{mini}) \in (P, Q))</td>
<td>0.7</td>
<td>0.890</td>
<td>0.5</td>
<td>0.6</td>
</tr>
<tr>
<td>Adaptive Moment Estimation (\rightarrow)</td>
<td>Update the multitasking parameters</td>
<td>above 90</td>
<td>If validation error is not improving for four epochs, then \text{imlr1} = \text{avg} (\text{imlr1} \times 0.01) + ((\text{imlr2} \times 0.01)) \text{imlr2} = \text{avg} (\text{imlr1} \times 0.01) + ((\text{imlr2} \times 0.01))</td>
<td>both</td>
<td>0.7</td>
<td>0.890</td>
<td>0.7</td>
</tr>
</tbody>
</table>
VI. CONCLUSION
A trained clinician or ophthalmologist must analyze and estimate digital color fundus photographs of the retina to identify DR based on the presence of lesions associated with the vascular malformations brought on by the disease. This labour-intensive and manual process takes time. This study suggested ResNet feed-forward neural network technology for automated decision-making. In the pre-processing and classification steps, the sequential and non-sequential pictures were analyzed concurrently. The mapping approaches combined to evaluate and map the hard exudates and hemorrhages, microaneurysms, venules and dot points of the fovea, cottonwool spots, the macula, the outside line of computations of the optic disc, and retinal arterioles between color and black-white pictures. Missing computations are incorporated into the vector sequence, which makes it easier to recognize DR phases. The test cases comprised a total of 5672 sequential and 7231 non-sequential color fundus and black and white retinal pictures. The 10-fold cross-validation technique was used in testing and training using the 80 and 20% ratios of high- and low-quality photos. For testing and analyzing high-quality photographs, the ACU, sensitivity, and specificity were 98.9%, 98.7%, and 98.3%, respectively; for low-quality images, they were 94.9%, 93.6%, and 93.2%.
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Proactive Acquisition using Bot on Discord
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Abstract—Data deletion increases challenges in cybercrime investigation. To address the problem, proactive forensics for evidentiary collection is acknowledged to help investigators to acquire the potentially needed digital evidence. This study proposes a bot machine to record data from the Discord server in advance, hashing and saving it in proper storage for further forensic analysis. The recording process can be managed to collect activities and their related data (intact, modified, deleted), including text, pictures, videos, and audio. The Discord bot is designed by utilizing the main features of the Discord Social Networks Application Programming Interface (API). This paper examines how this approach is applicable by embedding the bot in a Discord server. Observation showed that the bot records the real-time data as it is always alive on the server, including the deleted or modified messages and their timestamps. All the recorded data is saved locally on the server’s storage in easy-to-read formats, CSV and JSON. The results showed that the bot could conduct the data acquisition for 37 concurrent users with a 2.3% error rate and 97.7% accuracy.

Keywords—Discord; bot; cybercrime; social networks API; digital evidence

I. INTRODUCTION

One of the challenges digital forensics investigators face is the inability of forensic tools to acquire deleted data [1]. The challenge makes investigative activities require more time and effort to find data remnants from other sources that can provide more evidence. In addition, from an information security perspective, there is a need to guarantee data deletion [2].

Proactive forensics supports investigators in collecting data before an incident occurs [3]. This approach will collect live data, thus enabling all data and changes that occur to the data to be collected [4]. For example, keystroke logging methods have been proposed to logically acquire keystrokes in cloud applications for forensic readiness [5]. The method shows how forensic activities can be assisted through data collection techniques initially considered malicious acts.

It is understood that many bots are known for their harmful impact. Even several guides for conducting bot crime investigations are available [6]–[8], and IoT-Botnet datasets have also been developed for network forensic analytics [9]. However, no known study in this area examines the benefits of bots for acquiring potential evidence data. This gap is identified by a previous study that stated some important future works in instant messaging forensic investigation, including users editing/deleting messages and Discord bots [10]. Therefore, this current research examines proactive forensics using bots by taking the example of the Discord application.

The Discord data is collected in advance to reduce the time and complexity of investigations to obtain more complete data. The proposed bot is tested for positive reasons and measured how far this acquisition method could help. Understanding its advantages and identifying its issues are essential to guide investigators’ practice and academics in developing the proper bot system.

Discord enables users to indirectly publish substantial amounts of information, including voice calls, video calls, text messages, media, and file sharing. From cybercriminals’ perspective, these features can be exploited to conduct cybercrimes. However, the offender could modify evidence of interest by deleting, editing, and clearing messages on the cache. The action is anti-forensics - data concealment by implementing data hiding and trail obfuscation techniques to remain anonymous or undetected [11], [12]. In addition to anti-forensic issues, it could lead to incomplete attributes of collected artifacts and affect the integrity of digital evidence [13].

Therefore, it is necessary to have an acquisition method that can acquire the attributes of digital evidence completely and does not affect its integrity. An example of the potential method is by using the Social Networks API. The API is used in the acquisition process by focusing on features that the Discord application API has fully provided, and it can be modified and adjusted according to acquisition needs [14]. These characteristics of the APIs can complement the lack of attributes from collecting digital evidence. In this study, a Discord Bot is developed based on the features of the Social Networks API’s Discord to facilitate digital evidence acquisition. A test scenario of the Social Networks API based on Discord Bots was set up to simulate digital evidence collection from the Social Networks API method. Another key point is to improve the performance of the acquisition process and extract complete digital evidence.

The rest of this paper is organized as follows: Section II outlines the related work of proactive forensics, and Discord acquisition. Section III explains the bot design. Section IV presents the results and discussion. Section V contains the conclusion and suggestions for future work.

II. RELATED WORKS

Proactive forensics involves collecting data before or during the incident by promoting the automation of live investigation [3], [15]. Applying proactive forensics in incident response teams would equip the team to respond appropriately to an incident. At the same time, for investigators, advanced data collection would help speed up the investigation process.
because the data is already available. This proactive approach is essential in digital investigation, especially in environments like social networks where editing and deleting messages are common for users to remove their unwanted traces; also, in critical systems such as Industrial Control Systems where real-time analysis may enable rapid triaging and response to attack [16], [17]. Meanwhile, the live data collection approach can be conducted by recording data from the running activities. For example, previous authors proposed a method of keystroke logging to acquire keystrokes in cloud applications for forensic readiness [5] and installing software on the target system to preserve deleted files that might interest forensic examiners [3].

Motivated by the best communication feature for gamers, Anderson ran a qualitative ethnography study to understand if Discord helps enforce the values and behaviors of the Harbormen gaming community [18]. This study revealed that the ease of use and the convenience of interacting with different communities on various servers are experienced by its users. With this positive experience, the gamer’s community and other fields, such as education, utilize Discord. It was used as a platform for physical education learning during the COVID-19 pandemic in a high school [19]. Some higher education institutions have innovatively used Discord to deliver teaching listening as an e-learning tool in the sciences and humanities [20].

Instant messenger provides communication via text, voice, videos, and photos. However, there is an increasing trend of cyber criminals who use instant messaging applications to do malicious acts. The ease of their registration and usage attracts many users, including criminals. The vast amount of user data inside the apps becomes potential evidence in digital forensic investigations. As different apps manage their data differently, it is essential to conduct application-specific forensics.

A previous study analyzed the Google Chrome cache structure inherited from Discord [21]. The study showed it could successfully get Discord-related metadata through the cache on Discord apps for the PC version. Nevertheless, further work still needs to be conducted to cover evidence from Discord Web Applications and Discord Mobile Applications. Another study examined Discord desktop applications on Windows 10 from a forensic value and cybersecurity perspective [22]. Similarly, the study demonstrated that Discord metadata could be successfully acquired through the cache on Discord Applications. A recent study on Discord forensics based on data from the Google Chrome browser also recovered various artifacts [23]. However, while much important information can be acquired through cached data, an issue of its deletion may prevent the acquisition.

Research on Linux OS computers found Discord-specific data, including messages, usernames, and passwords [10]. Examination of the broader platform by including the Discord mobile app identified locations of artifacts, such as received/sent messages, shared files, chat rooms, and user account information [24]. Conducting forensic analysis on client-based devices can successfully acquire interesting data remnant, but the analysis should be done individually for each device.

As Discord provides services on instant messaging and VOIP, there has been a significant interest in examining the forensic analysis of other similar tools. A study conducted a forensic survey and analysis of Tango VoIP for iOS and Android platforms [25]. A research environment was set up for different mobile devices by installing WhatsApp, Skype, Viber, and Tango, and a list of target artifacts was defined. In addition to the forensic analysis, this study investigated how cloning IM sessions and intercepting communications can facilitate data acquisition. It was observed that encrypted data presents challenges to the acquisition process.

Research on WhatsApp discussed forensic approaches to creating real-time insights into WhatsApp communications [26]. This approach uses eavesdropping, decrypting WhatsApp databases, open-source information, and analyzing WhatsApp web communications. The research evaluated the method in various WhatsApp forensic scenarios to prove its feasibility and efficiency. It was found that various data, including profile pictures, user activities, location data, remote access to suspicious WhatsApp accounts, voice messages, shared contacts, documents, images, and videos, are accessible.

Tools are needed for application-specific forensics analysis to acquire and analyze the data. A study has presented a brief overview and a comparative analysis of various commercial and open-source mobile forensic tools [27]. The review used a cross-device and test-driven approach to predefined software parameters. Test scenarios addressed digital threats and assessed whether the tool has the expected functionality. The parameters used to compare are cost, MD5 hash mechanism, ease of use, and platform support.

To the extent of our review, existing studies on tools to support Discord forensic analysis depend on the data remnant of the apps, both on the client and server sides. There is no study on proactive evidence acquisition by recording all user activities at once using a bot. In this study, the usage of a bot installed on the Discord server is proposed to obtain all the exchanged messages, including text and multimedia data, for the intact and the deleted data.

A. Discord

Discord is a social networking app used by people (over 13) to discuss many topics, including games. It hosts communities of all sizes but is primarily used by small, active groups that interact regularly. It hosts communities of all sizes but is primarily used by small, active groups that interact regularly. Therefore, Discord comprises artifacts that contain vital information such as text, attachment files, and member lists in one event. Unlike other popular social network apps, no algorithm is involved in deciding what to watch, infinite scrolling, and no news feeds on Discord. Table I presents the commonly used Discord features by users.

B. Social Network API

Application Programming Interface (API or WEB API) is a module that enables interaction with application service resources. Examples of resources owned by application services are documents, images, and text messages [28]. Therefore, there is a potential to utilize Social Networks API to collect evidence artifacts from social network apps. Utilization
is possible because the generated resources comprise metadata that describes the corresponding data. Furthermore, Social Networks API allows us to adjust the code according to the acquisition needs.

TABLE I. DISCORD FEATURES

<table>
<thead>
<tr>
<th>Function</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Text channels</td>
<td>Feature for users to send messages to each other</td>
</tr>
<tr>
<td>Voice channels</td>
<td>Feature for users to communicate with each other</td>
</tr>
<tr>
<td>Share screen</td>
<td>Feature for users to share videos live with other users</td>
</tr>
<tr>
<td>Sharing images</td>
<td>Feature for user sharing images</td>
</tr>
<tr>
<td>Text channels</td>
<td>Feature for users to send messages to each other</td>
</tr>
<tr>
<td>Upload files</td>
<td>Feature for users to share documents</td>
</tr>
</tbody>
</table>

The Discord API provides another user account dedicated to automation called a bot account. Anyone can create a bot account from the app page and authenticate with a token (i.e., without a username and password). Unlike the regular Open Authorization (OAuth2) API, a bot account has full access to all API routes and can connect to a real-time gateway without an authentication token.

III. RESEARCH METHOD

Discord provides various functions via API. The bot uses the official Web API Discord to acquire the data stored on the Discord cloud server.

A. API Usage

The flowchart in Fig. 1 presents the two steps of using Discord API. Firstly, Discord API records every message and returns the log or cache in the bot. Before the log or cache returns, Discord Bot will check any edited or deleted message/data. Secondly, Discord API is used to request features and give responses. After these two main usages of the API, the bot performs read or write disk operations to save the messages in CSV or JSON format.

B. Discord Bot Design

Discord bot is an application created by the user with the admin group role. For example, user A as the admin, creates a discord server, and user B join the discord server created by user A. After that, user B sent message on the text channel. The message from user B will record by the discord bot and reproduce the cache. Discord bot is designed to hook websites as a function to get message channel history which can list return message attributes, including the deleted and edited messages. The Discord bot will save all record messages on private channel that can be seen by user A as the group admin. The use case of the designed Discord bot is presented in Fig. 2.

Before starting the Discord bot, the admin must create a guild and text chat channel. Next, the admin can create a bot, enter it into the created guild or channel, and share the guild. Users could then join the guild and interact with other users by sending messages, pictures, documents, videos, and audio. Subsequently, these activities are recorded, and their data will be acquired and saved in the Discord bot. This flow is presented in Fig. 3.

C. System Requirement

The bot is built using Python and utilizes the currently available Discord API. The details of our bot specification are presented in Table II.

To acquire Discord data from the server, the required functions are implemented on the bot to get the messages, data attachment, timestamp, and message id, calculate data hash value, and prepare the data saving on local storage. Table III lists these functions embedded in the Discord Bot.

D. Testing Scenarios

During the testing, 37 users accessed the Bot server simultaneously. The users simulated the common activities as follows:

- Sending:
  - text messages.
  - document files.
  - audio files.
  - video files.
  - picture files.

- Deleting the first sent text, document, audio, video, and picture files.

Comparison between the actual sent and deleted data and the successfully acquired data are examined to measure the bot’s performance.

![Fig. 1. The flow of API usage.](image-url)
Fig. 2. The use case of the discord bot.

![Diagram of Discord bot use case]

Fig. 3. User interaction in the bot.

TABLE II. THE BOT SPECIFICATION

<table>
<thead>
<tr>
<th>No</th>
<th>Specification</th>
<th>Detail</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>Discord Bot Application</strong></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Name</td>
<td>DEVICO BOT</td>
</tr>
<tr>
<td>2</td>
<td>Version</td>
<td>1.0</td>
</tr>
<tr>
<td>3</td>
<td>Application ID</td>
<td>936165836010426369</td>
</tr>
<tr>
<td>4</td>
<td>API Version</td>
<td>9.0</td>
</tr>
<tr>
<td>5</td>
<td>Token</td>
<td>OTM2MTY1ODM2MDEwNDI2MzY5.GMbjAH.SwcAiKb_s_1-kWLt53TQuz9KCUqxxxxxxxxxxxx</td>
</tr>
<tr>
<td></td>
<td><strong>Discord Account</strong></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Name</td>
<td>Simpleman (as admin) Simpleman1 (as normal user)</td>
</tr>
<tr>
<td>2</td>
<td>Authorization</td>
<td>OTI5NjM4ODIyNzkwOTA0MzMx.YjHTaQ.TKBgkamryyoHtS5G2EGMWpyyyyy (authorization admin) OTI5NjQxODk4NjczNTkwMzly.YjHTeg.TIEmtB-sBtm-dzSg3OpvV5Rxxxx (authorization normal user)</td>
</tr>
<tr>
<td></td>
<td><strong>Python</strong></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Name</td>
<td>Python</td>
</tr>
<tr>
<td>2</td>
<td>Version</td>
<td>3.10.2</td>
</tr>
</tbody>
</table>
TABLE III. THE BOT FUNCTION DETAILS

<table>
<thead>
<tr>
<th>No</th>
<th>Function</th>
<th>Detail</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>get_messages</td>
<td>get chat messages sent</td>
</tr>
<tr>
<td>2</td>
<td>get_images</td>
<td>get the picture sent</td>
</tr>
<tr>
<td>3</td>
<td>get_attachment</td>
<td>get documents sent</td>
</tr>
<tr>
<td>4</td>
<td>get_message author</td>
<td>get the author who sent the message</td>
</tr>
<tr>
<td>5</td>
<td>get_timestamp</td>
<td>get time sending message</td>
</tr>
<tr>
<td>6</td>
<td>get_editedtimestamp</td>
<td>get the time when the message was edited</td>
</tr>
<tr>
<td>7</td>
<td>get_guildname</td>
<td>get the name of the guild or group</td>
</tr>
<tr>
<td>8</td>
<td>get_channelname</td>
<td>get channel name in group</td>
</tr>
<tr>
<td>9</td>
<td>get_editedmessage</td>
<td>get edited message</td>
</tr>
<tr>
<td>10</td>
<td>get_md5 and sha256</td>
<td>get md5 and sha256 hashing</td>
</tr>
<tr>
<td>11</td>
<td>get_deletedmessage</td>
<td>get deleted messages</td>
</tr>
<tr>
<td>12</td>
<td>get_url_attachment</td>
<td>get all URL where attachments are stored on the Discord database</td>
</tr>
<tr>
<td>13</td>
<td>save json.dumps</td>
<td>save all deleted or edited messages and regular messages</td>
</tr>
<tr>
<td>14</td>
<td>save embed_message</td>
<td>save all deleted or edited messages and regular messages in one private channel</td>
</tr>
<tr>
<td>15</td>
<td>save CSV</td>
<td>Save all messages CSV format</td>
</tr>
</tbody>
</table>

IV. RESULTS AND DISCUSSION

This section presents acquisition results as part of internal testing to test the functionality and external testing to measure the bot’s performance. It is followed by a discussion that explores how the bot supports available research to acquire Discord’s data.

A. Experimental Configuration

The tests in this paper were carried out using a custom-built experimental apparatus. The following information describes the system setup used for the investigations:

1) System configuration: The studies were carried out on an ASUS TUF Gaming FX504 laptop, which served as the study's principal hardware platform. This laptop model, noted for its durability and dependability, provided a suitable computing environment for experimental activities. The laptop, which included a 2.2 GHz Intel Core i7-8750H CPU with six cores, gave the processing capability to tackle difficult computations. With 16 GB of DDR4 RAM, it provided sufficient memory capacity to accommodate huge datasets and ensure the smooth execution of the experimental methods. The laptop also has a 512 GB NVMe SSD for quick and efficient data storage and retrieval. An NVIDIA GeForce GTX 1050 Ti graphics card with 4 GB provided the graphical capabilities.

2) Software environment: The Windows 10 operating system (version 10.0) was used as the platform for the studies in the experimental setup. For the study, Windows 10 offered a user-friendly and generally compatible environment. Python (version 3.9.6) was used as the primary programming language for carrying out the experiments and analyzing the results. Python’s adaptability and vast library ecosystem made it an excellent choice for scientific computing jobs. The Discord API interfaced with the Discord platform to gather and analyze data. The most recent version of the Discord API was used, ensuring compatibility with the most recent Discord features and functions. The Pandas package (version 1.3.4) was used for data processing and analysis in the studies. Pandas provide efficient data structures and handling tools.

B. Acquisition Results

Internal testing ensures all features are working as intended and ready to be used by external users.

1) Text acquisition: The bot automatically saves all text messages in the Discord server, whether intact, deleted, or edited. The messages are captured on the admin’s private channel text created previously and stored in the embedded_message format. The output of text acquisition is shown in Fig. 4.

The detailed content of the acquired text data is presented in Table IV. There is a title as the type of message, a Message ID as a unique id denoted by the message, and the hash value of the data is computed to support data integrity checking.

2) Document acquisition: The bot is set to be able to acquire various document formats such as pdf, docx, xlsx and others. Like text acquisition, the document acquisition results are stored directly in the private channel text. Fig. 5 presents two scenario results: the acquisition of the intact document and the deleted document. The hash value of the acquired documents was calculated for both scenarios. The detailed attributes of the documents are presented in Table V.

3) Audio acquisition: The bot collected its attributes for audio data, namely name, extension, resolution, and size. The acquired data is stored directly on the private channel text. The screen capture of the example result can be seen in Fig. 6, while the complete type of the acquired data from the audio is presented in Table VI.

4) Image and video acquisitions: Users can upload various images and video formats. Fig. 7 presents the details acquisition results of the files. The data are stored directly on the private channel text. The detailed data is shown in Table VII.
TABLE IV. SAMPLE OUTPUT OF THE TEXT CHAT ATTRIBUTES

<table>
<thead>
<tr>
<th>Name</th>
<th>Normal Test</th>
<th>Deleted Text</th>
</tr>
</thead>
<tbody>
<tr>
<td>Message ID</td>
<td>977928168189067274</td>
<td>977928168189067274</td>
</tr>
<tr>
<td>Content</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>Attachments id</td>
<td>977928168017125416</td>
<td>977928168017125416</td>
</tr>
<tr>
<td>Attachments content type</td>
<td>application/pdf</td>
<td>application/pdf</td>
</tr>
<tr>
<td>Attachments file name</td>
<td>download.pdf</td>
<td>download.pdf</td>
</tr>
<tr>
<td>Attachments height</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>Attachments width</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>Attachments Size</td>
<td>20098</td>
<td>20098</td>
</tr>
<tr>
<td>Attachments MD5</td>
<td>45B5851169845355E70BDA140915EE6A</td>
<td>45B5851169845355E70BDA140915EE6A</td>
</tr>
<tr>
<td>Attachments Sha256</td>
<td>53f169c91cf7258e5909683decf2ca1f04c96724fa8a42284db7af914b34b61</td>
<td>53f169c91cf7258e5909683decf2ca1f04c96724fa8a42284db7af914b34b61</td>
</tr>
<tr>
<td>Author</td>
<td>simpleman(929638821790904331)</td>
<td>simpleman(929638821790904331)</td>
</tr>
<tr>
<td>Channel</td>
<td>jurnal(977921779253260308)</td>
<td>jurnal(977921779253260308)</td>
</tr>
<tr>
<td>Time</td>
<td>2022/05/22, 13:37:24</td>
<td>2022/05/22, 13:37:48</td>
</tr>
</tbody>
</table>

Fig. 4. Sample output of the text acquisition.

Fig. 5. Sample output of the document acquisition.
TABLE V. SAMPLE OUTPUT OF THE DOCUMENT ATTRIBUTES

<table>
<thead>
<tr>
<th>No</th>
<th>Attribute</th>
<th>Detail</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Title</td>
<td>Normal Message; Edited Message; Deleted Message</td>
</tr>
<tr>
<td>2</td>
<td>Message ID</td>
<td>994586786716188732; 994586786716188732; 994586786716188732</td>
</tr>
<tr>
<td>3</td>
<td>Content</td>
<td>a; a(before edited) -&gt; b(after edited); b</td>
</tr>
<tr>
<td>4</td>
<td>Md5 hash</td>
<td>0cc175b9c0f1b6a831c399e269772661(before edited) -&gt; 92eb5f6e6ae2f6ad71c777531578f (after edited); 92eb5f6e6ae2f6ad71c777531578f</td>
</tr>
<tr>
<td>5</td>
<td>Sha256 hash</td>
<td>ca978112ca1bbdcafac231b39a23dc4da78e6c8f8147c4e72b9807785ae6e88bb; ca978112ca1bbdcafac231b39a23dc4da78e6c8f8147c4e72b9807785ae6e88bb(before edited) -&gt; 3e23e8160039594a338946564e1b1348bbd7af0088d24ac73e3ead59c009d (after edited)</td>
</tr>
<tr>
<td>6</td>
<td>Author</td>
<td>simpleman(9296388217904331).</td>
</tr>
<tr>
<td>7</td>
<td>Channel</td>
<td>general(982137843424034061)</td>
</tr>
</tbody>
</table>

TABLE VI. SAMPLE OUTPUT OF THE AUDIO ATTRIBUTES

<table>
<thead>
<tr>
<th>Name</th>
<th>Normal Audio</th>
<th>Deleted Audio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Message ID</td>
<td>1046680120229888010</td>
<td>1046680120229888010</td>
</tr>
<tr>
<td>Content</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>Attachments URL</td>
<td><a href="https://cdn.discordapp.com/attachments/1046315028267147264/1046680119944687717/Acumalaka_sound_effect_01.mp3">https://cdn.discordapp.com/attachments/1046315028267147264/1046680119944687717/Acumalaka_sound_effect_01.mp3</a></td>
<td><a href="https://cdn.discordapp.com/attachments/1046315028267147264/1046680119944687717/Acumalaka_sound_effect_01.mp3">https://cdn.discordapp.com/attachments/1046315028267147264/1046680119944687717/Acumalaka_sound_effect_01.mp3</a></td>
</tr>
<tr>
<td>Attachments content type</td>
<td>audio/mpeg</td>
<td>audio/mpeg</td>
</tr>
<tr>
<td>Attachments file name</td>
<td>Acumalaka_sound_effect_01.mp3</td>
<td>Acumalaka_sound_effect_01.mp3</td>
</tr>
<tr>
<td>Attachments height</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>Attachments width</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>Attachments Size</td>
<td>345009</td>
<td>345009</td>
</tr>
<tr>
<td>Attachments MD5</td>
<td>CDCD831E484249D8B44E80BF9DB8E184</td>
<td>CDCD831E484249D8B44E80BF9DB8E184</td>
</tr>
<tr>
<td>Attachments Sha256</td>
<td>eaf8f417b1913da1db6e4f131a47b340ac50e3c1ec59a9826218aa997f9278</td>
<td>eaf8f417b1913da1db6e4f131a47b340ac50e3c1ec59a9826218aa997f9278</td>
</tr>
<tr>
<td>Author</td>
<td>Garry(689474699838619762)</td>
<td>Garry(689474699838619762)</td>
</tr>
<tr>
<td>Channel</td>
<td>general(1046315028267147264)</td>
<td>general(1046315028267147264)</td>
</tr>
</tbody>
</table>
TABLE VII. SAMPLE OUTPUT OF THE IMAGE AND VIDEO ATTRIBUTES

<table>
<thead>
<tr>
<th>Name</th>
<th>Image Format</th>
<th>Video Format</th>
</tr>
</thead>
<tbody>
<tr>
<td>Message ID</td>
<td>977921814544150581</td>
<td>977931074791411172</td>
</tr>
<tr>
<td>Content</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>Attachments id</td>
<td>977921814330212423</td>
<td>977931074392956928</td>
</tr>
<tr>
<td>Attachments file name</td>
<td>angkasa.jpg</td>
<td>nasehat.mp4</td>
</tr>
<tr>
<td>Attachments height</td>
<td>550</td>
<td>960</td>
</tr>
<tr>
<td>Attachments width</td>
<td>1070</td>
<td>540</td>
</tr>
<tr>
<td>Attachments Size</td>
<td>138110</td>
<td>1118335</td>
</tr>
<tr>
<td>Attachments MD5</td>
<td>3E07AEBA1019BDF629635EB340480D</td>
<td>1984EBB808030AE83A787BEF76C445B4</td>
</tr>
<tr>
<td>Attachments Sha256</td>
<td>31ce44579264730c417f41bd3946f181733d3ca3317e95e925c0dd255c592d66</td>
<td>90456d607f66eb6f1a0598150d277c56f4f6c1407b1265c2b3cf4ed330a0f99d</td>
</tr>
<tr>
<td>Author</td>
<td>simpleman(92963882179094331)</td>
<td>simpleman(92963882179094331)</td>
</tr>
<tr>
<td>Channel</td>
<td>jurnal(97792177925202308)</td>
<td>jurnal(97792177925202308)</td>
</tr>
<tr>
<td>Time</td>
<td>2022/05/22, 13:12:09</td>
<td>2022/05/22, 13:48:57</td>
</tr>
</tbody>
</table>

C. Error Rate and Accuracy

The testing was conducted with 37 users running the bot simultaneously for about one hour. Our record showed that the total sent text messages, files, and deleted data during the testing phase were 74, 296, and 185, respectively. Meanwhile, the acquired data are 74, 289, and 177. Details of the acquired data are presented in Table VIII. It can be observed that the bot cannot identify seven intact and eight deleted files; therefore, these files cannot be acquired.

The error rate (ERR) and Accuracy (ACC) metrics are measured based on the dataset and the acquired data by using Eq. (1) and (2). ERR is calculated as the number of all incorrect predictions divided by the total number of data sets.
Accuracy (ACC) is calculated as the number of all correct predictions divided by the total number of data sets.

\[
\text{Error Rate (ERR)} = \frac{FP + FN}{TP + TN + FN + FP} \\
\text{Accuracy (ACC)} = \frac{TP + TN}{TP + TN + FN + FP}
\]

where,

FP = the application falsely predicts the true dataset
FN = the application falsely indicating the false dataset
TP = the application accurately predicts the dataset
TN = the application accurately predicts the incorrect dataset

Based on the ERR and ACC formulas above, Table IX presents the confusion matrix based on the performance test results.

TABLE VIII. THE ACQUIRED DATA FROM THE PERFORMANCE TEST

<table>
<thead>
<tr>
<th>User</th>
<th>Text</th>
<th>Document</th>
<th>Audio</th>
<th>Video</th>
<th>Picture</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>2 (pdf)</td>
<td>2 (mpeg)</td>
<td>2 (mp4)</td>
<td>2 (png, jpeg)</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2 (docx)</td>
<td>2 (mpeg)</td>
<td>2 (mov)</td>
<td>2 (jpg)</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>1 (docx)</td>
<td>2 (mpeg)</td>
<td>2 (mp4)</td>
<td>1 (jpg)</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>2 (docx)</td>
<td>2 (mpeg)</td>
<td>2 (mp4)</td>
<td>2 (jpg)</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>2 (docx)</td>
<td>2 (mpeg)</td>
<td>2 (mp4)</td>
<td>2 (png)</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>2 (pdf)</td>
<td>2 (mpeg)</td>
<td>2 (mp4)</td>
<td>2 (png)</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>2 (docx)</td>
<td>2 (ogg)</td>
<td>2 (mp4)</td>
<td>2 (png, jpg)</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>3 (docx, txt)</td>
<td>2 (mpeg)</td>
<td>2 (mp4)</td>
<td>2 (png)</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>2 (pdf, docx)</td>
<td>2 (mpeg)</td>
<td>2 (mp4)</td>
<td>2 (jpg)</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>2 (txt)</td>
<td>2 (ogg)</td>
<td>2 (mov)</td>
<td>2 (png)</td>
</tr>
<tr>
<td>11</td>
<td>2</td>
<td>2 (docx)</td>
<td>2 (ogg)</td>
<td>2 (mov)</td>
<td>1 (jpg)</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>3 (docx)</td>
<td>2 (mpeg)</td>
<td>2 (mp4)</td>
<td>4 (png, jpg)</td>
</tr>
<tr>
<td>13</td>
<td>2</td>
<td>2 (docx)</td>
<td>2 (mpeg)</td>
<td>2 (mp4)</td>
<td>2 (jpg)</td>
</tr>
<tr>
<td>14</td>
<td>2</td>
<td>2 (pdf)</td>
<td>2 (ogg)</td>
<td>2 (mp4)</td>
<td>2 (jpg)</td>
</tr>
<tr>
<td>15</td>
<td>2</td>
<td>2 (docx)</td>
<td>2 (mpeg)</td>
<td>2 (mp4)</td>
<td>2 (jpg)</td>
</tr>
<tr>
<td>16</td>
<td>2</td>
<td>2 (pdf, docx)</td>
<td>2 (mpeg)</td>
<td>2 (mp4)</td>
<td>2 (jpeg)</td>
</tr>
<tr>
<td>17</td>
<td>2</td>
<td>2 (pdf)</td>
<td>2 (mpeg)</td>
<td>2 (mp4)</td>
<td>2 (jpg)</td>
</tr>
<tr>
<td>18</td>
<td>2</td>
<td>2 (docx)</td>
<td>2 (wav)</td>
<td>2 (mp4)</td>
<td>3 (jpg)</td>
</tr>
<tr>
<td>19</td>
<td>2</td>
<td>3 (csv, docx, txt)</td>
<td>1 (mpeg)</td>
<td>0</td>
<td>4 (gif, jpeg, png)</td>
</tr>
<tr>
<td>20</td>
<td>2</td>
<td>2 (docx)</td>
<td>2 (ogg)</td>
<td>2 (mp4)</td>
<td>2 (jpg)</td>
</tr>
<tr>
<td>21</td>
<td>2</td>
<td>5 (pdf)</td>
<td>3 (mpeg)</td>
<td>4 (mp4)</td>
<td>5 (jpg, png)</td>
</tr>
<tr>
<td>22</td>
<td>2</td>
<td>2 (docx, pdf)</td>
<td>2 (mpeg)</td>
<td>2 (mp4)</td>
<td>2 (png, jpg)</td>
</tr>
<tr>
<td>23</td>
<td>2</td>
<td>1 (txt)</td>
<td>-</td>
<td>-</td>
<td>2 (jpg, png)</td>
</tr>
<tr>
<td>24</td>
<td>2</td>
<td>2 (pdf)</td>
<td>2 (mpeg)</td>
<td>2 (mp4)</td>
<td>2 (jpg)</td>
</tr>
<tr>
<td>25</td>
<td>2</td>
<td>2 (docx)</td>
<td>2 (mpeg)</td>
<td>2 (mp4)</td>
<td>2 (jpg)</td>
</tr>
<tr>
<td>26</td>
<td>2</td>
<td>2 (txt)</td>
<td>2 (ogg)</td>
<td>2 (mp4)</td>
<td>2 (jpg)</td>
</tr>
<tr>
<td>27</td>
<td>2</td>
<td>1 (pdf)</td>
<td>2 (ogg)</td>
<td>2 (mp4)</td>
<td>2 (jpg)</td>
</tr>
<tr>
<td>28</td>
<td>2</td>
<td>2 (pdf)</td>
<td>2 (wav)</td>
<td>2 (mkv)</td>
<td>2 (png)</td>
</tr>
<tr>
<td>29</td>
<td>2</td>
<td>2 (txt)</td>
<td>2 (mpeg)</td>
<td>2 (mp4)</td>
<td>2 (jpg, jpeg)</td>
</tr>
<tr>
<td>30</td>
<td>2</td>
<td>2 (pptx, txt)</td>
<td>2 (mpeg)</td>
<td>2 (mkv)</td>
<td>2 (png)</td>
</tr>
<tr>
<td>31</td>
<td>2</td>
<td>2 (pdf)</td>
<td>2 (mpeg)</td>
<td>2 (mp4)</td>
<td>2 (jpg)</td>
</tr>
<tr>
<td>32</td>
<td>2</td>
<td>2 (pdf)</td>
<td>2 (mpeg)</td>
<td>2 (mp4)</td>
<td>2 (jpg)</td>
</tr>
<tr>
<td>33</td>
<td>2</td>
<td>2 (pdf, docx)</td>
<td>2 (mpeg)</td>
<td>2 (mp4)</td>
<td>2 (jpg)</td>
</tr>
<tr>
<td>34</td>
<td>2</td>
<td>2 (txt)</td>
<td>2 (mpeg)</td>
<td>2 (mp4)</td>
<td>2 (jpg)</td>
</tr>
<tr>
<td>35</td>
<td>2</td>
<td>2 (docx)</td>
<td>2 (mpeg)</td>
<td>2 (mp4)</td>
<td>2 (png, jpg)</td>
</tr>
<tr>
<td>36</td>
<td>2</td>
<td>2 (docx)</td>
<td>2 (mpeg)</td>
<td>2 (mp4)</td>
<td>3 (png, jpg)</td>
</tr>
<tr>
<td>37</td>
<td>2</td>
<td>2 (docx, pptx)</td>
<td>2 (mpeg)</td>
<td>2 (mkv)</td>
<td>2 (jpg)</td>
</tr>
</tbody>
</table>
V. Conclusion

This study proposed a novel way to collect Discord data using a bot in proactive forensics. The Discord API-based bot saves the data as the embedded message card, stored in a private channel created by the admin. The real-time data can be recorded as the bot is always alive on the server. Therefore, intact, edited, and deleted data are available in advance to be analyzed as needed. All the recorded data is saved locally on the server’s storage in easy-to-read formats (i.e., CSV and JSON). The bot is equipped with calculating hash values (i.e., md5 and sha256) for the individual data. Future works may focus on improving the bot’s performance to handle massive users, adding remote/cloud storage access, and handling data acquisition for VoIP and encrypted messages.
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In Table IX, there are 289 true positives (TP), meaning the classifier correctly identified 289 messages sent by the user. However, there are seven false positives (FP), meaning the classifier predicts seven users have already sent the message, but the fact is not sent yet.

In Table IX, there are 289 true positives (TP), meaning the classifier correctly identified 289 messages sent by the user. However, there are seven false positives (FP), meaning the classifier predicts seven users have already sent the message, but the fact is not sent yet.

<table>
<thead>
<tr>
<th>Predicted Positive</th>
<th>Predicted Negative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual Positive</td>
<td>289 (TP)</td>
</tr>
<tr>
<td></td>
<td>0 (FN)</td>
</tr>
<tr>
<td>Actual Negative</td>
<td>7 (FP)</td>
</tr>
<tr>
<td></td>
<td>0 (TN)</td>
</tr>
</tbody>
</table>

TABLE IX. CONFUSION MATRIX FOR A BINARY CLASSIFIER PREDICTING ACCURACY AND ERROR RATE STATUS

<table>
<thead>
<tr>
<th>Type</th>
<th>Discord Data</th>
<th>API-based Bot Discord</th>
</tr>
</thead>
<tbody>
<tr>
<td>Guild</td>
<td>Name, name_channel, created_at, Id, Category name</td>
<td>✓</td>
</tr>
<tr>
<td>Messages</td>
<td>Id, Type, Content (intact, edited, deleted), Attachment (id, filename, size, url, for intact and deleted attachment), Chanel id, Author (id, username, avatar, discriminator, public flag), Embeds, Mentions (roles, everyone), Pinned, Tsts, Timestamps (intact, edited, deleted), Flags, Hash (md5 and sha256)</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table X. ARTIFACTS ACQUIRED FROM THE PROPOSED DISCORD BOT
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Abstract—Computerised electroencephalography (EEG) is one of a wide variety of brain imaging techniques used in addiction medicine. It is a sensitive measure of the effects of addiction on the brain and has been shown to show changes in brain electrical activity during addiction. But, the clinical value of computerised EEG recording in addictions is not yet clearly established. However, several studies argue that this non-invasive technique has an undeniable contribution to the understanding, prediction, diagnosis and monitoring of addictions. The aim of this article is to assess, through a systematic review, the contribution and interest of computerised EEG in the study and understanding of substance abuse by describing the different electrical activities that underlie it across the main frequency ranges: delta, theta, alpha, beta and gamma. We have been conducting a systematic review according to the recommendations of Preferred Reporting Items for Systematic Reviews and Meta-Analysis (PRISMA) and the Cochrane Group. We included 25 studies with a total of 1897 cases of addiction and 1504 controls. The studies dealt with addictions related to 05 licit and illicit psychoactive substances (alcohol, nicotine, cannabis, heroin and cocaine). The group of addicted patients showed significantly different brain electrical characteristics from the group of controls in the different EEG rhythms, whether during acute substance intoxication, abuse, withdrawal, abstinence, relapse, progression or response to treatment. The majority of studies have used EEG for diagnostic, predictive, monitoring purposes and also to discover electrophysiological markers of certain addictions.

Keywords—Electroencephalography (EEG); quantitative electroencephalography; drug addiction; spectral analysis; coherence analysis

I. INTRODUCTION

Over the past twenty years, we have witnessed some important advances in the study of the human brain. Possibly the most challenging has been the development of structural and functional brain imaging techniques, which have revolutionised cognitive and behavioural neuroscience by offering us a view into the brain activity underlying complex human behaviour. These technological progresses have also allowed to the rapid conversion of basic neuroscience discoveries into more specific therapies for clinical application.

There is a rich diversity of brain imaging techniques, which can be categorised into three main types: (1) nuclear medicine imaging techniques; (2) magnetic resonance imaging techniques and (3) electro-physiological imaging techniques, which comprise electroencephalography (EEG). Each one of these techniques reveal a distinct physiological and functional facet of brain structure and/or function, providing a wide range of findings on the biochemical, electro-physiological and functional processes of the brain.

Electroencephalography (EEG) has been used to investigate brain function since the publication of Berger's paper in 1929. It registers the synchronised activity of excitatory (EPSP) and inhibitory (IPSP) postsynaptic potentials in the cerebral cortex and exhibits the activity as a tension change in amplitude with time [1]. Over the past forty years, the EEG has been used extensively in drug addiction research. It is known to be a sensibly measurement of the effects of substances on the brain and, in particular, of the effects of drugs on the size and time course of postsynaptic potentials [2]. The enhancing effects of many substances modulated by the mesolimbic dopamine (MD) channel have been shown to alter EEG recordings [3]. Five frequency ranges are generally recognised and studied: delta (0-4 Hz), theta (4-8 Hz), alpha (8-13 Hz), beta (15-30 Hz) and gamma (<30 Hz).

EEG analysis methods included quantitative EEG, spectral analysis, coherence analysis and visual analysis. Substance use has been found to be associated with broad alterations in intrinsic neural activity, typically expressed as neuronal hyperactivation and decreased neuronal communication between brain regions. Some studies have shown that the use of alcohol, tobacco, cocaine, cannabis and heroin was positively correlated with these changes. These alterations may partially recover after abstinence, which differs between drugs and may reflect their degree of neurotoxicity. In summary, EEG can be used for diagnostic, predictive and monitoring purposes and also to discover electrophysiological biomarkers of certain addictions.

Therefore, this article presents a systematic review of EEG studies in substance addiction, to guide further work in the field. The main objective is to review the empirical research of the last decades, providing crucial information on EEG findings in addiction to the most commonly used substances. It therefore aims to investigate the interest and contribution of EEG in these addictions.
II. Method

A. Inclusion and Exclusion Criteria

The selected studies included people with addiction, without restrictive geographical, age, gender, ethnicity or nationality criteria. To be included in this review, studies had to be based on samples of subjects with substance addiction investigated by electroencephalography as the main investigative tool.

In order to limit the abundance of data from different databases, the studies included in this review were those that could provide us with data dealing with the role or use of EEG in addictology in English or French only. All were concerned with the study of brain activity in addicts. They were essentially quantitative studies carried out on addicted subjects without any other concomitant pathology. Priority was given to studies that used quantitative EEG with coherence analysis or spectral analysis.

We excluded any papers that did not directly address the brain activity of addicts as measured by EEG. For example, we eliminated all studies that only dealt with the use of other means of brain investigation such as scans, MRIs, PET scans, etc., without a direct link to the EEG.

B. Research Strategy

MEDLINE, PSYCHINFO, PUBMED, SCIENCE DIRECT and GOOGLE SCHOLAR databases were searched in January, February and March 2022 with publication date limitation since 1990 when computerised automated EEG analyses began using the following search terms: "Electroencephalography, EEG, substance addiction, drug abuse". Both authors (M.A. and D.J.) independently examined the title, abstract and keywords of each identified reference and then selected the studies according to the inclusion criteria. The same method was then used to review the full text of each selected study. In order to identify additional relevant articles that this search strategy would have missed, we also managed and examined the bibliographic references of each article included in the review using ZOTERO software. In case of incongruence between the data extracted by authors M.A. and D.J., the review and opinion of author E.F. was sought.

The initial database search identified 165 references. Following an initial review of titles, abstracts and keywords, 61 studies were not included because they did not correspond to the inclusion criteria. Following a full text review, 25 studies were included in the systematic review. The search strategy is detailed in a flow chart (Fig. 1).

C. Extracted Data

The authors (M.A. and D.J.) independently extracted data from the articles included in the review. A list of analysis criteria was compiled in the form of a reading grid (Table I) to extract data from the articles: author and year of publication, country, characteristics and size of the sample, substance studied, method of electroencephalographic analysis and the main rhythms studied.

The different types of EEG analysis that will be discussed in this paper are: 1) Quantitative analysis (QEEG) which is a modern type of EEG analysis that involves recording digital EEG signals that are processed, transformed and analysed using complex mathematical algorithms; 2) Spectral analysis, which is a frequency analysis technique that breaks down a complex cyclic signal into several sub-functions. This analysis technique is used in particular to finely dissect the electroencephalographic (EEG) signal. It provides information on fluctuations in the quantity and strength of cortical activities that are not visually perceived during the inspection of the trace; 3) EEG coherence, defined as the frequency-normalized cross-power spectrum of two signals recorded simultaneously at different scalp locations, is a sensitive method for assessing the integrity of the structural connection between brain areas, describing the temporal, spatial and frequency relationships of brain activities and 4) Visual analysis of the EEG: It relied heavily on waveform recognition, the EEG trace during wakefulness is much less synchronous than during sleep, but more homogeneous. The amplitude of the awake EEG trace in adults varies on average between 10 and 50 microvolt and the frequency of the wave’s ranges from 0.3 to 70 Hz.

![Flow chart of the search strategy.](image-url)
<table>
<thead>
<tr>
<th>Author</th>
<th>Year</th>
<th>Country</th>
<th>Sample size</th>
<th>Addiction studied</th>
<th>EEG and Analysis method</th>
<th>Main rhythms studied: yes (1) no (0)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>M F M F</td>
<td></td>
<td></td>
<td>α β δ θ γ</td>
</tr>
<tr>
<td>[4] Levin KH et al.</td>
<td>2007</td>
<td>USA</td>
<td>16 4 8 0</td>
<td>Cocaine</td>
<td>Quantitative EEG</td>
<td>1 1 1 1 0</td>
</tr>
<tr>
<td>[5] Bauer, L. O.</td>
<td>2001</td>
<td>USA</td>
<td>73 34 13 9</td>
<td>Alcohol, heroin</td>
<td>Quantitative EEG</td>
<td>0 1 0 0 0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>and cocaine</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[6] Böcker, K.B.E.</td>
<td>2010</td>
<td>Netherlands</td>
<td>16 0 0 0</td>
<td>THC</td>
<td>Quantitative EEG</td>
<td>0 0 0 1 0</td>
</tr>
<tr>
<td>[7] Rass et al.</td>
<td>2016</td>
<td>USA</td>
<td>13 9 14 16</td>
<td>tobacco</td>
<td>Spectral analysis</td>
<td>1 1 1 1 1</td>
</tr>
<tr>
<td>[8] Cortes-Briones, J.</td>
<td>2015</td>
<td>USA</td>
<td>14 6 0 0</td>
<td>THC</td>
<td>Quantitative EEG</td>
<td>0 0 0 0 1</td>
</tr>
<tr>
<td>[9] Costa, L., &amp; Bauer, L.</td>
<td>1997</td>
<td>USA</td>
<td>63 25 10 4</td>
<td>Heroin, alcohol</td>
<td>Quantitative EEG</td>
<td>0 1 0 0 0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>and cocaine</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[10] Domino EF.</td>
<td>2003</td>
<td>USA</td>
<td>65 0 20 0</td>
<td>tobacco</td>
<td>Quantitative EEG</td>
<td>1 1 1 1 0</td>
</tr>
<tr>
<td>[11] Ehlers C.L.</td>
<td>2010</td>
<td>USA</td>
<td>141 147 118</td>
<td>Cannabis</td>
<td>Quantitative EEG</td>
<td>0 1 1 0 1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>220</td>
<td>and alcohol</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[12] Fingelkurts, A.</td>
<td>2006</td>
<td>Finland</td>
<td>14 8 6 8</td>
<td>Opioids</td>
<td>Visual analysis</td>
<td>1 1 0 0 0</td>
</tr>
<tr>
<td>[13] Herrera-Morales et al.</td>
<td>2019</td>
<td>Mexico</td>
<td>28 17 22 26</td>
<td>alcohol</td>
<td>Quantitative EEG</td>
<td>1 1 1 1 0</td>
</tr>
<tr>
<td>[14] Franken, I. H. A.</td>
<td>2004</td>
<td>Netherlands</td>
<td>18 0 12 0</td>
<td>heroin</td>
<td>Coherence analysis</td>
<td>0 1 0 0 1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[15] Grace Y. Wang</td>
<td>2015</td>
<td>New Zealand</td>
<td>29 20 14 11</td>
<td>Methadone</td>
<td>Spectral analysis</td>
<td>0 1 0 1 0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>and opiates</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[16] Herning, R. I.</td>
<td>2008</td>
<td>USA</td>
<td>48 27 18 15</td>
<td>Marijuana</td>
<td>Quantitative EEG</td>
<td>1 1 0 0 0</td>
</tr>
<tr>
<td>[17] Herning, R. I.</td>
<td>1994</td>
<td>USA</td>
<td>14 0 0 0</td>
<td>Cocaine</td>
<td>Quantitative EEG</td>
<td>1 1 0 0 0</td>
</tr>
<tr>
<td>[18] Polunina, A. G., &amp; Davydov, D. M.</td>
<td>2004</td>
<td>Russia</td>
<td>33 0 13 0</td>
<td>Heroin</td>
<td>Spectral analysis</td>
<td>1 0 0 0 0</td>
</tr>
<tr>
<td>[19] Prichep, L. S.</td>
<td>1996</td>
<td>USA</td>
<td>42 25 0 0</td>
<td>Crack</td>
<td>Quantitative EEG</td>
<td>1 0 1 1 0</td>
</tr>
<tr>
<td>[20] Rangaswamy M. et coll</td>
<td>2003</td>
<td>USA</td>
<td>150 157 150</td>
<td>alcohol</td>
<td>Spectral analysis</td>
<td>0 0 0 1 0</td>
</tr>
<tr>
<td>[21] Rangaswamy M. et coll</td>
<td>2004</td>
<td>USA</td>
<td>94 77 89 115</td>
<td>alcohol</td>
<td>Spectral analysis</td>
<td>0 1 0 0 0</td>
</tr>
<tr>
<td>[22] Rangaswamy M.</td>
<td>2002</td>
<td>USA</td>
<td>150 157 150</td>
<td>Alcohol</td>
<td>Spectral analysis</td>
<td>0 1 0 0 0</td>
</tr>
<tr>
<td>[23] Reid, MS.</td>
<td>2006</td>
<td>USA</td>
<td>11 2 0 0</td>
<td>Cocaine</td>
<td>Spectral analysis</td>
<td>1 1 1 1 0</td>
</tr>
<tr>
<td>[24] Saletu-Zyharz, G. M.et coll</td>
<td>2004</td>
<td>Austria</td>
<td>15 7 15 7</td>
<td>Alcohol</td>
<td>Spectral analysis</td>
<td>1 1 1 0 0</td>
</tr>
<tr>
<td>[25] Shikha, P et col.</td>
<td>2018</td>
<td>USA</td>
<td>17 6 21 9</td>
<td>Cannabis</td>
<td>Quantitative EEG</td>
<td>0 1 1 1 1</td>
</tr>
<tr>
<td>[26] Struve, F. A et col.</td>
<td>1998</td>
<td>USA</td>
<td>15 0 57 0</td>
<td>Cannabis</td>
<td>Quantitative EEG</td>
<td>1 1 1 1 0</td>
</tr>
<tr>
<td>[27] Teneggi V et col.</td>
<td>2004</td>
<td>Italy</td>
<td>12 0 0 0</td>
<td>tobacco</td>
<td>Spectral analysis</td>
<td>1 1 1 1 0</td>
</tr>
<tr>
<td>[28] Winterer, G., et coll</td>
<td>1998</td>
<td>Germany</td>
<td>45 33 0 0</td>
<td>alcohol</td>
<td>Quantitative EEG</td>
<td>1 1 1 1 0</td>
</tr>
</tbody>
</table>

Σ = 1897  Σ = 1504
III. RESULTS

A. EEG and Substance Addiction

1) Alcohol: Several studies have found a more accentuated theta rhythm in alcoholics when compared to corresponding controls, theta power appears higher in the central and parietal regions in male alcoholics, and in the parietal region in female alcoholics[20]. The offspring of alcoholics do not show an increase in resting theta, which suggests that this measurement may signify a state of alcohol dependence [29].

Previous EEG mapping studies have found increased beta power and decreased alpha and delta/theta power in de-addictive alcoholic patients, compared to normal controls. Since slow activity is considered inhibitory, fast beta activity excitatory and alpha activity an expression of normal brain function, the desynchronised low-voltage fast patterns can be translated as CNS hyperexcitation [30], [31].

Opinions as to the cause of these EEG changes in alcoholics show that incoherencies in brain function, particularly in frontal parts of the brain, may be participating in the development of alcoholism [5], [30], [31]. This is documented by a variety of studies: beta activity has been linked to the combination of the two pre-morbid factors of childhood behaviour disorders and paternal alcoholism. [5]. As well as subjects with a positive family history of alcoholism have EEGs characterized by an increase in relative beta power and a reduction in absolute and relative alpha power in both the occipital and frontal regions. Also Hazardous alcohol consumption (HAC) is a pattern of alcohol use that may result in harm for the user and/or for those around them. Prior research has suggested that HAC and alcohol dependence share some neurophysiological features but differ in others, the HAC group presented with higher beta absolute power and relative power, as well as a lower beta mean frequency than the control group, while the group with risk of alcohol dependence presented lower delta absolute power than controls [13]. Therefore, the majority of this research has found that alcoholics are distinct from controls in that their beta power is increased [5], [22].

Furthermore, beta power is faster in relapsing alcoholics than in abstainers[5], which suggests that desynchronised beta activity may be a precious indicator of relapse in abstinent alcoholics. Given that, the augmentation of beta power in abstinent alcoholics is not correlated with the period of abstinence[22] and is also found in children of alcoholics at risk of alcohol addiction[21], the increased beta power is thought to be a marker of vulnerability rather than a trait or state variable (that's to say it may predate the development of alcoholism).

Beta activity has also been used as a predictor of relapse in alcohol addicts. It was found[5] that high-frequency beta activity can significantly distinguish between relapse-prone and abstinence-prone patients. Also, prediction [28] of relapse in chronic alcoholics using quantitative EEG (Q-EEG) was able to successfully classify 83-85% of patients, outperforming most previous efforts to predict relapse rates based on clinical assessments.

The results of some studies [5], and those reported by others, indicate that the value of rapid EEG power in predicting relapse can be generalised to all patients with a history of addiction to alcohol, cocaine, cocaine and alcohol or opioids. In summary, the EEGs of alcoholic patients clearly differ from those of both normal controls and patients with other psychiatric disorders, and the EEG can therefore be used for diagnostic reasons[32]. Therefore, EEG mapping can be used also as an objective method to predict relapse in chronic alcoholism[5].

2) Nicotine: A seminal work on smoking [33] reviewed previous research on the effects of smoking on the EEG. The immediate effect of smoking generates an "arousal" or "activation" EEG profile as smoking produces an increase in the beta band (14-30 Hz), an increase or decrease in the alpha band (8-13 Hz), a decrease in the delta (1-4 Hz) and theta (4-8 Hz) bands, and a passage to a higher dominant alpha frequency. EEG topographic representations show important regional spatial distributions and smoking induced changes in brain waves.

The administration of acute nicotine has been related to strong increases in brain activity from low frequencies (delta, theta, lower alpha) to high frequencies (alpha, higher beta), which reflects an excited state [10], [27]. Research has also revealed an increase in craving, a decrease in excitation and a deterioration in mood with a decrease in alpha frequencies during smoking abstinence [27].

Daily smokers had reduced resting delta and alpha EEG power and higher impulsiveness (Barratt Impulsiveness Scale) compared to nondaily smokers and non-smokers. Both daily and nondaily smokers discounted delayed rewards more steeply, reported lower conscientiousness (NEO-FFI), and reported greater disinhibition and experience seeking (Sensation Seeking Scale) than non-smokers. Nondaily smokers reported greater sensory hedonia than nonsmokers. [7].

It is very important to separate the different components of smoking, including psychological and pharmacological, by studying the EEG effects of fake and real smoking of a cigarette of the subject's preferred brand Nicotine-free cigarettes contain other components, such as tar and a very little quantity of nicotine. The inhalation of the fictitious cigarette concerns only the ambient air. EEG theta power was decreased when subjects smoked their cigarette in a telic (excitation avoiding) state. Beta 2 power was elevated when subjects smoked their cigarettes in a paratelic (excitation searching) state.

3) Cannabis: Cannabis is the most commonly consumed illicit recreational substance in the world, with an estimated annual prevalence of 3.8 per cent of the adult population having used cannabis in 2021 [34]. At present, cannabis use has been legally established in many countries, both as a recreational and medical drug [35].

Resting-state activity in cannabis users has been characterised as the inverted of typical frequency dynamics, because it reduced delta and augmented theta, beta and gamma
[25]. This neural oscillation tendency is generally observed in task-related EEG signals, indicating that cannabis users presented increased cortical activation, also during the resting state. Similar resting state patterns have been found in heroin users [14], alcohol users [5], [22], and cocaine dependent users [9].

Smoking marihuana cigarettes [6] modify the strength and coherence of the alpha, theta and beta EEG bands. However, very few studies have analysed the influence of cannabis on the high frequency EEG bands, like gamma and high frequency oscillations (HFO) [8]. These oscillations have been related to a wide range of higher cerebral functions such as consciousness, working memory and perception [36].

The association between cannabis use and resting EEG is still ambiguous. Researchers discovered [6] that the theta resting state, with eyes closed, had a correlation with performance on a working memory task after acute cannabis intoxication, reflecting that the resting EEG can be related to cognitive performance. They also found effects in the dose-induced theta and beta bands, suggesting that these particular frequencies could be more sensitive to cannabis-related changes in cortical activity [6].

The relationship between resting EEG with eyes closed in cannabis and alcohol users [11] reported a positive correlation between delta power and cannabis dependence. Other researchers [26] have consistently found an increase in alpha and theta power and a decrease in delta and beta power at rest with eyes closed in long-term cannabis users and that cumulative exposure to marijuana over a very long period of time may be associated with slower cognitive processing; however, other studies have found a decrease in alpha and beta frequencies in posterior regions in abstinent cannabis users [16].

In addition, delta-9-tetrahydrocannabinol (THC) in the acute phase can disturb gamma oscillations via inhibitory interneurons [37]–[39], which suggests that cannabis users may have impaired gamma oscillations. Furthermore, a link between disruption of neuronal γ-band oscillations and cannabinoid-induced psychosis has been reported [8]. These results add to a large literature which proposes some overlapping of the acute effects of cannabinoids with the behavioural and psycho-physiological abnormalities identified in the psychotic diseases.

4) Cocaine: Cocaine’s effects on human EEG [17] have been described as increasing beta-band activity. This has been repeated in more recent researches with larger sample sizes [4], [9], [19]. Excessive alpha activity and decreased delta activity [4], [7], [19] were observed, however others have found increased beta power [17] in cocaine addicts during resting conditions with eyes closed. Alterations in the EEG, predominantly in the anterior cortical regions, have been found to be associated with the quantity of cocaine previously consumed [19]. The EEG has been widely applied to characterise the effects of withdrawal in cocaine addicts. Many researches have shown that during prolonged cocaine abstinence, EEG effects are characterised by sustained increases in the alpha and beta bands and decreased activity in the delta and theta bands. [4], [19].

Recently, qEEG profiles [23] have been studied in cocaine addicts in reaction to acute self-administered smoked cocaine (50 mg) versus placebo. Theta, alpha and beta absolute potentials were elevated in prefrontal cortical areas for up to 25 minutes after cocaine use. Increased theta power was related to a positive subjective effect of the drug (high), and elevated alpha was correlated with nervousness. Cocaine also induced a Delta Coherence increase over the prefrontal cortex, which was related to nervousness. The placebo produced only a small alpha power elevation over the prefrontal cortex. These qEEG data reveal the implication of the prefrontal cortex in acute cocaine and suggest that the slow waves of qEEG activity, delta and theta, are implicated in the processes associated with experiencing the gratifying properties of cocaine [23].

The notion of linking baseline EEG activity to cocaine dependence in subjects in treatment programmes shows that cocaine addicts have a durable change in brain function as measured by qEEG, present at baseline assessment 5 to 14 days after the latest report of cocaine use, and persisting at one-month and six-month follow-up assessments [4], [19], [40]. A number of recent qEEG studies have shown an increased beta activity in the EEG to be related to relapse to cocaine abuse [5]. A reduction in the delta and theta bands of the EEG can be interpreted as a strong indicator of brain disturbances.

5) Heroine: A limited number of investigations have examined QEEG changes in heroin addicts. In more than 70% of heroin users, changes were seen at the beginning of the abstinence period (acute withdrawal), and they included low-voltage activity in the background with decreased alpha activity, increased beta rhythm, and a large quantity of delta and theta waves of low amplitude in the central regions [18]. Abstinent heroin addicts [14] have increased rapid beta power when compared to normal controls, and this result is consistent with several other EEG findings in cocaine and alcohol users [4], [17], [21]. Most studies have shown considerable, if not complete, normalisation of EEG spectral power in formerly dependent heroin users who have been abstinent for at least three months [9], [18].

Another study on heroin [18] found that heroin users who had been using heroin for at least 18 months showed frequency changes in the fast alpha band at frontal and central sites and a slowdown in the average frequency of slow alpha at central, temporal and posterior recording sites. Acute heroin withdrawal is typically characterised by marked desynchronisation, but as noted above, studies [9], [18] show that EEG spectral power tends to return to near-normal after several weeks of abstinence. The most consistent changes in the EEG of heroin users were observed in the alpha and beta frequencies. In early heroin withdrawal, there was a lack of alpha activity and overactivity in fast beta. This latter abnormality, which can be considered an acute withdrawal effect, appears to be significantly reversed when heroin use is discontinued for several months.
The increased power of beta, alpha and theta rhythms in people with a history of opiate use suggests potential deficits in cognitive function, according to a quantitative study of resting EEG changes after methadone treatment in opiate users[15] suggests that the increased power of beta, alpha and theta rhythms in people with a history of opiate use signals potential deficits in cognitive function. In fact, studies have shown that chronic opioid users are impaired in visual memory, perception, motor function and inhibitory control [41], [42]. However, it seems that these deficiencies are not so severe in patients undergoing methadone maintenance treatment, as their EEG measures are less impaired than those of healthy controls.

IV. DISCUSSION

Electroencephalography (EEG) has revealed for the first time how addiction affects the brain and how it is diagnosed. For example, acute exposure to nicotine is associated with a large increase in scalp activity from lower (Delta, Theta, Low Alpha) to higher (Alpha, High Beta) frequencies, which is indicative of excitement. [10], [27]. Theta power was reduced when the participants in the telic state were smoking, whereas beta 2 power was increased when the participants in the paratelic state were smoking; this finding was only true for men. On the other hand, changes in the beta and theta frequency bands have been shown in EEG studies to be caused by doses of alcohol. In alcohol-dependent subjects, an increase in absolute power was detected at all scalp locations in Beta 1 (12.5-16 Hz) and Beta 2 (16.5-20 Hz), the increase was most pronounced in the central region. Beta 3 (20.5-28 Hz) power increased frontally in alcoholics. Male alcohol dependent subjects had clearly higher beta power in all three bands but Female alcoholics did not show a statistically significant increased. [22].

In the same sense, the augmentation of absolute theta power was also observed in all locations of the scalp in alcohol addict subjects; this increase in theta power was significantly greater in the central and parietal cortex in male alcoholics and in the parietal cortex in female alcoholics. Increased theta power in the EEG may represent an impairment of the central nervous system's information processing capacity in alcoholics [20]. Therefore the EEG of alcoholics differs significantly from those of normal controls, so the EEG can be used for diagnostic purposes. Therefore, the EEG of alcoholics is considerably different from that of normal controls, and the EEG can be used for diagnostic purposes. Furthermore, EEG may also have predictive utility because relapsers differ from abstainers in that they present with significantly more pronounced CNS hyperexcitability [24].

Cannabis users showed increased resting-state cortical activation, reflecting changes in the timing of neural oscillations that may be associated with cognitive impairment in cannabis use [25], with increased alpha and theta power and decreased delta and beta power in long-term cannabis users [26]. Therefore, the impact of THC on theta power and memory performance was correlated. [6].

In the same way, heroin induces: (a) a marked reorganisation of cerebral waves, with an augmentation in the proportion of fast beta and mainly in alpha frequency segments, (b) Prolonged temporal stabilisation for alpha and beta brainwaves and brief temporal stabilisation for polyrhythmic theta activity, and (c) dominance of the right hemisphere (greater presence of certain spectral characteristics in the EEG channels) than in the left hemisphere [12]. Similarly, there is some evidence that heroin addicts have an increase in relative beta 2 power and an increase in gamma coherence on intra-hemispheric and left hemisphere. In addition, coherence measures have shown significant correlations with clinical variables [14].

Increased absolute and relative alpha power have been seen with quantitative EEG correlates of crack cocaine addiction [4]. Cocaine also markedly increased beta at the frontal and centre, and increased alpha at the front and temporal parts of the brain. Cocaine produced a similar cortical distribution of increases in EEG beta power to that induced by benzodiazepines and barbiturates. [17]. Cocaine's acute effects[23] produce rapid increases in absolute, alpha and beta-theta power over prefrontal cortical areas (FP1 and FP2) that persist for up to 25 minutes after exposure. Increased theta power was associated with feeling good effect and increased alpha power was associated with nervousness. There is a similar increase of delta coherence measured in the prefrontal lobe, which were a positive correlation with plasma cortisol and a negative correlation with nervousness. These findings provide evidence for the prefrontal cortex being implicated in the qEEG response to the acute administration of cocaine.

EEG measurements may also have a predictive and biomarker role. For example, in the prediction of alcohol and drug abuse relapse, is related to an increase in high frequency beta activity (19.5 to 39.8 Hz) with the coexistence of two pre-morbid factors, paternal alcoholism and the childhood conduct disorder. [5]. This prediction of alcohol relapse was found [28] and it was noted that, compared to abstainers, relapers had more desynchronised EEGs in frontal regions, which was explained as a prefrontal cortex dysfunction. The elevation in EEG beta power can therefore be seen as a probable risk marker for the development of alcohol addiction and can be considered as an endo-phenotype predictor [21]. This suggests that subjects with a family history of alcohol abuse show alpha decreases and beta over-activity and have reduced relative and absolute alpha power in the posterior (01; 02) and frontal (F3; F4; Fz) and elevated relative beta in both areas when compared to controls who do not have a family history of alcohol dependence. [13]. EEG recordings are also useful for monitoring the evolution of the addictive state and in case of withdrawal or abstinence.

Grace Y. Wang (2015) [15] examined the electrophysiological activity related with methadone maintenance treatment (MMT) in opiate addicts and found that patients taking MMT or active opiate consumers showed a considerable increase in beta and theta band power compared to controls and that the abnormal electrical activity of the nervous system, which is present in people who are still illegal opiate users, can be reduced after MMT. This increase in beta power was considerably higher in the inpatient groups addicted to alcohol and cocaine and in the 1-6 months abstinent group [9].
A pronounced hyperactivity of alpha relative power and deficits in absolute and relative delta and theta power demonstrate the presence of anomalies in brain function in withdrawal cocaine dependent subjects (not dependent on any other substance). These changes tended to be higher in the anterior than in the posterior cortex, and inter-hemispheric relations were also disrupted [19]. The cumulative evolution of the effect of heroin on brain function shows that a significant desynchronisation is characteristic of acute heroin withdrawal, and there is an almost complete return to normal over several weeks of abstinence, with the mean alpha 1 frequency decreasing, most markedly in the central, temporal and occipital lobe, and frequency changes in the alpha 2 frequency, most pronounced in the frontal and central lobe [18]. This slowing of alpha frequency is similar in smoking cessation [27].

V. CONCLUSION

Although the literature on EEG in addictions is highly heterogeneous, some authors agree that it is a relevant technique for discerning the phenomenology of addictions. EEG is sensitive to how addiction affects the brain and has shown changes in brain electrical activity during addiction. However, the clinical value of EEG recording in additions is not yet clearly established. However, several studies argue that shown changes in brain electrical activity during addiction. EEG is sensitive to how addiction affects the brain technique for discerning the phenomenology of addictions. However, some authors agree that slowing of alpha frequency is similar in smoking cessation [27].
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Abstract—Digital Game-based Learning (DGBL) that attracts many practitioners to engage students in promoting low carbon awareness has been understudied. The evaluation phase plays a crucial part in determining the usability of the learning material. This study aims to identify the usability of DGBL which consists of four components: game usability (GU), mobility (MO), playability (P), and learning contents (LC) from the perspective of targeted end-user using heuristic evaluation. This study will also provide recommendations to help improve the quality of any related DGBL for novice designers or practitioners. A prototype of DGBL was developed which aims to promote low carbon awareness by learning about fuel cell. The study was designed in two phases, which are (1) developing the heuristic evaluation instrument validated by experts and (2) playtesting to identify the issues of usability in DGBL via heuristic evaluation by targeted end-users, which are forty-six selected students aged fourteen years old. Hence, it shows that the DGBL prototype developed for fuel cell learning has succeeded in achieving learning objectives while promoting low carbon awareness.
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I. INTRODUCTION

Digital game-based learning (DGBL) refers to the combination of digital games and educational content because it can create an interesting yet challenging learning environment [1]. The problem with DGBL is that it is complex and often involves multiple components, such as game mechanics, instructional design, and user interfaces. As a result, identifying and addressing usability issues can be challenging [2,3]. Furthermore, DGBL may be used by learners with varying levels of technical proficiency and familiarity with gaming conventions, which can further complicate the usability evaluation process. For example, a game mechanic that is intuitive to one learner may be confusing to another.

Usability can be done in a variety of ways, including thinking aloud, cognitive walkthroughs, laboratory usability testing, questionnaires, and guideline reviews [4]. Heuristics evaluation is one usability evaluation that identifies usability problems based on usability principles or heuristics [5]. However, existing heuristics proved to be very generic and some were not validated [6]. Therefore, the issue for the usability of DGBL using heuristic evaluation is how to effectively apply heuristic evaluation methods to identify and address usability issues in DGBL systems, taking into account the complexity of the system and the diversity of user profiles.

This will enable designers to create more effective and engaging DGBL systems that support learning outcomes.

Digital game-based learning (DGBL) has become a popular choice for younger learners as it can enhance motivation and active learning [7, 8]. DGBL's flexibility and accessibility make it an effective tool for enhancing motivation and learning, which has prompted researchers to investigate its advantages [9]. The use of attractive features such as audio, graphics, and animations in DGBL has proven to be effective in motivating students, especially for complex subjects like science or chemistry [10].

DGBL can also be a powerful strategy for achieving the goals of environmental awareness education, which aims to change the younger generation's mindset toward preserving nature [11,12]. Environmental issues, such as carbon emissions, have caused a significant increase in climate change and have impacted human health due to high levels of industrialization and urbanization [13]. A case study on the impact of a DGBL called “2020 Energy” was carried out that focuses on Spanish and American teenagers aged 12 years old and above aimed to explore issues of climate change [14]. The findings show that the game has a positive influence on the student’s intention towards low-carbon activities which is related to the attitudes toward environmental awareness.

Low-carbon technologies such as solar, wind, and fuel cell have increasingly become a priority study in promoting environmental sustainability. Fuel cell technology, particularly which uses hydrogen as fuel, has the potential for zero-carbon emission. This study used a DGBL prototype that has been developed to increase the awareness of secondary students towards low carbon emissions by focusing on fuel cell technology. This study aims to (1) develop a heuristic evaluation using a set of questionnaires validated by experts and (2) identify the issues of usability in DGBL via heuristic evaluation through playtesting by targeted end-users.

In conclusion, DGBL presents challenges in evaluating its usability due to its complexity and diverse user profiles. Heuristic evaluation is a potential method for addressing usability issues in DGBL systems. DGBL is an effective tool for enhancing motivation and learning for younger learners, and it can play a crucial role in environmental awareness education. This study aims to address usability issues in a DGBL prototype focused on fuel cell technology by developing questionnaires validated by experts and applying
heuristic evaluation through playtesting by targeted end-users. By addressing usability issues, designers can create more effective and engaging DGBL systems that support learning outcomes and contribute to environmental sustainability.

II. LITERATURE REVIEW

In this section, related work on the usability of DGBL and Heuristic evaluation will be discussed as the key themes of this study.

A. Usability of DGBL

A good DGBL is capable of encouraging players to learn and enjoy learning content while keeping the players motivated throughout the gameplay [15]. However, to understand the whole gameplay experience, the usability of the DGBL cannot be disregarded. Usability proposes basic requirements for the functionality of an object in use [16] and, in this context, refers to the capability of a DGBL to be understood, learned, operated, and attractive to users when used to achieve the determined goals. Moreover, it can be evaluated through the interface review and user experience using heuristic evaluation [17].

Measuring usability is crucial for any DGBL application, especially in the early stages of development [4, 18]. Several studies on the design of heuristic questionnaires have evaluated usability issues in DGBL areas. One study suggested that the intended end-users may contribute by involving them as co-designers either in the development or evaluation stage [19] as this helps ensure the effectiveness of DGBL. All essential stakeholders in [20], including language experts and targeted students, were involved in the study of the usability of DGBL for language through heuristics and think-aloud approaches. A study that involved end-users in their heuristic evaluation also shows that it has improved the quality of their electronic health record (EHR) [21]. By involving end-users in the usability phase, designers and developers can create a DGBL that is designed with the user in mind. This will help develop a user-centered design that meets the needs and preferences of the target audience.

B. Heuristic Evaluation

Heuristic evaluation was introduced by Nielsen and Molich [22] and consists of usability components to be evaluated in any product such as application software, digital games, or mobile applications but not specifically for DGBL. However, it has become widely researched and has been applied across varieties of disciplines including educational technology. Defining specific domains of heuristics for evaluating the usability of DGBL by upgrading an existing domain of specific heuristics is cost-effective [4]. A set of systematic procedures that include usability evaluation methods that can easily detect usability problems within a limited time frame should also be established [17].

While heuristic evaluation is a useful tool for evaluating the usability of DGBL, it still has some limitations. The number of heuristics used may not cover all aspects of usability in the context of DGBL and more comprehensive heuristics that are specifically tailored to evaluate the usability of DGBL need to be developed. Furthermore, heuristic evaluation is typically conducted in a controlled laboratory setting, which may not accurately reflect the real-world context in which the DGBL will be used [16]. These limitations can restrain the generalizability of evaluation results and may not fully capture the complexities of user interactions with the DGBL in real-world settings.

Heuristic evaluation involving targeted end users is a usability evaluation approach that involves the direct participation of end users in the evaluation process. This approach is based on the premise that end users are the best judges of usability and can provide more meaningful feedback to improve DGBL. [6] in terms of the DGBL interface, navigation, game mechanics, and overall usability [23]. The advantage of involving targeted end users in heuristic evaluation is that they can provide valuable insights into the usability of DGBL from the perspective of the intended audience. By incorporating end user’s feedback in the evaluation process, the DGBL can be designed to meet their specific needs and preferences leading to a more effective and engaging learning experience.

III. METHODOLOGY

In this approach, end users were given a set of heuristics or usability principles and identified any usability issues based on these heuristics using the DGBL prototype. All the items proposed for this usability testing use Bahasa Malaysia (the Malay language), which is the national language of the targeted end-users, as the mediated language to make it easier for them to evaluate the usability of the DGBL.

A. Heuristic Evaluation Components

A review of pertinent literature served as the first step toward identifying the required data. In this context, the heuristic evaluation consists of four components that cover all the usability aspects in DGBL, which are Game Usability (GU), Mobility (MO), Playability (PL), and Learning Content (LC) adapted from [24].

The GU component focuses on the interaction between the game design interface and the player’s responses through the gameplay. The MO component represents how the player can easily enter the game world without any technical difficulties. The PL component describes the gameplay of the DGBL and includes the player’s experience throughout the gameplay session that involves interactions between the players with the game mechanics and rules. The LC component concentrates on the learning content incorporated in the DGBL as the players should understand and acknowledge the specific learning contents when playing the DGBL prototype.

The study was designed in two phases that consist of (1) developing heuristic evaluation using a set of questionnaires validated by experts and (2) playtesting to identify the issues of usability in DGBL via heuristic evaluation by targeted end-user which are forty-six selected students aged fourteen years old. All research processes and procedures for both parts of this study were adapted from [17] as shown in Fig. 1 because it recommends specific and clear instruction from developing heuristic, validation processes by experts until usability testing using the developed heuristic.
A questionnaire was rated using a five-point Likert scale ranging from 1 (strongly disagree) to 5 (strongly agree) as recommended by [25] to allow respondents to indicate their level of agreement or disagreement with the items stated.

Next, all the items underwent a series of checking and review from a panel of experts to ensure the validity from the perspective of experts [26]. The expert panel review started with the sending of invitations via e-mail to the identified experts: three authorities from DGBL experts, a game developer, and a schoolteacher specializing in science secondary subject as shown in Table I. These experts, who did not take part in the design or the development of the DGBL, were given a set of heuristic evaluation questionnaires and a set of content validity instruments containing items adapted from [27]. Then, the findings from the panel expert review were calculated to determine the content validity level by dividing the total expert score (x) by the total maximum score (y) and then multiplying by 100%. These items for validation include the checking of the content for correctness in each item in the heuristic evaluation and verifying that the language is well chosen for the intended population.

<table>
<thead>
<tr>
<th>Expert</th>
<th>Position</th>
<th>Academic qualification</th>
<th>Affiliation</th>
<th>Years of experiences</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Associate Professor</td>
<td>PhD</td>
<td>School of Creative Industry Management &amp; Performing Arts, Universiti Utara Malaysia (UUM)</td>
<td>21</td>
</tr>
<tr>
<td>B</td>
<td>Game Developer</td>
<td>Bachelor Degree</td>
<td>Nusantara</td>
<td>10</td>
</tr>
<tr>
<td>C</td>
<td>Practitioner</td>
<td>Bachelor Degree</td>
<td>SMK Seri Indah</td>
<td>15</td>
</tr>
</tbody>
</table>

C. Phase 2

The second phase involved conducting usability testing on forty-six students aged fourteen years old from selected schools in one state in Malaysia (Selangor) via the final heuristic evaluation. They are selected using purposive sampling with characteristics similar to the target end users. The characteristics of the students include the following: (1) already learned the topic of "air" in science subject taught in secondary school, (2) exhibit extremely high interest in playing mobile games, and (3) with prior experience in playing a game-based learning application at least once.

The Standard Curriculum for Secondary School (KSSSM) is a curriculum designed by the Ministry of Education Malaysia for secondary students' comprehensive and integrated science education. Topics on “air” covers the various types of environmental pollution, including air, water, and soil pollution, and the impacts of pollution on human health and the environment [28]. All the students that have been selected participated in a playtesting session using the DGBL prototype to gather feedback on their experience to improve the gameplay, identify any usability issues, and evaluate the overall user experience.

There is no specific playtesting period as they can freely take their time to test and explore the DGBL, then answer the heuristic evaluation through a set of questionnaires given after the playtesting session. This is to ensure that the playtesting session happens in a natural setting without having any formal circumstances [24]. Therefore, evaluating aspects such as game usability, mobility, playability and learning content of the DGBL can be determined by the player’s feedback based on their experience.

IV. RESULTS

A. Heuristic Validation Result

The heuristic evaluation applied in the evaluation process by targeted end users is shown in Table II. The GU component was extended from having 10 items [24] to 14 items based on Expert A’s suggestion to specify the component in more detail.

The LC component was also extended from 4 items to 5 items [24], where LC5 focuses on language as one of the components and aims to evaluate the language used to ascertain whether it is understandable or not by the targeted end-user. This is a very important aspect of usability testing that can show the educational content’s relevance in the DGBL. The content validity scores from the expert panel for all the items in the questionnaire obtained an average of 96.7%, as shown in Table III. The content validity level is considered high when the value is more than 70% which indicates that the items are acceptable [27, 29].

B. Heuristic Evaluation Analysis

Table IV provides the results of the heuristic evaluation. The first component of the evaluation is GU. As seen in Fig. 2, mean = 4.079 (SD = 0.951) indicates all items, except for items 10, 11, and 13 have high mean scores between 4.0 to 4.3. The high value of GU shows that usability in a digital application gives a big impact on the interaction between the interface and the interaction of players throughout the gameplay. Overall, the
respondents are satisfied with the game’s visual graphics, game layout, and suitable audio used in this DGBL. However, respondents reported that there was an issue with using the game controls.

**TABLE II. HEURISTIC COMPONENTS**

<table>
<thead>
<tr>
<th>Tag</th>
<th>Game Usability Component</th>
</tr>
</thead>
<tbody>
<tr>
<td>GU1</td>
<td>Interesting game visual graphic</td>
</tr>
<tr>
<td>GU2</td>
<td>Suitable audio with the game</td>
</tr>
<tr>
<td>GU3</td>
<td>The Screen layout is visually pleasing</td>
</tr>
<tr>
<td>GU4</td>
<td>The interface is used for their purposes</td>
</tr>
<tr>
<td>GU5</td>
<td>The Navigation menu is easy to use</td>
</tr>
<tr>
<td>GU6</td>
<td>Control keys are consistent</td>
</tr>
<tr>
<td>GU7</td>
<td>Control keys follow standard conventions</td>
</tr>
<tr>
<td>GU8</td>
<td>The Interactive features provided are sufficient</td>
</tr>
<tr>
<td>GU9</td>
<td>Game controls are flexible</td>
</tr>
<tr>
<td>GU10</td>
<td>Game controls are convenient</td>
</tr>
<tr>
<td>GU11</td>
<td>The game gives feedback on the player’s actions</td>
</tr>
<tr>
<td>GU12</td>
<td>The player cannot make irreversible errors</td>
</tr>
<tr>
<td>GU13</td>
<td>The player does not have to memorize things unnecessarily</td>
</tr>
<tr>
<td>GU14</td>
<td>The game contains help</td>
</tr>
</tbody>
</table>

**TABLE III. CONTENT VALIDITY SCORES**

<table>
<thead>
<tr>
<th>Expert</th>
<th>Total score</th>
<th>Content validity</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>10</td>
<td>100%</td>
</tr>
<tr>
<td>B</td>
<td>9</td>
<td>90%</td>
</tr>
<tr>
<td>C</td>
<td>10</td>
<td>100%</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td>96.7%</td>
</tr>
</tbody>
</table>

**TABLE IV. MEAN AND STANDARD DEVIATION OF HEURISTIC COMPONENTS**

<table>
<thead>
<tr>
<th>Statistic</th>
<th>GU</th>
<th>MO</th>
<th>PL</th>
<th>LC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>4.079</td>
<td>4.036</td>
<td>4.107</td>
<td>4.304</td>
</tr>
<tr>
<td>SD</td>
<td>0.951</td>
<td>1.017</td>
<td>0.925</td>
<td>0.782</td>
</tr>
</tbody>
</table>

Fig. 2. Average score of game usability.

Respondents agreed that the MO of this DGBL prototype is high with an overall mean = 4.036 (SD = 1.017) as shown in Fig. 3. This indicates that the player can easily enter the game world without any technical difficulty.

For the PL component, the relatively high mean = 4.107 (SD = 0.925) in Fig. 4 indicates that the respondents have a good experience throughout the gameplay session that involved interactions between the players with the game mechanics and the game rules. However, some respondents found that the task in bonus round is tedious due to repetition (item PL8 with mean = 3.956).

Fig. 3. Average score of mobility.
For the LC components, the result in Fig. 5 shows the highest mean = 4.304 (SD = 0.782) compared to the other heuristic components. The majority of the respondents agreed that they can easily understand and acknowledge the specific fuel cell learning content when playing the DGBL prototype. The expert panel’s review findings verified that the language used was appropriate for the intended audience and validated the content’s accuracy in each item’s heuristic evaluation. The experts also agreed that all the items given are appropriate and can be used to test the usability of DGBL based on the four components stated.

According to the GU component results, the user interface, gaming controls, and user experience all have an impact on how the game plays out. Due to bugs found in the game controls, there are instances where gameplay is not running smoothly. These bugs need to be fixed to avoid the player feeling burdened and dissatisfied throughout the gameplay [23]. Game control is important in DGBL because it helps to create a structured learning experience that is effective in achieving the desired learning outcomes. Game control can also help to increase learner engagement and motivation. By carefully controlling the game mechanics, DGBL designers can create a sense of flow, where the player is completely absorbed in the game and loses track of time [30].

Finding form MO components emphasizes the importance of mobility in enhancing the overall user experience of the game. If the game is difficult to access or requires technical expertise, it can discourage players from engaging with it [24]. On the other hand, if the game is easy to access and play, players are more likely to enjoy the game and be motivated to continue playing. This highlights the need for designers to prioritize accessibility and ease of use in game development to ensure a positive user experience.

The playability results showed that the respondents enjoyed their gaming session. However, several responders thought the bonus round work was boring because of the repetition. In the bonus stage, as shown in Fig. 6, the players need to drag Platinum, Hydrogen, and Oxygen molecules into the fuel cell. The task focuses on the correct locations of Platinum, Hydrogen, and Oxygen molecules in the fuel cell parts such as electrodes, Anode, or Cathode. The task was designed to be repeated three times in each phase of the bonus stage, where which will help the player to understand and remember the basic concept of the fuel cell. This was also supported by studies where repetitive tasks can help in memorizing as well as increasing understanding of basic knowledge [31, 32]. In order to keep player interest throughout the games, this task needs to be improved, for as by raising the level of difficulty in each bonus stage.

Most of the participants in the survey acknowledged that, after using the DGBL prototype, they could quickly comprehend and acknowledge the particular fuel cell learning content. This is because the learning content itself has gone through a validation process from experts and a focus group test in the design phase of the DGBL. The learning content is also aligned with the players’ existing knowledge as supported in Constructivism theory, e.g., the shape of Hydrogen molecules was designed by referring to their KSSM science textbooks used in standard schools (Fig. 7). This concern is supported by other studies where it is important to understand the basic knowledge to help in promoting environmental awareness [12, 33].

![Fig. 4. Average score of playability.](image)

![Fig. 5. Average score of learning content.](image)

![Fig. 6. Screenshot of the bonus stage.](image)

![Fig. 7. (a) Shape of Hydrogen molecules in the DGBL prototype, (b) Shape of Hydrogen molecules in KSSM science textbooks.](image)
The findings of this study can help improve the design and usability of DGBLs that can better promote low carbon awareness. By developing a set of questionnaires validated by experts and involving targeted end-users in playtesting, DGBL developers can obtain more meaningful feedback on the usability of their products. This can help identify and address usability issues early in the development process, leading to more effective and engaging DGBLs. While each study may focus on different aspects of usability, such as navigation, interaction design, or visual design, the use of heuristic evaluation allows researchers to identify potential issues and make recommendations for improvements. Additionally, the development of specific heuristics for evaluating the usability of DGBLs can provide a cost-effective and efficient way to detect usability problems within a limited time frame.

VI. CONCLUSION AND FUTURE WORK

Heuristic evaluation is an effective method for evaluating the usability of DGBL as this approach involves directly targeting the end user by applying a set of heuristics or guidelines to identify potential usability issues in the DGBL. This ensures that the game is more user-friendly, intuitive, and engaging for the targeted user group. By involving end users in the evaluation process, designers can better understand their needs and preferences, leading to more meaningful improvements to the game.

The heuristic evaluation in this work was adapted and extended for some items to specify the components accordingly. The findings may benefit any novice designer or practitioner in evaluating DGBL usability as this study provides a systematic guideline that can easily be followed. However, researchers and designers need to continue exploring new methods and approach for evaluating DGBL usability, particularly in the context of emerging technologies and changing user needs, to further improve the design and implementation of DGBL systems.
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Abstract—Excessive self-weight of bridge inspection vehicles increases the safety risk of the inspected bridge structures. In this study, a bridge inspection vehicle arm structure self-weight optimization design model is proposed to improve the efficiency and safety of bridge structure inspection. The model uses a finite element model of the arm structure to generate force data to validate and train a back propagation (BP) neural network-based self-weight prediction model of the arm structure, and uses an improved genetic algorithm to assist the prediction model in searching for the optimal solution. The experimental results show that the maximum stress and maximum deformation of the optimal solution from the optimization model designed in this study are lower than the allowable values of the material, and the total weight of the structure from the optimal solution is the lowest, 4687.5 kg. The computational time of the optimization model designed in this study is lower than all the comparison models. The experimental data show that the optimized model for the self-weight optimization of the bridge inspection vehicle arm structure designed in this study has good optimization effect and has some application potential.

Keywords—Genetic algorithm; Bridge inspection; Structural optimization; Finite element model; BP neural network

I. INTRODUCTION

Currently, the design of mechanical structures in China is generally completed through manpower, specifically relying on the personal experience and professional knowledge of engineers to complete the preliminary design of products [1-3]. This approach highly relies on the personal abilities of the designer, and the design cycle is long, and the design efficiency is also relatively low [4-6]. For large construction machinery such as excavators and bridge inspection vehicles, in most cases, their structural optimization design goal is to minimize the weight of the structure as much as possible while meeting the stress requirements, thereby improving the operational efficiency of the mechanical structure, saving energy and reducing emissions, and reducing construction risks caused by excessive mechanical self-weight [7-9]. As an important part of transport infrastructure, bridges play an irreplaceable role in maintaining traffic safety and ensuring economic development [10-12]. Periodic inspection and maintenance are essential during the operation of bridges [11-13]. As the main equipment for bridge inspection, the design and optimization of the bridge inspection vehicle arm directly affect the effectiveness and efficiency of bridge inspection [14-16]. With the rapid development of artificial intelligence technology represented by neural networks, applying artificial intelligence technology to mechanical structure design has become one of the development trends in mechanical structure design [17-19]. Some previous research has attempted this type of method, but there are still some shortcomings, such as insufficient automation of the designed method and the need to incorporate a certain degree of expert experience into the method. The main reason for this phenomenon is that the parameters in mechanical structure design are complex and numerous, and it is difficult to model using a high level of automation. Therefore, this study attempts to combine finite element model analysis with artificial intelligence algorithms to explore a fast and sufficiently accurate lightweight design method for bridge inspection vehicle arm structures, and uses genetic algorithms to assist in searching for the optimal solution in the optimization model. In addition, considering the inherent drawbacks of genetic algorithms such as being prone to falling into local optima and having poor stability in optimization results, this study innovatively improves the selection operator, mutation, and poor probability calculation methods of genetic algorithms, which is also the importance of this study.

II. RELATED WORKS

Various artificial intelligence algorithms, including BP neural network algorithms, have been applied to a variety of industries and mechanical structure optimization design. Wang D et al. found that the traditional tunnel inspection and reconnaissance methods have high workload and high risk factor. Considering the high mobility of micro-rotor UAV, the authors designed an autonomous tunnel reconnaissance UAV incorporating information from multiple sensors such as inertial measurement units, vision and LIDAR, and used convolutional neural networks to optimize the self-weight of the UAV. The test results show that the optimized UAV reduces its self-weight by 15.7% compared to the pre-optimized UAV, which effectively improves the UAV's endurance [20]. The current additive design capability of Patel D's research team could not meet their production requirements well, so they designed an intelligent additive design system using two neural network architectures, and the test found that the system effectively improved the design efficiency of additive materials [21]. Kien DN et al. constructed a structural defect detection method for mechanical components using Alex neural network and tested that the method resulted in an 8.2% improvement in the accuracy of detecting production defects in mechanical structure design [22]. Li Y et al.
designed a lightweight optimization model for battery structure using radial-based neural network in order to solve the problem of lightweight design of automotive batteries. The experimental results showed that the application of the model reduced the mass of the designed battery pack by 17.62% and the maximum deformation by 30.78% [23]. Fan Y’s research team found that the geometry of high-temperature sealed ceramic parts has a significant impact on their compressive resilience performance, so an accurate and large-scale artificial neural network was built to match the relationship between structural parameters and mechanical properties of ZrO₂ parts fabricated through 3D printing. The prediction results show that the combination of artificial neural network and finite element is a better method to optimize the structure and guide the 3D printing method to fabricate complex ceramic parts [24]. Han X et al. proposed a fast, efficient and convenient method to optimize the shape design of centrifugal pump impeller and worm housing by combining genetic algorithm and back propagation neural network. The experimental results showed that the optimized impeller increased the head and efficiency by 7.69% and 4.74%, respectively, at the design flow conditions, while the optimized power was reduced by 2.56%. The hydrostatic pressure across the optimized impeller is more uniform, and the hydraulic performance of the centrifugal pump with the optimized impeller exceeds that of the original centrifugal pump at low and design flow conditions [25]. To AC et al. proposed a new topological optimization method that uses a neural style to simultaneously optimize the mechanical structural performance and geometric similarity of the reference design for a given load condition; this method pre-trains the convolutional layers of the neural network and extracts the geometric similarity. This method also pre-trains the convolutional layers of the neural network and extracts quantitative features from the reference and input data to perform structural optimization. Test results show that the use of this method to optimize the design of mechanical components resulted in the production of components with a 16.7% reduction in dead weight with only a 2.82% increase in maximum stress [26].

In summary, experts in artificial intelligence and mechanical design have conducted extensive research to analyze the possibility and effectiveness of using intelligent algorithms for automatic design of mechanical components. The ideas behind designing these methods may have some inspiration for this study, which is also the connection between this study and previous studies. However, there are still some shortcomings in previous studies, such as insufficient automation of design methods, a certain degree of expert experience still needs to be incorporated into the method. At the same time, the application of this approach to the lightweight design of bridge inspection vehicle structures in previous studies is quite rare. At the same time, the automatic lightweight design of bridge inspection vehicle structures is of great significance in improving the work efficiency of bridge inspection vehicles, saving operating energy consumption, and even reducing the possibility of potential accidents caused by excessive self-weight of inspection vehicles. This is the purpose or objective result of this study. The research may provide some improvement suggestions for the design and manufacturing of future bridge inspection vehicles, which is the impact of this study on the future.

III. MODEL DESIGN FOR WEIGHT OPTIMIZATION OF TRUSS BRIDGE INSPECTION VEHICLE ARM STRUCTURE

A. Finite Element Modeling of the Structure of the Inspection Arm of the Truss-type Bridge Inspection Vehicle

In order to optimize the arm structure of the inspection vehicle, the arm structure needs to be abstracted and modeled first, specifically by establishing its finite element model, in order to remove elements that have no or little influence on the optimization problem and highlight the computational elements that determine the structural optimization results [27]. The loading arm system of truss bridge inspection vehicle consists of gear slewing structure, telescopic working platform, inner and outer working platform, vertical lifting tower and lower slewing truss. The truss bridge inspection vehicle, which is commonly used in bridge construction projects, was selected as the object of this study, and the dimensions of the components to be optimized in its design structure are shown in Fig. 1.

In the optimization problem of truss bridge inspection vehicle arm structure, since the total length of the inner and outer telescopic working platform of the arm truss and the parameters of the lowering depth of the lift tower are determined through the working conditions, it is more reasonable to choose the constructed interface size as a design variable here. Specifically, the sheet thickness and profile dimensions of the interface are selected as design variables. Here, the design variables are first treated as continuous variables to solve the optimization problem, and then the values of the optimal solution are rounded to obtain the appropriate discrete values according to the actual situation. The distribution of design variables of interface dimensions for each type of carriage arm truss rod is shown in Fig. 2.

![Fig. 1. Common truss bridge inspection vehicle core structure dimensions.](image-url)
The modeling is too complex and will range of each variable in Table I. The specific meaning of each section design variable, the range of variables, and the initial value of each section design variable of the truss bridge inspection vehicle arm trusses in Table 1 is obtained by referring to the corresponding design range of truss bridge inspection truck arm trusses in the industry, and the respective initial values are determined according to the most common values of the same type of products on the market.

Table I. Design Variable Specific Information Display Table

<table>
<thead>
<tr>
<th>Parameter number</th>
<th>Variable Symbols</th>
<th>Initial Value</th>
<th>Value range/mm</th>
<th>Variable Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>*01</td>
<td>x₁</td>
<td>82</td>
<td>[60,90]</td>
<td>Lifting tower chord cross-sectional dimensions</td>
</tr>
<tr>
<td>*02</td>
<td>x₂</td>
<td>11</td>
<td>[5,15]</td>
<td>Cross-sectional material thickness of lift tower stringers</td>
</tr>
<tr>
<td>*03</td>
<td>x₃</td>
<td>50</td>
<td>[40,60]</td>
<td>Lifting tower web cross section size</td>
</tr>
<tr>
<td>*04</td>
<td>x₄</td>
<td>7</td>
<td>[5,17]</td>
<td>Lifting tower web material thickness</td>
</tr>
<tr>
<td>*05</td>
<td>x₅</td>
<td>50</td>
<td>[45,60]</td>
<td>Cross-sectional dimensions of stringers on workbench</td>
</tr>
<tr>
<td>*06</td>
<td>x₆</td>
<td>3</td>
<td>[1,8]</td>
<td>Material thickness of stringers on the workbench</td>
</tr>
<tr>
<td>*07</td>
<td>x₇</td>
<td>67</td>
<td>[42,75]</td>
<td>Cross-sectional dimensions of the lower chord of the working table</td>
</tr>
<tr>
<td>*08</td>
<td>x₈</td>
<td>22</td>
<td>[10,33]</td>
<td>Cross-sectional dimensions of the lower chord of the working table</td>
</tr>
<tr>
<td>*09</td>
<td>x₉</td>
<td>5</td>
<td>[2,10]</td>
<td>Material thickness of the lower chord of the working table</td>
</tr>
<tr>
<td>*10</td>
<td>x₁₀</td>
<td>45</td>
<td>[25,60]</td>
<td>Cross-sectional dimensions of the lower web of the working table</td>
</tr>
<tr>
<td>*11</td>
<td>x₁₁</td>
<td>2.5</td>
<td>[1,8]</td>
<td>Thickness of material of lower web bar of worktable</td>
</tr>
</tbody>
</table>

Considering all kinds of possible working conditions of the inspection vehicle, the most dangerous working condition was selected to carry out the study, i.e. the working condition when the vertical lift tower descends to the lowest position. In this case, the vertical relationship between the telescopic inspection platform and the bridge is vertical, the load borne by the inspection vehicle is 300 M/kg, and the safety factor is 1.5 according to industry regulations.

The parametric model of the truss structure of the inspection vehicle is designed again below. Considering the actual structure of the inspection vehicle arm, it is stipulated that the contact points between the guiding and positioning rollers and the lift tower flange plate are connected by fixed constraints, and the upper and lower end plates of the arm structure are connected by using the gears and bolts of the slewing structure. Although the rotating truss is also connected to the slewing structure and the inner and outer table lap joints using bolts, this part of the modeling is too complex and will significantly increase the number of finite element units and nodes, so the connection structure is ignored and the connection between them is considered as direct coupling. Using the established finite element model to carry out structural statistics and static calculations, it was found that the total mass of the model was 5519.48 kg, and the maximum equivalent stress of the structure was 250.4 MPa, which appeared at the bolt hole of the lower end plate of the rotary structure, while the stress at other locations was much smaller than this value. The strength requirement is satisfied. The maximum displacement of the structure is 98.58mm in the vertical direction of the arm truss, which also meets the structural requirements.

B. Mapping Relationship Model and Mathematical Model Design for Structure Optimization

The computational efficiency of using manual debugging of design variables and then running the finite element model to calculate the optimization target values is particularly low. Therefore, this study uses a BP neural network to construct a mapping relationship between the structural design variables and the optimization objective, i.e., the structural weight of the arm, in order to achieve the goal of fast optimization. The reason for using BP neural network instead of other more complex and advanced neural network algorithms to construct the mapping relationship model is that the target problem in this study is not complicated in terms of features and does not require repeated and high-latitude abstraction extraction, which would substantially increase the computational and training time of the mapping model. And it is difficult to provide a large number of data samples that can make the latter training effective in this study. Before building the mapping model, it is also necessary to select a suitable training sample set. Now, we choose to use the orthogonal test method to obtain the sample data because it generates data samples with neat comparability and balanced distribution, i.e., it is possible to obtain a data set with as complete a distribution as possible with fewer samples.

The orthogonal table \( L_{10}(S^5) \) is chosen to obtain the training samples, which contains 5 levels, 50 samples and 11 design factors, as shown in Table II. As shown in Table II, the truss self-weight, maximum deformation and maximum equivalent
The force of the model structure are taken as the output in turn, and the required calculation results can be quickly generated by using the finite element model of the inspection vehicle arm.

<table>
<thead>
<tr>
<th>Design Variables</th>
<th>Level 1</th>
<th>Level 2</th>
<th>Level 3</th>
<th>Level 4</th>
<th>Level 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_1 )</td>
<td>81</td>
<td>82</td>
<td>84</td>
<td>85</td>
<td>88</td>
</tr>
<tr>
<td>( x_2 )</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
</tr>
<tr>
<td>( x_3 )</td>
<td>49</td>
<td>51</td>
<td>54</td>
<td>55</td>
<td>57</td>
</tr>
<tr>
<td>( x_4 )</td>
<td>8</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td>( x_5 )</td>
<td>49</td>
<td>51</td>
<td>55</td>
<td>57</td>
<td>59</td>
</tr>
<tr>
<td>( x_6 )</td>
<td>3.0</td>
<td>3.5</td>
<td>4.0</td>
<td>4.5</td>
<td>5.0</td>
</tr>
<tr>
<td>( x_7 )</td>
<td>61</td>
<td>62</td>
<td>64</td>
<td>65</td>
<td>68</td>
</tr>
<tr>
<td>( x_8 )</td>
<td>21</td>
<td>22</td>
<td>25</td>
<td>27</td>
<td>29</td>
</tr>
<tr>
<td>( x_9 )</td>
<td>4.0</td>
<td>4.5</td>
<td>5.0</td>
<td>6.0</td>
<td>6.5</td>
</tr>
<tr>
<td>( x_{10} )</td>
<td>43</td>
<td>44</td>
<td>47</td>
<td>48</td>
<td>51</td>
</tr>
<tr>
<td>( x_{11} )</td>
<td>3.0</td>
<td>3.5</td>
<td>4.0</td>
<td>4.5</td>
<td>5.0</td>
</tr>
</tbody>
</table>

Therefore, the size of the designed BP neural network input data is fixed to 11x50, and the output is the maximum equivalent force and overall mass of the model. Since some of the design variables vary greatly in order of magnitude and may even be out of oversaturation, thus slowing down the convergence or even failing to complete the convergence, the input data need to continue the normalization process. The BP neural network in the mapping model adopts the classical four-layer organization structure, and after several debugging, each layer is substituted with S-type tangent function, S-type logarithmic function, and pure linear function as the transfer function in turn.

The mapping model can be used to quickly calculate the predicted optimization results of the opposing structural solution for the input design variables, but the output value is not the global optimal solution. Therefore, it is also necessary to perform an optimization search operation on the neural network mapping model. The following is a mathematical model of structural optimization required for the optimization search process.

The optimization objective of the mathematical model is to minimize the total weight of the structure while satisfying all the constraints, so as to achieve the effect of improving the efficiency of the drive system and the whole vehicle. Therefore, the objective function and constraints of the structure optimization mathematical model of the detection vehicle are shown in formula (1) and (2), respectively, by calling the three trained BP neural network implicit functions.

\[
\begin{align*}
\min f(x) &= \text{sim}(\text{net } G, x) \\
\{ \sigma &= \text{sim}(\text{net } S, x) < [\sigma] \\
f &= \text{sim}(\text{net } f, x) < [f] \}
\end{align*}
\]

In formula (1), \( f(x) \) and \( \text{net } G \) are the self-weight function and auto-implicit function of truss respectively, the former is calculated by finite element model and the latter is obtained by BP mapping network training; in formula (2), \( \sigma \) and \( f \) are structural stress and vertical displacement respectively, \( [\sigma] \) and \( [f] \) are allowable stress and allowable stiffness respectively, \( \text{net } S \) and \( \text{net } f \) are structural stress implicit function and vertical maximum displacement implicit function respectively. The input data \( x \) satisfy the relationship of formula (3).

\[
x \in X = [x_1, x_2, \ldots, x_{11}]^T
\]

C. Design of Optimization Model Solving Method Based on Improved Genetic Algorithm

Genetic algorithm is an optimization algorithm designed after biological genetic rules, which has excellent adaptive ability and large solution set coverage, so it is widely used in solving various complex optimization problems. This time, genetic algorithm is also chosen as the mapping model optimization method, but the traditional genetic algorithm has the following disadvantages. Firstly, the traditional genetic algorithm population initialization is carried out randomly, which may make the mapping model miss the optimal solution, secondly, due to the complex computational content of the mathematical model for structural optimization of the detection vehicle, it will lead to slow convergence of the algorithm, and finally, the traditional genetic algorithm also has the problem that it may fall into local convergence. To alleviate these problems, this study improves the traditional genetic optimization algorithm in many aspects, and the improvement process will be analyzed in detail below.

In the iterative process of genetic algorithm, variation probability and crossover probability play a significant role in the calculation results of the algorithm, and it is necessary to optimize these two parameters because they may even directly lead to the failure of optimization if they are not set properly. In classical genetic algorithms, the variation probability and crossover probability change with the increase of iterations, thus increasing the genetic diversity of the population and reducing the possibility of falling into local convergence. For the classical genetic algorithm, when the fitness of an individual is greater than the average fitness of the population, it means that it is a good individual, and the corresponding variation and crossover probabilities are both a small value, making it easier to save to the next generation. On the contrary, it means that the current individual is a poor adaptor, and its variation and crossover probability are larger values, aiming to improve the quality of its offspring. However, if the individual fitness is equal to the maximum fitness of the population, the corresponding two probability metrics will be reduced to 0. Although this internal regulation model is more reasonable in the later stages of the iteration, when the majority of individuals in the population are excellent and the impact of variation adjustment should be minimized. However, in other stages of the iteration, this approach makes the evolution and convergence process too slow, and this is the optimal individual may not be the global optimum. To address the
drawbacks of this adaptive adjustment, previous work has improved the calculation of the crossover probability \( p_c \) and the variance probability \( p_m \), as in formulas (4) and (5).

\[
p_c = \begin{cases} 
\frac{p_{c1} - \left(p_{c1} \cdot p_{c2}\right) \left(f' - f_{avg}\right)}{f_{max} - f_{avg}}, & f' \geq f_{avg} \\
\frac{p_{c1}, f' < f_{avg}}{1}
\end{cases} \quad (4)
\]

\[
p_m = \begin{cases} 
\frac{p_{m1} - \left(p_{m1} \cdot p_{m2}\right) \left(f_{max} - f\right)}{f_{max} - f_{avg}}, & f' \geq f_{avg} \\
p_{m1}, f' < f_{avg}
\end{cases} \quad (5)
\]

In formulas (4) and (5), \( p_{c1}, p_{c2}, p_{m1}, \) and \( p_{m2} \) are the parameters to be set, and \( f', f_{avg} \), and \( f_{max} \) represent the fitness values of the individuals to be mutated, the average fitness of the population, and the maximum fitness, respectively. This improved calculation method uses an elite retention strategy, which protects the best individuals in each generation. However, the parameter of the number of iterations of the population needs to be added to ensure that the two probabilities will change dynamically, so this study adjusts the calculation of the crossover probability and the variation probability to formulas (6) and (7).

\[
p_c = \begin{cases} 
\frac{p_{c1} \left(1 - \cos^2 \left(\frac{f' - f_{avg}}{f_{max} - f_{avg} + \lambda} - \frac{1 - \pi}{2}\right)\right)}{p_{c1}, f' < f_{avg}} & f' \geq f_{avg} \\
1
\end{cases} \quad (1)
\]

\[
p_m = \begin{cases} 
\frac{1}{\sqrt{n}} p_{m1} \left(1 - \cos^2 \left(\frac{f_{max} - f}{f_{max} - f_{avg} + \lambda} - \frac{1 - \pi}{2}\right)\right), & f' \geq f_{avg} \\
1
\end{cases} \quad (2)
\]

In formulas (6) and (7), \( \lambda \) is a very small positive number, which is added to prevent the occurrence of a situation in the population where the average fitness is equal to the maximum fitness. \( n \), for the number of iterations, the two probabilities are combined with the number of iterations and the trigonometric function, so that they satisfy both non-zero and changeable with the fitness to avoid the situation of falling into local optimum. The selection operation is an indicator to judge whether an individual can be inherited or not. In the optimization problem of this study, the size of the adaptation degree of the optimized solution is closely related to its total structural weight, which means that when the total structural weight is too large, the corresponding solution should be eliminated. For this characteristic, elite retention and roulette selection methods can be chosen to screen genes. The roulette selection strategy allows individuals with greater fitness to be preferentially selected for inheritance to the next generation, facilitating the process of optimization and iteration, which is more common and will not be repeated here. The elite selection strategy can make the better individuals not be destroyed by the hybridization strategy, so the elite selection strategy is chosen as the selection operator of the algorithm. The specific treatment of the elite selection strategy is that when the best individual appears in the population, it is directly copied to the next generation and the subsequent steps are skipped.

The mutation operation serves to increase the genetic richness of the population and prevent the algorithm from early convergence. For the characteristics of the inspection vehicle arm structure weight optimization problem, the mutation operation was chosen to be carried out in this genetic algorithm using the inversion mutation method. The specific processing method is shown in Fig. 3.

However, the disadvantage of this mutation algorithm is that there is no way to know whether the mutated chromosome is superior to the parent, and if the mutated chromosome becomes worse instead, it will instead increase the possibility of local convergence of the algorithm. To avoid this situation, the validity of this mutation needs to be judged after the inversion mutation operation is finished. Here, we choose to use fitness as an indicator to judge the level of chromosomal excellence of the offspring. If the judgment result shows that the chromosome fitness of the offspring is smaller than that of the parent, the mutation operation is deleted, and the result is accepted on the contrary. The improved genetic algorithm was designed by combining the above improved results, and its computational process is shown in Fig. 4. As shown in Fig. 4, firstly, the mapping model based on BP neural network was input into the algorithm, and then the binary coding method was applied to encode the parameters of the improved genetic algorithm, in which several populations were randomly generated, and the fitness function was used to calculate the genetic probability of each individual. Before carrying out the chromosome crossover mutation operation, it is necessary to retain a few good individuals according to the elite strategy, and then judge whether the current operation is inbred, because if it is inbred, it will bring serious adverse effects to the optimization results. If the judgment result is "yes", reselect the operation object and judge again. If the answer is "no", crossover and mutation operations are performed on all individuals according to formulas (6) and (7) to generate new offspring, and finally determine whether the current population and algorithm parameters meet the stop iteration condition, and if so, stop the iteration and output the optimal individual, i.e., the optimal detection vehicle arm structure optimization scheme, and if not, return to the calculation of genetic probability. Step to continue running the algorithm.

This completes the design of the optimized model for the weight of the arm structure of the truss bridge inspection vehicle.

---

**Fig. 3.** Schematic diagram of inversion variant treatment.
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Faster RCNN for the five groups of test design variables are 5164.8 kg, 5170.4 kg, 223.63 MPa, 223.95 MPa, and 0.81%, 0.92%, 1.62%, 1.48% respectively. It can be seen that the absolute values of the average relative errors are within the allowed range (less than 5%), indicating that the two selected prediction models can be used. Although the relative error of the structure maximum self-weight prediction value of the Faster-RCNN-based prognostic model is smaller than that of the BP network-based one, the fluctuation of the former prediction is significantly larger, so it is reasonable to select the BP algorithm to construct the prognostic model.

The following analysis of the BP and Faster-RCNN neural network training process in the structural optimization model is shown in Fig. 6. The horizontal axis is the number of model iterations and the vertical axis is the value of the loss function, with different line shapes representing different optimization models. Since the loss function decreases extremely fast in the early stage of model training, the vertical axis is shown in segments. The loss function values after convergence of the two models IGA+BP and IGA+FRCNN constructed using the improved genetic algorithm are significantly lower than those of the other two models, and the former is higher than the latter, at 1.52 and 3.15, respectively, indicating that the global search capability of the algorithm is indeed significantly enhanced after improving the genetic algorithm along the lines of this study. From the perspective of the number of iterations, the model using BP neural network converged significantly faster than the model using Faster-RCNN neural network, for example, IGA+BP and IGA+FRCNN converged after 91 and 169 iterations, respectively.

In order to verify the reasonableness of using neural network algorithm instead of finite element model, after constructing and training the mapping model based on BP and Faster-RCNN, five groups of data different from the training samples were randomly selected to carry out the simulation test, and the test results are shown in Fig. 5. The horizontal axis in Fig. 5 shows each prediction model and the prediction index of the output, the left vertical axis represents the total structural self-weight of the output of various models, and the right vertical axis represents the maximum structural stress of the output of each model. The right vertical axis represents the maximum structural stress output of each model, and the data with percent sign in the figure is the absolute value of the relative error of the output value of the prediction model relative to the output value of the finite element model. As can be seen in Fig. 5, the predicted mean structural dead weight and maximum structural stress of the predictive models based on BP neural network and Faster-RCNN for the five groups of test design variables are 5164.8 kg, 5170.4 kg, 223.63 MPa, 223.95 MPa, and 0.81%, 0.92%, 1.62%, 1.48% respectively. It can be seen that the absolute values of the average relative errors are within the allowed range (less than 5%), indicating that the two selected prediction models can be used. Although the relative error of the structure maximum self-weight prediction value of the Faster-RCNN-based prognostic model is smaller than that of the BP network-based one, the fluctuation of the former prediction is significantly larger, so it is reasonable to select the BP algorithm to construct the prognostic model.

The following analysis of the BP and Faster-RCNN neural network training process in the structural optimization model is shown in Fig. 6. The horizontal axis is the number of model iterations and the vertical axis is the value of the loss function, with different line shapes representing different optimization models. Since the loss function decreases extremely fast in the early stage of model training, the vertical axis is shown in segments. The loss function values after convergence of the two models IGA+BP and IGA+FRCNN constructed using the improved genetic algorithm are significantly lower than those of the other two models, and the former is higher than the latter, at 1.52 and 3.15, respectively, indicating that the global search capability of the algorithm is indeed significantly enhanced after improving the genetic algorithm along the lines of this study. From the perspective of the number of iterations, the model using BP neural network converged significantly faster than the model using Faster-RCNN neural network, for example, IGA+BP and IGA+FRCNN converged after 91 and 169 iterations, respectively.

In order to verify the reasonableness of using neural network algorithm instead of finite element model, after constructing and training the mapping model based on BP and Faster-RCNN, five groups of data different from the training samples were randomly selected to carry out the simulation test, and the test results are shown in Fig. 5. The horizontal axis in Fig. 5 shows each prediction model and the prediction index of the output, the left vertical axis represents the total structural self-weight of the output of various models, and the right vertical axis represents the maximum structural stress of the output of each model. The right vertical axis represents the maximum structural stress output of each model, and the data with percent sign in the figure is the absolute value of the relative error of the output value of the prediction model relative to the output value of the finite element model. As can be seen in Fig. 5, the predicted mean structural dead weight and maximum structural stress of the predictive models based on BP neural network and Faster-RCNN for the five groups of test design variables are 5164.8 kg, 5170.4 kg, 223.63 MPa, 223.95 MPa, and 0.81%, 0.92%, 1.62%, 1.48% respectively. It can be seen that the absolute values of the average relative errors are within the allowed range (less than 5%), indicating that the two selected prediction models can be used. Although the relative error of the structure maximum self-weight prediction value of the Faster-RCNN-based prognostic model is smaller than that of the BP network-based one, the fluctuation of the former prediction is significantly larger, so it is reasonable to select the BP algorithm to construct the prognostic model.

The following analysis of the BP and Faster-RCNN neural network training process in the structural optimization model is shown in Fig. 6. The horizontal axis is the number of model iterations and the vertical axis is the value of the loss function, with different line shapes representing different optimization models. Since the loss function decreases extremely fast in the early stage of model training, the vertical axis is shown in segments. The loss function values after convergence of the two models IGA+BP and IGA+FRCNN constructed using the improved genetic algorithm are significantly lower than those of the other two models, and the former is higher than the latter, at 1.52 and 3.15, respectively, indicating that the global search capability of the algorithm is indeed significantly enhanced after improving the genetic algorithm along the lines of this study. From the perspective of the number of iterations, the model using BP neural network converged significantly faster than the model using Faster-RCNN neural network, for example, IGA+BP and IGA+FRCNN converged after 91 and 169 iterations, respectively.
In the following, the calculation results of the optimal solution parameters output from each model corresponding to the circular integer value scheme are compared again, as shown in Table III. Observing Table III, it can be seen that after the calculation and processing of each optimization model, some of the design variables of the four optimal integer solutions derived have increased compared to the initial values, but most of the design variables have a significant decrease. From the perspective of maximum stress and maximum deformation, the IGA+FRCNN model is the smallest with 213.9 MPa and 74.64 mm, respectively, followed by the IGA+B0P model with 219.50 MPa and 79.31 mm, respectively. But the maximum stress and maximum deformation of the optimal integer solutions of all the optimized models are smaller than the initial design values and lower than the allowable values. From the perspective of measuring the total structural weight of the measuring arm, the IGA+B0P model has the lowest total structural weight of 4687.5 kg.

Finally, the computational efficiency of each optimization model is analyzed, so different groups of design variables are input and the statistics are obtained in Fig. 7. The horizontal axis in Fig. 7 represents the number of groups of design variables processed by the model consecutively, and the vertical axis represents the total computational time spent. Different curve types represent different optimization models, and the gray vertical lines are auxiliary lines. As can be seen in Fig. 7, the computational time of the model incorporating the FRCNN algorithm is significantly more than that of the model constructed based on the BP algorithm, mainly because the former has a complex structure and more computational levels.

Also the computation time of the model using the improved incremental algorithm is designed here, and the parameters in the algorithm are determined through multiple debugging methods. The data obtained from the experiment is relatively simple, and it is described in text here. According to the statistical experimental data, it was found that the optimal structural parameters optimized by the IGA+BP model designed in this study still have lower self-weight than the incremental algorithm, indicating that the optimization effect of the latter is worse than that of the former.

<table>
<thead>
<tr>
<th>Name</th>
<th>Initial design value</th>
<th>CGA+BP</th>
<th>IGA+B0P</th>
<th>CGA+FRCNN</th>
<th>IGA+FRCNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_1$ (mm)</td>
<td>92</td>
<td>74</td>
<td>67</td>
<td>71</td>
<td>69</td>
</tr>
<tr>
<td>$x_2$ (mm)</td>
<td>11.00</td>
<td>6.00</td>
<td>6.00</td>
<td>6.00</td>
<td>6.00</td>
</tr>
<tr>
<td>$x_3$ (mm)</td>
<td>50</td>
<td>61</td>
<td>58</td>
<td>60</td>
<td>59</td>
</tr>
<tr>
<td>$x_4$ (mm)</td>
<td>7.00</td>
<td>7.50</td>
<td>6.50</td>
<td>7.00</td>
<td>6.50</td>
</tr>
<tr>
<td>$x_5$ (mm)</td>
<td>50</td>
<td>56</td>
<td>58</td>
<td>58</td>
<td>60</td>
</tr>
<tr>
<td>$x_6$ (mm)</td>
<td>3.00</td>
<td>2.50</td>
<td>2.00</td>
<td>2.50</td>
<td>2.50</td>
</tr>
<tr>
<td>$x_7$ (mm)</td>
<td>67</td>
<td>52</td>
<td>50</td>
<td>52</td>
<td>50</td>
</tr>
<tr>
<td>$x_8$ (mm)</td>
<td>22</td>
<td>16</td>
<td>15</td>
<td>15</td>
<td>16</td>
</tr>
<tr>
<td>$x_9$ (mm)</td>
<td>5.00</td>
<td>4.50</td>
<td>4.00</td>
<td>5.00</td>
<td>4.50</td>
</tr>
<tr>
<td>$x_{10}$ (mm)</td>
<td>45</td>
<td>54</td>
<td>60</td>
<td>62</td>
<td>60</td>
</tr>
<tr>
<td>$x_{11}$ (mm)</td>
<td>2.50</td>
<td>3.50</td>
<td>4.00</td>
<td>4.00</td>
<td>4.00</td>
</tr>
<tr>
<td>Maximum stress/MPa</td>
<td>250.48</td>
<td>227.1</td>
<td>219.50</td>
<td>224.8</td>
<td>213.9</td>
</tr>
<tr>
<td>Maximum deformation/ mm</td>
<td>101.36</td>
<td>96.49</td>
<td>79.31</td>
<td>87.15</td>
<td>74.64</td>
</tr>
<tr>
<td>Self-weight/ kg</td>
<td>5574.2</td>
<td>5271.0</td>
<td>4687.5</td>
<td>5188.3</td>
<td>4962.3</td>
</tr>
</tbody>
</table>

Fig. 6. Comparison of the training process of each optimization model.

Fig. 7. Comparison of the computational efficiency of each optimization model.
In summary, the difference between the self-weight and maximum structural stress of the inspection vehicle designed in this study using neural networks instead of the finite element model output and the finite element model is less than 2%. In the engineering application environment of bridge inspection vehicles, this degree of error can be considered more accurate. The main reason for this situation is that neural networks have strong nonlinear relationship search and extraction capabilities, and there is indeed a complex nonlinear mapping relationship between the structural parameters of the bridge inspection vehicle and the corresponding structural self-weight and maximum stress. From the perspective of algorithm training speed, the IGA+BP model designed in this study has a slightly faster training speed than the comparison algorithm, because the BP neural network that makes up the algorithm itself is a three-layer structure, and the parameters to be optimized and the number of samples required for training are smaller than neural network algorithms such as Fast-RCNN. From the optimized parameter results, it can be seen that the optimal solution output by the design algorithm in this study corresponds to a significantly smaller self-weight than other algorithms, and the maximum stress and strain of the structure has not significantly increased compared to other methods, indicating that this method has certain application value in optimizing the structural parameters of bridge inspection vehicles.

V. CONCLUSION

In order to reduce the self-weight of the bridge inspection vehicle boom structure, this study designed an improved genetic algorithm and built an intelligent optimization model of the inspection vehicle boom structure by combining the BP neural network prediction model and the finite element model. The simulation experimental results show that the prediction value of the output of the test design variables from the prediction model constructed based on BP and Faster-RCNN neural network is less than 5% relative error to the calculation result of the finite element model, and can be used for the prediction model. The values of loss functions after convergence of the two models constructed using improved genetic algorithm, IGA+BP and IGA+FRCNN, are significantly lower than the other two models, and the former is higher than the latter with 1.52 and 3.15, respectively. Analysis of the optimal integer solutions of each optimized model reveals that the IGA+FRCNN model is the smallest in terms of maximum stress and maximum deformation, with 213.9 MPa and The maximum stress and maximum deformation of the IGA+FRCNN model are 213.9 MPa and 74.64 mm, respectively, followed by the IGA+B0P model with 219.50 MPa and 79.31 mm, respectively, which are lower than the allowable values of the material. From the perspective of measuring the total structural weight of the measuring arm, the IGA+B0P model has the lowest total structural weight of 4687.5 kg. Also the computation time of the model using the improved genetic algorithm is significantly lower than that of the model using the same prediction algorithm but without the improved genetic algorithm. When the number of groups with computational variables is 50, the computation time of CGA+BP, IGA+BP, CGA+FRCNN, IGA+ The computation time of each scheme is 5.88 s, 4.62 s, 10.24 s, and 9.57 s, respectively. It can be seen that the optimization model designed this time can obtain better self-weight optimization results of the bridge inspection vehicle arm structure quickly. However, the optimization effect of the model on other uncommon types of bridge inspection vehicles was not analyzed in the study, and this part will be added in the subsequent study.
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Abstract—Visual inspection systems (VIS) are vital for recognizing and assessing parts in mass-produced products at the fabricating lines. In the past, item review was carried out physically, which made finding imperfections repetitive, moderate, and prone to error. VIS may be a strategy to abbreviate preparing times, boost item quality, and increment fabricating competitiveness. For the reason of reviewing lost components on uncovered printed circuit sheets, a visual inspection framework is required. The assessment assignment has become more challenging to accomplish the specified quality due to the more compact and complex surface of structured electronic components. This study proposes a real-time visual inspection system to assess lost impressions on Printed Circuit Boards (PCB). This system is composed of hardware and software frameworks. The main contribution of this study is the proposed software framework. The software framework consists of components region analysis and missing detection using image processing, cross-correlation, and production rules. Experimental results show the viability and achievability of the proposed system for PCB missing component detection.

Keywords—Automated visual inspection; Printed Circuit Boards (PCB); quality control; image processing

I. INTRODUCTION

Printed circuit boards (PCBs) are a pillar of the electronic manufacturing sector [1,10]. The process of PCB inspection is challenging to perform manually because the surface of electronic goods is increasingly compact and complicated. This makes it harder for electronic boards to achieve quality control on the final products. The AVIS is the answer to boosting productivity and avoiding the challenges of manual inspection and mostly used in smart manufacturing [2,11]. Although many studies have been done on PCBs inspection, the issue of missing footprints has received less attention. When a “Printed Circuit Board” is created and released onto the market, the consumer of the board needs footprints (component shapes) in order to locate the location of the electronic component on the board [3,7].

The methods of human-based inspection for finding flaws depend on the expertise of the inspectors utilizing conventional tools, which makes finding flaws tedious, sluggish, and prone to mistakes [12]. This study thus concentrated on PCB footprint verification utilizing machine vision in the production line. These footprints are categorized by the AVIS utilizing a rule-based classifier and a machine vision system based on print quality [1,8]. As the global marketplace demands more emphasis on quality, automated visual inspection of industrial items for quality control plays an increasingly important role in the manufacturing process [2,9]. Most of the time, people still do visual examinations for quality purposes. However, human-based inspection suffers from many challenges: low inspection speed and accuracy fluctuations.

This study presents an automatic visual inspection system for PCB missing component detection. This work is based on pure image processing algorithms which provide efficient and less computation cost techniques to represent and detect faulty PCB products. The categorization of fault types is done using a proposed production rule. Additionally, the finished footprints on the PCB are identified using Template matching.

In following section, related works are reviewed in Section II. The proposed method describes in Section III. Section IV presents the experimental result. Finally, the paper concludes in Section V.

II. RELATED WORKS

This section presents related works on automated visual inspection systems in the PCB quality control process.

Wu et al. [1] developed a method for automatic visual examination based on characteristics of solder connections on PCBs, such as their location, shape, and logical aspects. The suggested technique may be used to identify various PCB defects, including no solder, surplus solder, incorrect or missing components, and damaged components. The characteristics will be retrieved based on several locations and the geometry of the solder connections once the solder joints have been localized. From solder junctions, they obtain occupancy ratios for the area, color, center of gravity, and continuous pixels. The logical features are recovered by examining the tight relationships between form, location, and colour dispersing factors.

Matsushima et al. [2] proposed a neural network-based visual inspection solution for PCB solder connections. For the learning and inspection phases, input data characteristics are retrieved using principal component analysis (PCA). The camera angles and the light source determine the circumstances for capturing images. There are two phases in a neural network visual inspection system: learning and inspection. In the learning phase, the neural network system produces two outputs, the defect degree and the good degree of the sample, based on the inputs retrieved from a good or defective sample.
The neural network’s input for the learning phase is the Principle Component Analysis (PCA) generated as a feature from the sample pictures.

After placing wet solder paste on a printed circuit board, Zhang et al. [3] created a real-time visual assessment method of the solder paste quality. In this approach, the extraction of the region of interest, which includes the solder paste and pad regions, begins with a segmentation procedure. The categorization of five kinds of solder pastes as Good, Excess, Insufficient, Horizontal displacement, and Vertical displacement is then performed using a neural network algorithm.

Brunetti et al. [4] proposed a solder connection flaw detection system using automatic optical inspection (AOI) for PCBs produced using the surface mounting method (SMT). The neural network technique solves this diagnostic as a pattern recognition issue. The pictures are obtained using horizontal, vertical, and correlation coefficients. Each region of interest is assessed using three different types of feature vectors: geometric features (G-feature), wavelet features (W-feature), and the combination of the two features (GW-feature). According to their experiment, the best recognition rate was attained using a Multi-Layer Perceptron (MLP) network and GW features.

Lin et al. [5] developed a method to inspect printed circuit boards more quickly and accurately. The inspection process consists of two steps. Only one image characteristic is abstracted from the picture in the first step, and it is utilized as a screening index to filter out most typical components quickly. The neural network is then used as a classifier along with picture indices such as the histogram index, correlation coefficient, high contrast index, and regional index.

III. PROPOSED SYSTEM

The architecture of the systems that are suggested in our study is shown.

A. Hardware Framework

Fig. 1 shows the hardware framework's organizational structure. It incorporates the web camera used for picture acquisition, a conveyor belt, a light source, and a laptop system with image processing software.

The AVIS framework aims to classify the footprints into complete and incomplete shapes related to LED, Resistor, IC, Capacitor, and Transistor footprints. The specific algorithms are detailed in the paragraphs that follow. The camera, light source, and conveyor belt, which make up the three main parts of our real-time imaging system, are calibrated in simulated settings. Fig. 2 depicts the hardware for the suggested AVIS model and is explained in the following subsections.

As shown in Fig. 3, a webcam is used to capture images. The PCBs are moved along the conveyor belt at the chosen pace and in the desired direction, from left to right, simulating a true industrial setting. The stand is used to secure the camera to the conveyor belt and allows for up-and-down movement of the webcam. Additionally, the camera is fixed to a pedestal and is positioned in the middle of the conveyor belt. The webcam is best positioned in the center to catch the PCBs as they go along the conveyor belt. The actual capture of the picture, segmentation, and classification are done on the computer.
B. Software Framework

The software diagram depicted in Fig. 4 represents the proposed AVIS software framework. The processes for object detection and picture processing are included. Feature extraction, board location, segmentation of footprints, and image collection are the first five processes. The images are then categorized in terms of their geometrical features using a production rules method.

1) Image acquisition: The acquisition systems feature a mechanical positioning tool to move the camera or the product being tested to a fixed position and acquire the picture. The program displays the outcome and waits for the following acceptable image. The program recorded RGB frame-by-frame photos of PCBs traveling on the conveyor belt at a set conveyor belt speed.

2) Image segmentation: The pre-processing stage consists of two steps of image segmentation. The first image segmentation step is to extract the board under inspection from the acquired images, while in the second step, the image of the footprint is obtained from the board image. We have explained the two steps in detail.

a) Board localization: The work carried out in this stage of pre-processing is the extraction of the board from the obtained image. In any instance, a procedure to lessen or eliminate discrepancies between the obtained picture and the ROI must be included in the pre-processing [4]. In this case, we used a connected component to locate the board from the collected picture. In this project, the connected-component labeling procedure will use an 8-connectivity pixel since it is assumed that forms are frequently far from one another. As a consequence, calculation complexity can be avoided [6]. The largest component among those found to be connected is then extracted from the group based on size, and in this case, the largest component is the whole board, as shown in the obtained image. The steps of board localization are depicted in Fig 5.

![Diagram of the software framework](image)

**Fig. 4.** The software framework.

![Diagram of board localization steps](image)

**Fig. 5.** The steps of board localization.
b) Footprint segmentation: In this step, each region of footprints is cropped based on its coordination in terms of PCB’s size. In this instance, we cropped the bounding box using four parameters: $X_{min}, Y_{min}$ (Coordination), width, and height. First, the segmented image's energy will be assessed. If the segmented image's energy is greater than 15 pixels, the following stage will be to assess the printing quality. The entire footprint would be missing if the energy level were below 15.

3) Feature extraction: The feature extraction stage of image processing is crucial. The application and success of every classification method in the next phase depend on choosing the most appropriate characteristics. The subsequent phase of our procedure is feature extraction. From linked components on the footprint that were acquired by segmentation, a geometric feature [4] has been retrieved in this part. This method investigates two types of significant geometric properties, Area and Perimeter, for each item in the image based on the previously given information.

4) Classification: Image classification is the last phase of the proposed software framework. When the features are retrieved, a classification may be made using a set of known features in this step. In this study, the area and perimeter characteristics are the geometrical features chosen for the classifying footprint. Production guidelines are used to categorize the footprints into four groups in this step: 25%, 50%, 75%, and 100% for each type of footprint. Different types of footprints on a PCB are dealt with by the models for detection and categorization (Variable resistor, IC, Capacitor, LED, Transistor). Tables I, II, III, IV, and V show the types of footprints.

5) Production rules: In this work, the classifier is rules-based. An effective and simple system is founded on rules. The IF-Then structure states that IF can develop a set of rules that can achieve a high classification rate for these specified classes of footprint and can then claim that rule-based systems are feasible. Calculated rule-based output takes the form of rules based on the area and perimeter of forms. The variable resistor takes just Area. Each object can get one of the values: (25%, 50%, 75%, and 100%). Table VI shows the features and values in each segmented image. Fig. 6 shows the inference engine of the production rule for four classes of footprints.

The V1 to V6 represent the perimeter of shapes in a segmented image. The V7, V8, V9, and V10 represent the Area of shape in a segmented image. The values of perimeter and area are different for each type of footprint.

<table>
<thead>
<tr>
<th>Type of footprint</th>
<th>Quality of the printing</th>
<th>Percentage</th>
<th>Accept or reject</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capacitor</td>
<td></td>
<td>25%</td>
<td>Reject</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50%</td>
<td>Reject</td>
</tr>
<tr>
<td></td>
<td></td>
<td>75%</td>
<td>Reject</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100%</td>
<td>Accept</td>
</tr>
</tbody>
</table>
### TABLE II. THE FOUR CLASSES OF THE VARIABLE RESISTOR

<table>
<thead>
<tr>
<th>Type of footprint</th>
<th>Quality of the printing</th>
<th>Percentage</th>
<th>Accept or reject</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variable Resistor</td>
<td><img src="image" alt="Variable Resistor Footprints" /></td>
<td>25%</td>
<td>Reject</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50%</td>
<td>Reject</td>
</tr>
<tr>
<td></td>
<td></td>
<td>75%</td>
<td>Reject</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100%</td>
<td>Accept</td>
</tr>
</tbody>
</table>

### TABLE III. THE FOUR CLASSES OF THE IC

<table>
<thead>
<tr>
<th>Type of footprint</th>
<th>Quality of the printing</th>
<th>Percentage</th>
<th>Accept or Reject</th>
</tr>
</thead>
<tbody>
<tr>
<td>IC</td>
<td><img src="image" alt="IC Footprints" /></td>
<td>25%</td>
<td>Reject</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50%</td>
<td>Reject</td>
</tr>
<tr>
<td></td>
<td></td>
<td>75%</td>
<td>Reject</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100%</td>
<td>Accept</td>
</tr>
</tbody>
</table>

### TABLE IV. THE FOUR CLASSES OF THE TRANSISTOR

<table>
<thead>
<tr>
<th>Type of footprint</th>
<th>Quality of the printing</th>
<th>Percentage</th>
<th>Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transistor</td>
<td><img src="image" alt="Transistor Footprints" /></td>
<td>25%</td>
<td>Reject</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50%</td>
<td>Reject</td>
</tr>
<tr>
<td></td>
<td></td>
<td>75%</td>
<td>Reject</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100%</td>
<td>Accept</td>
</tr>
</tbody>
</table>
TABLE V. THE FOUR CLASSES OF THE LED

<table>
<thead>
<tr>
<th>Type of footprint</th>
<th>Quality of the printing</th>
<th>percentage</th>
<th>Accept or reject</th>
</tr>
</thead>
<tbody>
<tr>
<td>LED</td>
<td></td>
<td>25%</td>
<td>Reject</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50%</td>
<td>Reject</td>
</tr>
<tr>
<td></td>
<td></td>
<td>75%</td>
<td>Reject</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100%</td>
<td>Accept</td>
</tr>
</tbody>
</table>

TABLE VI. THE FEATURES IN CLASSES OF FOOTPRINTS IN SEGMENTED IMAGE

<table>
<thead>
<tr>
<th>Feature</th>
<th>value</th>
<th>Feature</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perimeter</td>
<td>25%</td>
<td>Area</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td></td>
<td>Less100%</td>
</tr>
<tr>
<td></td>
<td>75%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 6. The inference engine of production rule.

IV. EXPERIMENTAL RESULT

This section discusses and presents the results of each module using a standard for evaluating computer software. Each module's step's performance is calculated. These procedures comprise capturing the picture, board localization, segmentation, and classification of the footprint. When the PCBs are in the webcam's field of view, the program instructs the webcam to take a picture by using a region of interest (ROI). Using three criteria, the program evaluates the ROI for each frame. The image's top, bottom, and middle thirds are our focus areas. Three regions' total quantity of white pixels will be determined. The PCB picture was taken in ROI by the technique chapter's instructions. Using a set threshold in the region of interest, the collected image's outcome is shown in Fig. 7. Table VII shows how well this technique performed.
If the suggested system properly detects the form in a segmented picture, the accuracy value equals the percentage of footprints. Each component’s footprint is assessed independently by the suggested segmentation. Finally, using the formula below, we demonstrate how the production rule performs for each footprint type.

\[
\text{Accuracy of production rule} = \frac{\sum \text{correct classification of footprints}}{\text{number of related footprints}} \times 100
\]

In the 207 photos, we counted the production rule accurate classifications, and Table XII shows the results. The final tables and figures, Table XIII and Fig. 11, show how the production rule performed.

In summary, an automated visual inspection technique for finding missing PCB components is presented in this paper. This study is built on pure image processing algorithms that offer effective and low-cost methods for representing and identifying defective PCB devices. A proposed production rule is used to classify the different sorts of faults. Additionally, template matching is used to identify the completed PCB footprints.

### A. Image Segmentation Module

1) **Board localization**: The 8-connectivity component was utilized in this stage to sort every component found to be linked. Then, from the acquired picture displayed in Fig. 8, select the largest one among them based on its area, which is the entire board. The result of board localization is shown in Fig. 9. Table VIII shows the results of board localization.

2) **Footprint segmentation**: We cropped each footprint’s bounding box depending on its coordination and the size of the PCB. Boxes with footprints for capacitors, variable resistors, integrated circuits, LEDs, and transistors are shown on the PCB in Fig. 10. The results of the segmentation process are displayed in Table IX.

### B. Image Classification Module

The suggested AVIS model’s performance was assessed in this study using the 207 photos for each proposed classification technique. Five different footprint kinds are included on each PCB. On the PCB, we fully show eleven footprints. The number of footprints on the PCB is displayed in Table X.

The boards include different kinds of uncompleted footprints as follows the footprints that are missed and four classes of footprints in percentage (25%, 50%, 75%, and 100%). Table XI shows the number of each class of footprint in 207 images.

The 207 photos are utilized in this manner, as indicated previously. One PCB has eleven (11) examined footprints. Production rule methodology is employed to execute real-time inspection in a real-world setting.
TABLE VIII. THE PERFORMANCE OF LOCALIZING THE BOARD

<table>
<thead>
<tr>
<th>Number of Images</th>
<th>Number of Correct Localizing</th>
<th>Performance of Localizing Step</th>
</tr>
</thead>
<tbody>
<tr>
<td>207</td>
<td>207</td>
<td>100%</td>
</tr>
</tbody>
</table>

![Image of footprints]

Fig. 10. The segmented footprints.

TABLE IX. THE PERFORMANCE OF THE IMAGE SEGMENTATION STEP

<table>
<thead>
<tr>
<th>Number of Segmented Images</th>
<th>Number of Correct Segmentations</th>
<th>Performance of Segmentation Step</th>
</tr>
</thead>
<tbody>
<tr>
<td>2277</td>
<td>2214</td>
<td>97%</td>
</tr>
</tbody>
</table>

TABLE X. THE NUMBER OF FOOTPRINTS ON THE PCB

<table>
<thead>
<tr>
<th>Number of Image</th>
<th>Capacitor</th>
<th>Variable Resistor</th>
<th>IC</th>
<th>LED</th>
<th>Transistor</th>
<th>Number of Footprints</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>5</td>
<td>11</td>
</tr>
<tr>
<td>207</td>
<td>207</td>
<td>414</td>
<td>207</td>
<td>414</td>
<td>1035</td>
<td>2277</td>
</tr>
</tbody>
</table>

TABLE XI. THE NUMBER OF EACH CLASS OF FOOTPRINT IN THE 207 IMAGES

<table>
<thead>
<tr>
<th>Type of Footprint</th>
<th>25%</th>
<th>50%</th>
<th>75%</th>
<th>100%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capacitor</td>
<td>23</td>
<td>69</td>
<td>46</td>
<td>23</td>
</tr>
<tr>
<td>Variable Resistor</td>
<td>23</td>
<td>92</td>
<td>23</td>
<td>253</td>
</tr>
<tr>
<td>IC</td>
<td>23</td>
<td>92</td>
<td>23</td>
<td>23</td>
</tr>
<tr>
<td>LED</td>
<td>23</td>
<td>46</td>
<td>46</td>
<td>207</td>
</tr>
<tr>
<td>Transistor</td>
<td>23</td>
<td>46</td>
<td>23</td>
<td>851</td>
</tr>
</tbody>
</table>

TABLE XII. THE NUMBER OF CORRECT CLASSIFICATIONS IN PRODUCTION RULE

<table>
<thead>
<tr>
<th>Type of Footprint</th>
<th>25% of Footprint</th>
<th>50% of Footprint</th>
<th>75% of Footprint</th>
<th>100% of Footprint</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capacitor</td>
<td>23</td>
<td>69</td>
<td>46</td>
<td>23</td>
</tr>
<tr>
<td>Variable Resistor</td>
<td>22</td>
<td>87</td>
<td>18</td>
<td>228</td>
</tr>
<tr>
<td>IC</td>
<td>23</td>
<td>89</td>
<td>23</td>
<td>23</td>
</tr>
<tr>
<td>LED</td>
<td>23</td>
<td>46</td>
<td>45</td>
<td>202</td>
</tr>
<tr>
<td>Transistor</td>
<td>19</td>
<td>37</td>
<td>19</td>
<td>813</td>
</tr>
</tbody>
</table>

TABLE XIII. THE PERFORMANCE OF PRODUCTION RULE

<table>
<thead>
<tr>
<th>Type of Footprint</th>
<th>25% of Footprint</th>
<th>50% of Footprint</th>
<th>75% of Footprint</th>
<th>100% of Footprint</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capacitor</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>Variable Resistor</td>
<td>96%</td>
<td>95%</td>
<td>78%</td>
<td>90%</td>
</tr>
<tr>
<td>IC</td>
<td>100%</td>
<td>97%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>LED</td>
<td>100%</td>
<td>100%</td>
<td>98%</td>
<td>98%</td>
</tr>
<tr>
<td>Transistor</td>
<td>83%</td>
<td>80%</td>
<td>83%</td>
<td>96%</td>
</tr>
</tbody>
</table>
Fig. 11. The chart of performance of production rule.

V. CONCLUSION

This study presents a real-time automated visual inspection system using an image processing technique to detect the missing footprint components on printed circuit boards. This system consists of hardware and software components. The software involves pre-processing and post-processing stages. The capture step is finished, and the picture is segmented, localized, and extracted of its characteristics during the pre-processing stage. In order to categorize the footprints using the production rule, the post-processing step focuses on leveraging the feature extraction from the previous stage. Thus, we may conclude that the entire intelligent real-time machine vision system, whose design is presented in this study, can be utilized to enhance industrial quality control procedures.
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Abstract—Most researchers are beginning to appreciate the use of remote sensing satellites to assess PM$_{2.5}$ levels and use machine learning algorithms to automate the collection, make sense of remote sensing data, and extract previously unseen data patterns. This study reviews delicate particulate matter (PM$_{2.5}$) predictions from satellite aerosol optical depth (AOD) and machine learning. Specifically, we review the characteristics and gap-filling methods of satellite-based AOD products, sources and components of PM$_{2.5}$, observable AOD products, data mining, and the application of machine learning algorithms in publications of the past two years. The study also included functional considerations and recommendations in covariate selection, addressing the spatiotemporal heterogeneity of the PM$_{2.5}$ -AOD relationship, and the use of cross-validation, to aid in determining the final model. A total of 79 articles were included out of 112 retrieved records consisting of articles published in 2022 totaling 43 articles, as of 2023 (until February) totaling 19 articles, and other years totaling 18 articles. Finally, the latest method works well for monthly PM$_{2.5}$ estimates, while daily PM$_{2.5}$ and hourly PM$_{2.5}$ can also be achieved. This is due to the increased availability and computing power of large datasets and increased awareness of the potential benefits of predictors working together to achieve higher estimation accuracy. Some key findings are also presented in the conclusion section of this article.

Keywords—AOD; machine learning; PM$_{2.5}$; remote sensing; pollutant

I. INTRODUCTION

Interest in the study of PM$_{2.5}$ (particulate matter aerodynamic diameter ≤ 2.5 μm/m$^3$) concentration estimates from various outdoor and indoor particle sources has increased dramatically recently, as evidenced by the number of academic journals that have published articles on it. Studies identified the impact of PM$_{2.5}$ contamination on humans as the initial problem of various adverse effects on the health of fetal growth during pregnancy to early death [1]. Direct and long-term exposure can significantly impact climate change, visibility degradation, ecosystem disruption, and social, ecological, and economic impacts [2]–[4].

PM$_{2.5}$ monitoring is a critical need for public health, especially in densely populated areas, where exposure to airborne particles poses significant health risks [5]. Ground station monitoring is the most direct and accurate method of PM$_{2.5}$ monitoring. However, it is impossible to fully identify the spatial distribution and obtain historical measurements of PM$_{2.5}$ concentrations across the region. Most researchers are beginning to appreciate the use of remote sensing satellites to assess PM$_{2.5}$ levels. Estimating PM$_{2.5}$ concentrations using Aerosol optical depth (AOD) as a remote sensing satellite derivative can be used to fill the gap of spatial and temporal data gaps left by ground stations [6] Various remote sensing satellite sensors, such as Moderate Resolution Imaging Spectrometer (MODIS) [7], [8] The Visible-infrared Imaging Radiometer Suite (VIIRS) [9], [10], the Advanced Himawari Imager [11], [12] the Advanced Geosynchronous Radiation Image (AGRI) [13], [14] have been applied to estimate PM$_{2.5}$ concentrations.

Models for predicting PM$_{2.5}$ concentrations can be useful for filling data gaps from existing monitoring networks. Air pollutant concentration prediction methods can generally be classified into three categories: numerical, statistical, and artificial intelligence (AI) models. Numerical models simulate the physical and chemical changes and transport processes of atmospheric pollutants by specifying and solving complex differential equations. Recent representative numerical models include Community Multiscale Air Quality (CMAQ) and Weather Research and Forecasting coupled with Chemistry (WRF-Chem). The accuracy of these models relies heavily on detailed emission data from pollutant sources, which often need to be made more precise and available. In addition, the complex modeling process requires more time and computing power [15]. Therefore, it is necessary to develop a faster and more accurate model to improve the prediction of air pollutants.

Statistical models have not involved complex physical changes, chemical reactions, and transportation processes. Statistical models rely entirely on data-driven mining of internal relationships to historical data. Therefore, the computational effort is significantly lower compared to numerical models. It is easy to implement classical statistical models such as autoregressive integrated moving average (ARIMA) [16] and autoregressive moving average (ARMA). However, these models are suitable for small data sets and univariate time series models. In addition, these models are based on linear assumptions that require strict stationarity of the data. Therefore, capturing nonlinear relationships in the data is inherently complex. These limitations greatly restrict the performance and applicability of classical statistical models in air pollution forecasting.

In contrast, adopting machine learning models in remote sensing is considered the optimal solution for predicting PM$_{2.5}$ concentration time series due to its advantages of flexible
nonlinear regression capabilities and classification features based on large data sets with complex data relationships between many variables. [17], [18]. The initial study that utilized a Neural Network (NN) to tackle the intricate correlation between AOD-PM$_{2.5}$ [19]. Since the 1990s, Machine Learning algorithms have been used to automate the collection, understand remote sensing data, and extract previously unseen data patterns [20], [21].

Machine learning capabilities make it possible to non-parametrically examine the relationship between predictors of pollutant concentrations and measured pollutant concentrations [22], [23]. A number of research investigations have indicated that machine learning [17], [24], [25] such as deep learning [26], Random Forest [27], and deep ensemble models [28], have a remarkable ability to estimate PM$_{2.5}$ concentrations at various temporal and spatial scales. Several models have been developed to predict indoor [29] and atmospheric PM$_{2.5}$ concentrations based on data obtained from air quality monitoring stations, such as meteorological variables from weather stations such as air temperature (T), relative humidity (RH), wind speed (WS), wind direction, Precipitation (PRE). Land variables, such as NDVI. Variables related to population) such as population density, road network density, height, and the number of buildings, and others, including data on PM$_{2.5}$, carbon monoxide (CO), ozon (O$_3$), nitrogen oxides (NO), nitrogen dioxide (NO2), and sulfur dioxide (SO$_2$) [10], [11], [14], [26], [30].

The success of PM$_{2.5}$ concentration estimation studies using machine learning and satellite remote sensing data depends on the quantity and quality of the researcher's domain knowledge, regional knowledge, and time spent. This review article aims to summarize the literature on the use of machine learning and satellite remote sensing in estimating large-scale and long-term PM$_{2.5}$ concentrations. This literature review includes articles from 2022 to 2023 related to this crucial topic. However, some articles that can provide insights into various remote sensing technologies on PM$_{2.5}$, air pollution, and other specific studies were also added without being limited by the year of publication period. Specific search terms and study selection are illustrated in the second section to summarize the current state of development in estimating PM$_{2.5}$ concentrations. The third section investigates factors affecting PM$_{2.5}$ concentrations, levels, and model measurements. The following section is a personal presentation on using machine learning models.

II. LITERATURE SEARCH AND SELECTION

In line with the multidisciplinary research topics, several other disciplines, ranging from computer science, forestry, remote sensing, atmosphere, and disaster, which intersect with the main topic without being limited by the year of publication period to provide additional insight, are included. Four general stages of literature search and determination were conducted, such as:

- Identification: The initial set was conducted by identifying keywords to search for articles relevant to the topic of this literature review from electronic databases Web of Science, Google Scholar, and sources of Elsevier, ScienceDirect, and Springer, both from National and International journals. Based on the topic raised, this study needs to summarize (1) literature from indoor PM$_{2.5}$ concentration research, (2) specific indoor PM$_{2.5}$ sources (cooking, cigarettes, vacuum cleaners, and more.), and (3) monitoring via landline networks. Application of keywords as follows: "Estimating PM$_{2.5}$", "machine learning," "satellite remote sensing," "PM$_{2.5}$", and "outdoor." Findings of article titles corresponding to the research topic were then stored and evaluated. The search continued by checking for other articles cited or quoted in this set and removing double-identified documents. Due to the core topic of this literature review, we focused on published articles from January 2022 to February 2023.

- Screening: The articles found were screened by labeling them as relevant or not to this study after checking the abstracts. These potential papers were then carefully reviewed to ensure their eligibility as references in this literature review.

- Eligibility: Eligibility was determined by reading the main findings, use of data, results, and discussion. The authors considered journal articles and books published by reputable publishers as high-quality research and included them in summary. The authors used "Scimago Journal & Country Rank" to check the rankings of the included articles.

- Inclusion: The research then lists literature articles that correspond to the main topic.

Our initial search yielded 112 articles. After passing the initial screening to eligibility assessment, this study used 61 primary and 18 other articles.

is a summary flowchart of the following literature search and selection statistics:

![Fig. 1. Literature search and selection flow chart.](image-url)
III. REMOTE SENSING TECHNIQUE

A. Moderate Resolution Imaging Spectroradiometer (MODIS)

MODIS is an instrument on the Aqua and Terra satellites capable of detecting small changes in surface reflectance due to changes in PM$_{2.5}$ concentrations. Reflectance changes estimate PM$_{2.5}$ concentrations through a statistical approach that does not require calibration or data collection from ground-level locations. In addition, this method is more resistant to noise than other methods [31]. The MODIS instrument captures data from 36 spectral bands with wavelengths ranging from 0.4 to 14.385 μm and observes the entire Earth's surface every one to two days. The Terra satellite follows a north-south orbit and crosses the equator in the morning, while the Aqua satellite travels in the opposite direction and flies over the equator in the afternoon. Various sources provide various MODIS data products:

- MODIS level 1 data, geolocation, cloud mask and atmospheric products: http://ladsweb.nascom.nasa.gov/
- MODIS ground products: https://lpsdaac.usgs.gov/

MODIS images have spatial resolutions of 250 m, 500 m, and 1km. The range of wavelengths between 0.47 and 2.12 μm in various channels is utilized to determine aerosol properties, specifically AOD, in order to estimate PM$_{2.5}$ [7], [8]. A research study based on theoretical analysis of data gathered by a multilane imaging spectrometer aboard the Terra satellite in the US has shown that the range of particle sizes appropriate for AOD retrieval, which closely corresponds to the particle size range of PM2.5, falls between 0.1-2 nm in the visible and near-infrared wavelength bands.

B. Himawari-8

The Japan Meteorological Agency (JMA) operates Himawari-8, a geosynchronous weather satellite. The satellite was launched on 7 October 2014, and is stationed at 140.7 degrees east longitude, providing uninterrupted observations over the Asia-Pacific region, which includes Southeast Asia, Australia, Japan and the Western Pacific. Himawari-8 carries a suite of advanced instruments to observe the Earth's atmosphere and weather systems. These instruments include the Advanced Himawari Imager (AHI), which provides high-resolution images of the Earth's surface and clouds, and the Himawari Cast data collection system, which receives data from other weather satellites and ground-based weather stations [32]. Himawari-8 can be used to measure Aerosol Optical Depth (AOD) to investigate the diurnal variation of air pollution with high temporal resolution. [12]. Recently, some studies have started to estimate hourly ground-level PM$_{2.5}$ in real-time from Himawari-8 AOD products [33]–[35].

C. Sentinel 5-P

The Sentinel-5 Precursor Satellite (Sentinel-5P) was launched on October 13, 2017, carrying the following TROPOspheric Monitoring Instrument (TROPOMI) to generate global high-coverage total/tropospheric vertical columns of precursors (e.g., NO$_2$) for PM$_{2.5}$ and PM10. TROPOMI has a legacy to the Ozone Monitoring Instrument (OMI) as well as the Scanning Imaging Absorption spectroMeter for Atmospheric CartograpHY (SCIAMACHY) TROPOMI is a single instrument from the Sentinel-5P spacecraft covering wavelengths from ultraviolet (UV) to ShortWave InfracRed (SWIR). This hyperspectral spectrometer is designed to provide routine observations of key atmospheric constituents including ozone, NO$_2$, SO$_2$, CO, CH$_4$, CH$_2$O and aerosol properties at high spatial resolution using passive remote sensing methods. [36]. The typical pixel size (near nadir) is defined as 7 × 3.5 km$^2$ for all spectral bands except UV1 (7 × 28 km$^2$) and SWIR band (7 × 7 km$^2$). In terms of accuracy, the evaluation results show that the quality of the TROPOMI atmospheric product meets the requirements in PM$_{2.5}$ pollutant estimation [37], [38].

IV. PREDICTORS USED FOR ESTIMATION OF PM$_{2.5}$ CONCENTRATIONS

A. Sources of PM$_{2.5}$

There are several types of outdoor PM$_{2.5}$ sources originating from the combustion of fossil materials, such as automotive vehicle exhaust emissions, coal, and biomass combustion [39], industrial activities, soil dust, secondary sulfates, secondary nitrates, as well as through release into the volcanic atmosphere [40]. The sources and concentrations of PM$_{2.5}$ can vary significantly between locations due to the different characteristics of climatic conditions, emission sources, and distribution patterns [41]. Black carbon, aryl hydrocarbons, polycyclic aromatic hydrocarbons, volatile organic hydrocarbons, biological materials, heavy metals, minerals, inorganic ions, and organic compounds are the primary constituents of PM$_{2.5}$, which account for around 79-85% of the entire mass when considered together [42].

B. Explanatory Variables of PM$_{2.5}$

Two characteristics of variables used in PM$_{2.5}$ research are dependent and independent variables. The dependent variable contains PM$_{2.5}$ values (μg/m$^3$) obtained through air quality measurements using ground stations. On the other hand, the independent can contain co-pollutant, meteorological, and anthropic information that can significantly improve the model's accuracy. Regarding this critical difference,
independent data is essential information to help estimate PM$_{2.5}$, including AOD.

1) Aerosol optical depth: (AOD is a quantitative measure of the reduction of light by aerosol particles in the Earth's atmosphere. AOD describes how much light from the sun is reduced or blocked by aerosol particles in the atmosphere. The higher the AOD value, the more significant the attenuation of light caused by aerosol particles. AOD can be measured using devices such as spectrometers or photometers [43]. Thus, AOD is an essential predictor of PM$_{2.5}$, according to the close relationship with AOD.

The starting point for knowing satellite AOD about surface PM$_{2.5}$ is through Equation (1) [44], which shows the dependence of PM$_{2.5}$ and cloud-free AOD relationships on various factors:

$$AOD = PM_{2.5} \times H \times f(RH) \times \frac{3Q_{ext,dry}}{4 \rho \tau_{e}} = PM_{2.5} \times H \times S$$  \hspace{1cm} (1)$$

where $H$ is the boundary layer height (BLH), $f$ (RH) is the ratio of the ambient and dry extinction coefficient to the relative humidity (RH), $\rho$ is the aerosol mass density ($g \cdot m^{-3}$), $Q_{ext,dry}$ is the Mie extinction efficiency, and $\tau_{e}$ is the effective radius of the particle. $S$ is the specific extinction efficiency ($m^2 \cdot g^{-1}$) of the aerosol at ambient RH. This equation assumes the aerosol is homogeneously distributed throughout the BLH.

The relationship between PM$_{2.5}$ and AOD could take the form of a multivariate function that is linked to numerous meteorological and spatial factors that influence it. [45], [46]. AOD is a variable that includes changes in PM$_{2.5}$, resulting from a comprehensive combination of emissions, chemical reactions, and others. However, there are still three main differences between AOD and PM$_{2.5}$ data:

- AOD is a unitless value that reflects the total light blackout effect of the aerosol in the column, while PM$_{2.5}$ is the mass concentration at the soil surface.
- In the presence of moisture, water-soluble particles will become more prominent through the water absorption process, thus affecting the light-extinguishing ability of the aerosol.
- PM$_{2.5}$ is only part of aerosols with a diameter equal to or less than 2.5 $g/m^2$, but this does not apply to all aerosols.

Some AOD products that can be found:

a) AERONET AOD: The Aerosol Robotic Network (AERONET) is a global aerosol monitoring network widely recognized as the benchmark for evaluating satellite source AID products. It provides long-term AOD ground measurements with low drift (0.01-0.02) and high time resolution (15 minutes). AOD measurements in the 550nm band are not available through AERONET. However, to estimate AOD in this band, the Angstrom exponent is typically used to interpolate AOD values between 440nm and 675nm. AERONET AOD is currently categorised into three quality levels: L1.0, L1.5, and L2.0, which represent unfiltered data, filtered and quality-controlled data, and quality-assured data, respectively. Version 3 of the database is currently under development, which will feature more stringent quality control measures, particularly for cirrus cloud pollution [47].

b) DT AOD: The development of the Dark Target (DT) Algorithm is enabled to obtain AOD values in high vegetation cover, dark soil, and low sea surface albedo environments at 10 Km or 3 Km spatial resolution. DT selects dark pixels with atmospheric reflectance (TOA) of 0.01-0.25 in the 2.12 $\mu$m channel to retrieve AOD. DT provides fine (low, medium, high) and coarse three-surface aerosol models. Furthermore, it selects from these three models according to the season and geographical conditions [45]. Collection 6 DT AOD (C6 DT AOD) was established in early 2014 and has completed updates to calibration, cloud mask, and land/ocean symbols. Subsequently, the C6-based C6.1 DT AOD was released to address the continuous changes in surface reflectivity caused by the rapid growth of tall buildings worldwide [48]. Specifically, in a pixel network covering an area of 10km x 10km, consisting of $\geq$ 50% coastal pixels or $\geq$ 20% water pixels, C6.1 DT will reduce the capture quality to zero and modify it with surface reflections in certain AOD areas [48]. The observed rise in value confirms a 2.17% increase in the correlation coefficient between C6.1 DT and AERONET AOD in certain urban locations, suggesting that C6.1 DT AOD provides a more accurate representation of the urban situation. The unfiltered product for AOD C6.1 DT, lacking quality detection, is denoted as "Image-_Optical_Depth_Land_And_Ocean," whereas the filtered product with Quality Assurance (QA) greater than 1 (for ocean) and QA equal to 3 (for land) is denoted as "Optical_Depth_Land_And_Ocean."

c) DB AOD: The Deep Blue (DB) algorithm is designed to capture AOD at 10 km spatial resolution for environments with high surface albedo in deserts, drylands, and cities. It can overcome the defects of the DT algorithm on shiny surfaces. Contrary to DT, DB first picks up aerosols at 1Km resolution, and then combines the 10Km pixels. The Collection 6 DB AOD (C6 DB AOD) product is named "Enhanced Deep Blue" to differentiate it from C5 and extend to other global layers beyond snow and ice C6.1 DB has the following improvements over C6: (1) reduction of artefacts from heterogeneous terrain, (2) improved elevation terrain surface models, and (3) updated seasonal or regional aerosol models and better smoke detection [48]. The product without quality detection in AOD C6.1 DB is named "Deep_Blue_Aerosol_Optical_Depth_550_Land" and filtered by QA=2 and QA=3 is named "Deep_Blue_Aerosol_Optical_Depth_550_Land_Best_Estimation".

d) MAIAC AOD: MAIAC AOD refers to the atmospheric aerosol optical depth (AOD) product generated by the Multi-Angle Implementation of Atmospheric Correction (MAIAC) algorithm. The MAIAC algorithm is a sophisticated technique for atmospheric correction of satellite imagery, which allows for the retrieval of high-quality AOD data. MAIAC AOD is derived from the Moderate Resolution Imaging Spectroradiometer (MODIS) instrument on board the Terra and Aqua satellites, which are operated by the National Aeronautics and Space Administration (NASA). MAIAC AOD
provides high-resolution AOD data with spatial and temporal coverage, making it a valuable tool for studying air pollution and its impacts on human health and the environment. Therefore, MAIAC has a high level of quality (L2) [49, 50]. In addition, the 1 km resolution is another important feature of MAIAC AOD. MAIAC has uncertainties under extreme conditions, indicating that MAIAC cannot obtain AOD accurately at high altitudes (>4.2 km). Lyapustin [51] showed that MAIAC could not get the AOD accurately at altitudes (>4.2 km). Tao [49] showed that daily bias varies dramatically in areas where airborne transportation and dusting occur. Otherwise, Lyapustin [51] compared MAIAC products with different surface cover types and found significantly different detection precision. The miscalculation of regression coefficients of surface reflectance at different wavelengths caused MAIAC to be systematically overestimated due to particle scattering properties in northwest China’s desert areas.

3) Other AOD products: In addition to the aforementioned AOD products, several radiometers offer satellite-based AOD products, such as the Climate Change Initiative (CCI) products from the European Space Agency (ESA), which include AATSR Dual View (AATSR-ADV), AATSR Swansea University (AATSR-SU), AATSR-Oxford-RAL Retrieval of Aerosol and Cloud (AATSR-ORAC), and AATSR-ENSEMBLE (AATSR-EN), as well as AOD products from other sensors, including the Advanced Very High-Resolution Radiometer (AVHRR), Multi-angle Imaging Spectroradiometer (MISR), Sea-viewing Wide Field-of-view Sensor (SeaWiFS), Visible Infrared Imaging Radiometer (VIIRS), and Polarization and Directionality of the Earth’s Reflectance (POLDER) [52] and Advanced Himawari Imager (AHI). Some AOD products are not widely used for PM₂.₅ estimation due to low time resolution, poor overall accuracy, or limited application range.

2) Co-pollutant and meteorological variables: When hydrocarbons (HC) and nitrogen oxides (NOx) react in sunlight, they produce the secondary pollutants ozone (O₃) and secondary organic carbon (SOC). The photochemical reaction of gaseous precursors of primary organic carbon (POC) results in the formation of SOC [53]. Meteorological factors affect the dispersion and transport of fine particles. Commonly used meteorological variables are relative humidity (RH), temperature (TEMP), u/v wind, surface pressure (SP), and wind direction (WD) [54]. Additional studies based on observation have demonstrated that the correlation between PM₂.₅ and AOD is influenced by the Planetary Boundary Layer Height (PBLH). When the PBLH is greater, the AOD is also higher; however, the PM₂.₅ concentration is lower. [55]. RH changes aerosol particles, affecting AOD by increasing humidity, hygroscopicity (the ability of a substance to take up water molecules from its surroundings, either by absorption or adsorption), and aerosol particles. Furthermore, evaporation has a strong positive correlation with temperature (R > 0.6) and a strong negative correlation with relative humidity (R < -0.6).

The survey results summarize the various source variables and individual chemical constituents of the data set used for the PM₂.₅ study. The chemical sources were divided into the categories of natural and anthropogenic-biogenic [42]:

- Natural Sources
  - Biomass (Potassium (K))
  - Sea spray aerosols (Sodium (Na))
  - Coal burning (Aluminium (Al), Selenium (Se), Cobalt (Co), Arsenic (As))
  - Soil and road dust (Aluminium (Al), Silicon (Si), Calcium (Ca))
  - Volcanic dust particles and wild land fire particles (Potassium (K), Zinc (Zn), Lead (Pb))

- Anthropogenic-biogenic sources
  - Diesel, petrol and coal combustion (Elemental carbon (EC), Sulfates (SO4))
  - Heavy industry—high temperature combustion (Iron (Fe), Zinc (Zn), Copper (Cu), Lead (Pb), Nitrates (NO3))
  - Fertilizer and animal husbandry (Ammonium (NH4))
  - Oil burning (Vanadium (V), Nickel (Ni), Manganese (Mn), Iron (Fe), Organic carbon (OC))

3) Anthropic variables: According to existing research on PM₂.₅ forecasting, road and rail density, population density, and proportion of land use (agricultural land and forest land) as human influencing factors of PM₂.₅ [56, 57]. Land use variables have always been the conventional choice in PM₂.₅ driving research, representing the degree of landscape modification by humans and as a proxy for local emissions and background air pollution levels. Land use variables approximate air pollutant emissions, often at the kilometer or sub-kilometer scale. Land use can be (1) type of land use coverage, (2) distance to the nearest highway, (3) distance to the coastline, (4) elevation, and (5) NDVI (normalized vegetation difference index). (6) The distribution of PM₂.₅ is influenced by elevation due to the difficulty of reaching PM₂.₅ at a higher elevation above the earth’s surface from sea level [58].

Land use variables are potential sources of PM₂.₅ and are the areas of most significant concern. Existing studies on the dependence of land use variables on AOD or PM₂.₅ show significant differences between lower and higher areas. Grassland, shrubs, water bodies, and artificial surfaces positively depend on AOD (maximum partial dependence of about 0.63) and are insignificant on PM₂.₅ [43]. Since land cover properties can be assumed to change gradually, missing values at the temporal scale are then replaced through linear interpolation between adjacent values [59].

Nighttime (Night Light (NLT)) population density variables, such as road network density, height, and number of buildings, are used to identify the degree of population agglomeration and urbanization in the scale of urban industrial development [30]. For example, coal, forest fires and vehicle emissions can be a
major source of haze, as the larger composition of released fine soot particles affects the higher AOD and PM$_{2.5}$ measurements in MODIS. Another study showed that NLT has an increased MSE; about 30 n plots with partial dependence on PM$_{2.5}$ generally increase slowly as NLT increases [60]. This suggests that high NLT represents densely populated areas and still operating factories. However, the impact of emissions in a short period is not very influential on high PM$_{2.5}$. Studies by [61] have shown that population density is significantly positively correlated with AOD, with PM$_{2.5}$ concentrations increasing sharply near population density $= 6$ (people/KM) then increasing slowly. This pattern shows the contribution of population density to PM$_{2.5}$ concentrations, which can rise above pollutant limits due to high human activity.

C. Analysis of Variables Affecting PM$_{2.5}$

Understanding the variables that trigger PM$_{2.5}$ is essential. The study by Su [56], adopted spatial autocorrelation analysis to explain the spatial correlation of PM$_{2.5}$ in the study area and period. This study uses spatial cluster and outlier methods to analyze the distribution and spatial-temporal variation of the PM$_{2.5}$ surface. Meanwhile, the Random Forest algorithm was used to analyze the influence variables on PM$_{2.5}$. The relationship between PM$_{2.5}$ concentration and the explanatory variables was well modeled, and the explanation level of the drivers to PM$_{2.5}$ was more than 0.9. Temperature, rainfall, and wind speed are the main driving forces of PM$_{2.5}$ emissions. The impact of forest fires is also slowly influencing the driving force of PM$_{2.5}$ concentration [61] Another study related to the importance of explanatory variables in explaining PM$_{2.5}$ variations, using ensemble models (deep learning (DL), Random Forest Distribution (DRF), and Gradient Boosting Machines (GBM)) by explaining PM$_{2.5}$ Variations such as wind speed, inversion strength, and aerosol optical depth (AOD) to be the most influential in DRF and GBM models. For the deep learning algorithm, wind direction emerged as the most influential, followed by the land cover variable [62].

D. Missing Values

The relationship between AOD and PM$_{2.5}$ varies considerably across regions, seasons, and time periods. Hence, studies that employ a single machine learning technique to estimate PM$_{2.5}$ concentrations over a vast area require some enhancements in spatial distribution. Additionally, the accuracy of machine learning methods for PM$_{2.5}$ estimation is linked to the training sample used. Since satellites cannot detect atmospheric aerosols below the clouds, it has a gap of missing values in the spatial distribution.

The advantages of atmospheric model data are fully utilized to obtain comprehensive coverage results. Therefore, the map produced by the interpolation analysis of PM$_{2.5}$ concentration distribution using measured values from each monitoring station can be evidence of the validity of the PM$_{2.5}$ concentration prediction technique. To obtain values for unknown spatial data, a spatial interpolation approach can be used. Various researchers have referred to standard spatial interpolation methods such as Trend Surface (TS) interpolation, Collaborative Kriging (CK), Inverse Distance Weighted (IDW) interpolation, Ordinary Kriging (OK) interpolation [56], and radial basis function.

1) The OK: interpolation method assumes that the spatial correlation of surface changes can be explained based on the distance or direction between sampling points, and it adjusts a mathematical function at all points to determine the value of each outlet by considering a certain number of nearby points or a certain radius. Calculated through Eq. (2) as follows:

$$z_{o}^{n}(x) = \sum_{i=1}^{n} \lambda_{i}Z(x_{i})$$  \hspace{1cm} (2)

Where $Z(x)$ is the measurement of position $i$, $\lambda_{i}$ is the unknown weight of the measurement value at a position $i$, is the predicted position, and $n$ is the number of measurements. Wong [56] used the OK method to generate continuous air pollutant concentrations and meteorological factors covering Taiwan.

2) The IDW: interpolation method calculates pixel values by linearly combining a series of sample points, with the goal of minimizing the distance between the mapped variable and the sample locations. Calculated through Equation (3) as follows:

$$z = \left[ \frac{\sum_{i=1}^{n} z_{i}}{\sum_{i=1}^{n} d_{i}^{k}} \right] / \left[ \frac{1}{\sum_{i=1}^{n} d_{i}^{k}} \right]$$  \hspace{1cm} (3)

This formula represents the calculation of the inverse distance weighting (IDW) method, which is a spatial interpolation technique used to estimate values at unsampled locations based on the values of neighboring sampled locations. In the formula, “$z$” represents the estimated value at the unsampled location, “$n$” is the number of neighboring sampled locations, “$z_{i}$” is the value at each neighboring sampled location, “$d_{i}$” is the distance from the unsampled location to each neighboring sampled location, and “$k$” is a power parameter that determines the influence of the distance on the estimated value. The formula calculates the weighted average of the neighboring sampled values based on their distances to the unsampled location, where the weights are determined by the inverse of the distances raised to the power of “$k$”, and divides the sum of the weighted values by the sum of the weights to obtain the estimated value. Chae [63] used the IDW method to interpolate the missing values uniformly and generate grid-shaped data in the Convolutional Neural Network (ICNN) Interpolation prediction model in South Korea from January 1, 2018, to December 31, 2019, with PM$_{2.5}$ and PM$_{10}$ measurements [63].

3) The TS: method involves applying statistical techniques to create continuous mathematical surfaces by matching them to known spatial points to examine patterns of change in regional and local geological variables. It is calculated through Equation (3) as follows:

$$z = \beta_{1} + \beta_{2} + \beta_{13y} + \beta_{3x} + \beta_{5x} + \beta_{6y} + \cdots$$  \hspace{1cm} (4)

Where $Z$ is the address variable, $x$ and $y$ are the coordinates of the observation point.

The CK method refers to kriging interpolation, which is a geostatistical method based on variogram theory and structural analysis. It is considered an unbiased and optimal estimation
method for regional variables [64], [65]. Liu [66], employed the CK Method to generate simulation maps depicting the spatial distribution of PM2.5 mass concentration on Changsha's Third Ring Road. Furthermore, an additional interpolation analysis map was generated using the measured values from each monitoring station, to serve as a reference for the map generated using predicted values. The aim is to validate the PM2.5 concentration prediction method, which uses the CK method. This method uses one or more secondary variables to interpolate the primary variable of interest. The method assumes that the correlation between these variables can improve the accuracy of the primary predictor [66]. Usually, some measurement points correspond to a normal distribution. To estimate each unknown point, the estimator is expressed as a linear combination of the valid sample values. In other words, a linear combination of valid sample values is used as an estimator for each unknown point to be estimated:

$$\hat{Z}(S_i) = \sum_{j=1}^{n} \lambda_j Z(S_j)$$  \hspace{1cm} (5)$$

where $\hat{Z}(S_i)$ is the estimated value of the variable at location $S_i$, $Z(S_j)$ is the observed value of the variable at location $S_j$, $\lambda_j$ is the weight assigned to the observed value at location $S_j$, and $n$ is the total number of observed values used in the estimation.

One way to guarantee that the model provides unbiased estimates is by:

$$\sum_{j=1}^{n} \lambda_j = 1$$  \hspace{1cm} (6)$$

The value of $\hat{Z}(S_i)$ can be determined while ensuring that the kriging variance is kept at a minimum.

V. APPLIED MACHINE LEARNING MODELS

Advanced machine learning models have been applied to PM2.5 forecasting by developing methods that reflect transport and formation characteristics in suitable algorithms. Compared to classical statistical models and generalized additive models that have been used to calculate empirical models of PM2.5 [67], machine learning has become a popular method for developing satellite-based AOD-PM2.5 models due to its advantages in selecting and using many independent factors that can affect the dependent variable to be estimated [62], [68].

The feed-forward neural network [69] and Recurrent Neural Network (RNN) [41] are some of the fundamental algorithms to simulate the temporal variation of PM2.5 concentration by describing the stratigraphic characteristics of the predicted area. Observation data from monitoring stations in the forecast area and surrounding areas are utilized to develop Convolutional Neural Network (CNN) and Graph Neural Network (GNN) models that directly capture transportation characteristics [41], [70]. These models can effectively represent the spatial correlation between the forecast area and the downwind emission source.

Hybrid models that combine CNN and GNN with the temporal property of LSTM, such as CNN-LSTM and GNN-LSTM, can reflect the temporal variation of the forecast area and the transmission of the wind direction area. Theoretically, the convolutional LSTM (ConvLSTM) network structure makes it an ideal algorithm for combining transportation and formation features; however, these features cannot be accurately predicted after 12 hours [71]. The ensemble technique of Deep Neural Network (DNN) [69], RNN, CNN algorithmic models for real-time estimation of PM2.5 is considered capable of reducing the average bias and improving the accuracy index of models that are substantially limited by the uncertainties in the input data of anthropogenic emissions and meteorological fields, as well as the inherent limitations of each model [65].

The paper by Wong [56] uses four types of machine learning algorithms GBM, eXtreme gradient boosting (XGBoost), LightGBM, and CatBoost, after influential variables are identified through interpolation models. The results of the study by comparing the ensemble mixed spatial model and LUR showed that the forecast performance increased from 0.514 to 0.895 (from 0.478 to 0.879) during the day and from 0.523 to 0.878 at night [56].

Note that both the LightGBM model [72] and the eXtreme Gradient Boosting (XGBoost) model [72], [73] are decision tree-based Gradient Boosting frameworks. The XGBoost objective function equation is as follows:

$$Ob(t) = \sum_{j=1}^{T} \left[ G_j W_j + \frac{1}{2} (H_j + \lambda) w_j^2 \right] + y T$$  \hspace{1cm} (7)$$

where:

- $Ob(t)$ is the objective function at iteration t
- $T$ is the total number of leaf nodes in the tree
- $G_j$ and $H_j$ are the cumulative sum of the first-order and second-order partial derivatives of the samples contained in leaf node $j$, respectively
- $\lambda$ and $\gamma$ are constants
- $W_j$ is the score value of the j-th leaf node
- $w_j$ is the weight of the j-th leaf node

LightGBM uses the same gain formula $G_j W_j + \frac{1}{2} (H_j + \lambda) w_j^2$ as XGBoost, however, it employs a histogram-based algorithm, as well as techniques like leaf-wise growth with depth restrictions and Gradient-based One-Side Sampling (GOSS) to accelerate the training process. These approaches enable LightGBM to attain better prediction accuracy and lower memory consumption.

The Random Forest (RF) regression algorithm produced a good fit in detecting the relationship between PM2.5 and its drivers [61], [74], [75]. Liu [12] utilized RF as a gap filler on the Himawari-8 AOD, using MERRA-2 to estimate hourly PM2.5 concentrations, respectively. The results of this random forest study indicate that a set of input variables are used at each node to grow the tree. The algorithm (random forest) used resulted in gap-filling capability with AOD MERRA-2 can
provide reliable spatial and temporal PM$_{2.5}$ predictions and significantly reduce errors in PM$_{2.5}$ estimation [12]. He PM$_{2.5}$ concentration estimation model (night) was also conducted by Ma [77] by integrating Visible Infrared Imaging Radiometer Suite (VIIRS) Day/Night Band (DNB) radiance, moon phase angle, and meteorological data in the Beijing Tianjin-Hebei region. The study developed a NightPMES model using random forests and compared its cross-validation results with those of MLR and DNN models. The NightPMES model achieved an R$^2$ of 0.82, and an RMSE and MAE of 16.67 and 10.20, respectively. In addition, the NightPMES model performed better than most previous models [76].

The general framework for estimating PM$_{2.5}$ concentrations in RF is as follows:

$$f(x) = \sum_{i=1}^{n} C_i \mathbf{I}(x \in R_i)$$

The formula involves the regression tree function, $f(x)$ where the output value is the estimated PM$_{2.5}$ value. The sample $(x_i, y_i)$ is taken from the Z region (R1, R2, ..., Rz), and there are N samples in total. The best estimate of the output mean for the data set is denoted as $\hat{c}_z$. The RF division strategy is expressed as follows:

$$x_{z}(m, n) = \{x| x_j \leq N\}$$

$$\hat{c}_z = \text{mean}(y_i | x \in R_z(m, n))$$

where, $m$ is the splitting variable, $n$ is the split point.

Diagrammatic representation of it is given in Fig. 3.

![Diagrammatic representation of random forest based prediction process.](image)

The study by Aguilera [62], used three base learners available within the H2O framework for machine learning: deep learning, random forest (RF), and Gradient Boosting. Each model was trained individually on all response (PM$_{2.5}$) and independent variables, with the optimal parameters of each machine learning algorithm selected by performing a grid search which was then stacked to find the optimal combination of the set of prediction algorithms (H2O’s Stacked Ensemble method). Of the three machine learning algorithms, the optimal combination of three base learners (RF, deep learning, and gradient boosting) achieved excellent prediction performance (R$^2$ of 0.78 and RMSE of 3.51 µg m$^{-3}$) [62].

Feng conducted a study in the Beijing-Tianjin-Hebei region, where they developed an integrated model using RF and LightGBM after wavelet decomposition of PM$_{2.5}$ observations. The study showed a high degree of consistency between the estimated and actual values. The cross-validation using time-based R2, RMSE, and MAE showed good model performance, with respective values of 0.91, 11.60, and 7.34 [77]. A later study by Falah [73] explored the use of RF and XGBoost models based on the fusion of multiple satellite-borne remote sensing aerosol products retrieved from two platforms (Aqua and Aura), two sensors (MODIS and OMI), and three retrieval algorithms (MAIAC, DB, and OM AE RUV). This study developed thirteen different performance models for each algorithm based on the input data sources MODIS/MAIAC (AOD, aerosol type), MODIS/DB (Angstrom exponent), and OMI (UV Aerosols Index). The UVAI OMI is used to classify aerosols into three categories: scattering aerosols, UVAI < 0.25; mixed-type aerosols, 0.25 ≤ UVAI < 0.25; and absorbing aerosols, 0.25 ≤ UVAI. Similarly, MODIS/DB AE is used to classify aerosols into three size fractions: coarse, e.g., dust, AE < 0.7; mixed mode, 0.7 < AE < 1.3; and delicate, e.g., smoke, 1.3 ≤ AE. Overall, both RF and XGBoost models showed good performance, with variance (RF; R$^2$ 0.753 and NRMSE 0.884 - XGBoost R$^2$ 0.741 and NRMSE 0.874) explained by high cross-validation and low normalized root mean square error even for the base model (MAIAC AOD: AOD, CWV, PBLH, SP), with both models showing much better overall weighting performance when the model input data is subdivided into categories representing different aerosol types/properties [72].

Mahmud [54] conducted a study that used six supervised machine learning algorithms for regression and classification to predict PM$_{2.5}$ values from 2015 to 2019 in the North Paso region. The variables were analyzed by six different machine learning algorithms using various evaluation metrics. The study showed that the ML model successfully detected the effects of other variables on PM$_{2.5}$, made accurate predictions, and identified areas of potential risk. The random forest algorithm showed the best performance among all machine learning models with 92% accuracy [54]. This technique has several advantages over other machine learning methods, such as shorter computation time, ease of handling high-dimensional data, strong fault tolerance, and parallel processing, making it suitable even for very high-dimensional data.

Support Vector Machines (SVMs) are flexible and powerful techniques for supervised machine learning, which are used for classification, pattern recognition, and functional regression problems. SVMs find an N-dimensional hyperplane with large margins to classify data into specific groups or labels [78]. A hyperplane divides the class into two, and the margin is used to divide the hyperplane. The predicted value, close to the best margin, is sampled to one of the classes. The predicted output includes one of the high-dimensional spaces as class 1 or 0, which concludes the prediction as traffic or less traffic area.
Recent research indicates that artificial neural networks are effective in both classification and regression tasks. One approach to predict areas with high levels of air pollution is by utilizing support vector machines (SVM), which aim to identify an N-dimensional hyperplane that maximizes the separation gap (margin) for the training data points. The optimal hyperplane is located at the center of the margin, and the data points located close to this hyperplane are known as support vectors. SVMs use kernel functions, such as linear, radial basis function, polynomial, Fisher, and Bayesian, to bridge linearity to non-linearity. In Masood's work [25], kernel functions were found to be crucial in this process. This study employed both linear and polynomial kernel functions. A visual representation of the SVM approach is shown in Fig. 4.

**Linear Kernel**

\[
Linear \ Kernel \ = \ k(X_i, X_j) = x_i^T x_j
\]  

**Polynomial Kernel**

\[
Polynomial \ Kernel \ = \ k(X_i, X_j) = (1 + x_i^T x_j)^p
\]

Where \(X_i\) and \(X_j\) are independent random vectors, and \(p\) is a polynomial kernel order.

The efficacy of the SVM kernels depends on the calibration of controlling parameters such as kernel width (\(\sigma\)), regularization parameter (C), and gamma parameter (\(\gamma\)). In this research, two kernels (linear and polynomial) were employed for modeling. The SVM_lin model had NSE, RMSE, IA, R2, and R values of 0.938, 22.733, 0.983, 0.938, and 0.968, respectively, for the training phase, and 0.896, 29.634, 0.970, 0.923, and 0.961 for the testing phase. For the SVM_poly model, the NSE, RMSE, IA, R2, and R values for the training phase were 0.934, 23.334, 0.982, 0.935, and 0.967, respectively, and for the testing phase, they were 0.893, 30.071, 0.939, 0.840, and 0.916. Overall, the results of the SVM_lin and SVM_poly models were satisfactory for both the training and testing phases, indicating their ability to accurately predict PM2.5 concentrations.

![Fig. 4](image-url)  

This diagram illustrates the ideal hyperplane that effectively separates the data points, with the support vectors located near it.

A. Model Validations and Predictions for the Model

Statistical indicators such as coefficient of determination (R2, the higher, the better), correlation coefficient (R), Mean percentage error (MPE, the lower, the better), root means squared prediction error (RMSE, the lower, the better), index of agreement (IA), Mean Absolute Percentage Error (MAPE, the lower, the better), mean absolute error (MAE) and Nash-Sutcliffe efficiency index (NSE), are evaluation metrics typically used for model evaluation. The mathematical expressions of these metrics are given as follows:

1. **Determination coefficient (R²)**

\[
R^2 = \frac{\sum_{i=1}^{N}(I_0 - \bar{I}_0)^2}{\sum_{i=1}^{N}(I_0 - \bar{I}_0)^2 + \sum_{i=1}^{N}(I_p - \bar{I}_p)^2}
\]

2. **Correlation coefficient (R)**

\[
R = \frac{\sum_{i=1}^{N}I_0I_p - (\sum_{i=1}^{N}I_0)(\sum_{i=1}^{N}I_p)}{\sqrt{\sum_{i=1}^{N}(I_0 - \bar{I}_0)^2} \sqrt{\sum_{i=1}^{N}(I_p - \bar{I}_p)^2}}
\]

3. **Root mean square error (RMSE)**

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{N}(I_p - I_0)^2}{N}}
\]

4. **Index of Agreement (IA)**

\[
IA = \frac{\sum_{i=1}^{N}|I_0 - I_p|^2}{\sum_{i=1}^{N}(|I_0 - \bar{I}_0|^2 + |I_p - \bar{I}_p|^2)}
\]

5. **Mean Absolute Percentage Error (MAPE)**

\[
M = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{A_i - F_i}{A_i} \right|
\]

6. **Mean Absolute Error (MAE)**

\[
MAE = \frac{1}{n} \sum_{i=1}^{n} |y_{true} - y_{predict}|
\]

7. **Nash–Sutcliffe efficiency index (NSE)**

\[
NSE = 1 - \frac{\sum_{i=1}^{N}(I_0 - I_p)^2}{\sum_{i=1}^{N}(I_0 - \bar{I}_0)^2}
\]

VI. CONCLUSIONS

Although ground stations are considered precise for measuring PM2.5 concentrations, obtaining values that reflect the overall situation is challenging due to their uneven presence. As a result, many researchers are turning to satellite remote sensing to fill in the gaps in spatial and temporal data left by ground stations. AOD, a satellite remote sensing derivative, has been utilized to calculate PM2.5 concentrations due to its relationship-based nature. However, satellite products have limitations such as being unable to detect atmospheric aerosols below clouds and the variation of AOD and PM2.5 relationship between regions, time, and seasons. To address this, researchers commonly use spatial interpolation methods like OK, IDW, TS, and CK to obtain missing spatial data.

In recent years, machine learning has become popular for predicting unknown values at spatial and temporal scales, and to establish the relationship between PM2.5 concentrations and AOD values at each grid. Many new methods, ensembles, and refinements of existing methods have been applied to PM2.5...
estimation based on the derived satellite data. Large datasets, increased computing power, and awareness of the potential benefits of predictors working together have contributed to achieving higher estimation accuracy at different scales and spatial-temporal resolutions.

To support our explanations, we reviewed relevant papers, including classic papers, in this study. Key findings include:

- The distribution of ground-level PM$_{2.5}$ observatories is generally uneven, which makes PM$_{2.5}$ estimates less reliable in areas with fewer stations compared to those with more stations. This also raises concerns about the effectiveness of the commonly used cross-validation approach based on ground stations, as the observational data used for training and validation are concentrated in areas with more stations.

- Several factors determine the accuracy of PM$_{2.5}$ estimates, including the specific conditions of the study area, the resolution of the source data, the use of predictors in a particular model, and the details of the methods used to estimate PM$_{2.5}$ concentrations.

- The low consistency between independent and dependent variables in the same atmospheric environment can affect the estimation results. Therefore, it is essential to have different data as predictors to increase confidence in the results obtained. However, data availability is a challenge. In some research areas, the potential for predicting the temporal variation of PM$_{2.5}$ based on satellite AOD needs to be further explored in the future.

- The use of classical methods to estimate PM$_{2.5}$ concentrations is known to be not as accurate as those obtained using new methods. On the other hand, to estimate PM$_{2.5}$ concentrations, there are more and more models and ensemble methods that can be implemented for various conditions.

- A simple and fast method is a spatial interpolation. Several improvements and integrations to various methods have been made to obtain more accurate results. However, the accuracy of these methods is relatively low compared to more complex methods (machine learning).

- Currently, research on PM$_{2.5}$ concentration estimation models is starting to lead to the use of deep learning models. In some recent studies, especially those published in 2023, deep learning models dominate many studies.

From the importance of variables and correlations between variables in different articles, the following conclusions can be drawn:

- Meteorological variables are a class of predictors that make an essential contribution to PM$_{2.5}$ after AOD;

- The contribution of land use variables has a low correlation with meteorological variables;

- The importance of population-related variables depends on the economic development of the study area.
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Abstract—The main motivation of any educational institution is to provide quality education. Therefore, choosing an academic track can be clearly seen as an obstacle, for students and universities, which in turn led to imposing a mandatory preparatory year program in Saudi Arabia. One of the main objectives of the preparatory year is to help students discover the right academic track. Nevertheless, some students choose the wrong academic track which can be a stumbling block that may prevent their progress. According to the tremendous growth of using information technology, educational data mining technology (EDM) can be applied to discover useful patterns, unlike traditional data analysis methods. Most of the previous research focused on predicting the GPA after the students choose an academic track. On the contrary, our research focuses on using classification algorithms to develop a predictive model for advising students to select academic tracks via prediction of the GPA based on the preparatory year data at Saudi Universities. Then, compare classification algorithms to provide the most accurate prediction. The dataset was extracted from a Saudi university containing preparatory year data for 2363 students. This work was carried out using five classification algorithms: Gradient Boosting (GB), K-Nearest Neighbors (kNN), Logistic Regression (LG), Neural Network (NN) and Random Forest (RF). The results showed the superiority of the Logistic Regression algorithm in terms of accuracy over the other algorithms. Future work could add behavioral characteristics of students and use other algorithms to provide better accuracy.
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I. INTRODUCTION

In light of scientific progress and the development of communication and information technologies, there is a huge amount of data stored in database management systems (DBMS)[1]. It does not end with the ability to store this data, but it is more important how to use it in the production of knowledge [1] [2]. Recently, there is an increasing interest in science of data mining (DM). The concept of DM is simply a combination of artificial intelligence, statistics, machine learning, and databases [3] [4]. DM techniques can be used to discover unique patterns and hidden relationships. Data mining outcomes contribute to problem-solving, decision-making, and planning for organizations and companies [3]. It also plays a key role in various fields such as economy, healthcare, and education [4].

Educational data mining (EDM) is interested in discovering hidden relationships in data obtained from educational institutions or learning management systems (LMS). This area of research is used to take advantage of the data to better understand the students and what they learn. EDM is mainly used to predict students’ academic performance to help them choose their study track [5]. This helps in making the right decision at the right time.

All countries seek to increase the quality of education. The increasing concern with the quality of education can be clearly seen in the Ministry of Education of Saudi Arabia as it acquires the highest share of the country's budget. According to the budget report, the Kingdom of Saudi Arabia's education budget amounted to 189 billion riyals, representing 18% of the total general budget in 2023 [6]. Additionally, applied of the preparatory year program was started in Saudi universities in 2009 [7]. The preparatory year, the first year of a student's university journey is considered to be the most important in a student's academic study. One of its aims is to prepare the students to choose an academic track based on their results [7] [8].

Due to the increasing number of academic tracks in universities, sometimes students choose a track that is not suitable for them, even if the results of the preparatory year qualify them for this track. This causes the failure of students or graduating with an unsatisfactory GPA. Furthermore, some students have to change their academic tracks after studying for several years, causing wasted effort. A research study conducted by M.J. Foraker at Western Kentucky University (WKU) in 2012 found that 25% of the students changed an academic track once, and 5% more than once [9].

This research aims to predict the academic via GPA of students in Saudi universities. It can help teachers and academic advisors modify students’ study plans and improve academic performance. For the purposes of this study, reliance was made on a data set extracted from a Saudi university. It contains data for the preparatory year, by employing five classification algorithms: Gradient Boosting (GB), kNN, Logistic Regression (LG), Neural Network (NN) and Random Forest (RF). In addition, the model is evaluated by comparing the algorithms in terms of accuracy and area under the
curve (AUC). To predict students' academic performance, we must get answers to these research questions.

1) How can we predict the right academic track via the GPA and preparatory year data of students in Saudi universities?

2) Which classification algorithm has the highest accuracy in predicting the right academic track for Saudi students?

Our paper is arranged as follows: Section II provides an overview of previous academic work in the field of predicting the academic performance of students in general and Saudi universities in particular and reviews the selected algorithms. Section III explains the methodology and materials used in preparing this paper to predict the academic track based on the GPA. It also describes the contents of the dataset and the tool used to extract the results and methods for evaluating the results of the proposed model. Section IV presents the results of predicting the GPA and the factors affecting students' academic performance in Saudi universities. We conclude our paper with Section V, in which we discuss the experimental results and answers to the research questions and offer the conclusion and future work.

II. BACKGROUND

A. Predicting Academic Performance for Students

In Nigerian universities, the duration of the study is five years in engineering colleges. Adekitan and Salau [10] questioned about the possibility of predicting the last cumulative GPA based on the results of the first three years. They developed a model by using the KNIME application that experiments with six data mining algorithms (PNN, Random Forest, The Decision Tree, Naive Bayes, Tree Ensemble, and Logistic Regression). The dataset contains a record of 1842 students from different engineering departments. The GPA of the first three years, the first year of academic study, and the department were considered as input. The results showed that the GPA of the third year was the most effective in the prediction of the last cumulative GPA. They also showed that the Logisitic Regression algorithm provides higher accuracy than the other algorithms, with an accuracy of 89.15%.

Ginting and Rahman [11] presented a prediction system for the GPA of university students. The proposed system uses an Artificial Neural Network and combines it with a supervised Backpropagation algorithm. The system consists of 18 nodes at the input layer with 24 hidden nodes to produce one node in the output layer. The dataset contains 591 records of students who graduated from an Indonesian university. The system was tested using four different methods, each method changes the number of test and training data. The accuracy of the proposed system was 97.2%.

Zollanvari et al. [12] applied the maximum-weight dependence tree to propose a GPA prediction model. The proposed model is based on the behavioral characteristics of the students. A questionnaire containing 20 questions was distributed in order to find out the behaviors that affect GPA prediction. These questions are based on the educational objectives. The number of students in the dataset is 82 students. The accuracy of the proposed model was 65.85%. Better results can be achieved by increasing the number of students in the dataset and incorporating academic performance with behavioral characteristics.

Putpuek et al. [13] compared the decision tree algorithm and data mining techniques to predict the students' GPA based on personal factors. The selected algorithms were (C4.5 and ID3) and the techniques were (Naive Bayes and K-NN) and personal factors such as (gender, skills, type of acceptance, etc.). The dataset contains data of 2,281 students graduating from the same college in different years. The results showed the superiority of the Naive Bayes techniques, as it achieved an accuracy of 43.18%. While ID3, C4.5, and K-NN achieved 41.65%, 42.88%, and 43.05% accuracy results, respectively.

In order to explore factors affecting the students’ academic performance, Hamoud et al. [14] proposed a model that compares the algorithms of the Decision Tree (J48, Random Tree, and REPTree). The study was conducted on the students at Computer Science College at the Basra University in Iraq. Data was collected from 161 students' answers to a questionnaire containing 60 questions in different fields. The results showed the superiority of J48. The results also showed that the factors such as the GPA, the father's job, and the quality of food have a high effect on the students' performance. On the contrary, factors such as gender and age have a weak effect.

Pallathadka et al. [15] analyzed four machine learning algorithms to find out the most accurate one. The used algorithms are SVM, C4.5, ID3, and Naive Bayes. Examinations were conducted on the UCI machinery student performance dataset available online. The dataset contains 649 records and 33 factors. The results showed that the SVM algorithm is the most accurate.

B. Predicting Academic Performance for Students in Saudi Universities

In order to solve the problem of students graduating with a low GPA in Saudi Arabia and help through early intervention Alyahyan and Düşteaoğlu [16] developed a model predicting the final GPA based on the results of the first year after the preparatory year. This model is based on decision tree algorithms (Rep Tree, Random Tree, and J48). The dataset contains the record of 339 students and 15 factors such as gender, nationality, subjects' grades, and final GPA. According to the results, the J48 algorithm achieves the highest predictive ability of up to 69.3%.

Al-Barrak and Al-Razgan [17] applied the J48 algorithm on a dataset of 239 female students majoring in computer science at a Saudi university. In order to find which courses, have the most impact on the final cumulative GPA. The dataset contains 16 compulsory computer science courses. Based on the results of the experiment, it was found that the two courses' Software Engineering-1 and JAVA-2 have the greatest effect on the final grade.

In order to measure the ability of classification algorithms to predict the GPA Mueen et al. [18] proposed a predictive model based on a student's record in only two courses. They used three classification techniques (Naive Bayes, C4.5, and MLP). This study was conducted on King Abdelaziz
University students in two courses (Programming and Operating Systems). Everything related to the subject, including assignments, tasks, tests, etc., were collected through the Learning Management System LMS. The results showed the superiority of the Naive Bayes classifier over the classifiers, and it achieved a prediction ability of 86%.

Altujjar et al. [19] presented a predictive model to the performance of undergraduate students in the College of Computers at King Saud University using classification algorithms. The model aims to identify important courses that have a significant impact on academic achievement. The ID3 algorithm was used to build the model for each academic year. The dataset consists of 100 student records. The dataset was split into 75% for training and 25% for testing. The results showed that the courses (IT 221), (CSC111), and (CSC113) have a significant and clear impact on the students’ academic performance.

Hilal Al-Murabaha [20] analyzed the data of Saudi university students by using classification techniques. The objective is to predict student performance during the undergraduate semester. The dataset contains the record of 225 students and 10 features such as (midterm exams, attendance, final exam score, previous exams score, science experiments, projects, etc.). Five classifiers are applied to analyze student data (Naive Bayes, Bayesian Network, ID3, J48, and Neural Network) using the WEKA tool. The results showed the superiority of Bayesian Network over other classifiers, with an accuracy of 92% also, the amount of data affects the accuracy of the results.

C. Classification Algorithms

1) Neural Networks (NN): Additionally referred to as artificial neural networks (ANNs) or simulated neural networks (SNNs), are at the top of deep learning algorithms. Their call and shape are inspired by the way of the human brain, mimicking the manner that biological neurons signal to each other [21] [22].

(ANNs) re-constructed from node layers, containing an enter layer, one or more hidden layers, and an output layer. each node, or artificial neuron, connects to some other and has an associated weight and threshold [21] [22]. If the output of any individual node is above the specified threshold fee, that node is activated, sending information to the following layer of the group, otherwise nothing is surpassed.

2) Gradient Boosting (GB): The Gradient Boosting algorithm is commonly used in the field of machine learning and is often used to build prediction and classification models. It aims to build a strong model using a succession of weak models. At each stage, a new model is built by improving the mistakes of the previous model, achieved by training the new model on the errors of the previous model. This procedure helps reduce bias errors in the final model [23] [24].

3) K-Nearest Neighbors (kNN): In k-NN classification, the output is a class membership. An object is classed via a plurality vote of its pals, with the object being assigned to the class most commonplace amongst its okay nearest neighbors. If k = 1, then the item is without a doubt assigned to the class of that single nearest neighbor [24][25].

4) Logistic Regression (LR): This type of statistical version is regularly used for type and predictive analytics. Logistic regression estimates the possibility of an occasion taking place, together with voting or did not vote, based on a given dataset of impartial variables [26] [27] [28]. Because the final result is a possibility, the structured variable is bounded between 0 and 1. In logistic regression, a logit transformation is implemented on the odds this is the chance of fulfillment divided by way of the probability of failure. that is also typically referred to as the log odds or the natural logarithm of odds [26] [27] [28].

5) Random Forest (RF): This classifier is the most popular. The primary dataset is used to construct a subset of random trees. Each tree contains a different set of features and data to predict a decision. In the end, the most common and frequent decision is chosen [24] [26] [29].

III. RESEARCH METHOD AND MATERIAL

In the method section, we present the data mining phases that we went through to develop a predictive model for the academic tracks via GPA based on the preparatory year data in Saudi universities. Our research methodology consists of six phases (Fig. 1) as follows:

![Fig. 1. Research methodology.](image)

A. Data Collection

We obtained the dataset from a Saudi university, which preferred not to be named with taking care of the privacy of students and concealing any data indicating their personality. The dataset contains records of the preparatory year for the scientific subjects (Chemistry, Statistics, Math, Physics and BIO), the final GPA upon graduation from the university and the college to which the student is registered. All these records belong to students graduating from a university in the same year. The structure of the data set was not suitable for the data mining process. The number of records is 12393, and each student had five records in the data set, with each record representing a subject, as shown in the following Fig. 2:

![Fig. 2. Pure dataset.](image)
Students are evaluated in each subject out of one hundred marks distributed as in the following Table I.

<table>
<thead>
<tr>
<th>Mark</th>
<th>Grade symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>From 95 to 100</td>
<td>A+</td>
</tr>
<tr>
<td>From 90 to less than 95</td>
<td>A</td>
</tr>
<tr>
<td>From 85 to less than 90</td>
<td>B+</td>
</tr>
<tr>
<td>From 80 to less than 85</td>
<td>B</td>
</tr>
<tr>
<td>From 75 to less than 80</td>
<td>C+</td>
</tr>
<tr>
<td>From 70 to less than 75</td>
<td>C</td>
</tr>
<tr>
<td>From 65 to less than 70</td>
<td>D+</td>
</tr>
<tr>
<td>From 60 to less than 65</td>
<td>D</td>
</tr>
</tbody>
</table>

### B. Data Pre-Processing

1) **Data cleaning and data reduction**: During this phase, we made sure that all students took the same courses, so we deleted the data of students who transferred from other universities.

To increase the balance of the dataset and because of the large difference between the number of students graduating from some colleges we have deleted the data of students graduating from the following colleges (Table II):

<table>
<thead>
<tr>
<th>Deleted colleges</th>
<th>Number of students</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arts</td>
<td>23</td>
</tr>
<tr>
<td>Law and Political Science</td>
<td>7</td>
</tr>
<tr>
<td>Media</td>
<td>4</td>
</tr>
</tbody>
</table>

2) **Data transformation**: At this stage, the data has been transformed into a format that accepts modeling. The dataset structure for each student was five records. Each record represents a subject. Also, we changed the GPA formula from a numeric to a categorical as follows (Table III):

<table>
<thead>
<tr>
<th>GPA</th>
<th>GPA symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>From 5.00 to 4.50</td>
<td>Excellent</td>
</tr>
<tr>
<td>From 4.49 to 3.75</td>
<td>Very_Good</td>
</tr>
<tr>
<td>From 3.74 to 2.75</td>
<td>Good</td>
</tr>
<tr>
<td>From 2.74 to 2.00</td>
<td>Pass</td>
</tr>
</tbody>
</table>

After that, we added a new column named (OUTPUT). The students were divided into two values. Any student who achieved a GPA greater than or equal to four will be given in OUTPUT feature a value (RIGHT), and a student with a cumulative GPA of less than four will be given a (WRONG) value in the OUTPUT feature as Table IV.

<table>
<thead>
<tr>
<th>GPA</th>
<th>OUTPUT</th>
</tr>
</thead>
<tbody>
<tr>
<td>From 4.00 to 5</td>
<td>RIGHT</td>
</tr>
<tr>
<td>Less than 4.00</td>
<td>WRONG</td>
</tr>
</tbody>
</table>

After completing the data pre-processing stage, we extracted a data set containing 2363 records in Excel format for this study. The features are the following (Table V):

<table>
<thead>
<tr>
<th>Features</th>
<th>No. of types</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>2</td>
<td>Male, Female</td>
</tr>
<tr>
<td>College</td>
<td>12</td>
<td>Applied_Medical_Sciences, Dentistry, Design_and_Built_Environment, Eco_and_Admin_Sciences, Engineering, Home_Economics, Geology, IT, Medicine, Nursing, Pharmacy, Science</td>
</tr>
<tr>
<td>BIO</td>
<td>6</td>
<td>A+, A, B+, B, C+, C</td>
</tr>
<tr>
<td>Math</td>
<td>6</td>
<td>A+, A, B+, B, C+, C</td>
</tr>
<tr>
<td>Chemistry</td>
<td>6</td>
<td>A+, A, B+, B, C+, C</td>
</tr>
<tr>
<td>Physics</td>
<td>6</td>
<td>A+, A, B+, B, C+, C</td>
</tr>
<tr>
<td>statistics</td>
<td>6</td>
<td>A+, A, B+, B, C+, C</td>
</tr>
<tr>
<td>GPA</td>
<td>4</td>
<td>Excellent, Very_Good, Good, Pass</td>
</tr>
<tr>
<td>OUTPUT</td>
<td>2</td>
<td>RIGHT, WRONG</td>
</tr>
</tbody>
</table>

![Fig. 3](image-url) shows the structure of the final dataset.

**C. Classification Algorithms Selection**

After several experiments and an understanding of the characteristics of the classification algorithms, to achieve the best possible results from the data set, the following classification throws were used with default parameters values:

- Neural Network (ANN)
- Gradient Boosting (GB)
- K-Nearest Neighbors (kNN)
- Logistic Regression (LR)
Random Forest (RF)

D. Experiments (Training and Testing)

We chose the Orange Data Mining software to conduct the experiments. Orange data mining is written in Python and is open-source. It was developed at the University of Ljubljana. The program's graphic interface offers an easy experience in handling and ease of learning [30] [31]. It supports several operating systems such as Windows and Linux. It provides the possibility to test algorithms, validation, and prediction.

Fig. 4. Orange data mining model.

The data set was used for each student record with nine characteristics. Fig. 4 shows the model created in the orange data mining tool. To explain how the model works, the data set has been loaded and the feature to which each class of data belongs, and which feature of this data is the target as in Fig. 5.

Fig. 5. Model specifications.

In this model, the OUTPUT was determined as the target and the rest were as features and skipped GPA and Graduation Grade features as in Fig. 3 to 5. Then the data set was linked to the previously selected algorithms widget, as well as to the “Test and Score” widget to display the results. This procedure provides training and testing of all algorithms at the same time which saves a lot of time and effort rather than testing the algorithms individually. CROSS VALIDATION was used to split the data into test and training data. Cross-validation divides the data into several groups called FOLDS. This method splits the dataset randomly into 10 subsets [32]. The model training phase uses nine subsets, while the testing phase uses the final subset. This process is repeated 10 consecutive times each time a different subset is selected in the testing phase [32].

E. Hypothesis

When the student graduates with a GPA greater than or equal to (4.00), this means that the academic track chosen by the student is correct and commensurate with the characteristics chosen in the dataset. On the contrary, when a student achieves a GPA less than (4.00), the academic track chosen by the student is wrong.

F. Validation

To evaluate the performance of the model, we will rely on the Accuracy, Area under the curve (AUC-ROC), and confusion matrix.

- Area under the curve (AUC-ROC):

  Gives an idea of the effectiveness of the model and the AUC score is used to compare the different algorithms. Each classifier will predict either a true or false result. Whenever the AUC value was greater than 0.5 the classifier was able to separate the two results and give a correct result and vice versa if the AUC value were less than 0.5 the classifier would have predicted an opposite outcome. That is, the actual positive is expected to be negative. The use of AUC is used when the data set is unbalanced [33].

- Accuracy:

  In machine learning and data technology, the term accuracy is inevitable almost in every category assignment. this is the most popular measurement or metric used to assess models [31]. We calculate the accuracy by using the equation:

  \[
  \text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}
  \]

- Confusion Matrix:

  A confusion Matrix is one way to measure the performance of classification models. It can be used when the outputs are two or more classes. The result is an extracted table with four areas. Each area represents the expected and actual value [27] [34] [35]. as shown in Fig.6 are prescribed.

Fig. 6. Confusion matrix.

IV. EXPERIMENTS AND RESULTS

In this section, we will do the experiments based on the database described in the previous section and using Orange Data Mining Tool. The classification algorithms will be used with default parameters. The algorithm will be evaluated based on the following criteria: accuracy, an area under the curve (AUC-ROC) and a confusion matrix. The goal of the experiments will be to predict the student's GPA based on five subjects studied in the preparatory year by using classification
algorithms. To reach the answer to the question, "Is the academic track chosen by the student right or wrong?" The results were as follows in Table VI:

<table>
<thead>
<tr>
<th>Model</th>
<th>AUC</th>
<th>CA</th>
<th>F1</th>
<th>Precision</th>
<th>Recall</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>GP</td>
<td>0.850</td>
<td>0.789</td>
<td>0.789</td>
<td>0.789</td>
<td>0.789</td>
<td>0.788</td>
</tr>
<tr>
<td>kNN</td>
<td>0.804</td>
<td>0.749</td>
<td>0.749</td>
<td>0.749</td>
<td>0.749</td>
<td>0.745</td>
</tr>
<tr>
<td>LR</td>
<td>0.854</td>
<td>0.791</td>
<td>0.791</td>
<td>0.791</td>
<td>0.791</td>
<td>0.790</td>
</tr>
<tr>
<td>ANN</td>
<td>0.846</td>
<td>0.786</td>
<td>0.786</td>
<td>0.786</td>
<td>0.786</td>
<td>0.784</td>
</tr>
<tr>
<td>RF</td>
<td>0.817</td>
<td>0.755</td>
<td>0.755</td>
<td>0.755</td>
<td>0.755</td>
<td>0.749</td>
</tr>
</tbody>
</table>

The results of the experiments showed that the LG algorithm provides the best performance with a slight distinction from the GP algorithm. The accuracy and AUC-ROC values for the LG algorithm were 79.1% and 85.4%, respectively. While the GB algorithm attained up to 78.9% accuracy and an AUC-ROC value of 85%. In the same context, the kNN algorithm performed the weakest with an accuracy of up to 75% and an AUC-ROC value of 80.4%. The performance of all algorithms used in the experiment is compared in Fig. 7.

![Fig. 7. Comparison performance metrics of algorithms.](image_url)

The confusion matrix is constructed as shown in Table VII. Where diagonal entries reflect successfully categorized samples, and the remaining entries represent misclassified ones. The results demonstrate that, according to the LG algorithm, actually 1015 predicted the right academic track and 853 the wrong academic track.

<table>
<thead>
<tr>
<th>TABLE VII. CONFUSION MATRIX FOR ALL ALGORITHMS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>LG Algorithm</strong></td>
</tr>
<tr>
<td>Prediction</td>
</tr>
<tr>
<td>Actual</td>
</tr>
<tr>
<td>Right</td>
</tr>
<tr>
<td>Wrong</td>
</tr>
<tr>
<td><strong>GB Algorithm</strong></td>
</tr>
<tr>
<td>Prediction</td>
</tr>
<tr>
<td>Actual</td>
</tr>
<tr>
<td>Right</td>
</tr>
<tr>
<td>Wrong</td>
</tr>
<tr>
<td><strong>NN Algorithm</strong></td>
</tr>
<tr>
<td>Prediction</td>
</tr>
<tr>
<td>Actual</td>
</tr>
<tr>
<td>Right</td>
</tr>
<tr>
<td>Wrong</td>
</tr>
<tr>
<td><strong>kNN Algorithm</strong></td>
</tr>
<tr>
<td>Prediction</td>
</tr>
<tr>
<td>Actual</td>
</tr>
<tr>
<td>Right</td>
</tr>
<tr>
<td>Wrong</td>
</tr>
<tr>
<td><strong>RF Algorithm</strong></td>
</tr>
<tr>
<td>Prediction</td>
</tr>
<tr>
<td>Actual</td>
</tr>
<tr>
<td>Right</td>
</tr>
<tr>
<td>Wrong</td>
</tr>
</tbody>
</table>

V. DECISION AND CONCLUSION

The main objective of this research was to develop a model to predict the right academic track Via GPA by using classification algorithms for Saudi university students. Therefore, we used a dataset of Saudi university students containing five scientific subjects studied in the preparatory year in addition to the student’s gender, college, and final GPA. We made sure that all students studied the same subjects. Five classification algorithms serve as the basis for the proposed model: gradient boost, kNN, logistic regression, neural network, and random forest. We assumed that when the student achieves a GPA greater than or equal to 4.00 which means the academic track is correct. But if the student achieved a GPA less than 4.00, the student chose the wrong academic track. The results show that the logistic regression algorithm is the most accurate and able to predict correctly. It achieved an accuracy of 79.1% and an AUC of 85.4%. It can be seen that the accuracy of the model is somewhat low. This is due to the small number of features and their confinement to the academic subjects and the gender of the student. Other features can affect the accuracy of the model, such as behavioral characteristics, high school results, and Aptitude and achievement tests. The results justify the validity of the hypothesis that it is possible to predict the academic track based on the GPA where the proposed model was able to predict the final GPA that the student will achieve if he joins a specific academic track. The results of this study are expected to help educational institutions in early intervention to guide students who are struggling to choose the right academic track. Future research can improve accuracy by relying on additional
(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 14, No. 5, 2023

variables including behavioral characteristics, results from
aptitude tests, and grades from high school.
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Abstract—Generating a three-dimensional (3D) reconstruction of tumors is an efficient technique for obtaining accurate and highly detailed visualization of the structures of tumors. To create a 3D tumor model, a collection of 2D imaging data is required, including images from CT imaging. Generative adversarial networks (GANs) offer a method to learn helpful representations without annotating the training dataset considerably. The article proposes a technique for creating a 3D model of lung tumors from CT scans using a combination of GAN and LSTM models, with support from ResNet as a feature extractor for the 2D images. The model presented in this article involves three steps, starting with the segmentation of the lung, then the segmentation of the tumor, and concluding with the creation of a 3D reconstruction of the lung tumor. The segmentation of the lung and tumor is conducted utilizing snake optimization and Gustafson–Kessel (GK) method. To prepare the 3D reconstruction component for training, the ResNet model that has been pre-trained is utilized to capture characteristics from 2D lung tumor images. Subsequently, the series of characteristics that have been extracted are fed into a LSTM network to generate compressed features as the final output. Ultimately, the condensed feature is utilized as input for the GAN framework, in which the generator is accountable for generating a sophisticated 3D lung tumor image. Simultaneously, the discriminator evaluates whether the 3D lung tumor image produced by the generator is authentic or synthetic. This model is the initial attempt that utilizes a GAN model as a means for reconstructing 3D lung tumors. The suggested model is evaluated against traditional approaches using the LUNA dataset and standard evaluation metrics. The empirical findings suggest that the suggested approach shows a sufficient level of performance in comparison to other methods that are vying for the same objective.

Keywords—3D tumor reconstruction; lung cancer; LSTM; Generative adversarial network; ResNet

I. INTRODUCTION

Among men, lung cancer is the cancer type that occurs the second most frequently. In recent times, a number of data-based tools have been created by researchers to assist in the diagnosis and treatment of this condition. The ability to comprehend the 2D/3D shape of a tumor is crucial for visualizing the progression of its growth and for surgical purposes. 3D images offer comprehensive insights into the form and structure of the tumor [1].

CT is the favored imaging method for the detection of lung tumors among a variety of diagnostic imaging methods. Despite the fact that CT provides valuable information about tumors, evaluating an increasing number of images can pose a challenge for radiologists, potentially creating risks. Consequently, it is crucial to create intelligent diagnostic approaches that can aid radiologists and doctors in making faster and more accurate judgments than those reliant exclusively on CT images [2].

Recently, several studies have been conducted on 3D tumor healing with a special focus on healing brain tumors. Although these methods have achieved promising results, they fail to offer a high-quality 3D reconstruction of lung tumors. This is due to the fact that tumors may have complex and random shapes. Additionally, high-quality 3D reconstruction heavily relies on the availability of accurate data in all three dimensions. To the knowledge, the most recent study [3] utilizes conventional methods to reconstruct lung cancer in three dimensions. In this study, significant characteristics are identified from a two-dimensional shape during the reconstruction process. This method includes multiple stages, such as surface reconstruction and smoothing, which can be computationally intensive. As a result, applying this approach in real-world situations where time is a crucial factor may be impractical. Furthermore, the proposed approach is tailored exclusively to lung tumors and may not be readily adaptable to other types of tumors or organs. Convolutional neural networks (CNNs) are capable of automatic feature extraction. Nonetheless, teaching CNNs necessitates a substantial quantity of classified information, which may be lacking, particularly in the medical sector. The processing power and memory requirements for CNNs training may also be high. Transfer learning (TL) may be used instead of training from scratch to deal with these difficulties. In TL, CNNs parameters are set to the values that have been trained on large-scale datasets. Many TL networks, particularly ResNet, have achieved satisfactory results in medical imaging applications [4]. The use of GAN in medical image reconstruction is not extensively studied [5]. Wang et al. [6] developed an U-Net model with skip connections that are sparse by merging two GAN methods, an encoder-decoder method, and an U-Net method, to enhance imaging quality and decrease the size of imaging equipment. Meanwhile, Yang et al. [7] created a generator network with skip connections based on the U-Net architecture, and they also incorporated a refinement learning approach to ensure the stability of GAN training and facilitate faster convergence with less parameter tuning. Despite achieving satisfactory results in their respective tasks, these methods lack the ability to perform 3D reconstruction of lung tumors.
To produce a 3D image, it is vital to extract a comprehensive representation from a series of 2D images in the form of a single vector that encapsulates all the necessary details. Recursive networks, such as LSTM [8], can address this challenge and have been found to be suitable for sequence data in previous studies [9, 10]. LSTM utilizes special blocks called cells. Each cell has three gates: input, output, and forget [11]. The input gate handles the storage of new information in the cell. The output gate is responsible for selecting which portion of the cell state should be transmitted to the cell’s output. The forget cell is responsible for forgetting (throwing away) data as time passes, which helps with the vanishing gradient problem [12].

A GAN is composed of two neural networks, namely a generator and a discriminator. The generator creates synthetic data, and the discriminator attempts to tell actual samples from synthetic ones. The GAN model's capacity to generate superior synthetic data has made it highly popular in academics and business. Promising outcomes have been demonstrated by using GAN in different fields of application, including but not limited to generating high-resolution images, translating text to images, and transforming images to other types of images [13]. Acceptable generalization can be achieved by training DNNs using a combination of limited real data and large amounts of synthetic data generated by GANs. The creative technique of GANs has been employed in diverse medical imaging assignments, such as image partitioning, image enhancement, and image creation. By instructing the generator network on an extensive compilation of images, GANs can produce fresh images that have corresponding attributes to the source dataset. In medical imaging, this has been used to create new images that can help diagnose diseases or assist in surgical planning. On the other hand, the discriminative approach of GANs has been used to improve the quality of medical images. Discriminative GANs aim to distinguish between real and fake images and use this information to improve the generator network. By doing so, discriminative GANs can learn to regularize or normalize images and remove any artifacts or noise that might be present. Both approaches have shown great promise in medical imaging, and researchers are continually exploring new ways to apply GANs in this field. However, challenges remain, such as the need for large datasets and the difficulty of interpreting the outputs of GANs. Nevertheless, the potential benefits of GANs in medical imaging make it an area of active research and development [14].

For this study, a GAN-driven approach is suggested to produce 3D lung tumor reconstructions. The procedure comprises of three steps: segmentation of the lung, segmentation of the tumor, and creation of a 3D representation. The first stage employs the snake optimization method [15] to identify the left and right lungs. The suggested method simplifies the complexity of the issue by dividing it into multiple lower-dimensional problems with search areas that are gradually reduced [16]. The second stage utilizes GK clustering [17] to segment tumors and extract tumor masses from the affected lungs. The third stage involves an LSTM and a GAN. Initially, a pre-trained ResNet model extracts features from 2D lung tumor images, and subsequently, important features are extracted from the tumor sequence using the LSTM and passed as input to the GAN. The generator uses the LSTM's output to construct the 3D reconstruction, while the discriminator distinguishes between the generated and real images. The proposed approach is tested and evaluated using the commonly used LUNA dataset. The LUNA dataset has been extensively used in lung cancer diagnosis and is considered a standard benchmark for evaluating algorithms related to lung nodule detection and classification. It comprises more than 1,000 chest CT scans, with each scan annotated with multiple nodules. The main contributions are listed below:

- The majority of current approaches for reconstructing 3D tumors concentrate on brain cancer and do not yield satisfactory outcomes for lung cancer tumors. Accordingly, this study concentrates only on the 3D construction of tumors related to lung cancer.
- Afshar et al. [3] conducted the latest research on the reconstruction of lung cancer tumors, which has a relatively high level of computational complexity. However, the suggested technique surpasses Afshar's investigation in regards to effectiveness and computational intricacy.
- Although GAN has the potential to generate high-quality synthetic images, its application in medical diagnosis, particularly for lung cancer diagnosis, has been limited. This investigation seeks to examine the utilization of GAN in constructing three-dimensional lung tumor representations, which is a novel approach in the field.
- In the medical domain, it is frequently encountered to have insufficient labeled training data. To address this, pre-trained models (transfer learning) are often used.
- Reconstructing 3D images of lung cancer tumors involves using a series of 2D CT images. To exploit the sequential nature of this information, recurrent neural networks such as LSTM are utilized.

The paper is structured in the following manner: Section II discusses related work, Section III details the suggested methodology, while Section IV displays the experimental findings, and Section V discusses the results. Section VI concludes the paper and provides future directions.

II. RELATED WORK

A. Generative Adversarial Network

Liao et al. [18] utilized incorrect sampling to reconstruct cone beam CT (CBCT). The model involved the utilization of pyramidal neural networks and computer-generated maps for descriptive discriminants. This approach enabled the reconstruction of results while simultaneously preserving the anatomical structure. MR image reconstruction evaluates k-space data in the frequency domain model. Different loss functions have been employed to identify localized image structures in image restoration, such as coherence loss and cycle consistency loss, when suppressing cardiac CT noise. Wolterink et al. [19] proposed a low-dose CT noise after attenuation of losses in several areas. However, the result prevented the projection of the local image. MRI image
reconstructions are uncommon because they have well-defined back-and-forth formulas such as Fourier transforms.

B. Pre-trained Model

More training data leads to deep models with better performance [20]. That is why significant efforts have been put into gathering and annotating large-scale datasets such as ImageNet, PASCAL VOC, MS COCO, etc [21]. At the start of training, setting the initial parameters of deep models to the parameters of deep models that have already been trained on these large datasets improves the convergence speed of training. It boosts the final performance of the model [22].

3D semantic segmentation is quite common in the medical domain. For example, small organ segmentation in 3D abdominal CT scans has been tackled using an RNN [23]. Most medical 3D image analyses, including [24], train a deep model from scratch, which is challenging due to insufficient annotated data. Alternatively, the model's parameters can be initialized to values pre-trained on a source dataset. The model can then be fine-tuned using (possibly limited) target dataset. To get reasonable results, the distribution of the source and target datasets should be as similar as possible [25]. Therefore, for training deep models on 3D medical images, the model should be initialized to values pre-trained on another 3D medical dataset.

C. 3D Tumor Reconstruction

Lately, 3D models have been created in various medical areas, allowing doctors to provide improved treatment to their patients [26-28]. For example, 3D models were applied to liver resection, assisting surgeons in studying the liver structure [29]. 3D reconstruction of the brain based on magnetic resonance imaging (MRI) [30, 31] has been tackled as well [32, 33]. Amruta et al. [34] proposed a 3D method for brain tumor recovery in which brain tumors were segmented by morphological manipulations and 3D shapes were generated using 3D interpolation. Jaffar et al. [35] considered a multi-step process for segmenting and visualizing brain tumors evaluated on different datasets. Kamencay et al. [36] used the medium screening method to segment the images. For modeling the 3D shape, a combination of the Sum of Squared Differences (SSD) and Speeded-Up Robust Features (SURF) was used to find the corresponding pixels in the image. The method provides an accurate 3D model of the human pelvis. Sun et al. [37] proposed a two-step 3D segmentation that involves identifying active shape models and finding the optimal surface. Several studies have developed valuable methods to address 3D tumor reconstruction [38].

In the context of lung cancer, Afshar et al. [3] recently proposed a method for tumor segmentation and 3D reconstruction of CT images. While this is a significant step towards improving lung cancer treatment, the method has a high computational complexity. This drawback limits its practical applications and motivates the development of new approaches with improved performance and reduced computational costs. Therefore, this study aims to explore a novel approach using GAN for 3D reconstruction of lung cancer tumors, which can potentially overcome the limitations of existing methods.

III. The Proposed Model

GANs were first proposed by Goodfellow et al. [39], in which two separate networks are similarly trained: the generator and discriminator networks. The purpose of the generator is to produce data such as images, text, etc. [40], which are structurally similar to real data but are fake. On the other hand, the task of the discriminator network is to strengthen the generator. These two networks engage in a two-player min-max game with a value function $V(D,G)$ [41]:

$$
\min_{G} \max_{D} V(D,G) = \mathbb{E}_{x \sim p_{data}(x)}[\log(D(x))] + \mathbb{E}_{z \sim p_{z}(z)}[\log(1 - D(G(z)))]
$$

where $x$ and $z$ represent input data and noise, respectively. $G$ and $D$ denote the generator and discriminator, respectively. $p_{data}(x)$ and $p_{z}(z)$ show the probability distributions of the input data and the noise, respectively. $E$ represents mathematical expectation.

The objective is to evaluate the 3D morphology of lung tumors using a limited set of 2D CT images. The general outline for the suggested model is presented in Fig. 1. Based on this illustration, the model comprises three stages, namely lung partitioning, tumor partitioning, and 3D rebuilding. Using the snake optimization method, lung segmentation aims to separate two lungs from a CT image. In the tumor localization phase, the region of the tumor in the lung is identified from the healthy region on each 2D slice using snake optimization and GK clustering. Then, a GAN-based model is utilized to reconstruct the 3D model of the tumor. The following sections will be described separately.

A. Lung Segmentation

Segmentation of the lungs is a vital stage in the task and can influence the model's efficacy considerably. The method used for lung segmentation was adopted from a recent study [42].

The approach involves using the snake optimization method to separate the lungs from the background. This method allows the lung outline of one section to serve as the initial outline for subsequent sections in the algorithm [43]. The snake model refers to a curve that starts at a specific point and then moves towards the boundaries of an object. This procedure is referred to as a semi-automated process since it requires some degree of user involvement. This article uses the point-based snake model, which considers a contour as a collection of distinct points, although there are various snake models available [44]. The procedure aims to reduce an energy function [45, 46] that includes internal and external energies, where the internal energy is associated with the form of the contour. On the other hand, external energy relies on image characteristics. Given coordinates $x(s)$ and $y(s)$ in the direction of the contour, where $s$ is a variable between zero and one, the contour can be defined in the following way [47]:

$$v(s) = [x(s), y(s)]$$

HE MODEL

| www.ijacsa.thesai.org | 380 | P a g e |
Where \( v(s) \) represents the snake curve variable, the energy function is defined as follows:

\[
E_{\text{snake}} = \int_{0}^{1} E_{\text{snake}}(v(s)) ds
\]

\[
= \int_{0}^{1} (E_{\text{int}}(v(s)) + E_{\text{image}}(v(s)) + E_{\text{con}}(v(s))) ds
\]

where \( E_{\text{con}} \) indicates constant external forces. \( E_{\text{int}} \) and \( E_{\text{image}} \) denote the internal energy and the image forces, correspondingly, which can be calculated as:

\[
E_{\text{int}} = \alpha(s) \left( \frac{dv}{ds} \right)^2 + \beta(s) \left( \frac{d^2v}{ds^2} \right)^2
\]

\[
E_{\text{image}} = -|\nabla I(x, y)|^2
\]

The initial term turns the snake into a membrane. Increasing the value of \( \beta \) results in an increase in the internal energy, while the image energy comprises the energy of edge, line, and terminations. The value of \( I(x, y) \) corresponds to the intensity of the pixel located at \( (x, y) \). The negative sign at the beginning of Equation 5 is utilized since the image gradient is more prominent on the object boundary, and the objective of energy minimization is to detect the object boundary. The aim of the energy function with the damping term is to detect object boundaries. The Viterbi algorithm [48], a widely used technique for optimizing energy functions, is used in this study.

B. Tumor Segmentation

After the lung segmentation stage, tumors are segmented utilizing the GK clustering method. GK is a fuzzy-based approach with the benefits of using covariance and distance matrixes to make clusters with various shapes. The objective function of this method is defined as follows:

\[
J_m(U, A_k) = \sum_{i=1}^{M} \sum_{k=1}^{K} u_{ik}^2 D_{ik}^2 A_k
\]

Where \( U \) stands for the membership matrix, and \( m \) is a coefficient describing the degree of fuzziness. \( A_k \) shows a regional norm-inducing matrix for each cluster optimized. \( M \) and \( K \) are the number of data points and clusters, respectively, and \( D^2 \) indicates the squared space between data points and cluster centers., which is calculated as:

\[
D_{ik}^2 = (z_i - w_k)^T A_k (z_i - w_k)
\]

The matrix is used to incorporate the topological characteristics of the data structure into the distance norm.

C. 3D Reconstruction Method

In this paper, 3D reconstruction is carried out using a deep learning model. As shown in Fig. 1, the tumor segmentation stage yields \( N \) sequences of 2D images. These images are fed to the pre-trained ResNet network to perform feature extraction. The parameters of this network have been determined by training on the ImageNet dataset. The output of the ResNet is used as input to LSTM units, the output of which is fed to a GAN model. GAN aims to reconstruct 3D images from sequences of 2D data fed to it. The GAN discriminator distinguishes between the synthetic images produced by the generator and the real ones.

D. Overall Algorithm

The overall algorithm of the suggested method is displayed in Algorithm 1. Let \( Patients = \{P^1, P^2, P^3, ..., P^N\} \) be the set of available patients with \( N \) examples, where \( P^i \) corresponds to the \( i \)-th patient. Every \( P^i \) contains a collection of \( S \) CT images. In every iteration, for every minibatch with size \( M \), the lung segmentation and tumor segmentation operations are performed, respectively. After that, the sequence of selected lung tumors for every patient whose length is \( L \) enters the ResNet model. The \( L \)-sample sequence outputted by ResNet is fed into an LSTM. Finally, LSTM output comes into the generator to generate a 3D lung tumor. Updating the components, i.e., LSTM, generator, and discriminator, is done based on introduced standard methods.
Algorithm 1 Overall algorithm for the suggested model.

Input: \(\text{Patients} = \{P_1, P_2, P_3, \ldots, P_N\}\): the set of available patients, \(\text{Images} = \{X^1, X^2, X^3, \ldots, X^K\}\): the set of available real 3D images, \(N\): the number of patients, \(S\): the number of CT images for every patient, \(G\): generator, \(D\): discriminator;

for the number of training iterations, do

for every minibatch with size \(M\) do

for every CT image \(i\) to \(N\) do

segment \(P_i^{ij}\) using the snake algorithm; //\(P_i^{ij}\) shows the \(j\)-th CT image for the \(i\)-th patient

for \(i\) to \(M\) do

{\(P_i^{1i}, P_i^{2i}, P_i^{3i}, \ldots, P_i^{li}\)}: select \(L\) consecutive samples containing tumors recognized by the GK clustering from {\(P_1^{1i}, P_2^{1i}, P_3^{1i}, \ldots, P_N^{1i}\)};

{\(P_v^{1v}, P_v^{2v}, P_v^{3v}, \ldots, P_v^{lv}\)}: extend features into an item of {\(P_1^{1i}, P_2^{1i}, P_3^{1i}, \ldots, P_N^{1i}\)} using the ResNet model;

\(V_i^j\): enter {\(P_v^{1v}, P_v^{2v}, P_v^{3v}, \ldots, P_v^{lv}\)} into the LSTM network and get the latest unit of LSTM;

update the LSTM network by its stochastic gradient;

update the generator by descending its stochastic gradient:

\[\nabla_{\theta_G} \frac{1}{M} \sum_{i=1}^{M} \log (1 - D(g(V_i^j)))\]

update the discriminator by ascending its stochastic gradient:

\[\nabla_{\theta_D} \frac{1}{M} \sum_{i=1}^{M} \log D(x^i) + \log (1 - D(g(V_i^j)))\]

IV. EMPIRICAL EVALUATION

A. Dataset

The suggested method was evaluated using the LUNA subset of a dataset (referred to as LIDA-IDRI) [49]. The LIDC-IDRI is a lung CT scan public dataset, which includes 220 patients with more than 130 slices. The LUNA 2016 dataset was designed to analyze lung nodules and received 888 CT scans with a section thickness of less than 3 mm and 512 × 512 pixels picture size. The node has a total of 36,378 notes annotated by various radiologists. However, nodes 2290, 1602, 1186, and 777 are annotated by radiologists 1, 2, 3, and 4, respectively. Node annotations approved by at least three radiologists are called valid annotations. Diameter and position annotations are average annotations in LIDC-IDRI. The LUNA dataset originally was not a 3D image, so the 3D image was created manually using Rhinoceros 3D software.

B. Lung Segmentation and Tumor Detection

The lung and surrounding area have been isolated from the images utilizing snake optimization. The method was contrasted with fuzzy-based techniques, namely FCM [50], KFCM [51], SAFCM [52], and FRFCM [53]. The evaluation was based on the metrics of Intersection over Union (IoU) [54] and Hausdorff distance [55], and the results are shown in Table I. The FRFCM method performed better than SAFCM and KFCM, with an improvement of approximately 20% and 13%, respectively. However, even though FRFCM is considered a robust algorithm, it still does not match the performance of Snake. The Snake algorithm showed a 22% improvement in the IoU metric compared to FRFCM. Examples of lungs delineated using the Snake algorithm are shown in Fig. 2.

Following the segmentation of lungs with the Snake algorithm, clustering methods including FCM, K-means, and GK were employed to create two clusters for lung tumor segmentation. Evaluation was carried out using the IoU and HD metrics, and the results are presented in Table II. According to the table, GK clustering is the most effective method for segmenting lung tumors. Lung cancers can also be segmented using FCM and K-means clustering, as shown in the table. Fig. 3 illustrates examples of tumor detection with the GK clustering technique.

<p>| TABLE I. EVALUATION OF THE SEGMENTATION EFFICIENCY OF DIFFERENT FUZZY ALGORITHMS |
|-----------------|-----------------|-----------------|</p>
<table>
<thead>
<tr>
<th>Method</th>
<th>IoU</th>
<th>HD</th>
</tr>
</thead>
<tbody>
<tr>
<td>FCM</td>
<td>0.621</td>
<td>1.496</td>
</tr>
<tr>
<td>KFCM</td>
<td>0.746</td>
<td>1.715</td>
</tr>
<tr>
<td>SAFCM</td>
<td>0.721</td>
<td>1.852</td>
</tr>
<tr>
<td>FRFCM</td>
<td>0.785</td>
<td>2.019</td>
</tr>
<tr>
<td>Snake</td>
<td>0.831</td>
<td>2.151</td>
</tr>
</tbody>
</table>

<p>| TABLE II. ANALYSIS OF THE PROPOSED MODEL IN COMPARISON TO PREVIOUS WORKS |
|-----------------|-----------------|-----------------|</p>
<table>
<thead>
<tr>
<th>Method</th>
<th>IoU</th>
<th>HD</th>
</tr>
</thead>
<tbody>
<tr>
<td>FCM</td>
<td>0.751</td>
<td>2.122</td>
</tr>
<tr>
<td>K-mean</td>
<td>0.780</td>
<td>1.615</td>
</tr>
<tr>
<td>GK</td>
<td>0.786</td>
<td>1.419</td>
</tr>
</tbody>
</table>
C. 3D Reconstruction

The evaluation of the 3D reconstruction model included comparing four different methods: MC [56], MC and fairing [57], interpolation [34], and MC, and Afshar et al. [3]. The evaluation metrics used were HD and ED, which measured shape accuracy and pixel-wise distance, respectively. The results of the evaluation are presented in Table III, where MC performed the worst with values of 8.50 and 3.21 for HD and ED, respectively. However, the addition of fairing to MC decreased the values to 6.82 and 2.99. Interpolation with MC further reduced the error by approximately 0.555 and 0.855 for the two metrics, respectively. Despite these improvements, the recent work of Afshar et al. outperformed all other methods, including MC and MC + fairing, with values of 5.39 and 1.45 for HD and ED, respectively. Interestingly, the proposed model, which uses a strong GAN to create 3D shapes, outperformed Afshar et al.’s method, even though they had similar lung segmentation and tumor detection. The difference in performance may be attributed to the nature of the methods, as the proposed model relies on GANs, which have proven to be effective in generating complex data distributions. On the other hand, other methods use mathematical operations to create 3D shapes, which may not capture the underlying complexity of the data as well as GANs. In conclusion, the proposed model with a strong GAN is a promising approach for accurate 3D reconstruction, especially for complex medical imaging data.
Table III. The Evaluation and Comparison of the Suggested Approach with Other Existing Methods

<table>
<thead>
<tr>
<th>Model</th>
<th>HD</th>
<th>ED</th>
</tr>
</thead>
<tbody>
<tr>
<td>MC</td>
<td>8.50</td>
<td>3.21</td>
</tr>
<tr>
<td>MC+ fairing</td>
<td>6.82</td>
<td>2.99</td>
</tr>
<tr>
<td>Interpolation + MC</td>
<td>5.85</td>
<td>2.57</td>
</tr>
<tr>
<td>Afshar et al. [3]</td>
<td>5.39</td>
<td>1.45</td>
</tr>
<tr>
<td>Proposed</td>
<td>2.99</td>
<td>1.06</td>
</tr>
</tbody>
</table>

Table IV demonstrates that the model is effective in accurately reconstructing 3D shapes from the provided input images. The reconstructed shapes closely resemble the original ones, and the input images are smooth, which is critical for accurate medical diagnoses. The smoothness issue faced by other methods can lead to incorrect diagnoses, and the generated images by these methods do not resemble the original ones. The proposed model has successfully addressed these issues, demonstrating its superiority over other methods. Table V shows the computational efficiency of the suggested model and other approaches. The traditional methods take more time because of their lower computational efficiency. Nonetheless, the ResNet model, which is utilized for image recognition, consumes the most time in the proposed model. Despite this, the proposed model still outperforms other methods that use heavy computational operations, indicating its superiority in terms of accuracy and computational efficiency trade-off compared to existing methods. The results suggest that the proposed model has great potential for real-world medical applications. Its ability to generate smooth and accurate 3D images can help physicians make more precise diagnoses, which can lead to improved patient outcomes. Additionally, the model’s computational efficiency makes it suitable for use in clinical settings where time is a critical factor.

Table IV. Created 3D Shapes Resembling Tumors
1) Analysis of pre-trained models: The experiments carried out in this research demonstrate the superiority of the ResNet model compared to other pre-trained models, namely AlexNet [58], GoogleNet [59], Inceptionv3 [60], DenseNet [61], and MobileNet [62] (refer Table VI). Although other models have been extensively utilized in diverse image recognition works, they cannot match the ResNet model's performance in 3D reconstruction. The ResNet model significantly outperforms the other models, leading to a remarkable improvement in the HD and ED error metrics. These results highlight the importance of selecting an appropriate pre-trained model for achieving optimal performance in 3D reconstruction. Thus, the experimental findings provide solid evidence for the use of the ResNet model as the feature extractor in the suggested model.

2) Explore the hidden size: The LSTM network's hidden vector serves as a practical tool to compress data from a sequence of 2D images and aid in drawing 3D shapes. Increasing the hidden size can add more data to the model, but it may not always be useful. A limited capacity of the hidden size is inadequate to store the required data. Eight different values ranging from 16 to 2056 were evaluated to explore the influence of the hidden dimension on the suggested model. The outcomes are depicted in Fig. 4. Upon examination, it was observed that for HD and ED, the chart shows a descending trend when the hidden size is within the range of [16, 128], and an ascending trend from [128, 2056]. As a result, the optimal hidden size is 128.

3) Analysis of loss function: Selecting an appropriate loss function is vital for the success of deep learning models, as neglecting it may cause the model to be trapped in local optima. Therefore, the study aimed to assess how the discriminator's performance was affected by various loss functions. Five functions were selected for this purpose, namely Weighted Cross-Entropy (WCE) [63], Balanced Cross-Entropy (BCE) [64], Dice Loss (DL) [65], Tversky Loss (TL) [66], and Sensitivity Specificity Loss (SSL) [67]. WCE is a modified version of BCE that assigns different weights to examples from one class. Even though DL was originally developed to compare two images, it has been suggested as a loss function. The outcomes of these loss functions are presented in a tabular format in Table VII. Among the examined loss functions, TL exhibited the most superior performance, attaining an ED of 1.06 and an HD of 3.02. Although WCE assigns weights to the samples, TL still outperformed it, improving the error of WCE by approximately 1.64 and 2.50.

TABLE V. THE DURATION OF TIME TAKEN BY ALGORITHMS TO EXECUTE (IN MILLISECONDS)

<table>
<thead>
<tr>
<th>Image</th>
<th>Model</th>
<th>MC</th>
<th>MC+ fairing</th>
<th>Interpolation + MC</th>
<th>Afshar et al.</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>506</td>
<td>496</td>
<td>435</td>
<td>408</td>
<td>351</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>475</td>
<td>527</td>
<td>498</td>
<td>449</td>
<td>410</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>365</td>
<td>336</td>
<td>279</td>
<td>319</td>
<td>230</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>614</td>
<td>595</td>
<td>591</td>
<td>585</td>
<td>563</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>651</td>
<td>639</td>
<td>626</td>
<td>574</td>
<td>480</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>720</td>
<td>661</td>
<td>705</td>
<td>680</td>
<td>621</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>561</td>
<td>538</td>
<td>477</td>
<td>499</td>
<td>425</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>741</td>
<td>729</td>
<td>742</td>
<td>691</td>
<td>670</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>481</td>
<td>507</td>
<td>489</td>
<td>452</td>
<td>430</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>558</td>
<td>579</td>
<td>578</td>
<td>539</td>
<td>500</td>
<td></td>
</tr>
</tbody>
</table>

TABLE VI. THE RESULTS OBTAINED FOR USING VARIOUS PRE-TRAINED MODELS

<table>
<thead>
<tr>
<th>Model</th>
<th>HD</th>
<th>ED</th>
</tr>
</thead>
<tbody>
<tr>
<td>AlexNet</td>
<td>3.49</td>
<td>1.98</td>
</tr>
<tr>
<td>GoogleNet</td>
<td>4.85</td>
<td>3.11</td>
</tr>
<tr>
<td>Inceptionv3</td>
<td>4.19</td>
<td>2.51</td>
</tr>
<tr>
<td>DenseNet</td>
<td>6.46</td>
<td>3.79</td>
</tr>
<tr>
<td>MobileNet</td>
<td>6.84</td>
<td>4.93</td>
</tr>
</tbody>
</table>
increase the transparency of the model's decision-making process and improve trust among clinicians and patients.

In addition to the limitations discussed earlier, there are also other aspects of the proposed method that could be improved in future work. For instance, the proposed method involves several complex steps, including lung isolation, tumor detection, and 3D lung tumor re-creation. Each of these steps requires careful tuning of hyperparameters and may introduce errors that can affect the overall performance of the model. Therefore, future studies could explore ways to simplify the proposed method by combining some of these steps or using alternative segmentation methods. Moreover, the proposed method assumes that the lung tumor is visible in the input image, which may not always be the case. For instance, small tumors or tumors that are located close to other organs may be challenging to detect using the proposed method. Therefore, future studies could explore ways to incorporate other features, such as patient history or genetic information, to improve the model's sensitivity and specificity. Another disadvantage of the suggested method is the computational cost, which may limit its practicality in clinical settings. While the proposed method shows promising results, it requires substantial computational resources, including high-end GPUs and extensive training time. Therefore, future studies could focus on developing more efficient models that can achieve similar performance with fewer computational resources. Lastly, the ethical implications of the proposed method should also be taken into account in future research. Deep learning models can be used to make critical medical decisions, and it is crucial to ensure that such models are fair and unbiased. Therefore, future studies could explore ways to ensure that the proposed method does not reinforce existing biases or discriminate against certain patient populations.

V. DISCUSSION

The study's proposed approach for 3D lung tumor reconstruction using deep learning techniques offers promising results for medical diagnosis applications. The superior performance compared to traditional approaches on the LUNA dataset demonstrates the potential of deep learning techniques in the diagnosis and treatment of lung cancer. However, the study also highlights several limitations that should be addressed in future work.

One major limitation of the proposed method is the relatively small size of the LUNA dataset, which may limit the model's generalizability. Therefore, future studies could focus on expanding the dataset size to validate the proposed method's effectiveness on a larger scale. Additionally, incorporating other imaging modalities, such as PET scans, could improve the accuracy of the lung tumor reconstruction. Furthermore, the proposed method's generalizability to different datasets and populations should be thoroughly investigated in future studies to assess its practicality in clinical settings. The evaluation of the proposed method was done only on the LUNA dataset, and further evaluation on other datasets would be necessary to validate its performance. Additionally, the proposed method requires a large amount of labeled data for training, and the scarcity of such data in medical imaging remains a challenge. Therefore, further studies could focus on developing techniques for efficient data labeling to improve the availability of labeled data. Lastly, the interpretability of the proposed model could be improved. While the model can generate 3D lung tumor images, it is not always clear how the model arrived at a particular result. Future work could explore ways to make the model more interpretable, such as using attention mechanisms or visualization techniques. This could help

TABLE VII. THE OUTCOMES ACHIEVED WITH VARIOUS DISCRIMINATOR LOSS FUNCTIONS

<table>
<thead>
<tr>
<th>Loss function</th>
<th>HD</th>
<th>ED</th>
</tr>
</thead>
<tbody>
<tr>
<td>BCE</td>
<td>4.58</td>
<td>3.49</td>
</tr>
<tr>
<td>DL</td>
<td>3.80</td>
<td>3.16</td>
</tr>
<tr>
<td>TL</td>
<td>3.59</td>
<td>2.69</td>
</tr>
<tr>
<td>SSL</td>
<td>3.09</td>
<td>1.08</td>
</tr>
<tr>
<td>WCE</td>
<td>3.32</td>
<td>2.15</td>
</tr>
</tbody>
</table>

VI. CONCLUSION

The study proposes a novel method for constructing 3D lung tumors, which combines an LSTM and GAN network with a ResNet model serving as the feature extractor. The technique is divided into three stages: lung isolation, tumor isolation, and 3D lung tumor reconstruction. To achieve lung isolation and tumor isolation, the snake optimization and OK techniques are employed. In the 3D reconstruction phase, the pre-trained ResNet model is used to extract features from 2D lung tumor images, followed by the provision of these features into an LSTM to produce compressed features. The compressed characteristics are then utilized as input for GAN, where the generator is accountable for producing 3D lung tumor images, and the discriminator ascertains the authenticity of the image. The suggested model is evaluated on the LUNA dataset, and standard evaluation metrics are used to compare its effectiveness with conventional techniques.

One potential future work based on this study could be to investigate the proposed technique's applicability to other types of cancer or medical imaging modalities. It would be interesting to see how the proposed model could be adapted and optimized to handle different types of tumors, such as those found in breast or prostate cancer. Additionally, exploring the potential of incorporating other deep learning architectures or loss functions could further enhance the
accuracy and efficiency of the proposed method. Finally, conducting a clinical validation study to assess the proposed model's usefulness in real-world settings would be a valuable next step towards its eventual clinical adoption.
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Abstract—Currently, cloud storage in blockchain and federated learning technology provides better security among data transmission and file access. But, in some of the cases, security issues arose. So, to avoid security problems and offer better protection in a cloud environment, a novel optimized buffalo-based Homomorphic SHA blockchain (OBHSB). In this model for accessing the cloud storage data with the key matching method, if any of the unauthenticated users are trying to access the file initially, the system checks the key matching parameter. The proposed model was developed to provide better security in big data presented in the cloud environment. However, the parameters in the proposed model were compared with the existing models to make sure better performance was attained through the proposed model. Attack was considered as an event in this research. In the performance analysis, the performance rate of the proposed model was validated. Subsequently, the case study was developed in this research to explain the working procedure of the proposed design; model performs hashing, encryption, decryption, and key matching mechanisms. The results proposed model is observed to have 100% confidentiality rate after attack.

Keywords—Blockchain; cloud storage; decryption; encryption; federated learning; hashing; homomorphism

I. INTRODUCTION

Federated Learning is a Machine Learning (ML) concept that trains the program through a decentralized edge system having local data [1]. Fig. 1 describes the general architecture of federated learning. The training process does not involve the exchange of data [2]. In conventional ML approaches, the entire local datasets are transferred to a single server/device, whereas in classical ML approaches, the local dataset is distributed identically [3]. In the federated learning approach [4], the local sample dataset is trained without distributing the information [5]. Therefore, it is widely used in applications to overcome data privacy and security issues [6]. Event detection (ED) involves the investigation of several events to provide a better understanding of social events [7].

The event investigation by analyzing massive heterogeneous datasets such as audio, images, and video is called Multimodal ED [8]. The development of different image processing approaches helps identify various types of events automatically [9]. Unstructured multimedia data are created in recent types to search the data more flexibly [10]. Many different technologies were developed to identify the event in various scenarios, such as ED in the smart city [11], ED in social media [12], ED in road traffic [13], etc. Recently, event identification has been carried out with the help of big data [14]. Big data is a massive collection of data whose size can be enhanced exponentially over time [15]. The conventional information management tool can store only a limited amount of data [16]. But big data can process and store massive amounts of data in it [17]. Moreover, event detection using big data is highly effective because of its high storage space [18]. However, multimodal event detection is one of the major concerns for machine learning approaches. In this research, the attack is considered as event. Here, we are performing homomorphism concept so single event detection has been performed. Thus, different machine learning-based multimodal ED such as message dissemination model with the assistance of blockchain [19], blade icing identification technique based on blockchain and imbalanced federated learning approach [20], incentive governor for FL approach based on blockchain technology [22] were developed for identifying events from audio, text, image, and video. However, they cannot provide effective results. Hence, an optimized federated self-supervised learning for multimodal event classification in big data using blockchain is presented in this article. In this work, some of the recent literature related to this topic was discussed in the second Section. Moreover, the system model as well as the problem statement was presented in Section III, and in fourth section the proposed system model was discussed. Moreover, the result and a discussion of the proposed model were developed in Section V, and the paper was concluded with the conclusion in Section VI.

Fig. 1. General architecture of federated learning.
II. RELATED WORK

The recent works associated with this research are summarized below.

Nowadays, message dissemination plays a significant role in providing safety to Electric Vehicles (EVS). The messages are transferred among EVs using broadcasting technology. Moreover, high mobility and density in incoming vehicles affect the message dissemination process. To overcome the issues in message dissemination, Ferheen Ayaz et al. [19] developed the message dissemination model with the assistance of blockchain. This technique minimizes the delay and improves the message delivery rate. However, the practical implementation of this model provides inefficient results. Recently, renewable energy resources such as solar, wind, etc., have been widely used in different sectors. Wind energy is one of the rapidly growing renewable sources among these renewable sources. Blade icing is one of the significant concerns in wind power generation. To overcome this issue, data-driven technologies are widely used for blade icing identification. They require substantial resource data. Hence, Xu Cheng et al. [20] developed a blade icing identification technique based on blockchain and an imbalanced federated learning approach.

This technique identifies blade icing issues accurately. However, the implementation cost is high in this technique. Federated learning (FL) is an ML concept mainly used to provide data privacy in different applications. In the federated learning approach, the data is trained in a distributed way where the training dataset is located on the user side. The major problem with the FL approach is that it requires vast resources, and the computation of resources is complex. Hence, LiangGao et al. [21] developed an incentive governor for the FL approach based on blockchain technology to overcome these issues. This technique provides high security by neglecting the attackers. But the computation time is more in this approach.

As network applications are developing faster, it is widely used in different sectors. Thus, providing trustworthy applications to the user is the primary task of the researchers. Therefore, SafaOtoun et al. [22] developed a technique to provide security and network trustworthiness. This technique integrates the features of blockchain architecture and a federated learning approach. Moreover, they provide network trustworthiness by considering the trust of every individual. This method provides high accuracy. However, the detection rate of false statements is low in this approach. This technique integrates the features of blockchain architecture and a federated learning approach. Moreover, they provide network trustworthiness by considering the trust of every individual. This method provides high accuracy. However, the detection rate of false statements is low in this approach.

In a distributed network, the federated learning approach provides high data privacy by training data in a secure manner. It is a type of collaborative learning where the training dataset is located on the user's side to preserve privacy. YajingXu et al. [23] presented the FL approach based on blockchain methodology to identify malicious events in a unified model. This approach's experimental outcome improves FL's performance on data protection and negative identification. However, malicious events are not neglected in this approach.

The key contribution of this proposed work was described as follows:

- Initially, three different data (audio, image, text) is gathered and trained in the system.
- Moreover, a novel OBHSB has been developed with different security parameters and monitoring functions.
- Then the data transmission from the different users was encrypted to hide the raw data among third parties.
- The encrypted data was stored at central cloud server, the homomorphism function has been performed during file access.
- Finally, the performance of the designed monitoring crypto model is validated by launching a DoS attack.
- The robustness has been measured regarding computation time, confidential rate, resource usage, throughput, and data transfer time.

III. SYSTEM MODEL AND PROBLEM STATEMENT

Cloud computing is the primary memory resource for intelligent digital gadgets because the collected information by the smart devices is stored in the cloud environment. So, the cloud memory must become secure to maximize user trust.

Hence, to secure the data sharing process in the cloud environment, federated learning has been introduced with security mechanisms. Usually, the federated system has security features, but some harmful events have broken the security. So, the blockchain system has been introduced. The blockchain module's main reasons are homomorphic concepts and data integrity validation. But in some cases, the data became injected by malicious events. So, the present work has planned to design the monitoring of the homomorphic blockchain system for cloud environment. Fig. 2 illustrates the system’s basic model and common problem. Subsequently, the data transmission to the system with the help of blockchain provides more security because through the use of blockchain, the transmitted data was safer and stored in the cloud. In this proposed model, three different types of data sets were used, so a large amount of data was transmitted in a single transmission.

![Fig. 2. System model with problem.](image-url)
IV. PROPOSED METHODOLOGY

To enrich the security module of the federated learning, a novel Optimized Buffalo-based Homomorphic SHA Blockchain (OBHSB) has been designed with the required security parameters. Hence, to perform the federated learning concept, three different types of data have been considered. Initially, the collected data was trained to the system then a novel OBHSB was designed with the required data hiding and the homomorphic parameters. Here, the buffalo algorithm is incorporated to monitor the malicious activities in the designed federated learning system. Here, we provide three different types of data sets to the system. With the help of the proposed model, the system was monitored to detect malicious activities. The transferred data was stored in the cloud memory for better security. Here, finding the two hash values was termed homorphism. After that, if the two hash values are the same, then through the help of a key, the file was accessed. Otherwise, the file was not able to access. However, the performance of the system was measured. Attack was launched to validate the proposed model; Fig. 3 illustrates architecture of the proposed model.

Fig. 3. Proposed architecture.

A. Design of OBHSB Model

The proposed model was designed based on the optimized buffalo algorithm and the Homomorphic SHA blockchain. At first, audio, image, and text data were collected and trained in the system to validate the implemented design. After that, the proposed model was designed to provide security for the ordered data sets. For better security, the data was stored in cloud storage. Moreover, with the help of the proposed model, encryption, decryption, and homomorphism were done. Initialization of the data set was declared through (1).

\[ F[B_3] = (a_1 + i_1 + t_1, a_2 + i_2 + t_2, \ldots, a_n + i_n + t_n) \]  

Where \( F[B_3] \) defines the initializing parameter of the proposed model, \( a_1 \ldots a_n \) represents the amount of audio data presented in the data set, \( i_1 \ldots i_n \) defines the number of image data introduced in the initialized data set, and \( t_1 \ldots t_n \) refers to the number of test data presented in the dataset.

B. Attack Prediction and Neglection

After initializing the data sets, the system was monitored through the proposed model for detecting the attack. For attack detection, Neglection, and encryption, decryption was done under the proposed technique. While initializing the data, the data set contains both the attack node and the normal node. Among them, the attack nodes were removed from the system, and the normal nodes were used for different processes. Here, the attack detection expression of the proposed model was declared in (2), (3).

\[ Pa * (b_3) = \sum_{i=1}^{n} (a + i + t, a' + i' + t') \]  

\[ Na * (b_3) = b_3(a + i + t) - b_3(a' + i' + t') \]

Where \( Pa * (b_3) \) defines the attack detecting parameters of the proposed model, \( Na * (b_3) \) refers to the attack neglecting parameter of the implemented design, \( a+i+t \) represents the normal data presented in the data set, and \( a'+i'+t' \) defines the attack nodes of the proposed model.

C. Calculation of Hash 1

Hash 1 function was calculated after removing the attack nodes from the data set. After measuring the hash one value, the obtained value was stored in the cloud for more security. Subsequently, finding the hash one function of the proposed model was declared through the (4).

\[ h^* = a \mod b \]

Where \( h^* \) defines the hashing function of the proposed design. Moreover, \( a \) describes the plaintext and \( b \) represents the prime number. Furthermore, the hash one value of the model was used for finding the key matching operation.

D. Data Encryption

In this research, SHA encryption was used to encrypt the data. At SHA encryption, Hexa decimal numbers were chosen for key values. Encryption was done in the data to protect the data from the unauthenticated user. Through the encryption process, the data were protected as private data and sensed data. Moreover, the SHA defies the secure Hash Algorithm used for hashing the data and securing the files. SHA encryption of the proposed model was declared through (5).

\[ E^* = a \ast k \]

Where the parameter \( E^* \) defines the encryption parameter of the proposed model and \( a \) refers to the plain text and \( k \) critical parameter of the SHA encryption.

E. Homomorphism

For finding the hash, two values were mentioned as homomorphism. Hash 2 was measured by encrypting the initialized data. If the hash one and the hash two values are equal, it was mentioned as key matching so the user can access the file. Moreover, the system can access the file while displaying data injection if the two values are not equal. For finding the hash, two value of the proposed model was expressed in (6)
\[ h'^* = \frac{E^*}{k} (a \mod b) \]  \hspace{1cm} (6)

Where \( h'^* \) refers to the parameter used for finding the homomorphism. \( E^* \) represents the encrypted data, \( k \) refers to the key parameter, and \( a \) defines the plain text, as well as the parameter \( b \) was the prime number.

F. Key Matching

Key matching was done to find the exact user to access the file. Moreover, if the hash one and the hash two rates were the same, the system accomplishes the file accessing process. If the two values are not the same, then the system displays as data injected. The key matching expression of the proposed model was expressed through the ‘if’ condition and was declared in (7).

\[ k_m = \begin{cases} \text{if } h^* = h'^*; \text{ file accessed} \\ \text{else; data injected} \end{cases} \hspace{1cm} (7) \]

Where \( k_m \) represents the key matching parameter used in the proposed model. \( h^* \) defines the hash one function of the system and \( h'^* \) establishes the hash two parameters of the model.

G. Performance Validation and Attack Launching

The performance of the parameters was validated after finding the hash one and hash two values. Moreover, the proposed model attains a higher rate of parameters with better performance. After that, the robustness was validated by launching the attack. After launching the attack's performance improved compared to the initial stage performances. After completing the file accessing process, the system was checked for malicious nodes. This research launched the Denial of Service (DoS) attack. Subsequently, the function of this attack was to shut down the system and quit the process when accessing the unauthenticated user, and here the unauthenticated user was considered the malicious node; after launching the attack, if any of the malicious nodes were presented.

The working procedure of the proposed model was developed in the pseudo-code format and represented in Algorithm 1 and the workflow diagram of the proposed model was shown in Fig. 4.

**Algorithm 1: OBHSB**

```plaintext
Start
{  
  Initialization()
  int F[B_3] = (a_1 + i_1 + t_1, a_2 + i_2 + t_2, \ldots, a_n + i_n + t_n)
  //Initialize the audio, image and text data set
  Attack Prediction & Neglection() 
  {
    int P a *(b_3), Na *(b_3)
    //initializing the attack detecting and neglecting parameters
    To neglect Na *(b_3)
    //System was monitored, if the attack was predicted, then it was removed, and the attack detected node was considered as Na *(b_3)
  }
  Hash1()
  {
    
    //initializing the parameters used for calculating the hash one function
    //hash one was calculated from the initialized data set, and it was stored in the cloud storage for better security
    Data encryption()
    {
      int E*, a, k;
      //initialize the data encryption parameters
      E* = a x k
      //SHA encryption method was followed for encryption
    }
    Homomorphism()
    {
      int h**, E*, a, k, b;
      //initializing the parameters for homomorphism
      h** = E*/k (a \mod b)
      //hash two value was calculated
    }
    Key matching()
    {
      int h*, h**;
      //initializing the key matching parameters of the model
      if \( h* = h**; \text{ file accessed} \) \n      k_m = \{ \text{else; data injected} \}
    }
  }
  Stop
}
```

Flow chart which explains the process of the developed model is illustrated in Fig. 4.

![Flow chart](image)

**Fig. 4. Flow chart.**

The primary aim of this present research was to provide security to the files presented in the cloud memory of the system. Through the proposed model, high security was attained. Consequently, the attack was launched on the cloud memory of the system.
H. Dataset Description

The proposed methodology uses datasets created manually using text dataset form Kaggle stocks data and audio mp4 has been collected randomly from google. The image dataset is created by using the images available on the Internet. Various kinds of images are available on the Internet, and the images suitable for event detection are collected for the proposed event detection process.

V. RESULT AND DISCUSSION

In this research, the proposed model was implemented and executed in the python platform to provide better security to the files. Here, the system provided three different types of data sets for analysis. After initializing the data sets with the help of the proposed model, the plan was monitored to predict the attack/event nodes. If any attack nodes were presented in the datasets, then the system neglected them. For more security, hash one and hash two functions were measured when both values were the same, and the user accessed the file. Subsequently, if not equal means the system displays data injection. However, the required parameters for developing the proposed design were tabulated in Table I.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Requirement</th>
</tr>
</thead>
<tbody>
<tr>
<td>OS</td>
<td>Windows 10</td>
</tr>
<tr>
<td>Platform</td>
<td>Python</td>
</tr>
<tr>
<td>Version</td>
<td>3.10</td>
</tr>
</tbody>
</table>

The present work was designed in the python software 3.10 version. The performance analysis section mentioned the result after and before attack launching. Moreover, the comparative analysis of the model was evaluated and compared with the existing techniques for assuring the presentation of the implemented model.

A. Case Study

Here, the working procedure of the implemented design was explained in detail. The primary aim of this particular research was to provide security for the files from the attackers. Initially, the system was monitored through the proposed model. The file was accessed only when both the hash values were the same. Consequently, from this method, more security was provided for files. After that, the DoS attack was launched to validate the system's performance. At the performance analysis, the version of the proposed model, such as encryption time, decryption time, confidential rate, throughput, and data transfer time, were calculated. Fig. 5 presents the calculated performance metrics.

The total time it takes the system to encrypt and decrypt the data is called encryption and decryption time. The encryption time, decryption time as well as the confidential rate of the proposed model is shown in Fig. 6. Here, the encryption time of the audio signal was about 10.35ms, the encryption time of the image data was approximately 17.56, and the encryption time of the text data was about 5.29ms. Subsequently, in the proposed model, the decryption rate of the audio signal was about 1.6ms, the decryption rate of the image data was about 28.2ms, decryption rate of the text data was about 6.233ms. Data transfer time was the time needed to transfer the data, and in the proposed model, less time was required to move the high amount of data. Moreover, the data transfer rate of the proposed model is 18.8ms for audio signal, 19.2ms for image data and 3.3ms for text data.

![Fig. 5. Performance metrics of the proposed model.](image)

![Fig. 6. Confidential rate and throughput of the model.](image)

B. Comparison Analysis

A higher performance rate was attained through the proposed model, and validating the performance of the proposed model comparison analysis was done. In this section, the proposed model's stability, scalability, and resource usage were compared with the existing models. Moreover, the parameters of the developed model were comparing with the current models like DNN+GRM+MFO, DNN+GRM, CNN+HHO+GRM+MFO, and CNN+GRM+MFO as well as the scalability and the stability rate of the proposed model was compared to the existing models such as Recurrent neural network (RNN), Convolution neural network (CNN), Deep convolution Neural network (DNN), Deep belief network (DBN) as well as the proposed MLFC.

1) Resource usage: Here, the resource usage of the proposed model was compared with the existing models such...
as DNN+GRM+MFO, DNN+GRM, CNN+HHO+GRM+MFO, and CNN+GRM+MFO. But, the proposed model uses a lower rate of resources. Moreover, the proposed model uses 8.5MB of audio data, 7.3MB of image resources, and 9.4MB of text data. Based on the time and the performance rate, resource usage was measured. The resource usage was measured through (8).

\[ R_u = P_t \times \Delta t \]  

(8)

Where \( R_u \) defines the model's resource usage function, \( P_t \) represents the proposed model's performance rate, and \( \Delta t \) defines the time required to complete the process. Consequently, the resource usage comparison of the proposed model was illustrated in Fig. 7. After comparison, the proposed model needs a lower rate of resources to perform the function.

![Comparison of resource usage](image)

**Fig. 7.** Comparison of resource usage.

2) **Scalability**: Scalability refers to the overall capability to co-operate and perform well with data given to the model.

\[ \sigma = R_u \times \beta_t \]  

(9)

Where \( \sigma \) defines the scalability function of the proposed model \( R_u \) was the resource usage function and \( \beta_t \) represented the model's throughput. Moreover, the scalability of the proposed model was about 153 MB. The scalability of the implemented model was comparing through the existing models like CNN, DCNN, RNN and DBN. Among them, the proposed model attains a better rate of scalability. The stability comparison of the proposed model is illustrated in Fig. 8.

![Scalability comparison](image)

**Fig. 8.** Scalability comparison.

3) **Stability**: Stability refers to the steadiness of the system as well as the condition of the system. Subsequently, the Stability range of the developed model was comparing with the existing models such as CNN, RNN, DCNN, and DBN. However, the proposed model attaining a better stability range was about 99%. Stability helps to find the men's performance within a particular time. For evaluation, the exact increment of performance stability will be used. The stability comparison of the proposed model was shown in Fig. 9.

![Stability comparison](image)

**Fig. 9.** Stability comparison.

**C. Discussion**

In this section, the performance parameters of the proposed model were discussed. In this research, the proposed model attained higher rate of throughput about lower rate of encryption time was achieved through the audio, text, and image data was about 10.35ms, 17.56ms, and 3.29ms. Moreover, the decryption time of the proposed model, also low through audio, image, and text data, was about 11.66ms, 28 2ms, and 6.233ms. A higher rate of confidential rate was achieved through the proposed model through the three different datasets, and the confidential rate was 100%. The proposed model used fewer number resources. The text data rate of resource usage was about 8.5MB, the image resource used was about 7.3MB, and 94MB resources were used through the text data. Moreover, the overall performance rate of the developed model was based on three different data sets were tabulated in Table II.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Audio</th>
<th>Image</th>
<th>Text</th>
</tr>
</thead>
<tbody>
<tr>
<td>Encryption time</td>
<td>10.35ms</td>
<td>17ms</td>
<td>5.29ms</td>
</tr>
<tr>
<td>Decryption time</td>
<td>1.66ms</td>
<td>28.2ms</td>
<td>6.23ms</td>
</tr>
<tr>
<td>Confidential rate</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>Throughput</td>
<td>94%</td>
<td>73%</td>
<td>85%</td>
</tr>
<tr>
<td>Data transfer rate</td>
<td>18.95ms</td>
<td>19.6ms</td>
<td>4.20ms</td>
</tr>
<tr>
<td>Resource usage</td>
<td>8.5MB</td>
<td>7.3MB</td>
<td>9.4MB</td>
</tr>
</tbody>
</table>

**VI. CONCLUSION AND FUTURE SCOPE**

This work was presented to provide security for file access. Moreover, the blockchain and homomorphism methods were used to secure the data from the unauthenticated node. Through this proposed model, more security was provided in the cloud environment. In this work, key matching and homomorphism were considered essential features. Due to
these two features, the data in the cloud was safe without accessing the unauthenticated user. In this model, the encrypted data was stored in the cloud environment for better security, and the percentage of improvement was also added in this section. This proposed model measured the output based on image, text, and the audio data set. Subsequently, through the audio, image, and text data, the proposed model needs a low encryption time was about 10.35ms, 17.6ms, and 5.29ms, and the decryption time of the proposed model is also low with three different datasets was about 11.66ms, 28.2ms and 6.23ms. The amount of resource usage of the proposed model with the audio, image, and text data was about 8.5MB, 7.3MB, and 9.4MB. On comparing with existing models, the developed design needs a lower rate of resources to perform the function. The system attains 94% throughput with the audio data set, 73% of throughput in the image data set, and 85% in the text data set. The data transfer rate of the implemented design along with audio, image, and text data was 18.9MB, 19.6MB, and 4.20MB. Subsequently, the proposed model attains 100% of the confidential rate while processing the audio, image, and text data set. Resource usage of the proposed model was 8.5 MB in the audio data set, 7.3 MB in the image data set, and 9.4 MB in the text data set. Among them, the proposed model developed by 4% in resource usage. The Stability of the system was about 99% comparing with the existing techniques; the implemented design improves 3% of stability rate. Consequently, the overall system scalability range obtained through the proposed model was about 153MB; compared with the existing models, the scalability of the proposed model was developed by 5%. Due to the high confidentiality rate, the system provides more security to the files presented in the cloud environment. In future, the model can be checked with other attacks also to check the stability of the model.
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Abstract—Hate speech on social media platforms like Twitter is a growing concern that poses challenges to maintaining a healthy online environment and fostering constructive communication. Effective detection and monitoring of hate speech are crucial for mitigating its adverse impact on individuals and communities. In this paper, we propose a comprehensive approach for hate speech detection on Twitter using both traditional machine learning and deep learning techniques. Our research encompasses a thorough comparison of these techniques to determine their effectiveness in identifying hate speech on Twitter. We construct a robust dataset, gathered from diverse sources and annotated by experts, to ensure the reliability of our models. The dataset consists of tweets labeled as hate speech, offensive language, or neutral, providing a more nuanced representation of online discourse. We evaluate the performance of LSTM, BiLSTM, and CNN models against traditional shallow learning methods to establish a baseline for comparison. Our findings reveal that deep learning techniques outperform shallow learning methods, with BiLSTM emerging as the most accurate model for hate speech detection. The BiLSTM model demonstrates improved sensitivity to context, semantic nuances, and sequential patterns in tweets, making it adept at capturing the intricate nature of hate speech. Furthermore, we explore the integration of word embeddings, such as Word2Vec and GloVe, to enhance the performance of our models. The incorporation of these embeddings significantly improves the models' ability to discern between hate speech and other forms of online communication. This paper presents a comprehensive analysis of various machine learning methods for hate speech detection on Twitter, ultimately demonstrating the superiority of deep learning techniques, particularly BiLSTM, in addressing this critical issue. Our findings pave the way for further research into advanced methods of tackling hate speech and facilitating healthier online interactions.

Keywords—Machine learning; deep learning; hate speech; social network; classification

I. INTRODUCTION

Social media platforms like Twitter have become an essential communication tool in our digital age, enabling users worldwide to share their thoughts, opinions, and experiences with a vast audience [1]. However, the rapid growth of social media has also given rise to undesirable content, including hate speech. Hate speech is a form of communication that is offensive, malicious, and discriminatory, targeting individuals or groups based on their race, ethnicity, gender, religion, or other attributes [2]. The proliferation of hate speech on social media is a critical issue, as it fosters animosity, threatens social cohesion, and undermines the principles of free expression and respectful discourse. Consequently, the need for effective hate speech detection and monitoring tools is more significant than ever.

In recent years, machine learning techniques have emerged as a promising avenue for addressing the challenge of detecting and mitigating hate speech on social media platforms [3-4]. Machine learning algorithms, both shallow and deep, have demonstrated potential in tackling various natural language processing (NLP) tasks, such as sentiment analysis, text classification, and named entity recognition [5]. This paper aims to investigate and compare the performance of various shallow and deep learning methods in detecting hate speech on Twitter.

Machine learning methods have shown effectiveness in various applications, including spam detection, sentiment analysis, and topic modeling [6]. However, shallow learning algorithms have limitations in capturing the complex semantics and context of natural language, which may hinder their ability to identify hate speech accurately.

Deep learning techniques, on the other hand, have exhibited promising results in multiple NLP tasks due to their capacity for modeling high-level abstractions and capturing intricate language patterns [7]. LSTM and BiLSTM are recurrent neural networks (RNNs) that excel at processing sequential data, making them suitable for analyzing the temporal structure of text. CNNs, originally designed for image classification, have also demonstrated their applicability in text classification tasks by identifying local and global patterns in text through convolutional filters.

To investigate the effectiveness of shallow and deep learning methods for hate speech detection on Twitter, we first compile a diverse and representative dataset of tweets, ensuring
that the dataset encompasses a broad spectrum of online discourse [8]. The dataset is annotated by experts, who label the tweets as hate speech, offensive language, or neutral, thus providing a nuanced classification of the content. By adopting a multi-class labeling approach, we aim to capture the complexity and subtlety of hate speech more accurately.

We then apply a range of shallow learning techniques to the dataset, evaluating their performance in identifying hate speech. We also explore the integration of feature selection techniques. Establishing a baseline performance for these methods allows us to gauge the potential advantages of deep learning techniques.

Next, we implement LSTM, BiLSTM, and CNN models and evaluate their performance against the established baseline [9]. By comparing the performance of deep learning techniques with that of shallow learning methods, we aim to identify the most effective approach for hate speech detection on Twitter. In addition to comparing the overall performance of the models, we also assess their ability to handle various challenges associated with the detection of hate speech, such as understanding context, sarcasm, and semantic nuances.

To further enhance the performance of the deep learning models, we incorporate word embeddings, such as Word2Vec and GloVe, which facilitate the representation of words in a continuous vector space [10]. These embeddings capture semantic and syntactic relationships between words, thus enriching the input features for our models. By leveraging word embeddings, we aim to improve the models' ability to discern between hate speech and other forms of online communication, thereby increasing their accuracy and reducing false positives.

Our results reveal that deep learning techniques, particularly BiLSTM, outperform the shallow learning methods in detecting hate speech on Twitter [11]. BiLSTM demonstrates a superior ability to capture the intricate nature of hate speech by understanding context, semantic nuances, and sequential patterns in tweets [12]. This finding underscores the potential of deep learning techniques in addressing the challenge of hate speech detection and monitoring on social media platforms.

Thus, this paper presents a comprehensive analysis of various machine learning methods for hate speech detection on Twitter. Our findings suggest that deep learning techniques, specifically BiLSTM, hold promise for tackling this critical issue more effectively than their shallow learning counterparts. By identifying the most accurate models for hate speech detection, we contribute to the ongoing effort to develop advanced tools and strategies to combat hate speech on social media and foster healthier online interactions.

Future research directions may include the exploration of additional deep learning architectures, such as transformers, to further enhance hate speech detection performance. Moreover, investigating the impact of transfer learning and pre-trained language models, like BERT or GPT, on the performance of the models may provide valuable insights. Lastly, the development of explainable AI techniques to provide interpretable and transparent predictions in hate speech detection can improve user trust and facilitate better decision-making in content moderation.

II. RELATED WORKS

The problem of detecting hate speech on social media platforms has been extensively studied in recent years due to its increasing prevalence and the potential harm it can inflict on individuals and communities. In this section, we provide an overview of the related works in the field of hate speech detection, focusing on both shallow and deep learning approaches.

A. Shallow Learning Approaches

Several studies have utilized logistic regression, random forest, and decision tree algorithms for hate speech detection on social media. For instance, [13] employed logistic regression for hate speech detection in online communities, using bag-of-words and paragraph2vec features. Similarly, [14] proposed a multi-class classifier using logistic regression and random forest, which demonstrated improved performance over single classifiers. Study [15] employed decision trees to detect hate speech on Twitter, highlighting the importance of feature engineering in improving model performance.

Naïve Bayes and K-NN classifiers have also been employed for hate speech detection. Like [16] used a naïve bayes classifier to detect cyber hate on Twitter, while [17] proposed a K-NN-based approach for the same task. Both studies indicated the effectiveness of these classifiers in detecting hate speech when combined with appropriate feature extraction techniques, such as bag-of-words and TF-IDF.

SVMs have been widely used for hate speech detection, with several studies demonstrating their effectiveness. For example, [18] used SVM to detect cyberbullying and hate speech on Twitter, leveraging features such as character n-grams, sentiment scores, and syntactic patterns. Similarly, [19] employed SVM for hate speech detection, demonstrating that the inclusion of linguistic and semantic features improved the model's performance.

B. Deep Learning Approaches

LSTM and BiLSTM models have been increasingly employed for hate speech detection due to their ability to capture long-range dependencies in text. The authors in [20] proposed a deep learning approach using LSTM for detecting hate speech on Twitter, demonstrating superior performance compared to shallow learning techniques. On the other hand, [21] used BiLSTM models for the same task, illustrating the effectiveness of bidirectional RNNs in capturing the context and semantics of text. Additionally, [22] used both LSTM and BiLSTM models to detect hate speech on Twitter, finding that the BiLSTM model outperformed its unidirectional counterpart.

CNNs have also been applied for hate speech detection on social media platforms. As [23] proposed a CNN-based model for detecting hate speech on Twitter, leveraging character n-grams as input features. Their approach demonstrated improved performance compared to traditional shallow learning techniques. Similarly, [24] employed a CNN-based model for hate speech detection on Twitter, illustrating the
benefits of incorporating pre-trained word embeddings such as Word2Vec and GloVe.

C. Hybrid Approaches and Ensemble Models

Some studies have explored hybrid approaches and ensemble models for hate speech detection, combining both shallow and deep learning techniques to enhance model performance. The research [25] proposed a hybrid approach that combined CNN with LSTM for detecting abusive language on Twitter, demonstrating that the integrated model outperformed standalone CNN and LSTM models. Similarly, [26] developed an ensemble model combining SVM and LSTM for hate speech detection, which achieved better performance compared to individual models.

Recent studies have highlighted the importance of using word embeddings and pre-trained language models for improving hate speech detection performance. For instance, [27] investigated the impact of using different word embeddings. Their findings revealed that the choice of word embeddings could significantly impact model performance.

The use of pre-trained language models has also been explored for hate speech detection. Like [28] proposed a BERT-based model for detecting hate speech on social media platforms, demonstrating superior performance compared to traditional machine learning techniques. Similarly, [29] employed BERT for detecting hate speech on Twitter, highlighting the model's ability to capture the complex semantics of text and adapt to various linguistic contexts.

III. PROBLEM STATEMENT

It is possible that the problem of early identification of cyberbullying on social networking sites is separate from the difficulty of classifying different types of cyberbullying. In the circumstances presented here, there is a group of social media sessions that will refer to collectively as “S.” As a result, there is the chance that some of them are instances of cyberbullying. A sequence of sessions on a social network may be described using the equation (1), which is as follows:

\[ S = \{ s_1, s_2, ..., s_n \} \]  

(1)

Where S refers to the total number of sessions, “i” indicates the current session.

The sequence in which submissions are made during a specific session is subject to change at different points in time and is governed by a variety of factors

\[ P_s = \left\{ \left( P_1^S, t_1^S \right), \left( P_2^S, t_2^S \right), ..., \left( P_n^S, t_n^S \right) \right\} \]  

(2)

where the tuple P represents the kth post for the social network session and s is the timestamp of when post P was published.

At the same time, a vector of features is utilized to identify each post in a manner that is completely unique:

\[ P_k^S = \left[ f_{k_1}^S, f_{k_2}^S, ..., f_{k_n}^S \right] \quad k \in [1, n] \]  

(3)

Therefore, the objective is to acquire the knowledge necessary to develop a function f that can classify whether or not a text is related to hate speech.

IV. MATERIALS AND METHODS

A. The Proposed Framework

A representation of the model that has been built for the purpose of identifying instances of cyberbullying may be shown in Fig. 1. The following are the steps that make up this model: the preprocessing stage, the feature extraction stage, the classification stage, and the assessment stage. In this part, a significant amount of focus is placed on doing a more in-depth analysis of each stage.

B. Feature Extraction

Term frequency-inverse document frequency: In the context of the paper on hate speech detection using shallow and deep learning methods, Term Frequency-Inverse Document Frequency (TF-IDF) plays an essential role as a feature extraction technique [30].

The product of TF and IDF yields the TF-IDF score, which reflects the importance of a term within a document and across the entire corpus. A high TF-IDF score suggests that the term is significant within the document and infrequent across the corpus, making it a valuable feature for classification tasks [31].

In the context of hate speech detection, TF-IDF can be employed to transform raw text data into a structured representation that captures the relative importance of words or terms [32]. The resulting feature vectors can be used as input for various shallow learning algorithms, to develop hate speech detection models. By incorporating TF-IDF, the models can effectively distinguish between hate speech and other types of communication based on the discriminative power of specific terms.

It is important to note that, while TF-IDF has been proven effective in various text classification tasks, it may not always capture the complex semantics and context inherent in natural language [33]. In such cases, advanced feature extraction techniques, such as word embeddings or pre-trained language models, may be employed to complement or replace TF-IDF in the development of more sophisticated hate speech detection models.

Word2Vec: In the context of the paper on hate speech detection using shallow and deep learning methods, Word2Vec is a significant technique for generating word embeddings. Word2Vec is an unsupervised learning algorithm that converts words into continuous vector representations, capturing semantic and syntactic relationships between words. The technique was introduced by [34] and has since become a widely used method in natural language processing (NLP) tasks, including text classification, sentiment analysis, and machine translation.
In hate speech detection, Word2Vec embeddings can be employed to enrich the input features for both shallow and deep learning models [35]. By leveraging the semantic information captured in these embeddings, models can better discern between hate speech and other types of communication, resulting in improved classification performance. Word2Vec embeddings can be used in combination with other feature extraction techniques, such as TF-IDF or pre-trained language models, to further enhance the models' understanding of the complex semantics and context inherent in natural language.

In this specific piece of study, the weighting method that we make use of is the tf-idf system. For the purpose of calculating the tf-idf weight that corresponds to the ith word in the jth text, the following formula is used:

$$w_{i,j} = TF_{i,j} \times \log \left( \frac{N}{DF_i} \right)$$  \hspace{1cm} (4)

Bag of Words: In the context of the paper on hate speech detection using shallow and deep learning methods, the Bag of Words (BoW) model serves as a fundamental text representation technique [36]. BoW is a widely used method in natural language processing (NLP) tasks, such as text classification, information retrieval, and sentiment analysis, as it provides a simple and efficient way to represent text data in a structured format.

In hate speech detection, BoW can be employed to transform raw text data into a structured representation that serves as input for various shallow learning algorithms. However, it is important to note that the BoW model lacks the ability to capture context, semantics, and word order, which may limit its effectiveness in some classification tasks. To address these limitations, more advanced feature extraction techniques, such as word embeddings (e.g., Word2Vec) or pre-trained language models, can be used in combination with or as a replacement for the BoW model. The goal is to increase the likelihood that, given the following circumstances:

$$\arg \max_{\theta} \prod_{w \in T} \prod_{c \in C} p(c \mid w_i, \theta)$$  \hspace{1cm} (5)

C. Machine Learning Methods

Decision Tree is a supervised learning algorithm that recursively splits the input space into regions based on feature values, forming a tree-like structure [37]. It is interpretable and handles non-linear relationships well. In hate speech detection, Decision Trees can be employed to make decisions based on extracted text features, such as word frequencies or presence of specific terms.

Naïve Bayes is a probabilistic classifier based on Bayes' theorem, which assumes feature independence [38]. Despite this simplifying assumption, it often performs well in text classification tasks. In hate speech detection, Naïve Bayes can be used to classify tweets by estimating the likelihood of a tweet being hate speech given the occurrence of certain words or phrases.

K-Nearest Neighbors is a non-parametric, instance-based learning algorithm that classifies instances based on the majority class of their K-nearest neighbors in the feature space [39]. In hate speech detection, K-NN can be employed to classify tweets by considering the similarity between their feature representations, such as word embeddings or TF-IDF vectors.

Support Vector Machine (SVM) is a supervised learning algorithm that aims to find the optimal hyperplane separating different classes in the feature space [40]. It is effective in handling high-dimensional data and can be used with various kernel functions. In the context of hate speech detection, SVM can be employed to classify tweets by learning the decision boundary based on the extracted features, such as word frequencies, n-grams, or sentiment scores.
D. Deep Learning Methods

1) LSTM (Long Short-Term Memory): LSTM is a type of recurrent neural network (RNN) specifically designed to address the vanishing gradient problem common in standard RNNs [41]. LSTM networks have memory cells that can store information over long sequences, allowing them to capture long-range dependencies and context within text data. In the context of hate speech detection, LSTM models can be employed to process tweets as sequences of words or characters, enabling them to capture temporal patterns and dependencies that are crucial for understanding the semantics and intent of the text. By using LSTM networks, classification models can better distinguish between hate speech and non-hate speech based on the contextual information present in the tweets. Fig. 2 demonstrates architecture of LSTM network.

2) BiLSTM (Bidirectional Long Short-Term Memory): BiLSTM is an extension of LSTM that processes the input data in both forward and backward directions, enabling it to capture both past and future context [42]. In the context of hate speech detection, BiLSTM models can process tweets in a bidirectional manner, capturing the context and dependencies present in the text more effectively. This improved contextual understanding leads to better classification performance compared to unidirectional LSTM models. BiLSTM networks can be combined with other deep learning architectures, such as convolutional neural networks (CNN), to further enhance the model's ability to capture both local and global contextual information in the text. Fig. 3 demonstrates architecture of BiLSTM network.

3) CNN (Convolutional Neural Network): CNN is a deep learning architecture traditionally used for image processing tasks but has also demonstrated effectiveness in various NLP tasks, including text classification [43]. CNNs employ convolutional layers to learn local patterns within input data through the application of filters or kernels. In the context of hate speech detection, CNN models can be used to process tweets by treating them as one-dimensional sequences of words or characters. These models can learn local patterns, such as n-grams or specific phrases that are indicative of hate speech. By combining CNNs with other deep learning architectures, such as LSTM or BiLSTM, models can capture both local patterns and long-range dependencies, leading to improved classification performance in hate speech detection tasks. Fig. 4 demonstrates architecture of the convolutional neural network.

V. EXPERIMENTAL SETUP

A. Evaluation Parameters

1) Accuracy: Accuracy is a common metric used to evaluate the performance of classification models. It is calculated as the ratio of the number of correct predictions to the total number of predictions [44]. Although accuracy provides a general overview of a model's performance, it may not be suitable for imbalanced datasets, where one class dominates the other(s), as it can yield misleading results.

\[
\text{accuracy} = \frac{TP + TN}{P + N}
\]  

2) Precision: Precision is a metric that evaluates the proportion of true positive predictions among all positive predictions made by a classification model [45]. It is particularly useful for assessing the performance of models when the cost of false positives is high, such as in spam detection or medical diagnosis.

\[
\text{precision} = \frac{TP}{TP + FP}
\]  

3) Recall: Recall, also known as sensitivity or true positive rate, measures the proportion of true positive predictions among all actual positive instances in the dataset [46]. Recall is crucial in situations where the cost of false negatives is high, such as in fraud detection or cancer diagnosis.
\[ \text{recall} = \frac{TP}{TP + FN} \quad (8) \]

4) \textit{F-score}: F-score, or F1-score, is the harmonic mean of precision and recall, and provides a balanced measure of a model's performance when both false positives and false negatives are important. The F-score ranges from 0 to 1, where a higher value indicates better performance \([47]\). It is particularly useful for evaluating models on imbalanced datasets, where accuracy may be misleading.

\[ F1 = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}} \quad (9) \]

5) \textit{ROC curve}: The Receiver Operating Characteristic (ROC) curve is a graphical representation of a classifier's performance, plotting the true positive rate (recall) against the false positive rate for various decision thresholds. The area under the ROC curve (AUC-ROC) is a scalar measure of a model's performance, with a higher value (closer to 1) indicating better classification \([48]\). The ROC curve and AUC-ROC are especially useful for comparing different models and selecting the optimal decision threshold.

\[ \text{AUC-ROC} \]

\text{B. Experimental Results}

Accuracy, Precision, Recall, F-measure, and Area under a Receiver Operating Characteristic (AUC-ROC) are all terms that are used in the field of cyberbullying detection research. The confusion matrices for each of the techniques used in this work and evaluated in the cyberbullying classification dataset are shown in Fig. 5. We are able to clearly show the actual amount of classification results in respect to other classes by using confusion matrices. In the research that we conducted, we found that there are three different classes: cyberbullying, which was given the score of 1, non-cyberbullying, which was given the score of 0, and neutral class, which was given the score of 2.

In Fig. 6, a comparison is made between the model that was suggested and all of the other machine learning and deep learning models that were used. The AUC performance evaluation in each classification is done by finding the area under the receiver operating characteristic curve that includes all extracted attributes. The AUC-ROC curves of all of the strategies that have been implemented as well as the suggested method are compared in Fig. 7. As has been pointed out, deep learning models have been shown to be more valuable than machine learning approaches. According to the figure, the suggested model, which consists of BiLSTM, displays the best AUC-ROC value from the very first iteration and all the way along the graph.

\[ \text{Fig. 5. Confusion matrices for hate speech detection.} \]
The categorization findings of cyberbullying are shown in Table I below. These results were achieved by using machine learning and deep learning techniques to three different datasets. We employed assessment measures such as accuracy, precision, recall, and F1-score [48-51] to evaluate the approaches of machine learning and deep learning.
As a consequence of this, taking into consideration the success rates it has achieved, the suggested strategy may be accepted as a possible method for identifying instances of cyberbullying inside social networking sites. In addition, taking into account all of the criteria used for assessment, the deep neural network that was presented had the greatest performance when it comes to identifying cases of cyberbullying. The usage of the suggested deep neural network for modifying the weights and biases, in addition to a reduction in the amount of time spent training, resulted in favorable outcomes, which can be ascribed to the employment of the proposed technique. The results indicate that the suggested technique using deep neural networks may easily be modified to handle both short and lengthy texts as they are currently used.

VI. DISCUSSION

In this section, we will discuss the advantages, disadvantages, open issues, challenges, and future perspectives of the methods explored in this paper for hate speech detection in Twitter.

A. Advantages of Computational Intelligence in Hate Speech Detection

Shallow learning methods, such as logistic regression, random forest, decision tree, naïve bayes, K-NN, and SVM, offer several benefits, including simplicity, interpretability, and computational efficiency. These algorithms can perform well on relatively small datasets and are less prone to overfitting compared to deep learning methods.

Deep learning methods, such as LSTM, BiLSTM, and CNN, have the ability to capture complex patterns and long-range dependencies in text data. These methods can learn hierarchical representations of the data, leading to improved classification performance in many NLP tasks, including hate speech detection.

Feature extraction techniques, such as Bag of Words, TF-IDF, and Word2Vec, allow for the transformation of raw text data into structured representations suitable for input to various classifiers. These techniques can capture different aspects of text data, such as word frequencies, term importance, and semantic relationships, providing valuable information for classification tasks.

B. Disadvantages of Computational Intelligence in Hate Speech Detection

Shallow learning methods may struggle to capture complex patterns and long-range dependencies in text data, which can lead to suboptimal classification performance in some cases.

Deep learning methods, despite their ability to capture complex patterns, may suffer from overfitting and require large amounts of labeled data for effective training. Additionally,
these models can be computationally expensive and less interpretable than shallow learning methods.

Feature extraction techniques, while providing valuable information for classification tasks, may not always capture the nuanced semantics and context present in natural language. This limitation can lead to misclassifications, particularly in complex tasks such as hate speech detection.

C. Open Issues and Challenges of Computational Intelligence in Hate Speech Detection

The development of robust and accurate classifiers for hate speech detection remains an open issue, as the nature of hate speech is constantly evolving. New forms of hate speech, including code words, slang, or non-textual elements (e.g., images or emojis), may not be effectively captured by existing models and feature extraction techniques.

The presence of imbalanced datasets, where the number of instances of one class significantly outweighs the other(s), is a common challenge in hate speech detection. Traditional performance metrics, such as accuracy, may be misleading in these situations, and alternative metrics or approaches (e.g., F-score, oversampling, or undersampling) may be necessary for effective model evaluation.

The issue of false positives and false negatives in hate speech detection presents a significant challenge, as the consequences of these misclassifications can be severe, leading to the suppression of free speech or the perpetuation of harmful content. Developing models that strike a balance between precision and recall remains a critical task.

D. Future Perspectives of Computational Intelligence in Hate Speech Detection

Investigating the integration of other deep learning architectures, such as transformers or attention mechanisms, may further enhance the models' ability to capture complex semantics and context, leading to improved classification performance.

The use of pre-trained language models, such as BERT or GPT, can be explored for their potential to leverage large-scale, pre-existing knowledge of language structure and semantics, leading to more accurate and robust hate speech detection systems.

Developing methods for effectively handling imbalanced datasets, such as advanced sampling techniques, cost-sensitive learning, or ensemble methods, may lead to improved model performance and more accurate classification of hate speech.

Exploring techniques for incorporating non-textual elements, such as images or emojis, into hate speech detection models can help address the evolving nature of hate speech and improve the overall effectiveness of classification systems.

Investigating methods for enhancing the interpretability of deep learning models, such as attention mechanisms or explainable AI techniques, can provide valuable insights into the decision-making process of these models, improving trust and adoption in real-world applications.

Collaborating with domain experts, such as sociologists or psychologists, can help in developing a more comprehensive understanding of the complex and evolving nature of hate speech. This interdisciplinary approach can lead to the development of more effective and contextually-aware classification models.

Exploring the potential of transfer learning and domain adaptation techniques can help in developing models that can be effectively applied to different languages, regions, or platforms, broadening the impact and applicability of hate speech detection systems.

In conclusion, the methods and techniques presented in this paper provide a foundation for the development of advanced, robust, and accurate hate speech detection systems. By addressing the open issues and challenges, and considering future perspectives, researchers can contribute to the ongoing effort to create a safer and more inclusive online environment on platforms like Twitter. The lessons learned from these investigations can also be applied to other social media platforms and domains, where hate speech and harmful content pose significant challenges to users and society at large.

VII. Conclusion

In conclusion, this paper has presented a comprehensive study of various shallow and deep learning methods for detecting hate speech on Twitter. Shallow learning algorithms, including logistic regression, random forest, decision tree, naïve bayes, K-NN, and SVM, have been explored as effective classifiers for identifying hate speech based on features extracted from text data, such as Bag of Words, TF-IDF, or word embeddings. Additionally, deep learning methods, such as LSTM, BiLSTM, and CNN, have been investigated for their ability to capture complex patterns and long-range dependencies in text, resulting in improved classification performance.

The paper has also discussed the importance of feature extraction techniques in transforming raw text data into structured representations that can be used as input for various classifiers. Techniques like Bag of Words, TF-IDF, and Word2Vec have been highlighted for their ability to capture different aspects of text data, including word frequencies, term importance, and semantic relationships.

In evaluating the performance of the various classifiers, metrics such as accuracy, precision, recall, F-score, and ROC curve have been employed to provide a comprehensive understanding of the models' effectiveness in detecting hate speech. These metrics are crucial in assessing the trade-offs between different models and selecting the most suitable approach for a particular task.

Future research in hate speech detection can explore the integration of other deep learning architectures, such as transformers or attention mechanisms, to further enhance the models' ability to capture complex semantics and context. Moreover, the use of pre-trained language models, such as BERT or GPT, can be investigated for their potential to improve classification performance by leveraging large-scale, pre-existing knowledge of language structure and semantics.
Ultimately, the detection of hate speech on social media platforms like Twitter is of paramount importance in fostering a safe and inclusive online environment. The methods and techniques presented in this paper provide valuable insights and serve as a foundation for the development of advanced, robust, and accurate hate speech detection systems.
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Abstract—This research presents a new algorithm for Arabic root extraction, which aims to improve the accuracy of Arabic Natural Language Processing (NLP) algorithms by addressing the weaknesses and errors of existing algorithms. The proposed algorithm utilizes a database, that includes a collection of roots, patterns, and affixes, to generate potential derivation roots of a word without eliminating affixes initially. By matching the derived word with patterns to identify potential roots, the proposed algorithm avoids the inaccuracies caused by eliminating affixes based on expectation methods. The study conducted a comparison of the proposed algorithm with three commonly used Arabic root extraction algorithms. The evaluation process is performed on three corpora. Results showed that the proposed algorithm achieved an average accuracy rate of 96%, which is significantly higher than the others.
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I. INTRODUCTION

Arabic is a Semitic language with a rich history and culture, and it is spoken by over 420 million people worldwide. The Arabic language is characterized by a unique system of roots, where most words are derived from a three-letter root [1]. Therefore, the ability to accurately extract roots from Arabic words is crucial for understanding the language, conducting research, and developing natural language processing algorithms [2].

In recent years, there has been a growing interest in developing Arabic root extraction algorithms, particularly those based on datasets and rules. These algorithms rely on linguistic rules and datasets to extract the root of a given Arabic word. They have proven to be effective in extracting roots from a variety of Arabic texts, including classical literature, modern newspapers, and social media [3]. The importance of Arabic root extraction algorithms lies in their ability to improve natural languages processing tasks such as machine translation, text classification, and sentiment analysis. These algorithms also play a critical role in the development of Arabic language technologies, including spell checkers, search engines, and speech recognition systems [4]. Despite the challenges posed by the complexity of the Arabic language and its various dialects, researchers continue to explore new techniques and methods for Arabic root extraction. The development of these algorithms is essential for advancing the field of Arabic natural language processing and enhancing our understanding of the language [5].

To effectively extract the root from Arabic words, it is crucial to understand the fundamental concepts of root extraction in Arabic, which include roots, affixes, patterns, and derived words [6]. Until now, not all of the root words and affixes in the Arabic language have been identified. While Arabic scholars have discovered a significant number of them, there is still a need to uncover the remaining ones in order to obtain more precise outcomes when extracting the roots of Arabic words. Thalji et al. [7] have released an Arabic corpus containing 12,000 roots, 430 prefixes, 320 suffixes, 4,320 patterns, and 720,000 word-root pairs. One of the objectives of this paper is to thoroughly comprehend and examine the given corpus, and to extract significant information that can aid in the extraction of Arabic language roots.

This research introduces a new algorithm for Arabic root extraction in Natural Language Processing (NLP). The algorithm utilizes a database and pattern matching techniques to generate potential derivation roots without eliminating affixes initially, resulting in improved accuracy compared to existing algorithms. The evaluation conducted on three corpora demonstrates an average accuracy rate of 96%, highlighting the algorithm effectiveness in accurately extracting roots from Arabic words. This contribution has significant implications for Arabic NLP applications, enhancing the performance and reliability of tasks such as information retrieval, machine translation, and sentiment analysis. Overall, the paper presents a valuable addition to the field of Arabic language processing, advancing the accuracy and reliability of Arabic root extraction in NLP.

II. LITERATURE REVIEW

The literature review summarizes current techniques used in Arabic root extraction, highlighting their strengths and weaknesses, with the goal of identifying gaps in current approaches and proposing areas for future research.

Alfredaghi and Al-Anzi [8] propose a data-base-oriented method for identifying Arabic roots using patterns and root lists. The method is efficient and does not require individual word analysis, but has some limitations such as only returning one root when multiple patterns match, and a relatively short list of patterns.

Al-Serhan et al. [9] propose a statistical approach for extracting Arabic roots based on assigning weights to letters and using mathematical equations. The approach is efficient and doesn't require word analysis, but has limitations such as difficulty in handling the complexities of the Arabic language, and may not provide as accurate results as rule-based...
appropriately. Additionally, the lack of a clear explanation for root extraction makes it challenging to understand and improve the algorithm.

The Khoja and Garside algorithm [10] is a widely used rule-based approach to Arabic stemming that identifies and removes prefixes and suffixes from Arabic words to produce their root form. It follows a set of rules based on Arabic morphology to identify the prefixes and suffixes that can be stripped from a word to obtain its root. The algorithm is effective but has some limitations, such as mistakenly removing common prefixes and suffixes that are actually part of the root letters, missing certain rules, and providing only one solution for non-vocalized words.

Taghva, Elkhoury, and Coombs [11] developed a rule-based algorithm to extract roots, which aimed to improve Khoja and Garside's algorithm [10] by eliminating the need for a root list. The algorithm did not require a root list, which made the root extraction process faster, but it had limitations, such as ambiguity in affixes, providing only one solution for non-vocalized words, returning meaningless roots, and sometimes failing to extract roots for derived words that contain the "م" rule. Cross-checking with the root list was necessary to minimize the number of erroneous roots.

Ghwanmeh et al. [12] developed a rule-based algorithm to extract the trilateral, quadrilateral, and pentaliteral roots of Arabic words. The algorithm removes affixes and matches the remaining word against a list of patterns. The algorithm still missed many roots, prefixes, suffixes, and patterns. It also faced challenges in dealing with affixes ambiguity problems and returned only one solution for non-vocalized words.

Alkabi [13] proposed a new algorithm for Arabic root extraction to improve the accuracy of Khoja and Garside's algorithm [10]. The new algorithm used additional patterns to supplement Khoja and Garside's patterns and was tested on MSA textual documents from Arabic newspapers websites. The results showed an increase in the accuracy of Khoja and Garside's algorithm from 71% to 76%. The study concluded that expanding the number of patterns can enhance the accuracy of root extraction algorithms.

The Word Substring Stemming Algorithm (WSS), proposed by Yaseen and Hmeidi [14], generates all possible substrings of a word and matches them with a list of known roots to extract Arabic roots. The algorithm achieved an accuracy of 83.9% when tested on the Holy Quran. The algorithm's main strength is its ability to extract all possible roots of derived words. However, it generates a large number of roots, most of which are not related to the original root, and it may mistakenly remove some prefixes and suffixes that are actually part of the root.

Boudchiche et al. [15] presented the second version of AlKhalil Morpho analyzer, a tool for Arabic text processing that analyzes the morphological and syntactic structure of the Arabic language, with improved accuracy and efficiency. The tool can be used for various natural language processing tasks and was evaluated using different methods such as coverage, speed, and an average number of suggested root forms and proposed word stems per word. However, the authors did not evaluate the precision, recall, and F-measure of the tool due to the unavailability of a corpus with all possible features for each word.

Atta and Al-Hmouz [16] introduced a rule-based approach to extract Arabic roots using a set of rules and a dictionary containing stop words, affixes, and roots. The algorithm was tested on a set of 480 proverbs in Standard Arabic and achieved an accuracy of 74.11%. The algorithm's strength lies in its attempt to enhance existing algorithms by suggesting new rules and changing the order of rules. However, the algorithm has limitations, such as limited applicability of rules and decreased accuracy as word length increases.

Alnaied et al. [17] proposed a new method called Arabic Morphology Information Retrieval (AMIR) to generate Arabic word stems using a set of rules. AMIR outperformed other systems in terms of mean average precision, but it has some weaknesses, including its inability to extract the root of many words and its tendency to make errors in root extraction by removing some letters that are part of the root.

The research by R. Kanaan and G. Kanaan presents an improved algorithm for extracting triliteral Arabic roots [18]. In their work, Bouldal, Lakhouaja, Mazroui, and Meziane developed Alkhalil morpho sys1 [19], a morphosyntactic analysis system specifically designed for Arabic texts. The system provides detailed analysis and processing capabilities for Arabic linguistic features, aiding in various language processing tasks. In their research, Momani and Faraj proposed a novel algorithm for extracting tri-literal Arabic roots [20]. The algorithm introduces a new approach to accurately identify and extract the core tri-literal roots in Arabic words, contributing to Arabic language processing tasks. In the study by A. Belal [21], comprehensive processing techniques were developed for Arabic texts to extract their roots. The research focuses on providing robust methods for accurately identifying and extracting the roots of Arabic words, contributing to Arabic language analysis and processing tasks. Sonbol, Ghneim, and Desouki introduced a new approach for Arabic morphological analysis [22]. The study presents innovative methods and techniques for analyzing the morphological structure of Arabic language, contributing to the field of Arabic language processing and related applications. Hamza, Ahmed, and Hilal provide an overview of Arabic root extraction algorithms in the field of text mining [23]. The study explores various algorithms and techniques used for extracting roots from Arabic texts, highlighting their strengths and limitations. The survey serves as a comprehensive resource for researchers and practitioners interested in Arabic language processing and text mining.

Various algorithms for Arabic root extraction have been proposed in the literature, which aims to suggest new rules, change the order of rules, or increase the dictionaries of data rules. However, these algorithms were tested on specific corpora, and their efficiency decreased when tested on another corpus.

III. METHODOLOGY

In this research paper, the methodology section describes the procedures and techniques employed to conduct the study,
providing a clear and concise explanation of the research dataset and methodology.

A. The Dataset

The research paper utilizes Thalji et al. dataset [7] and discusses the fundamental concepts of root extraction in Arabic. The dataset section is divided into three sections, namely roots, infixes, and patterns in Arabic known as "AWZAN".

1) Arabic roots: Arabic roots are the basic building blocks of words in the Arabic language [24]. The roots consist of two or more letters that combine to create a meaning. The roots can be sorted into categories based on their length and the type of letters they contain. The length-based roots are divided into five categories, and the second type of root is divided into two categories based on the type of letters they contain. This categorization helps provide insights into the morphology of the Arabic language and highlights the need for advanced root extraction algorithms to effectively handle the different types of roots. Upon examining Thalji et al.’s corpus [7], the roots can be sorted into categories based on their length and the type of letters they contain, as illustrated in Table I.

<table>
<thead>
<tr>
<th>Sub Category</th>
<th>No of roots</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length-based root</td>
<td>2</td>
<td>480</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>8000</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>3112</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>360</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>48</td>
</tr>
<tr>
<td>Type of letters root</td>
<td>Vowel</td>
<td>3000</td>
</tr>
<tr>
<td></td>
<td>Non-vowel</td>
<td>9000</td>
</tr>
</tbody>
</table>

2) Arabic prefixes: Arabic prefixes are added at the beginning of a root word to modify its meaning or function, and can indicate various aspects of meaning [25]. Thalji et al.’s corpus includes 430 prefixes, with lengths ranging from one to six letters, and Table II provides statistical information on a subset of these prefixes. Understanding Arabic prefixes is important for comprehending the language and literature.

<table>
<thead>
<tr>
<th>Prefixes (length-based)</th>
<th>Number</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>13</td>
<td>(ي, &quot;yaa&quot;, the present tense for the male/s)</td>
</tr>
<tr>
<td>2</td>
<td>103</td>
<td>(ال, al, the)</td>
</tr>
<tr>
<td>3</td>
<td>146</td>
<td>(وال, and, the)</td>
</tr>
<tr>
<td>4</td>
<td>103</td>
<td>(ليست, leyasta, the present tense)</td>
</tr>
<tr>
<td>5</td>
<td>52</td>
<td>(كلا, kaelmon, used for analogy)</td>
</tr>
<tr>
<td>6</td>
<td>13</td>
<td>(والمثل, walest, used for noun)</td>
</tr>
<tr>
<td>Total</td>
<td>430</td>
<td></td>
</tr>
</tbody>
</table>

The Arabic language has infixes, which are inserted within the root of a word to add more meaning. Thalji et al.’s corpus includes 11 Arabic infixes that are classified by length, ranging from one to two letters. It is important to note that a word may contain one or more of these infixes, or none at all. Table III shows a sample of these infixes and their corresponding statistics.

<table>
<thead>
<tr>
<th>Prefixes</th>
<th>Number of prefixes</th>
<th>Prefixes</th>
</tr>
</thead>
<tbody>
<tr>
<td>إيه وَيَدَانَ</td>
<td>4</td>
<td>اٍا وَيَدَانَ</td>
</tr>
<tr>
<td>وَياً رَيْسَ</td>
<td>7</td>
<td>واً رَيْسَ</td>
</tr>
</tbody>
</table>

Arabic suffixes are added to the end of a root word to modify its meaning or grammatical function. They can indicate various aspects, including tense, aspect, voice, gender, number, and case. The study identifies 320 suffixes in the Arabic language, and Table IV shows the number of suffixes in each length category, along with examples for each type. The identification and understanding of Arabic suffixes are crucial for studying the Arabic language and literature. According to the same table, the length of three letters has the highest number of suffixes, with a total of 183. The length of four letters comes next with 94, and both the length of two and five letters have the same number of 40. The length of one letter has a total of 6, and finally, the length of six letters has only 3 suffixes.

<table>
<thead>
<tr>
<th>Suffixes length</th>
<th>Number</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>(تَا, &quot;taa&quot;, indicates that the subject of the verb is a singular female)</td>
</tr>
<tr>
<td>2</td>
<td>40</td>
<td>(تَ, at, indicates that the object is plural female)</td>
</tr>
<tr>
<td>3</td>
<td>132</td>
<td>(هُمَا, homa, indicates that the object is dual)</td>
</tr>
<tr>
<td>4</td>
<td>94</td>
<td>(نَا, nahom, indicates that the subject of the verb is a plural and indicates that the object is plural male).</td>
</tr>
<tr>
<td>5</td>
<td>40</td>
<td>(كَمَا, kamoha, indicates that the first object is a male plural and indicates that the second object is singular female).</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>(يَتُنَانُونَ, يَتُنَانُونَ, indicates that the first object is a dual and indicates that the second object is dual also).</td>
</tr>
<tr>
<td>Total</td>
<td>320</td>
<td></td>
</tr>
</tbody>
</table>

3) Arabic patterns: Arabic patterns are important for forming words in the Arabic language [26]. They consist of a sequence of letters added to a root to form a complete word with a specific meaning. The study identified 4320 Arabic patterns, ranging in length from three to twelve letters. The most common pattern length is seven letters, with 1296 patterns, followed by lengths of six and eight letters with almost equal numbers. The length of three letters has only one pattern, while the lengths of eleven and twelve letters have 43 patterns each, as shown in Table V. Understanding Arabic patterns is essential for mastering the language.
TABLE V: TYPES OF ARABIC PATTERNS

<table>
<thead>
<tr>
<th>Pattern length</th>
<th>Number of patterns</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>1</td>
<td>(فعل للفعل، indicates that one was doing something)</td>
</tr>
<tr>
<td>4</td>
<td>86</td>
<td>(فعل للفعل، yaafal, indicates single male is doing something)</td>
</tr>
<tr>
<td>5</td>
<td>302</td>
<td>(فعل للفاعل، faalatho, indicates single female was doing something)</td>
</tr>
<tr>
<td>6</td>
<td>994</td>
<td>(فعل للفاعل، alfalaah، indicates singular noun)</td>
</tr>
<tr>
<td>7</td>
<td>1296</td>
<td>(فعل للفاعل، waalafoon، indicates plural male are doing something)</td>
</tr>
<tr>
<td>8</td>
<td>950</td>
<td>(فعل للفاعل، yattaaloon، indicates dual male are doing something)</td>
</tr>
<tr>
<td>9</td>
<td>475</td>
<td>(فعل للفاعل، estafalaha، indicates single male was doing something and the object is female)</td>
</tr>
<tr>
<td>10</td>
<td>129</td>
<td>(فعل للفاعل، alfaflataan، indicates the object is dual female and it is noun)</td>
</tr>
<tr>
<td>11</td>
<td>43</td>
<td>(فعل للفاعل، waalelaatehem، indicates that it is noun and plural female)</td>
</tr>
<tr>
<td>12</td>
<td>43</td>
<td>(فعل للفاعل، waltawalaneyoon، indicates that it is noun and plural male)</td>
</tr>
<tr>
<td>Total</td>
<td>4320</td>
<td></td>
</tr>
</tbody>
</table>

B. Normalization

Before stemming, normalize the Arabic word by applying the following steps:

1) Remove diacritics punctuation and the Shadda.
2) Replace all distinct forms of Hamza with (ة).
3) Replace Madda (م) with Hamza and Alef (أ).
4) Replace Alef Maksura (أ) with Alef (أ).

By applying these normalization steps, the algorithm ensures that all Arabic words are represented in a standardized form, which is essential for accurate and efficient root extraction.

C. Pattern Generation

Generate all possible patterns that match the word. The following template is used for the possible patterns: <prefix> <infix1> <infix2> <suffix>. The format consists of different parts:

- <prefix>: This part represents the letters that come before the root of the word, like in the case of the pattern (فاعل للفاعلات، الفعالات) for the word (فاعل للفاعلات، الفعالات). Also, the prefix part can be empty, like in the case of the pattern (فاعل للفاعلات، الفعالات) for the word (فاعل للفاعلات، الفعالات).

- <root letter>: This part corresponds to the first root letter, like in the case of the pattern (فاعل للفاعلات، الفعالات) for the word (فاعل للفاعلات، الفعالات). The <root letter> letter is corresponding to the root letter(). If the root consists of only two letters, the first root letter may not exist, in the case of the pattern (فعل للفاعل، الفعال) for the word (فعل للفاعل، الفعال)، the initial letter of the original word (فعل للفاعل، الفعال) was removed, and this led to the deletion of the letter (فعل للفاعل، الفعال) from the pattern, resulting in (فعل للفاعل، الفعال).

- <infix1>: This part represents the infix letters that can appear between the first root letter and the second root letter, like in the case of the pattern (فعل للفاعلات، الفعالات) for the word (فعل للفاعلات، الفعالات)، the <infix1> letter that appears between the first root letter and the second root letter is (ت). This part may be empty, like in the case of the pattern (فعل للفاعلات، الفعالات) for the word (فعل للفاعلات، الفعالات), there is no infix letter between the first root letter and the second root letter.

- <infix2>: This part represents the second letter of the root, like in the case of the pattern (فعل للفاعلات، الفعالات) for the word (فعل للفاعلات، الفعالات)، the <infix2> letter is corresponding to the root letter(). If the root consists of only two letters, the first root letter may not exist, in the case of the pattern (فعل للفاعل، الفعال) for the word (فعل للفاعل، الفعال)، the second root letter of the original word (فعل للفاعل، الفعال) was removed, and this led to the deletion of the letter (فعل للفاعل، الفعال) from the pattern, resulting in (فعل للفاعل، الفعال).

- <suffix>: This part represents any infix letters that can appear between the second root letter and the third root letter, like in the case of the pattern (فعل للفاعلات، الفعالات) for the word (فعل للفاعلات، الفعالات)، the <suffix> letter that appears between the second root letter and the third root letter is (و). This part may be empty, like in the case of the pattern (فعل للفاعلات، الفعالات) for the word (فعل للفاعلات، الفعالات)، there is no infix letter between the second root letter and the third root letter.

- ل: This part represents the third letter of the root, like in the case of the pattern (فاعل للفاعلات، الفعالات) for the word (فاعل للفاعلات، الفعالات) the ل letter is corresponding to the root letter(ل). If the root consists of only two letters, the third root letter does not exist, in the case of the pattern (فعل للفاعل، الفعال) for the word (فعل للفاعل، الفعال) the third root letter of the original word (فعل للفاعل، الفعال) was removed, and this led to the deletion of the letter (فعل للفاعل، الفعال) from the pattern, resulting in (فعل للفاعل، الفعال).

- ل: This part represents the fourth letter of the root, like in the case of the pattern (فاعل للفاعلات، الفعالات) for the word (فاعل للفاعلات، الفعالات)، the ل letter is corresponding to the root letter(ل). If the root consists of three or more letters, the fourth root letter does not exist, in the case of the pattern (فاعل للفاعل) for the word (فاعل للفاعل) the fourth root letter does not exist.

- ل: This part represents the fifth letter of the root, like in the case of the pattern (فاعل للفاعلات، الفعالات) for the word (فاعل للفاعلات، الفعالات)، the ل letter is corresponding to the root letter(ل). If the root consists of four or fewer letters, the fifth root letter does not exist, in the case of the pattern (فاعل للفاعل) for the word (فاعل للفاعل) the fifth root letter does not exist.

- ل: This part represents the sixth letter of the root, like in the case of the pattern (فاعل للفاعلات، الفعالات) for the word (فاعل للفاعلات، الفعالات)، the ل letter is corresponding to the root letter(ل). If the root consists of five or fewer letters, the sixth root letter does not exist, in the case of the pattern (فاعل للفاعل) for the word (فاعل للفاعل) the sixth root letter does not exist.

- ل: This part represents the letters that come after the root of the word, like in the case of the pattern (فاعل للفاعلات، الفعالات) for the word (فاعل للفاعلات، الفعالات)، the ل letter is corresponding to the root letter(ل). Also, the suffix part can be empty, like in the case of the pattern (فاعل للفاعلات، الفعالات) for the word (فاعل للفاعلات، الفعالات).

D. Remove Non-Patterns

Note that this approach generates all possible patterns that match the word, but not all of them will actually be valid Arabic patterns. Some of the generated patterns may need to be
filtered. The identified patterns are matched against the set of patterns stored in the database. Any pattern that is not present in the database is eliminated.

E. Extract the Roots

Once the potential patterns of the word have been determined, the next step is to identify the root of the word, which can be done by following these instructions:

- The initial letter of the root is the one that corresponds to ف. Like in the case of the pattern (المثلث) for the word (الدرسات), the ف letter is corresponding to the root letter(ذ).
- The second letter of the root is the one that corresponds to ل. Like in the case of the pattern (المثلث) for the word (الدرسات), the ل letter is corresponding to the root letter(ذ).
- The third letter of the root is the one that corresponds to <1:ل>. Like in the case of the pattern (المثلث) for the word (الدرسات), the <1:ل> letter is corresponding to the root letter(ذ).
- The third letter of the root is the one that corresponds to <2:ل>. Like in the case of the pattern (المثلث) for the word (لمحور), the <2:ل> letter is corresponding to the root letter(ذ).
- The third letter of the root is the one that corresponds to <3:ل>. Like in the case of the pattern (المثلث) for the word (لمرجع), the <3:ل> letter is corresponding to the root letter(ذ).
- The third letter of the root is the one that corresponds to <4:ل>. Like in the case of the pattern (المثلث) for the word (لعنصر), the <4:ل> letter is corresponding to the root letter(ذ).

IV. RESULT AND DISCUSSION

This section presents the study findings by describing the testing and comparison of the algorithm with different algorithms on various datasets.

A. Testing the Algorithm in Different Datasets

The suggested algorithm is tested on three different corpora, and its effectiveness is evaluated using precision, recall, and F1 score metrics based on root length and type. Thalji et al. corpus, which includes 720,000 word-root pairings, is divided into five categories based on root length and two types based on letter type. Alshawakfa et al.’s corpus [27], comprises 27,628,821 word-root pairs. The corpus includes only trilateral roots and is divided into two types of roots based on root letter type: vowel roots (VR) and non-vowel roots (NVR). Alkabi et al.’s corpus [26], which includes 6081 word-root pairs. This corpus is distributed into two root types based on their length, namely TR and QR, and two types of roots based on their letter type: VR and NVR. Table VI summarizes the average results across all corpora and compares the performance of the algorithm on three different datasets. In cases where a particular root type is not listed in a corpus, such as BR in Alshawakfa et al.’s corpus, the column is marked with a “-“.

B. Comparing the Algorithm with other Root Extraction Algorithms

To evaluate the accuracy of the proposed algorithm, a comparison is made with three other Arabic root extraction algorithms, namely Khoja and Garside’s algorithm [10], Sonbol et al.’s algorithm [22], and Alkabi et al.’s algorithm [26]. These algorithms are established and respected methods in Arabic language applications and have demonstrated high accuracy performance in their respective studies. The comparison is conducted on the Thalji et al.’s corpus, Alshawakfa et al.’s corpus, and Alkabi et al.’s corpus, and the results are presented in Table VII.
The proposed algorithm has limitations in dealing with derived words that consist of only one letter, as they are not considered in the algorithm. These derived words originate from weak roots with three letters, wherein the weak letters are omitted during the derivation process. Moreover, the algorithm's tendency to generate all possible roots can result in confusion when attempting to identify the specific root required, as it primarily focuses on individual derived words rather than considering the context of complete meaningful sentences or paragraphs. Future work can address these limitations by enhancing the algorithm to handle one-letter derived words and incorporating techniques such as natural language processing or linguistic analysis to improve its contextual understanding and accuracy in root extraction.

V. CONCLUSION

This study examined the algorithms used to extract Arabic word roots and found that their accuracy is affected by the lack of comprehensive lists and essential rules. Previous research focused on trilateral roots and ignored other types, resulting in incorrect results for non-vowel roots, which make up 75% of all roots. Weak roots were also found to be a major cause of failure in previous Arabic root extraction algorithms due to their numerous irregular cases.

This study proposes a new algorithm for extracting Arabic word roots and compares its accuracy with three commonly used algorithms. The proposed algorithm generates all potential derivation roots of a word without eliminating affixes first, which is different from previous algorithms. The study uses Thalji et al.'s corpus to utilize the maximum amount of content available in the lists. The proposed algorithm achieves an average accuracy of 96%, which is significantly higher than the accuracy of the other three algorithms.
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Abstract—Artificial Intelligence chatbots have shown a growing interest in different domains including e-learning. They support learners by answering their repetitive and massive questions. In this paper, we develop a smart learning architecture for an inclusive chatbot handling both text and voice messages. Thus, disabled learners can easily use it. We automatically extract, preprocess, vectorize, and construct AskBot’s Knowledge Base. The present work evaluates various vectorization techniques with similarity measures to answer learners' questions. The proposed architecture handles both Wh-Questions starting with Wh words and Non-Wh-Questions, beginning with unpredictable words. Regarding Wh-Questions, we develop a neural network model to classify intents. Our results show that the model’s accuracy and the F1-Score are equal to 99.5%, and 97% respectively. With a similarity score of 0.6, our findings indicate that TF-IDF has performed well, correctly answering 90% of the tested Wh-Questions. Concerning No-Wh Questions, soft cosine measure, and fasttext successfully answered 72% of Non-Wh-Question.
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I. INTRODUCTION

The e-learning domain has shown impressive growth in applying AI technologies to enhance the quality of learning. E-Learning platforms are increasingly recognizing the importance of integrating AI to perform tasks effectively while saving time, energy, and cost. Based on AI technologies, the e-learning domain succeeds in (1) personalizing educational content according to each learner’s needs and capabilities instead of proposing a standard approach to learning. Hence, the learning strategy becomes dynamic, customized, and individualized to encourage learners. (2) Providing specific information about each learner’s progress, strengths, and weaknesses, and even attendance issues. Hence, data analysis on e-learning platforms enhances and improves learning experiences. (3) Developing multilanguage course content by integrating automatic translation tools that offer more speed and efficiency in translating huge amounts of content, thus saving time and offloading teachers from such tasks that consume time and energy. (4) Supporting learners by providing AI chatbots to answer learners’ questions. Chatbots are available 24/7. Thus, learners are free to learn at their own pace through multiple devices.

Various chatbots have been created for use in multiple areas, including the e-learning domain. Especially, there is an exponential interest in AI chatbots in the last few years, especially from 2016 until now [1]. AI chatbots have been used in the e-learning domain to satisfy several needs such as (1) Promoting learners’ interaction with online courses. (2) Providing information about administration [2], courses, and exam regulations (3) Sharing exercises and tips/hints to solve them and assist students to master the course knowledge (4) Answering repetitive and massive questions about the course knowledge (5) Recommending learning materials and educational resources according to the learner’s need (6) Assessing learners’ knowledge by automating exams and assignments (Sreelakshmi et al., 2019) (5) Encourage collaborative learning between learners (El Azhari et al., 2022).

Therefore, e-learning chatbots address several issues facing the e-learning domain, especially since they have succeeded in: (1) Automating repetitive tasks by performing them efficiently. Thus, helping tutors to focus their energies on more complicated tasks rather than answering repetitive and massive questions (El Azhari et al., 2021). Hence, saving time, energy, and cost. (2) Capitalizing knowledge from several sources and storing them as the chatbot Knowledge Base (KB). Thus, assisting learners to quickly find the reliable information needed without wasting time searching in many information sources. (3) Encouraging learners to ask their questions (Moreno-Guerrero et al., 2023) without being afraid of attracting attention from others, being criticized, and having their opinions misinterpreted. (4) Supporting interaction between learners and the chatbot, hence, learners ask their questions at their own pace through multiple devices without waiting for the course session (El Azhari et al., 2022).

Despite the efforts made to integrate AI chatbots in the e-learning domain, there are some drawbacks related to the manual process of creating e-learning chatbots. Specifically, several researchers (M. Verleger and J. Pembridge, 2018; Herrera, Yaguachi and Piedra, 2019; El Janati, Maach and El Ghanami, 2020; H. C. B. Chan and T. T. Fung, 2020; Tamayo et al., 2020; Deepika, Balla and Kumar, 2021a; Nhat Lam, Nhat Le and Kalita, 2022; Singh and Singh, 2022) propose AI chatbots by manually creating pairs of Questions and Answers (Q&As) and storing them as the chatbot's local KB. They manually create learners’ intents rather than automatically extracting them. Thus, consuming time, energy, and cost.

In this paper, we will address these issues by proposing an inclusive chatbot called « AskBot » able to automatically understand learners’ requests in text and voice formats without the need for prebuilt services in online platforms. Thus, saving
time, energy, and cost. This work differs from existing chatbots by providing an automatic approach to construct the AskBot’s KB using the web scraping tool without wasting time in manually collecting Q and A as related to the chatbot’s domain.

The remainder of this paper is structured as follows: The next section outlines the context and the problem statement of the study. The third section presents related works. The fourth section provides AskBot’s architecture, and the implementation process and the last section provides the conclusion and future works.

II. CONCEPT AND PROBLEM STATEMENT

A. Overview of AI Chatbots and NLP Techniques

AI chatbots are based on NLP techniques, especially Natural Language Understanding (NLU) to understand what the user asks for and Natural Language Generation (NLG) to generate the appropriate response and answer correctly. AI chatbots recognize users’ needs by applying the NLU technique. They extract two main elements: (1) The intent which means the user’s intention behind asking a question or formulating a message. (2) Entities are values extracted from the user’s input to understand the information needed. Fig. 1 demonstrates a use case of using AI chatbots to answer learners’ questions.

Before understanding the user’s request, it’s highly recommended to transform it into a vector by applying the word embedding technique. Specifically, each word is converted into a single vector. It considers that a word is characterized by its context, i.e., by the words that surround it. Thus, words that share similar contexts also share similar meanings.

Fig. 1. Example of AI chatbot in an e-learning context.

In this paper, we test four well-known word embedding techniques:

1) Term Frequency Inverse Document Frequency (TF-IDF) is a text vectorizer method that aims to transform the text into vectors by combining three main concepts: (i) Term Frequency (TF): It indicates the significance of a particular term by calculating the number of times it appears in a document. (ii) Document Frequency (DF): It refers to the number of documents that include a particular term. It reveals how frequently a term is used. (iii) Inverse Document Frequency (IDF) determines the weight of a particular term. It aims to reduce the weight of a term if its occurrences are dispersed over all the documents.

2) Word2Vec is based on two-layer neural networks and seeks to learn the vector representations of the words composing a text. Thus, words with similar contexts are represented by close numerical vectors.

3) GloVe works based on two main methods: (i) Global matrix factorization is the process of reducing huge term frequency matrices using matrix factorization techniques from linear algebra. (ii) Local context window methods are CBOW and Skip–Gram.

4) FastText encodes each word as an n-gram of characters rather than immediately learning word vectors. N-grams can be defined as continuous words, symbols, or token sequences in a document.

The chatbot uses the output of the vectorization step to answer given questions. Especially, it measures the similarity between the user’s question and all stored questions, then, it returns the response of the most similar question to the user's question. To perform this process, the chatbot needs to measure similarities between questions by using techniques such as Cosine Similarity and Soft Cosine Measure. They are among the techniques widely used. Specifically, they have proven good results in different implementations:

1) Cosine similarity: It calculates the cosine of the angle formed by two vectors projected into a multidimensional space. The cosine similarity increases with decreasing angle.

2) Soft cosine measure: It assesses the similarity between two publications meaningfully even when they don't share any words. It has been demonstrated that it performs better than several cutting-edge techniques in determining semantic text similarity.

In this part, we introduced an overview of the main concepts used in our work to implement AskBot's architecture. The next part is dedicated to discussing the problem statement of the present work.

B. Problem Statement

The e-Learning domain suffers from a variety of issues, especially, managing learners’ questions. Specifically, tutors spend considerable time and energy manually answering repetitive and massive learners’ questions. They are unavailable to manually handle them and satisfy all learners' needs [3], [4]. Thus, learners are forced to seek the information they need from several materials: Books, online links, and search engines [5]. Thus, consuming time and energy in filtering relevant and reliable information [6]. Hiring additional tutors might be a solution to handle massive learners' queries. However, it leads to high costs. For that reason, automatically answering learners’ questions is needed to offload tutors from repetitive tasks [7]. Thus, they can concentrate their energies on more complicated tasks.

AI chatbots are highly integrated into e-Learning platforms to automatically respond to learners’ questions [8]. They automate handling learners’ requests by giving the appropriate answers to given queries. Thus, saving time, energy, and cost. As demonstrated by [9], using an AI chatbot positively impacts learner retention. Specifically, they compared learning using AI chatbots and the Google search engine. Outcomes show that learning through the proposed AI chatbot has a positive impact on memory retention and learning outcomes compared to the
learning through Google search engine. Hence, a chatbot is considered an effective tool [10] to support learners and encourage them to freely ask their questions without being evaluated or misjudged.

Several works have been carried out to automatically handle learners’ questions. Many researchers propose AI chatbots to automatically answer learners’ questions and satisfy their needs by saving time, energy, and cost. However, results are still insufficient and additional efforts are required to enhance AI chatbots in the e-Learning domain [11]. As shown by [11], [12], educational chatbots in the instant messaging application are still limited and need additional AI features. Especially, chatbots in the E-learning domain suffer from manually creating the chatbot’s KB. Many researchers construct the KB by manually collecting pairs of Q&As. Thus, consuming time and energy. For that reason, additional efforts are needed to automate the creation process of the chatbot’s KB. In addition to that, researchers prefer using platforms such as Dialog flow, IBM Watson, Wit.ai, etc. They facilitate the creation of chatbots through trained AI models. However, they are expensive and lead to high costs.

In this paper, we will address these issues by proposing a smart architecture based on AI technologies. Especially, we will automatically construct the chatbot’s KB by scraping reliable and relevant knowledge. Then, automatically classifying intents by using a neural network model rather than wasting time manually creating training phrases. Specifically, the proposed chatbot can automatically understand learners’ needs and satisfy them. Thus, saving time, and energy, and reducing costs. To demonstrate the feasibility of the proposed architecture, we will test the chatbot in the Machine learning (ML) domain. Thus, the designed chatbot will answer questions related to the ML domain.

### III. RELATED WORKS

Several works have been carried out to develop e-learning chatbots in different learning contexts to satisfy various needs. They support learners by giving them the information needed rapidly and efficiently. They understand learners’ needs and respond correctly based on the local KB. In this section, we will present and discuss recent works focused on automatically constructing AI chatbots to assist learners.

Based on our review [11], most studies propose creating chatbots by manually feeding the KB. They propose constructing the chatbot’s KB by manually creating a set of Q&As which is time- and energy-consuming [13]–[21]. On the other hand, some papers automate the process of creating e-learning chatbots by using recent technologies such as web scraping, Optical Character Recognition (OCR), and spider robots. The authors in [22] proposed an educational chatbot to answer questions related to the Data Science domain. They automatically extracted the chatbot KB by using the web scraping technique. Study [23] proposed a chatbot to deliver learning materials. They automatically collected relevant documents, indexed them by Elasticsearch, and stored them in Postgre Database. Researchers in [24] proposed an educational chatbot able to assess and evaluate students' knowledge. They used Apache PDFBox and an overgenerating system to automatically construct the local KB. Study [25] proposed a generative chatbot able to predict answers based on deep learning models. They applied these models to learn from an existing dataset and train the chatbot.

After analyzing previous works, we conclude that few papers proposed automating the creation of the chatbot’s KB. They propose the use of web scraping techniques, OCR, or spider robots to automatically collect pairs of Q&As. However, the proposed approaches are still insufficient, and more efforts are needed to automatically understand users’ intents without manually creating them. Specifically, they propose using some online platforms such as DialogFlow, IBM Watson, Wit.ai, and Rasa, etc. to facilitate the chatbot’s training process without the need for technical knowledge in advanced NLP techniques [26]–[33]. These platforms already integrate NLU and NLG techniques, they reduce the energy needed to understand users’ requests and answer them. However, there are some limitations:

1) In these platforms, the integration of Q&As is done manually by adding intent for each question with training phrases (Q&As) to help the chatbot learn from them. The manual integration of intents is time and energy-consuming because AI chatbots require a lot of Q&As to function properly. Otherwise, the chatbot will be restricted to the few Q&As included in training phrases because it is challenging to manually gather a huge number of Q&As.

2) These platforms are expensive, and the number of queries available in their free editions is constrained.

3) These platforms limit the channels to incorporate the chatbot.

The research [34] proposed an approach based on deep learning algorithms, they address the problem of manually creating intents by proposing a generative chatbot. It answers automatically to a user's request by predicting the response via a deep learning model without the need of referring to the KB or classifying the user's intent. Thus, they reduce the time needed to classify Q&As. However, a large amount of data is needed to train generative chatbots. Otherwise, they can result in illogical responses or incorrect answers if the chatbot is trained using little or poor-quality datasets.

In this paper, we aim to automatically handle users’ questions through AskBot’s architecture. Specifically, we propose a smart architecture to automate the process of detecting intents and understanding the real needs of learners, then, answering correctly without wasting time in classifying intents. Hence, saving time, energy, and cost.

### IV. PROPOSED ARCHITECTURE

#### A. Chatbot’s Architecture

In this section, we will present AskBot’s architecture, its implementation process, and the role of its main components. As demonstrated in Fig. 2 there are two main layers in AskBot's architecture: (1) the Back-End layer containing the core components of the architecture, namely: (1) Spell Correction, (2) Data Preprocessing, (3) Vectorization, (4) Similarity Measure, (5) Speech To Text, (6) Text To Speech, (7) Small Talk Verification (8) DialogGPT and (9) The knowledge base. They work together to produce the
appropriate answer for a given question. (2) the Front-End layer representing the graphical user interface (G.U.I). It facilitates the interaction between learners and AskBot. Thus, learners can directly ask their questions using its graphical interface.

AskBot's architecture addresses the problem of manually creating chatbots in the e-learning context either by manually constructing the local KB or by manually creating intents for training phrases in online platforms. Specifically, the present work proposes using the web scraping technique to automatically construct AskBot's KB. Hence, saving time and energy. Furthermore, based on our proposed python script, AskBot can detect users' needs without using prebuilt NLP models in online platforms, thus saving time, and energy, and reducing cost.

![Askbot's Architecture](image)

**B. Implementation Process**

In this part, we will present the implementation process of AskBot's architecture. To demonstrate the feasibility of our approach, we focused our work on the Machine Learning domain. Thus, we develop an inclusive chatbot able to handle repetitive and massive questions related to the Machine Learning domain. Furthermore, AskBot's architecture can easily perform in different contexts by applying the same implementation process.

In Fig. 3, we present the methodology adopted to train AskBot. As demonstrated in Fig. 3, there are seven main phases in the implementation process of AskBot, namely: (1) Data Collection, (2) Data Pre-processing, (3) Word embedding, (4) Data Splitting, (5) Intent Classification, (6) Similarity Measures and (7) Answer Generation. In this section, we will deeply outline each phase.

![Methodology adopted to develop AskBot](image)

1) **Data collection**: The proposed approach automatically collects pairs of Q&As from several online forums and educational sources providing reliable answers for ML questions, including: Interview Bit, Simplilearn, Edureka, Project Pro, Guru99, Coursera, and Quora. Specifically, the present work includes 10075 Q&As retrieved through the ParseHub data extraction tool. It scrapes and handles large amounts of data from several sources. However, our solution excludes 8784 of the Quora retrieved Q&As since the chatbot requires direct and concise answers whereas most of Quora's answers are subjective (ideas, experiences, ...), too long, and indirect. Furthermore, this work includes Q&As shared in the Stack Exchange network, especially, 19876 pairs of Q&As are integrated from three reliable sources: Cross Validated, data science, and Artificial Intelligence. They enrich AskBot's KB to 21167 Q&As.

Besides ML questions, the present work integrates Q&As about general conversations (Small Talk) to improve the chatbot’s ability to interact appropriately when it receives queries about topics other than technical ones. For that reason, the proposed chatbot integrates an open-source dataset from the GitHub site. It contains general Q&As, regarding the following topics: greetings, AI, computers, emotion, food, gossip, health, history, humor, literature, money, movies, politics, psychology, science, sports, and stories. Thus, AskBot can imitate human capability to talk about general topics. Furthermore, the chatbot integrates DialoGPT, a sizable pre-trained dialogue response-generating model, developed by MSR AI and the Microsoft Dynamics 365 AI Research team for small talk conversations. The model is created using 147M conversations from Reddit posts. The DialoGPT project lays the groundwork for creating adaptable Open Domain chatbots, able to answer engagingly and naturally a wide range of conversational subjects, tasks, and information requests. Experience demonstrates that the response produced by DialoGPT is comparable to the quality of human response (Zhang et al., 2019).

2) **Data preprocessing**: The present step focuses on applying a series of transformations to preprocess and clean the retrieved Q&As. Hence, successfully performing NLP models. As demonstrated in Fig. 4, there are six main steps in cleaning questions: (1) Remove duplicated rows (2) Delete numbers, and hashtags using the NeatText library (3) Replace punctuations with a space, except the dashes (`-`) since the dataset contains technical words separated by dashes such as the word “scikit-learn”. In this case, replacing dashes leads to considering scikit and learn as two different words. The proposed solution is to concatenate these words rather than separate them (4) Remove stopwords: Many words in the English language, such as “I,” “the,” and “you,” are used frequently in texts however they do not offer any significant

---

1. https://www.interviewbit.com/
2. https://www.simplilearn.com/
3. https://www.edureka.co/
6. https://www.coursera.org/
7. https://stackexchange.com/
information for NLP operations and modeling. Since it is highly recommended to eliminate them, the proposed approach removes stopwords to increase the efficiency and robustness of the NLP model (5) Fix contractions: A contraction is a word or group of words that has had one or more letters removed and replaced with an apostrophe. The proposed solution replaces contractions with the complete version of the word; For example, “what’s” and “you’ve” become respectively “what is” and “you have”. (6) Lemmatization: in this step, the proposed solution consists of converting any kind of word to its base root mode. It is highly recommended to apply Lemmatization when the meaning of the word is important for the analysis.

The second part of the data processing step is to clean responses by removing special characters and HTML tags. In Fig. 5 we present the word cloud for all stored questions in the dataset. As shown in the word cloud, the word occurs in the text more frequently the bigger and bolder it is in the word cloud. Thus, we can ensure that all questions in the dataset are around the Machine Learning domain.

Fig. 4. Methodology adopted to preprocess the questions.

3) Word embedding: The proposed approach focuses on four main word embedding techniques, especially:

- TF-IDF instead of Bag Of Words, because Bag of Words simply creates a set of vectors that contain the number of word occurrences in the document, while the TF-IDF model contains information about the most important and least important words as well. BOW vectors are easy to interpret. However, TF-IDF generally works better in machine-learning models (Pimpalkar and Raj, 2020).
- GloVe captures long-term interdependence by taking semantic meaning and word similarity into account during embedding (Chuah, 2022).
- Fasttext since it can consider the context in textual data and handle out-of-order words by n-gram models (Lestari and Setiawan, 2022).
- Word2vec has proven excellent performance in vectorizing words, and phrases, by producing one vector per word (Sharma and Kumar, 2023b).

Based on the Python Language, the proposed approach succeeds in (1) Developing the TF-IDF model able to vectorize Q&As in numerical vectors by following the TF-IDF process. (2) Developing the glove model by applying “Glove-wiki-Gigaword-50”: a pre-trained glove model with no casing, based on 2 billion tweets, 27 billion tokens, and 1.2 billion words. (3) Developing the Fasttext model through the pre-trained model called “Fasttext-wiki-news-subwords-300” which uses one million words vectors and is trained on the statmt.org news dataset, UMBC web-based corpus, and Wikipedia 2017 (16B tokens). (4) Applying the word2vec model by using the “word2vec-google-news-300” that was trained on 100 billion words. It includes three million words and phrases represented by 300-dimensional vectors.

4) Data splitting: In this step, the proposed approach automatically classifies questions’ intents to group similar questions into the same class. The chatbot’s KB includes two types of questions: (1) WH-Questions starting with Wh words such as: what, how, when, why, which, who, and where. They represent almost 27.5% of the KB (2) “Non-Wh-Questions” beginning with different words, they represent almost 72.5% of the KB because most learners prefer asking their questions freely without starting with wh-words. Fig. 6 presents the distribution of WH-Questions and Non-WH-Questions in the KB.

Our work proposes a novel approach to analyze both Wh-Questions and Non-WH-Questions. The chatbot’s KB is divided into two main parts, and each part will be analyzed separately: (1) Dataset for Wh-Questions to automatically classify their intents since all questions start with “WH-words” and (2) Dataset for "Non-WH Questions": because it is challenging to automatically classify them since they begin with unpredictable words.

Fig. 5. Word cloud for all stored questions in the dataset.

Fig. 6. Distribution of WH-questions and No-WH-questions in Q&As dataset.
5) Intent classification: Our proposed approach automatically classifies WH-Questions by developing a python script based on the following conditions:

- If the question starts with "what", the intent class will be: "Definition_or_asking_for_information", since we noticed that the questions that start with "what", ask for either a definition or a piece of information. Example: what is supervised learning?
- If it starts with "why", the intent class will be "Reason". Example: Why does overfitting occur?
- If it starts with "How", the intent class will be “Method". Example: How is the f1 score used?
- If it starts with "Who", the class will be "Person". Example: Who invented the co
- If it starts with "Which ", the intent class will be “Choice". Example: which is better lstm or gru?
- If it starts with "Where", the intent class will be "Source_or_case", since the questions that contain where ask for either a source or an explanation about a specific case. Example: Where: Do predictions depend on?
- If it starts with "When", the intent class will be "Situation_to_use_or_to_happen", since the questions start with when asking when to use a situation and when it occurs. Example: When to use group Learning?

As demonstrated by the distribution of intent classes (Fig. 7) the dataset of WH-Questions is unbalanced. Histograms show that most questions fall into two classes: "Method" with 2944 questions and "Definition or asking for information" with 2092 questions. In addition to that, 260 questions refer to "Situation to use or to happen," 387 questions pertain to "Choice," and 873 questions refer to "Reason." However, just a few questions from the class "Source or case" with 51 questions and "Person" with four questions.

The intent classification step aims to predict the intent of new wh-questions. For that reason, our approach includes a predictive model to forecast the appropriate intent class for a given wh-question. Especially, there are various models to perform the intent classification task, such as K nearest neighbors, Naïve Bayes, Support Vector Machine, Decision Tree, Random Forest, etc. Our proposed architecture adopts Neural network algorithm (NN) because of two main reasons claimed by [35]: (1) it needs less formal statistical training (2) it has a high capacity to detect complex nonlinear relationships between dependent and independent variables, in our case, independent variables refer to wh-questions and the intent class is the dependent variable. The first task is to vectorize wh-questions by using word embedding techniques. Then, develop the neural network (NNs) model that predicts the corresponding intent class in WH-Questions. For that reason, we divide the Wh-Question dataset into two parts: The first one is training data (80% of the dataset) to train the NNs model and the second one is testing data to test the pre-trained model and evaluate its accuracy (20% of the dataset). Then, we use the confusion matrix to evaluate the performance of the NNs model. As demonstrated in Fig. 8 the confusion matrix resumes the intents classification task. Predictions are distinguished by classes and contrasted with real values. Good predictions are presented in the diagonal of the matrix. For example [Method, Method] = 569 which means that 569 questions in the test data present the method intent class, and they were well classified by the NNs model. As demonstrated by Fig. 8 a few questions were badly classified: For example [Reason, Method] = 2 which means that just two questions that present method class, have been classified as Reason class. Thus, we can conclude that the NNs model fits well the Q&As in the test dataset.
Recall and precision are complementary; they measure the model’s performance related to a specific intent. However, the model’s performance related to all classes is measured through the accuracy or F1 score, they describe the model performance in forecasting questions’ intents. Accuracy calculates the number of times the model was correct overall and (ii) F1 score assesses a model’s performance by combining the model’s precision and recall scores.

As demonstrated by Fig. 9 the classification report demonstrates that the model’s accuracy and F1-Score are respectively equal to 0.995, 0.97. It means that our NNs model fits well the dataset of WH-Question, i.e., the model can distinguish well between the classes. Thus, we can conclude that the model is reliable; it is able to make good predictions.

![Fig. 9. Classification report of NN model.](image1)

6) Similarity measures: The proposed architecture calculates similarity measures to retrieve the most similar question to the learner’s question. Then, send its response to the user as the appropriate response. In the case of WH-Question, AskBot vectorizes the learner’s question through word embedding techniques, predicts the learner’s intent, then applies cosine similarity. Regarding Non-WH-Questions, it is difficult to classify the intent class because they start with unpredictable words. For that reason, the proposed solution uses the Soft Cosine Measure to find the appropriate answer directly without classifying their intentions. Soft Cosine Measure is most appropriate for Non-WH-Questions because it can find questions that are related even when they do not share any words. After evaluating several similarity scores, we find that the score of 0.6 has shown satisfactory results in extracting similar questions to the learners’ questions. For that reason, we adopt that score as a threshold of similarity. When a user asks a question, we calculate the similarity between the user question and all questions in the local KB, if the similarity is greater than 0.6, then, we send the response of the similar question to the user. Specifically, we choose the question with the highest score of similarity.

7) Evaluation process: The proposed approach includes 100 pairs of Q&As related to the ML domain to evaluate each vectorization model. As presented in Fig. 10 for each question in the test dataset, we applied the preprocessing steps and the vectorization models. Then, there are two main cases: (1) Relating WH-question, the proposed solution is to predict the intent class by applying the NNs model, then applying cosine similarity to retrieve the most similar question to the test question. And finally, retrieving the stored answer to the matched question. (2) Regarding the Non-WH-Questions, the proposed approach is to apply the soft cosine similarity to retrieve the most similar question with its response.

The proposed approach includes 100 pairs of Q&As related to the ML domain to evaluate each vectorization model. Specifically, for each question in the test dataset, we applied the preprocessing steps and the vectorization models. Then, there are two main cases: (1) Relating WH-question, the proposed solution is to predict the intent class by applying the NN model, then applying cosine similarity to retrieve the most similar question to the test question. And finally, retrieving the stored answer to the similar question. (2) Regarding the Non-WH-Questions, the proposed approach is to apply the soft cosine similarity to retrieve the most similar question with its response.

In the evaluation process, we create a dataframe that summarizes the test results. Next, we evaluate the performance of the vectorization methods. Sometimes, even if the scores similarity is high, we find that questions are not very similar. Thus, we cannot automatically evaluate the test results based on the score similarity. Therefore, three team members examine the results to retrieve the number of correct answers in each vectorization method. Each member scores the generated answers by reporting 1 if the questions are similar and 0 otherwise. Since the dataset used in the evaluation process contains WH and Non-WH questions, we calculate the percentage of correctly answered questions for each type according to each vectorization technique.

As shown in Fig. 11 all vectorization techniques have demonstrated good results regarding WH-Questions. Specifically, TF-IDF succeeds in responding to 90% of WH-Questions. Based on Fig. 11 we considered TF-IDF as the most appropriate method for WH-Questions for two main reasons: (1) 90% of WH-Questions were well classified. (2) Just 10% of WH-Questions were badly classified, which demonstrates that there is a low chance to make bad classifications for new WH-Questions. Based on Fig. 12, both TF-IDF and Fasttext demonstrated good results in 70%, and 72% of questions respectively. Thus, we adopted Fasttext for Non-WH-Questions.
C. Architecture’s Components

In this section, we will present the main components of AskBot’s architecture and the generated information flow to answer learners’ questions. In Fig. 13 we present a flowchart diagram that explains how the chatbot’s components interact to answer a given question.

1) Back-end

a) Spell Correction: One common task in automatic NLP is spelling correction for many NLP applications, including Web search engines, text summarization, sentiment analysis, etc. When the user misspells search terms or the user’s message differs from the spelling in the local KB, the Automatic Spelling Correction function enables search queries to produce the intended results by correcting and rectifying misspelled words through a suggested set of terms that are the closest lexically to the incorrect ones (Hládek, Staš and Pleva, 2020). Python proposes a variety of modules and packages to carry out spell correction such as textblob, pyspellchecker, and JamSpell. However, these Python tools are not specifically designed for correcting technical words in the ML field. For that reason, our approach proposes the my_autocorrect Python function that takes a word as input and outputs a list of terms that are related to it.

First, we start by extracting 10068 keywords from Q&As in AskBot’s KB, next, we store them in a python dictionary. Then, we check if a given word exists in the dictionary, thus, the word is correct. Otherwise, we calculated the similarity between the given word and all words in the dictionary. Specifically, after testing several similarity scores, we find that the score of 0.5 has shown good results in retrieving the most similar words. For that reason, we adopt that score as a threshold of similarity. We keep words with similarity scores higher than the threshold of 0.5. And finally, we replace the given word with the word that has the highest similarity score. In Fig. 14 we present two use cases of the developed function “my_autocorrect”. In the first example: my_autocorrect(‘baggng’), the misspelled word “baggng” will be replaced by the word “bagging” since it represents the highest score similarity (=0.571429). In the other example, the word ‘classfer’ will be replaced by “classifier” as the most similar word to ‘classifier’.

b) Data Preprocessing: It is the component responsible for cleaning the user’s input to transform it into a structured format by applying the data preprocessing steps.

c) Vectorization: It is the component that vectorizes the user’s input, it takes the output of the “Data Preprocessing component” and verifies if the user’s question is a WH-Questions, then, it applies TF-IDF to vectorize it. Otherwise, it applies Fasttext.

d) Prediction Model NNs: It is the model that predicts the intent class for WH-Questions asked by the user. It uses the output of the vectorization component to predict the user’s intention.

e) Similarity Measure: It is the component responsible for generating the appropriate answer for a given question, it verifies the question's type. When the asked question is a WH-Question, then, it uses the intent class and the cosine similarity score to retrieve the most similar question to the user’s...
question, and finally, it sends the response of the similar question as the appropriate response. Otherwise, if the user’s question is a NO-WH-Question, then, it applies the Soft Cosine Similarity to generate the answer.

f) Small Talk Verification: It is the component responsible for analyzing the user’s message and verifying whether the message falls into small talk data or not. It aims to handle small talk conversation by applying the cosine similarity between the user and the small talk data. If the user’s question is similar to a small talk question. (i.e the similarity between the user’s question and questions in the small talk data is greater than 0.8). Then, the response will be extracted from small talk data (See Fig. 6) rather than searching in the local kb. We used a high score similarity to ensure that the user’s question falls into general conversation and not a technical question.

g) DialoGPT: It is the component responsible for generating answers if the user’s questions do not match with the stored Q&As in the local kb. After applying the similarity measures, if the similarity score between the user’s question and the kb does not exceed the threshold of 0.6. Then, the answer is generated from the DialoGPT component. The small talk and DialoGPT components aim to make the chatbot richer and friendlier. It can interact with learners freely and respond to general questions beyond its local kb. Thus, enhancing the user experience.

h) Speech Recognition: It is the component responsible for interacting with voice messages. It aims to make the chatbot more inclusive. Thus, disabled learners can use it to find the information they need. There are two main tasks to perform speech recognition: (1) Speech-To-Text (STT): It is an AI technology that converts voice content into text. It enables a computer program to take a human voice and convert it into text. (2) Text-To-Speech (TTS): It is an AI technology that aims to convert text into voice. It provides the opposite of speech-to-text software’s ability to turn voice content into text. The AskBot’s architecture supports learners, especially those with disabilities, by efficiently handling their voice queries through SpeechToText and TextToSpeech techniques. Hence, our proposed chatbot is inclusive.

2) Front-end

a) Graphical user Interface: In order to facilitate the use of the chatbot, we developed a Graphical User Interface (G.U.I). Thus, learners can use it to interact with the chatbot by sending text/voice messages. We used the package “Tkinter” to develop the chatbot interface. It is a standard graphical library for Python to create a GUI-based application.

As demonstrated in Fig. 15 the interface includes a frame for conversation, an input field for the user to enter a message, and two buttons. The first one is labeled "send," to enable sending a message, and the second one enables the STT technology. Students can send messages through two methods: (1) Entering text messages in the input field. (2) Pressing on the “micro” icon to send voice messages.

Fig. 15. Spell Use case of AskBot.

V. CONCLUSION

In this paper, we proposed an inclusive chatbot able to respond to users’ questions about the Machine Learning field. It helps learners in their learning processes by providing reliable information the learners need without wasting time searching in many available sources. The present work proposes a smart learning architecture that supports various AI technologies and aims specially to automate answering massive and repetitive questions asked by learners. AskBot offloads tutors from doing repetitive tasks and helps them concentrate and focus their energies on tasks that need more concentration and effort. Furthermore, it converts text to speech and speech to text to facilitate the learning process. Thus, the designed chatbot is inclusive, it can be used by disabled students using speech recognition technology. Disabled students can easily ask their questions by sending vocal messages and receiving their responses in voice format. In addition to that, our chatbot can recognize small talk messages and handle general conversation by using small talk data and the DialoGPT model. Thus, the chatbot adapts its response according to the student’s requests. Hence, it encourages learners to interact freely with it and makes them more engaged and motivated. Although this work provides valuable insights to save time and energy needed in chatbot’s creation process, it is important to acknowledge some limitations that could be covered by other researchers. Especially, (1) the current version AskBot is not evolutive because the local KB is still limited to already stored knowledge. (2) More advanced models could be tested to all questions without separating them to WH-Questions and No-Wh-Questions. In future works, we plan to address these limitations and add more advanced features such as (1) Sentiment analysis to recognize the learner’s emotions and personalized the chatbot’s responses. (2) Deep learning models to create generative chatbots and test their ability to answer students’ questions. (3) Distributed storage for the chatbot KB to enhance the speed system and its performance (4) integrate AskBot in the existing Learning Management Systems (LMS).
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Abstract—The research was oriented to the development of a knowledge management model for the generation of innovative capacities in the organizations that provide services. A systematic review of articles published in the Scopus, IEEE Explore and Google Scholar databases was carried out, where 67 articles and 24 models were selected, which were subsequently analyzed based on their theoretical foundation, strategies used for the generation and dissemination of knowledge, incorporation of the organizational culture and the use of Information and Communication Technology (ICT) in the generation and dissemination of knowledge. The proposed model, unlike the models evaluated, is oriented towards generating added value with a new strategic approach structured in the knowledge management and organizational memory macro-processes, which in turn are divided into 29 and 11 macro-activities respectively, which incorporate the organizational culture and allows guiding the organization to improve its functions through the incorporation of innovation and use of ICT in all processes of the organization and in each stage of the generation and management of knowledge; establishing the essential parameters for the generation of innovative capacities, generation of knowledge, intellectual capital and transfer of information to knowledge, which can be used within the organization. The proposed model, unlike the models evaluated, is aimed at directly strengthening interpersonal relationships between members of the organization and between them and their clients. In the same way, it incorporates a maturity model made up of five levels to measure the state in which the organization is in relation to knowledge management.
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I. INTRODUCTION

In a competitive world like today, marked by globalization and constant changes in the environment, it has generated the obligation in organizations not only to produce but also to innovate their processes and improve their products and/or services through the incorporation of new technologies, knowledge and information management, among other strategies. [1,2] In these new innovations impregnated with radical changes, knowledge-based work prevails [3,4]. From this point of view, it is proposed that those companies that offer products and services based on knowledge and that put the generation of added value through innovation first will become an intelligent company with a competitive advantage over its competitors. [5]. Under this context, the knowledge and reflective capacity of people is the driving force for business and organizational performance [6,7], positioning itself as the essential element of an organization to achieve a competitive advantage over its competitors [8,9]. It is an element of high differential value in organizations, used as a competitive strategy to maximize the productivity of organizations [10].

Knowledge is recognized as a fundamental resource for modern society and organizations as it has unlimited potential for business growth [11], becoming the main source of competitive advantage for organizations [12,13]. In this sense, organizations in their search to stay current in competitive environments, must ensure continuous improvement in all their processes and make use of those concepts, tools, and models that make them faster than their competitors; one of these concepts is knowledge management [14]. Knowledge management has the purpose of collecting, organizing, distributing, sharing and using the intangible assets of an organization [15]. Knowledge management has emerged as the strategy companies need to adopt to manage and use organizational knowledge. [16,17], that is, it allows information to be managed among its stakeholders, to advance its process of wealth creation and value addition [18] positively impacting organizational innovation [19]

In this context, organizations are oriented to form high-performance work teams in such a way that it allows them to synchronize the knowledge applied in the available resources to be used optimally. In this same-dimensional scheme, knowledge, in-formation, and communications are extremely key factors in the production or service generation processes. In this sense, managing knowledge in organizations will not be anything other than the process of creating, storing and applying knowledge in solving problems related to the processes that are part of the value chain. To achieve this task, it is necessary to have quality information technology services, which include highly qualified human capital, as well as financial and technological resources through planning, direction, and control.

In this order of ideas, the following research questions emerged: What are the theoretical and practical elements that should be considered as base descriptors in the construction of a knowledge management model? What are the knowledge management models that facilitate the generation of innovative capacities in organizations? In this sense, the present investigation was oriented to the development of a knowledge
management model that allows service provider organizations to manage the knowledge inherent to the activities carried out by the personnel that work in the organization. The established objectives were as follows: a) Establish the theoretical and practical elements of knowledge management b) Compare the knowledge management according to the established theoretical and practical elements and c) develop a knowledge management model for the generation of innovative capacities in service provider organizations.

This research is structured as follows: Section II highlights a brief theoretical description of the issue raised. Section III describes the methodology used to address the research and develop the proposal of the knowledge management model. Section IV provides the development of the knowledge management model proposal for the generation of innovative capacities and the detailed description of each of the macro activities that comprise it. Section V includes the comparison of the models studied and the discussion of the most outstanding findings of the investigation. Section VI concludes the paper and highlights future work.

II. THEORY

A. Knowledge

The triumph of new companies is based on learning, where the most important capital is man [20,21,22], who owns the most precious asset of this era and has the power to transform it through learning, its socialization and application [23]. In this regard [24] point out that the best source for obtaining lasting competitive advantages is knowledge. Knowledge is a flow in which experiences, important values, contextual information, and expert points of view are mixed [25, 18], which provide a framework for the evaluation and incorporation of new experiences and information [26, 27].

B. Knowledge Management and Innovation

Knowledge management is the ability of a company to generate knowledge for its subsequent dissemination and incorporation into its products or services [28]. It is the relationship between the employee and the company aimed at managing information; that is, identify it, select it, organize it and give it a use to generate competitive advantage. [29, 30, 31, 32]. Knowledge management is more than a process of accumulation of information, since the most important objective is to create new knowledge that contributes value and is a source of competitive advantages [33, 34, 35]. Through knowledge management, organizations manage to capture, preserve, generate, and transmit the knowledge necessary to obtain a competitive advantage, through the generation of value and the innovation of their processes [36, 37, 38, 39]. In this sense, we can affirm that knowledge management is one of the most important assets of the organization, being the engine of organizational innovation [31, 32, 40, 41].

III. METHODS

A systematic review of articles published in the Scopus, IEEE Explore, and Google Scholar databases was carried out applying criteria to filter information such as the definition of keywords, aimed at obtaining the information according to the intention of the analysis of the present investigation. The first step was to select the knowledge management models present in scientific databases and scientific indexing services such as Scopus, IEEE Explore, and Google Scholar, where 46 knowledge management models were selected. In the second step, the models that did not meet the criteria were discarded and only 24 were selected that clearly established the foundation bases and the strategies used for knowledge management. The third step was to perform a search for articles related to knowledge management, and 625 related articles were reviewed. In the fourth step, articles that did not meet the requirements were discarded and 67 articles that fall within the knowledge areas of this study were selected. In the following, Fig. 1 shows the flow chart for the selection of models and reviewed articles.

![Flow chart for the selection of models and reviewed articles.](image-url)

The knowledge management models that were analyzed and that were the pillars of the proposed knowledge management model were: Wiig's knowledge management model. (Wiig, 1993), Nonaka and Takeuchi (1995), Technology Broker Model (Brooking, 1996), Canadian Imperial Bank Model (Hubert Saint-Onge, 1996), West Notary University Model (Bontis, 1996), Skandia Navigator Model (Leif and Malone, 1997), Intangible Assets Model (Sveiby, 1997), Intelet Model (Euroforum, 1998), Dow Chemical Model (Dow, 1998), Competitive Strategic Management Model: Intangible Capital (Bueno, 1998), Knowledge Practices Management Model (Tejedor and Aguirre, 1998), Nova Model. (Nova Care, 1999), Andersen model (Andersen, 1999), Knowledge Management Assessment Tool Model (Andersen and APQC, 1999), Cities Intellectual Capital Benchmarking System Model (CICBS, 2001), Operations Intellectual Capital Benchmarking System Model. (OICBS Viedma, 2001), Kerschberg technology integration model. (Kerschberg, 2001), Bustelo and Amari's knowledge management model (Bustelo and Amarilla, 2001), and Riesco's situational integrated model. (Riesco, 2004), Knowledge management model from a "humanist" vision (De Tena, 2004), Design of a knowledge management system in a school organization.
(Durán, 2004), Paniagua technological knowledge management model and López (Paniagua and López, 2007), Holistic Model for knowledge management. (Angulo and Negrón, 2008), Knowledge management model for productivity and innovation centers. (Rivera, 2021); where fundamental aspects that give the nature of knowledge management models were evaluated, such as: the bases that support the models, intervention strategies for the generation, sharing, dissemination and internalization of knowledge, organizational culture and the role of technologies in knowledge management.

IV. RESULTS

A. Construction of the Knowledge Management Model

Based on the results obtained from the analysis of the 24 knowledge management models mentioned above and the analysis of the 67 articles related to the research topic that were selected as input for this research, a knowledge management model was developed for the generation of innovative capacities in organizations that provide technological services, supported by various strategic actions that are in turn grouped according to the processes considered important for the correct generation and dissemination of knowledge.

In the model that is going to be presented, there are two macro processes such as Knowledge Management and Corporate Memory. In turn, from the Knowledge Management macro-process, two processes emerge, such as: Knowledge Management and Organizational Culture with their respective subprocesses: Intellectual Capital, Knowledge Transfer, Organizational Development, Organizational Learning, Organizational Commitment, and Competency Development. Each thread has its respective strategic actions to guarantee the harmonious functioning of the processes. Next, in Fig. 2, the Knowledge Management Model for the Generation of Innovation Capabilities in organizations that provide services.
Each of the processes with their respective sub-processes is described below:

1) Knowledge management macroprocess
   a) Process: Knowledge Management

   Sub-process: Intellectual Capital
   The strategic actions required for this subprocess are mentioned below:
   1) Increase individual capacities through the encouragement and support of their staff to carry out post-graduate studies and/or updates
   2) Guide the generation of knowledge to the needs of the environment.
   3) Use the investigations carried out by the personnel who work within the organization.
   4) Guide the production of knowledge to the solution of customer problems.
   5) Establish knowledge-exchange relationships with other institutions in the area.
   6) Establish policies for knowledge management.
   7) Relate knowledge management to the organization's exchange strategies.
   8) Guide the generation of tacit and explicit knowledge in the creation and capture of the same.
   9) Establish the generation of knowledge due to the functions of the personnel that make it up.
   10) Establish the order of knowledge in the organization that generates it.
   11) Classify knowledge according to its content.

   Sub-process: Knowledge Transfer
   The strategic actions required for this subprocess are mentioned below:
   1) Spread knowledge both internally and externally.
   2) Share the knowledge produced to improve professional practice.
   3) Establish the dissemination of knowledge generated by the staff working in the organization.

   b) Process: Organizational Culture

   Sub-process: Organizational Development
   1) Relate the shared values with the management philosophy of your clients.
   2) Operationalize shared values through productivity.
   3) Guide the self-development of workers in relation to the needs of their clients.
   4) Guide the self-development of workers in relation to personal skills.

   Sub-process: Organizational learning
   1) Link competencies related to knowing how to know with individual expectations.
   2) Recognize the importance of organizational learning for knowledge management.
   3) Spread knowledge and share best practices through workers.
   4) Relate the exchange strategies of the organization with knowledge management.

   Sub-process: Corporate commitment
   1) Develop a training plan aimed at organizational development and knowledge management.
   2) Establish common protocols and standards for the production of knowledge.
   3) Evidence the organizational commitments in the production of knowledge.
   4) Show individual commitments in the production of knowledge.

   Sub-process: Competence development
   1) Link the competencies related to know-how with the capacities of the personnel, for the correct generation of knowledge.
   2) Orient the competences related to know-how towards the ideal performance.
   3) Link the competencies related to knowing how to know with the requirements of a particular situation.

   Likewise, from the organizational memory macroprocess, two (2) processes emerge, such as: Application of knowledge and Linkage with Other Organizations. The Knowledge Application Process through the Management of the organization under study, was made up of the sub-processes (with their respective strategic actions): Productivity, Organization Management, Knowledge Production Mechanism, and Knowledge Codification. The Linkage process with other organizations was made up of the subprocess: Services agreement and Corporate Memory. Each of the strategic actions grouped into the corresponding subprocesses is described below:

   2) Organizational memory macroprocess
      a) Process: Application of Knowledge

      Sub-process: Productivity of the Organization
      1) Guide operational processes through the management responsible for knowledge management.
      2) Include knowledge delivery mechanisms in the organization responsible for knowledge generation.

      Sub-process: Organization Management
      1) Add value to processes and results through the generation of innovative knowledge.
      2) Promote and maintain cooperation with public and private institutions involved in national development.

      Sub-process: Knowledge Production Mechanism
      1) Establish an administrative structure for the registration of knowledge production.
      2) Include knowledge production mechanisms in the different processes that make up the organization.
Sub-process: Codification of Knowledge

1) Codify the knowledge generated based on each product or service provided.

Sub-process: Investigation

1) Develop an adequate inventory of the knowledge production of the different processes that make up the organization.
2) Establish a human resource training process for Management based on the priorities of its clients.

b) Process: Linkage with Other Organizations

Sub-process: Acuerdo de Servicios

1) Establish cooperation agreements for the transfer of knowledge

Sub-process: Memoria Corporativa

1) Incorporate ICT for the storage and management of knowledge

The model embodied considers the technological platform as a fundamental pillar for the correct management of knowledge. The model is part of the contribution of IT in each process that makes up the organization under study, which will allow knowledge to be generated due to the functions of the members of the organization under study, for which standard processes are required for their management, which is specified in: capturing and creating knowledge; classify, order and encode to transfer, disseminate, and share it in a common language; thus, it is possible to objectify it, separate it and group it according to common characteristics of the organization.

In relation to the Organizational Culture for knowledge management, priority should be given to the characteristics of people and organizations such as: self-development, values, learning and sharing skills, as well as knowing, knowing how to do, and organizational exchange strategies; likewise, to the human asset, organizational development and organizational learning.

The Knowledge Management and Organizational Culture components are derived from the proposed Knowledge Management model, and both components interact with the possibility of being improved and affected. This is because knowledge management is an organizational process of intellectual capital, which is made up of human, structural, and referential capital.

The effectiveness of the knowledge put into action by the Management of the organization under study must be oriented by reason of the organization’s mission. For the quality of knowledge, emphasis should be placed on the following: staff training regarding the social reality of the industry and the country and thus achieve a rational use of knowledge, have a standard structure and a system of indicators to measure and evaluate the added value of the knowledge managed by the Management.

B. Proposed Knowledge Management Maturity Model

For the implementation of the proposed model, a maturity model for knowledge management was developed, which is made up of five levels, as can be seen in Fig. 3. Each level reflects the state in which the organization is with related to knowledge management.

![Levels of the Knowledge Management Maturity Model](image)

Fig. 3. Levels of the proposed maturity model for knowledge management. Adapted from Ronceros and Arias (2022).

Each stage reflects a state of maturity that is manifested through a set of characteristics (see Table I), which define the scale of the organization, which is visible through a process of evaluation and feedback as progress is made in its implementation.

<table>
<thead>
<tr>
<th>Level</th>
<th>Name</th>
<th>Maturity levels</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>Initial</td>
<td>There are no defined standard processes or methodologies for knowledge management. Knowledge management processes are not used or are used very little.</td>
</tr>
<tr>
<td>III</td>
<td>Operational</td>
<td>Defined, documented and integrated standard processes for knowledge management. Establishment of methodologies for the generation of knowledge Using the standard communication scheme. Quality Assurance in the generation and dissemination of knowledge. Processes for the generation of knowledge used by most of the organization’s personnel. Training process based on the career plan Particular management for corrective actions.</td>
</tr>
<tr>
<td>IV</td>
<td>Manageable</td>
<td>Standardized and configured processes for the generation of knowledge. Historical database structure with...</td>
</tr>
<tr>
<td>Maturity levels</td>
<td></td>
<td></td>
</tr>
<tr>
<td>----------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Level</strong></td>
<td><strong>Name</strong></td>
<td><strong>Features</strong></td>
</tr>
<tr>
<td>V</td>
<td>Continuous improvement</td>
<td>Information on the different processes, lessons learned and metrics available to the entire organization.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Evaluation of the processes involved in the generation and management of knowledge.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Knowledge management tools integrated with corporate systems</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Identification, definition and documentation of critical success factors known by all members of the organization</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Permanent evaluations and improvements in knowledge management</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Review and update of staff training plans</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Improvement of the instrument for measuring the maturity of knowledge management</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Evaluations and implementation of improvements to the methods and tools used for the generation and management of knowledge</td>
</tr>
</tbody>
</table>

**V. DISCUSSION**

The selected models were compared on the basis of their operation, intervention strategies for the generation, sharing, dissemination and internalization of knowledge. The comparative analysis of the knowledge management models and the selected learning models was carried out based on the descriptors base or foundation, Strategies for the generation and dissemination of knowledge, Organizational culture, participants and use of technologies; on which the following findings were obtained:

- **Base or foundation:** some models are based on the conversion of tacit knowledge and organizational knowledge on individual knowledge; others establish their operation in the culture of the organization and the commitment of the people who are part of it; another model is based on understanding different learning strategies by planning learning strategies to achieve learning conditions and objectives, in order to apply their knowledge and conceptual understanding to organizational problems.

- **Strategies for the generation and dissemination of knowledge:** the intervention strategies used in the different models for the generation, sharing, dissemination, and internalization of knowledge were evaluated. Saint-Onge (1996), bases his strategy on the fulfillment of corporate objectives through intellectual capital. Leif and Malone (1997) propose the creation of knowledge from the integration of human capital, structural capital, and client capital. Sveiby (1997) focuses on the cause and effect relationships between human capital, structural capital and relational capital. Bueno (1998), focuses on aligning the intellectual capital of the organization with the company's strategy. Tejedor and Aguirre (1998), the model guides its strategies in the strategic direction through competencies. Andersen (1999), the model establishes its strategies aimed at the measurement and management of intellectual capital in organizations. Andersen and APQC (1999) are based on facilitating the flow of knowledge from individuals to the organization and back to individuals. Nonaka and Takeuchi (1999) proposed the creation of knowledge maps for the generation of tacit knowledge. Molina (2002), establishes learning communities and good practices for the generation of knowledge, assistance meetings, and help among the participants. Duran (2004) established the creation of forums for debates, meetings, and seminars among the participants to facilitate the generation of knowledge. Stallis and Jones (2002) and De Tena (2004) are based on the generation of knowledge maps for the creation of knowledge based on knowledge communities. Arciénaga et al. (2018) propose the creation of combined knowledge, through cooperative, learning, and work-based strategies.

- **Organizational culture:** Participation of the organizational culture in the processes of knowledge creation and management. The models proposed by Saint-Onge (1996), Leif and Malone (1997), Sveiby (1997), Bueno (1998), Tejedor and Aguirre (1998), Andersen (1999), and Andersen and APQC (1999), Stallis and Jones (2002), do not consider organizational culture in their model. Nonaka and Takeuchi (1995), De Tena (2004), Molina (2002), and Duran (2004), require for their operation that the culture of the organization promotes the sharing of knowledge among its members. Arciénaga et al. (2018) consider culture as a central point and a systemic factor in any discussion about the development of new knowledge or innovation.

- **Participants:** The different models consider the members of the organization responsible for the generation and development of knowledge creation and management systems.

- **Use of Technologies:** the role of technology in each of the evaluated models is slightly present in management, but is not present in the generation of knowledge. The Arciénaga et al. (2018) model establishes the use of ICTs for the generation and transfer of knowledge that allows innovation.

The models analyzed above mention that they use strategies for knowledge management, one group uses strategies that are oriented towards the identification and location of organizational knowledge, and another group uses strategies aimed at generating, disseminating and internalizing the knowledge that exists within the organization. Each individual who works in the organization, however none of the models detail the strategies used or indicate the activities that involve these strategies, that is, they do not have a detailed scheme for the execution of the model unlike the proposed model where it is proposed a strategic structure that includes an execution scheme of the macro activities that make up each sub-process which in turn make up the macro processes of the model, in which 40 macro activities are involved.

Less than 30% of the models analyzed consider organizational culture as a fundamental basis for knowledge...
VI. CONCLUSION

Knowledge Management should be understood as the process within the organization aimed at creating a culture of sharing knowledge that has been acquired outside of it or that has been generated within it, with the purpose of being used by all members of the organization. In order to encourage it to be more competitive through the generation of innovative processes, products and/or services. In this context, the proposed model:

- Generates value through knowledge management in all processes that are part of the organization, supported by communication as a process where the receiver is of great importance in the development of knowledge and its dissemination to its collaborators and clients.
- It is supported by concepts such as intellectual capital, knowledge management and organizational culture. Therefore, it translates into the need to develop the intellectual capital of the organization under study.
- It is a strategic process since it contributes to the generation, recruitment, organization, dissemination and use of intellectual capital, which allows the creation of a sustainable competitive advantage in organizations.
- Provides a new approach to guide the organization to improve its function; establishing the essential parameters for the generation, treatment and transfer of knowledge, which can later be used within the organization.
- It allows establishing the framework on which the organization can improve the work performance of the workers, as well as safeguard all the necessary knowledge for the full operation of the organization, strengthening the work groups that are in charge of solving problems and preserving the information.
- It allows contributing to the constitution of teams or working groups for the transfer of information and problem solving, directly strengthening the interpersonal relationships between the members of the organization and between them and their clients.
- It allows organizations to improve organizational performance, since its application directly contributes to the performance of the organization, which translates into more efficient employees and therefore a more profitable company.
- It provides a maturity model made up of five levels that allow measuring the relationship level of knowledge management within the organization, important information for the application of any knowledge management model.
- The proposed model is oriented to organizations that provide services; however, it could be considered to be implemented in other types of organizations. In this sense, the authors consider its implementation in a production organization for further studies to measure its level of effectiveness and its impact on knowledge management.
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Recognition of Lung Nodules in Computerized Tomography Lung Images using a Hybrid Method with Class Imbalance Reduction
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Abstract—Lung cancer is among the deadly diseases affecting millions globally every year. Physicians' and radiologists' manual detection of lung nodules has low efficiency due to the variety of shapes and nodule locations. The paper aims to recognize the lung nodules in computerized tomography (CT) lung images utilizing a hybrid method to reduce the problem space at every step. First, the suggested method uses the fast and robust fuzzy c-means clustering method (FRFCM) algorithm to segment CT images and extract two lungs, followed by a convolutional neural network (CNN) to identify the sick lung for use in the next step. Then, the adaptive thresholding method detects the suspected regions of interest (ROIs) among all available objects in the sick lung. Next, some statistical features are selected from every ROI, and then a restricted Boltzmann machine (RBM) is considered a feature extractor that extracts rich features among the selected features. After that, an artificial neural network (ANN) is employed to classify ROIs and determine whether the ROI includes nodules or non-nodules. Finally, cancerous ROIs are localized by the Otsu thresholding algorithm. Naturally, sick ROIs are more than healthy ones, leading to a class imbalance that substantially decreases ANN ability. To solve this problem, a reinforcement learning (RL)-based algorithm is used, in which the states are sampled. The agent receives a larger reward/penalty for correct/incorrect classification of the examples related to the minority class. The proposed model is compared with state-of-the-art methods on the lung image database consortium image collection (LIDC-IDRI) dataset and standard performance metrics. The results of the experiments demonstrate that the proposed model outperforms its rivals.

Keywords—Lung cancer; artificial neural network; fuzzy c-means clustering method; reinforcement learning; restricted boltzmann machine

I. INTRODUCTION

Lung cancer is a dangerous and deadly disease, causing millions of deaths worldwide each year. The chances of surviving for five years with lung cancer are only 14% [1, 2]. CT imaging is the most popular method for screening lung nodules and has reduced lung cancer mortality by 20% [3]. CT provides valuable information for the diagnosis of lung cancer, but as the number of images increases, accurate evaluation becomes more challenging and poses risks to radiologists [4]. Therefore, it has become necessary to assist physicians in making faster and more accurate decisions than CT images [5].

Various methods are used for lung segmentation, including supervised, unsupervised, and semi-supervised learning approaches. Supervised learning techniques such as ANN require training data to provide good performance for segmentation [6]. Deep neural networks are becoming popular but require large training datasets and huge computational costs [7]. Unsupervised learning approaches, such as clustering-based methods, rely on the entire image and operate based on the acquired pixel distances. Partitional and hierarchical clustering techniques are primary examples of cluster analysis, with crisp and fuzzy clustering procedures as subcategories [8]. The fuzzy c-means (FCM) algorithm is superior to other clustering algorithms because it is more tolerant of ambiguity and retains more of the image, but it struggles to segment images containing complex textures and backgrounds. Boosted clustering algorithms have been employed to segment lung nodules, but they suffer from sensitivity to noise and require a lot of repetition for convergence. The FRFCM segmentation algorithm [9] is suggested to segment nodules from lung CT images with strategic views of robustness against noise and more rapid but precise segmentation performance. The FRFCM algorithm defines a spatial function by combining the similarity of the gray pixel value and the membership to update the membership function in each iteration. The FRFCM algorithm can provide suitable segmentation results for all images with low computational cost and high accuracy.

Esfandiar et al. [10] conducted a systematic review of medical studies and found that categorization is the most time-consuming aspect of data mining approaches in medical fields such as diagnosis, therapy, and screening. Meanwhile, Lee et al. [11] studied methods for identifying lung nodules and found that most of them relied on the classification of nodule candidates, which reduces workload by removing undesirable portions from CT images. Adaptive thresholding-based methods are considered the most effective for identifying lung nodule candidates, although various other methods have been utilized [12]. The most successful image classification models, including medical ones, are CNNs. However, using CNNs for nodule candidate classification cannot achieve high performance since they are not suitable for extracting features from images with low dimensions [13].

RBMs [14] are a variety of neural networks with stochastic processing units coupled bi-directionally. Two classes of neurons are visible and hidden in an RMB. A group of neurons has no connection between its nodes, yet it must nonetheless form a bipartite network with symmetric connections between
its visible and hidden units. RBMs can be trained using more effective algorithms than unrestricted Boltzmann machines. In classification applications, RBMs are frequently used for feature extraction [15].

Data imbalance, which can significantly reduce performance, is a major challenge to medical image classification, as negative instances are much smaller than positive ones. Measures that could be implemented to contend with class imbalance are separated into algorithm-level and data-level methods. The data-level strategy uses under-sampling, over-sampling, or a combination of the two to lessen the negative consequences of imbalanced classification [16]. Algorithm-level approaches increase the weight of the minority class [17]. Furthermore, deep-learning approaches could be employed to address the issue of imbalanced classification [18]. Over recent years, various domains, such as computer games, robots’ control, and recommendation systems, have successfully employed deep reinforcement learning (DRL). DRL enhances the performance of classification problems by eliminating noisy data and discovering better features. Notwithstanding, few works have applied DRL to classify imbalanced data. DRL is eminently suitable for classifying imbalanced data because of its learning approach. It employs a reward function that discriminates between classes by imposing heavier penalties on minority classes or giving higher rewards to them.

The paper presents a hierarchical lung nodule detection model established on the FRFCM clustering algorithm, an RBM, and an ANN boosted by a RL-based algorithm. The proposed model includes five steps, which is shown in Fig. 1: 1) Patient lung extractor: The FRFCM algorithm is used to segment CT images into two right and left lungs, followed by the utilization of a CNN to identify sick lungs. 2) Nodule candidate detection: In this step, an adaptive thresholding algorithm is employed to recognize the suspected region of interest (ROI). 3) Feature extraction: Some standard features are selected from every ROI, and then the RBM is considered as a feature extractor that extracts rich features among the standard features. 4) Classification: The features extracted by RBM are entered into an ANN to classify ROIs as healthy or sick areas. Due to many healthy areas than sick ones, ANN becomes imbalanced. RL is used to solve this issue and describe classification as a guessing game with sequential decision-making steps. At each stage, the agent uses a training instance to represent the environmental state and then, guided by a policy, performs a three-class classification operation. The classifier will accept a positive reward if the operation is completed; a negative reward will be given. The minority class receives higher compensation than the majority class. The agent's objective is to categorize the samples as precisely as possible to earn the most cumulative rewards, and 5) Localization of nodules: The Otsu thresholding algorithm is used to localize the nodule.

The contributions of the suggested model can be summed up as follows: 1) A hybrid model is presented that contains some steps that try to decrease the problem space in every step. 2) The FRFCM algorithm is considered for segmentation, which is one developed model with low computational cost and high accuracy. 3) A DRL model is offered for the classification problem of ROIs to address imbalanced classification, and 4) The effectiveness of each component, including lung segmentation, classification, and nodule identification, is examined through studies, and its performance is evaluated in comparison to other approaches.

The remaining sections of the article are structured as follows: In Section II, a review of the literature for analyzing the lung nodule is provided. In Section III, the suggested approach is presented in further depth. Section IV presents the experimental findings and necessary analyses. Section V presents the discussion. Finally, the conclusion of the paper is presented in Section VI.

![Diagram of the proposed algorithm](Fig. 1. Steps of the proposed algorithm.)

## II. RELATED WORK

Due to the small size of nodules, interpreting the CT images by the radiologist becomes difficult, so the task of accurate diagnosis is in trouble [19]. On the other hand, early detection of nodules is essential to achieve the best treatment plan and increase the survivability rate [20]. So far, many types of machine learning and deep learning approaches have been
introduced, focusing on detecting and localizing lung nodules, some of which are reviewed in this section.

### A. Machine Learning

Ozekes and Camurcu [21] presented an automatic approach for pulmonary nodule detection using traditional machine learning methods like template matching. Wu, Sun, Wang, Li, Wang, Huo, Lv, He, Wang and Guo [22] designed an ANN architecture to distinguish malignant from benign samples. Texture and radiologist features were extracted and combined for classification in this work. Kuruvilla and Gunavathi [23] presented a computer-aided design (CAD) system comprising segmentation and classification stages for CT images. First, segmentation was done, then extracting features from the segmented area. Finally, an ANN was hired for classification. This work considered conventional features such as mean, SD, and skewness. Farahani, Ahmadi and Zarandi [24] founded a CAD system to diagnose pulmonary nodules in CT images. Their algorithm included three steps. First, a new segmentation algorithm was proposed based on FCM and KFCM algorithms that achieved acceptable results for lung segmentation. Second, they manually analyzed features and selected the best one for nodules classification. Finally, an ensemble of classifiers was applied for classification. Khan, Rubab, Kashif, Sharif, Muhammad, Shah, Zhang and Satapathy [25] combined pre-processing step with an ensemble approach for localized lung cancer. They showed that contrast stretching integrated with the discriminative classical features and the ensemble classifier could achieve high performance.

The inflexibility of feature extraction strategy is a major challenge in machine learning, particularly in deep learning. The lack of flexibility makes it difficult to learn high-level representations that generalize well to new and unseen data. This is particularly problematic when working with complex and heterogeneous datasets, where feature extraction is often a time-consuming and computationally expensive process. In addition, inflexible feature extraction strategies can also lead to overfitting, where the model becomes too specialized to the training data and performs poorly on new data.

### B. Deep Learning

With the advent of deep learning algorithms in many applications [26-38], many researchers used them for nodule detection tasks [39, 40]. With its layered structure, deep learning can learn high-level features with high accuracy [41, 42]. Zhang, Yang, Gong, Jiang and Wang [43] introduced fusion feature vectors that integrated CNN, LBP, and HOG features to characterize the nodule area better. They used deep learning as a feature extraction module, in which the final feature vector was passed to a GBM classifier. The proposed method employed hybrid features for lung nodule classification. Hu et al. [61] combined the K-means algorithm kernel with the Mask R-CNN deep segmentation technique. This study had the greatest results, with a segmentation accuracy of 97% and an average runtime of 11s. Blanc et al. [44] offered a method to classify pulmonary nodules into two classes depending on whether their volume is greater than 100 mm^3 or not. Zhang et al. [45] presented a multi-level CNN method to extract the essential features of any image. They optimize the values of meta-parameters using a non-stationary kernel-based Gaussian surrogate model. Mobiny and Van Nguyen [46] developed an algorithm based on capsule networks for 3D lung nodules. The authors have shown that their algorithm performs well when a small dataset size. However, the prediction accuracy decreases when the dataset becomes too large. Kim et al. [47] designed a method based on the multi-scale gradual integration CNN, which used multi-scale inputs with different levels for classification. The proposed classification method suffers from data imbalance. Ozdemir et al. [48] suggested a two-step Bayesian CNN structure to take advantage of the segmentation predictions and uncertainties. In the first one, segmentation algorithms were performed on 2D axial CT slices. The original image combines segmentation predictive mean and standard deviation maps to create a 3-channel composite image fed into a 3D Bayesian CNN for nodule detection. Zhu et al. [49] combined expectation maximization (EM) to make a new 3D CNN method, whose purpose was to extract poorly supervised labels for nodule detection. In this algorithm, the Faster RCNN algorithm completed the nodule suggestion generation. Moreover, Logistic regression and the Half-Gaussian model were used for the central lobe location slice. Dou et al. [50] incorporated a group of 3D CNNs with diverse receptive field sizes to use multi-level contextual data around nodules. There are three different 3D CNNs designed for different-sized cropped cubes. Jiang et al. [51] suggested employing multi-group patches extracted from lung scans as a method for lung nodule detection. Frangi-filters were first utilized to remove the vessel-like formations. A slope analysis method was created to remove the nodules from the lung by enhancing the juxta-pleural nodules. Eventually, a CNN using multi-crop (MC) pooling was created to understand the specifics of radiologists using original CT images and their binarization. Dodia et al. [52] developed a new deep-learning-based method to detect lung nodules with decreased false positives. Their work employs a receptive regularization on the convolution and deconvolution layers of a decoder block in the V-Net. Huang et al. [53] proposed a CAD-based method that utilizes a 3D CNN [54] to detect lung nodules in low-dose CTs. The proposed method merges a priori intensity and geometrical knowledge about nodules and complicates anatomical structures with features and classifiers. Wu et al. [55] presented an interpretable method for pulmonary nodule segmentation, which supplies high-level semantic attributes and the areas of detected nodules. Huang et al. [56] introduced a fast and fully-automated end-to-end approach that automatically segments the exact nodule contours from the raw CT images with few FPs. Maqsood et al. [57] conducted a segmentation method using U-Net for lung nodule segmentation. Their technique increased the view of filters without reducing the loss and scope of data by integrating compactly and densely linked useful convolutional blocks with Atrous convolution blocks. Shen et al. [58] proposed a methodology called MC-CNN, which automatically obtains important nodule information by employing a multi-crop pooling strategy, cropping different regions from convolutional feature maps, and then repeatedly utilizing max-pooling.

Although deep models benefit from some properties, including extracting automatic features, they suffer from several difficulties. In the case of lung segmentation, an
extensive training dataset and huge computational costs are required for deep learning models. In nodule detection, they extract some suspicious ROIs and then classify them using CNN-based methods. Even though CNN can extract rich features, they fail in extracting features from small areas, i.e., ROIs.

III. ARCHITECTURE OF THE PROPOSED APPROACH

The paper offers a hybrid model containing steps that decrease problem space at every step. The proposed model consists of five steps: Patient lung extractor, Nodule candidate detection, Feature extraction, Classification, and Extraction of nodule area. First, CT images are segmented by the FRFCM algorithm that extracts two lungs, and then the lung containing the nodule for the next steps is identified by a CNN. In the second step, the adaptive thresholding method is hired to recognize ROIs from the suspicious lung. In the third step, some standard features from every ROI are selected, and then an RBM is considered to extract rich features from the standard ones. After that, the features extracted by RBM into an ANN to classify ROIs as healthy or sick areas. The proposed ANN benefits from an RL-based algorithm to handle class imbalance. Finally, the Otsu thresholding algorithm is used to localize the nodule. The overall architecture of the suggested model is given in Fig. 2; the next section provides further specifics.

A. Patient Lung Extractor

This step aims to segment the lungs of a CT image to reduce the search space by removing backgrounds and noises. The literature survey has proposed many preliminary segmentation methods for lung segmentation, but most fail to remove the noise from the image and segmentation quickly. To improve the weakness of the FCM-related algorithms, which are sensitive to noise, the FRFCM algorithm was proposed by combining local spatial data into the FCM algorithm to get better precision results. The objective function of the FCM algorithm with local information is provided by

\[ J_m = \sum_{i=1}^{N} \sum_{k=1}^{c} u_{ki}^{m} ||x_i - v_k||^2 + \sum_{i=1}^{N} G_{ki} \]  

where \( f = \{x_1, x_2, \ldots, x_N\} \) illustrates a grayscale image, where \( x_i \) stands for the gray level of the \( i\)-th pixel. \( N \) shows the total number of pixels in image \( f \), and \( c \) displays the number of clusters. \( m \) indicates a weighting exponent on each fuzzy membership, determining the amount of fuzziness of the resultant classification. \( U = [u_{ki}] \) and \( G_{ki} \) denote the membership partition matrix and fuzzy factor provided as

\[ G_{ki} = \frac{1}{d_{ir} + 1} (1 - u_{kr})^m ||x_r - v_k||^2 \]

\[ u_{ki} = \frac{1}{\sum_{j=1}^{c} ||x_i - v_j||^2 + G_{ji}^{m-1}} \]

where \( v_k \) describes the prototype value of the \( k\)-th cluster, computed as

\[ v_k = \frac{\sum_{i=1}^{N} u_{ki}^{m} x_i}{\sum_{i=1}^{N} u_{ki}} \]

Additionally, regarding morphological reconstruction (MR), the reconstruction of an image is shown as \( d \) and provided by

\[ R^C_{\epsilon}(f) = R^\tau_{R^\beta}(f) \]

where \( R^C_{\epsilon}(\cdot) \) is the morphological closing reconstruction, which is calculated as

\[ R^C_{\epsilon}(f) = R^\tau_{R^\beta}(f) \]

where \( \tau \) and \( \beta \) stand for the erosion and dilation operation, respectively. Finally, considering morphological closing reconstruction, the objective function of FRFCM is computed as

\[ J_m = \sum_{k=1}^{c} \sum_{p=1}^{q} [u_{kp}^{m} ||x_p - v_k||^2] + \sum_{k=1}^{c} G_{kp} \]  

Fig. 2. Overall architecture of the proposed model.
A CNN is used to identify the lung containing nodules to decrease the search space further. Specifically, the only purpose of using CNN is to determine which lung in the CT image has the nodule, regardless of the nodule position.

B. Nodule Candidate Detection

The presence of any pulmonary nodules must be determined after the ill lung has been located using CT scans. However, finding nodules is difficult because pulmonary nodules are predominantly linked to the pleura or blood vessels. Moreover, various structural structures, such as blood arteries, airways, bronchioles, and alveoli, are present in both lungs and may have a comparable gray level to the nodules. Therefore, a transition step is needed to avoid missing nodules in CT images to specify a set of possible nodule candidates from ROIs. This paper applies the adaptive thresholding method, one of the most valuable and efficient thresholding techniques, to select pulmonary nodule candidates for segmented lung images. This algorithm selects pixels less than a threshold value (TV) as the background, and those higher than the TV are chosen as the nodule candidate areas. In this method, the TV of each pixel is established on the values of the adjacent pixel intensity. The output of this step is different regions where the nodule is likely to be present. In this article, the bounding box, which has the most intersection of union (IoU) with the actual location of the nodule, is identified as the patient area. Furthermore, two bounding boxes with IoU = 0 are randomly selected as non-nodule regions.

C. Feature Extraction

After detecting the nodule candidates from the sick lungs, the following stage selects a comprehensive feature vector for each ROI to distinguish them as nodule or non-nodule. Indeed, ROIs and other structures are classified on such feature vectors. Although CNNs can select and extract automatically, they suffer from the classification of low dimensions, i.e., ROIs. In this study, six classes of statistical features are used: 1) Spatial including Entropy, Mean, Kurtosis, Skewness, Histogram of Oriented Gradients (Hog), 2) Texture including Haralick, Local Binary Pattern (LBP), Gray Level Co-occurrence Matrix (GLCM), Oriented FAST and Rotated BRIEF (ORB), 3) Color including Min Intensity, Max Intensity, Mean Intensity, Weighted Intensity, 4) Shape containing Area, Perimeter, Extent, Solidity, 5) Transform including Orientation, and 6) Edge including Corner Harries. These features are the most important ones that paraphrase an area appropriately. Fig. 3 shows the placement of these features in a vector for the next step.

It is possible that some features selected may be irrelevant and redundant, so a feature extraction step seems necessary. Many medical applications, particularly classification, depend on feature extraction. An RBM is used that extracts efficient features and reduces the feature vector for this goal. Structurally, RBM is a deep architecture consisting of two layers of stochastic units called visible and hidden. Each element in the unit is connected indirectly with all pairs of another unit. There are no connections from visible to visible or hidden to hidden nodes in an RBM.

Fig. 3. Placement of features in a vector.
D. Classification

This step employs an ANN to classify ROIs as nodules or non-nodule areas. A classification imbalance issue exists due to the difference in the amount of data between non-nodule areas and nodule ones. The imbalanced classification Markov decision process (ICMDP) method is utilized to formulate a decision-making process that is sequential in nature, in order to deal with the problem of imbalanced classification. RL involves an agent attempting to achieve a high score by taking actions within an environment that lead to an optimal policy. For the suggested model, the agent receives a dataset sample and performs a classification task at each time step. Then, the agent receives the instant feedback from the environment. A correct classification results in a positive score, while an incorrect classification yields a negative score. The optimal policy can be achieved by maximizing the cumulative rewards in the algorithm of RL. Let a set of N samples with corresponding labels be given, denoted as \( D = \{(x_1, y_1), (x_2, y_2), (x_3, y_3), \ldots, (x_N, y_N)\} \), where \( x_i \) is the \( i \)-th sample and \( y_i \) is its label. The following describes the intended configurations:

- **Policy** \( \pi_\theta \): Policy \( \pi \) is a function that maps states \( (S) \) to actions \( (A) \), where \( \pi_\theta(s_t) \) represents the action performed in a state \( s_t \). The classifier model with weights \( \theta \) is referred to as \( \pi_\theta \).

- **State** \( s_t \): A sample \( x_t \) from the dataset \( D \) is mapped to each state \( s_t \). The initial state \( s_0 \) is represented by the first data \( x_1 \). In order to prevent the model from learning a specific sequence, \( D \) is randomized in each episode.

- **Action** \( a_t \): The action \( a_t \) is executed to make a prediction about the label \( x_t \), where the classification is binary, and the possible values of \( a_t \) are either 0 or 1. Here, 0 denotes the minority class, while 1 represents the majority class.

- **Reward** \( r_t \): The reward is based on the performance of the action taken. If the agent performs the correct classification, it receives a positive reward; otherwise, it receives a negative reward. The bonus amount should differ for each class. Calibrated rewards can greatly enhance the model's performance by ensuring that the level of reward is aligned with the action taken. This work specifies the prize for an action using the subsequent formula:

\[
r(s_t, a_t, l_t) = \begin{cases} 
+1, & a_t = l_t \text{ and } s_t \in D_P \\
-1, & a_t \neq l_t \text{ and } s_t \in D_P \\
\lambda, & a_t = l_t \text{ and } s_t \in D_N \\
-\lambda, & a_t \neq l_t \text{ and } s_t \in D_N 
\end{cases}
\]  

(8)

where \( D_P \) and \( D_N \) show the majority class and minority class. Correctly/incorrectly classifying a sample from the majority class yields a reward of \( +\lambda \), while \( 0 < \lambda < 1 \).

- **Terminal** \( E \): In each training episode, the training process ends at various terminal states. A sequence of state-action pairs \( \{(s_1, a_1, y_1), (s_2, a_2, y_2), (s_3, a_3, y_3), \ldots, (s_t, a_t, y_t)\} \) from an initial state to a final state is referred to as an episode. In the suggested model, the end of an episode is determined by either classifying all the training data or by incorrectly classifying a sample from the minority class.

- **Transition probability** \( P \): The next state, \( s_{t+1} \), is reached by the agent from the current state, \( s_t \), according to the sequence of the data read. The probability of transition is represented as \( P(s_{t+1} | s_t, a_t) \).

In deep Q-learning, the agent aims to choose actions to maximize the expected future rewards. Future rewards are worth \( y \) times less in each subsequent time step:

\[
R_t = \sum_{t'=1}^{T} y^{t'-t} r_{t'} 
\]  

(9)

where \( T \) shows the last time-step of the episode. An episode ends when either all the samples have been classified. Q values, measures of state-action quality, are defined as the expected return of the following strategy \( \pi \), after seeing state \( s \) and taking action \( a \):

\[
Q^\pi(s, a) = E [R_t | s_t = s, a_t = a, \pi] 
\]  

(10)

The maximum expected reward across all strategies after observing state \( s \) and taking action \( a \) is the best action-value function:

\[
Q^*(s, a) = \max_{\pi} E [R_t | s_t = s, a_t = a, \pi] 
\]  

(11)

This function satisfies the Bellman equation, which expresses that the optimal expected return for a given action is equal to the sum of the rewards from the current action and the maximum expected return from future actions at the following time:

\[
Q^*(s, a) = E[r + y \max_{a'}Q^*(s', a') | s_t = s, a_t = a] 
\]  

(12)

The best action-value function is estimated iteratively utilizing the Bellman equation:

\[
Q_{t+1}(s, a) = E[r + y \max_{a'}Q_t(s', a') | s_t = s, a_t = a] 
\]  

(13)

During training, after a state \( s \) is shown to the network, the network outputs an action \( a \) for that state while the environment returns a reward \( r \), and the next state becomes \( s' \). These parameters are embodied in a tuple \((s, a, r, s')\) that is saved into the replay memory, M. Minibatches B of these tuples are selected from the replay memory to perform gradient descent. The loss function is expressed as:

\[
L_t(\theta) = \sum_{(s, a, r, s') \in B}(y - Q(s, a; \theta))^2 
\]  

(14)

where \( \theta \) indicates the model’s weight, and \( y \), shows the estimated target for the Q function. The latter is equal to the reward for the state-action combination plus the discounted maximum future Q value:

\[
y = r + y \max_{a'}Q(s', a'; \theta_{k-1}) 
\]  

(15)

Of note, the Q value for the terminal state equals zero. The gradient value for the loss function at step \( i \) is calculated as follows:
\[ \nabla_{\theta_i} L(\theta_i) = -2 \sum_{(s,a,r,s') \in \mathbb{B}(y - Q(s,a;\theta_i))} \nabla_{\theta_i} Q(s,a;\theta_i) \]

By performing a gradient descent step on the loss function, the model weights must be updated to minimize the error:

\[ \theta_{i+1} = \theta_i + \alpha \nabla_{\theta_i} Q(s,a;\theta_i) \]

where \( \alpha \) represents the learning rate.

### E. Localization of Nodule

In the proposed method, sick ROIs, which ANN identifies, are localized by the Otsu thresholding algorithm [65]. Otsu is generally used for segmentation and localization applications [66, 67]. Otsu calculates and evaluates their between-class variation to determine the optimal threshold value. The Otsu shows that maximizing the between-class variance of the segmented classes is equivalent to minimizing the within-class variance. The Otsu segmentation level is acquired by reducing intra-class pixel power or gradually increasing inter-class variance. The inter-class variable specifies the mean between the pixels or classes of pixels [68].

### IV. RESULTS AND DISCUSSION

#### A. Dataset

The Lung Image Database Consortium image collection (LIDC-IDRI) [69] was made by the Foundation for the National Institutes of Health (FNIH) and the Food and Drug Administration (FDA). In this dataset, a thoracic CT scan and a corresponding XML file, including the annotated results done by four radiologists, are included in 1,018 CT scans of 1,010 patients registered. The annotation procedure comprises two stages and seeks to recall all nodules in every CT scan as accurately as possible. In the first step, called the blinded-read step, every radiologist examined scans alone and observed lesions, including “nodule <3 mm” and “non-nodule ≥3 mm”. In the second unblinded-read stage, each radiologist checked their marks and decided to be aware of the anonymous marks of different radiologists. In the dataset, 7,371 lesions have been classified as nodules by at least one radiologist; 2,669 of these lesions received at least one “nodule 3 mm” designation from four radiologists, and 928 received four. These 2,669 lesions were given intellectual nodule characteristic ratings and nodule outlines.

#### B. Results

For this project, Python and the PyTorch framework were used, and the codes were written in a Jupyter notebook. The best model for the LIDC-IDRI dataset was obtained after 50 epochs, and the entire training process lasted for 3.5 hours. The optimal performance of the proposed model hinges on determining the best values for its hyperparameters. This task is not a straightforward one, as it entails exploring a vast search space of potential hyperparameter combinations and conducting numerous experiments to assess their efficacy. It demands significant effort and expertise in designing an effective search strategy to identify the optimal values for each parameter. To achieve the optimal values, we conducted multiple experiments. A list of the most important parameters used in suggested model is shown in Table I.

The suggested algorithm effectiveness can be determined by comparing the suspicious areas that ANN identified with the real bounding box. For this goal, five algorithms are selected, namely 3D CNN [53], PN-SAMP-M [55], R-CNN [56], DA-Net [57], and MC-CNN [58], for comparison. The evaluation results obtained for the Intersection over Union (IoU) [60] and Hausdorff distance (HD) [70] criteria for the LIDC-IDRI dataset are depicted in Table II. According to the analysis, much research has improved nodule detection performance and achieved relatively excellent results. The IoU value of the MC-CNN model was 0.682, and the 3D CNN model later significantly enhanced it. The offered PN-SAMP-M model achieved an IoU score of 0.711, about 18% better than the previous model. Recent work was on the DA-Net model, which got an IoU score of 0.759. However, the proposed model outperformed the leading algorithm, DA-Net, with an IoU score of 0.825, or by around 20%. Fig. 4 shows examples of nodule detection by these methods. From the figure, the mask bounding box in the proposed model is more matched to that of the ground truth bounding box.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>IoU</th>
<th>HD</th>
</tr>
</thead>
<tbody>
<tr>
<td>3D CNN [53]</td>
<td>0.683</td>
<td>0.875</td>
</tr>
<tr>
<td>PN-SAMP-M [55]</td>
<td>0.711</td>
<td>0.894</td>
</tr>
<tr>
<td>R-CNN [56]</td>
<td>0.727</td>
<td>1.136</td>
</tr>
<tr>
<td>DA-Net [57]</td>
<td>0.754</td>
<td>1.055</td>
</tr>
<tr>
<td>MC-CNN [58]</td>
<td>0.770</td>
<td>1.472</td>
</tr>
<tr>
<td>Proposed</td>
<td>0.826</td>
<td>1.618</td>
</tr>
</tbody>
</table>

#### TABLE I. PARAMETER SETTING

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of convolution layers</td>
<td>3</td>
</tr>
<tr>
<td>Convolution filters</td>
<td>32, 16, 8</td>
</tr>
<tr>
<td>Convolution padding</td>
<td>3 * 3</td>
</tr>
<tr>
<td>Convolution stride</td>
<td>2 * 2</td>
</tr>
<tr>
<td>Convolution kernel Size</td>
<td>1 * 1</td>
</tr>
<tr>
<td>Max-pooling size</td>
<td>2 * 2</td>
</tr>
<tr>
<td>Epochs</td>
<td>50</td>
</tr>
<tr>
<td>Early stopping</td>
<td>Yes (with patience=5)</td>
</tr>
<tr>
<td>Dropout probability</td>
<td>0.4</td>
</tr>
<tr>
<td>Batch size</td>
<td>64</td>
</tr>
<tr>
<td>Image pixel intensity range</td>
<td>[0, 1]</td>
</tr>
<tr>
<td>Image size</td>
<td>100 * 100</td>
</tr>
</tbody>
</table>

#### TABLE II. COMPARISON OF THE SUGGESTED MODEL WITH OTHER WORKS
1) **Examples of localizing nodules:** In the proposed algorithm, the suspicious regions detected by the ANN network are given to the Otsu algorithm to extract the localized nodule. Table III shows the results of ten samples of test images with the main images of the lung, single lungs, and localized nodules. Considering all these results shows that the Otsu algorithm localized the nodules well.

2) **Analyze of classifier:** The proposed ANN classifies nodule candidate areas and is a key element in the proposed model's performance. To investigate ANN performance, four models, namely HOUSES-UCB [45], CapsNet [46], MGI-CNN [47], and RFR V-Net [52], were employed for comparison on the LIDC-IDRI dataset. The evaluation criteria utilized are Accuracy, Sensitivity, Precision, F-measure, Specificity, and G-mean. G-mean and F-measure are valuable metrics for evaluating the effectiveness of imbalanced classification algorithms [71]. G-mean is the geometric mean of sensitivity and precision, and F-measure represents a harmonic mean between recall and precision. As the G-mean and F-measure get a higher score, better performance of the algorithm would be reached. The performance of the proposed ANN, along with RL and the three-deep learning-based models, are compared in Table IV. The ANN model is a classifier that does not use RL for classification, and CNN is a model used instead of ANN. As the results reveal, the ANN+RL model has a more acceptable performance than the rest, which reduces errors by more than 45% in all criteria.
TABLE III. EXAMPLES OF NODULES LOCALIZED BY THE OTSU ALGORITHM

<table>
<thead>
<tr>
<th>Original Image</th>
<th>Single Lung</th>
<th>localized nodule</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="Original Image" /></td>
<td><img src="image2" alt="Single Lung" /></td>
<td><img src="image3" alt="localized nodule" /></td>
</tr>
<tr>
<td><img src="image4" alt="Original Image" /></td>
<td><img src="image5" alt="Single Lung" /></td>
<td><img src="image6" alt="localized nodule" /></td>
</tr>
<tr>
<td><img src="image7" alt="Original Image" /></td>
<td><img src="image8" alt="Single Lung" /></td>
<td><img src="image9" alt="localized nodule" /></td>
</tr>
<tr>
<td><img src="image10" alt="Original Image" /></td>
<td><img src="image11" alt="Single Lung" /></td>
<td><img src="image12" alt="localized nodule" /></td>
</tr>
</tbody>
</table>

TABLE IV. PERFORMANCE OF VARIOUS CLASSIFIERS

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Precision</th>
<th>F-measure</th>
<th>Specificity</th>
<th>G-mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>HOUSES-UCB</td>
<td>79.11</td>
<td>80.85</td>
<td>90.72</td>
<td>91.52</td>
<td>87.26</td>
<td>82.75</td>
</tr>
<tr>
<td>CapsNet</td>
<td>83.00</td>
<td>83.63</td>
<td>91.33</td>
<td>92.35</td>
<td>88.45</td>
<td>83.40</td>
</tr>
<tr>
<td>MGI-CNN</td>
<td>85.33</td>
<td>85.71</td>
<td>92.49</td>
<td>93.40</td>
<td>90.02</td>
<td>84.45</td>
</tr>
<tr>
<td>RFR V-Net</td>
<td>89.40</td>
<td>90.28</td>
<td>94.72</td>
<td>95.50</td>
<td>91.02</td>
<td>88.48</td>
</tr>
<tr>
<td>CNN</td>
<td>84.12</td>
<td>86.23</td>
<td>91.03</td>
<td>91.25</td>
<td>89.15</td>
<td>85.47</td>
</tr>
<tr>
<td>ANN</td>
<td>88.13</td>
<td>93.61</td>
<td>95.65</td>
<td>94.61</td>
<td>92.15</td>
<td>86.53</td>
</tr>
<tr>
<td>ANN+RL</td>
<td>94.94</td>
<td>96.82</td>
<td>97.91</td>
<td>96.89</td>
<td>95.15</td>
<td>92.90</td>
</tr>
</tbody>
</table>

TABLE V. RESULTS OBTAINED FOR FUZZY ALGORITHMS

<table>
<thead>
<tr>
<th>Method</th>
<th>IoU</th>
<th>HD</th>
</tr>
</thead>
<tbody>
<tr>
<td>FCM</td>
<td>0.67</td>
<td>1.02</td>
</tr>
<tr>
<td>KFCM</td>
<td>0.76</td>
<td>1.56</td>
</tr>
<tr>
<td>SAFCM</td>
<td>0.72</td>
<td>1.81</td>
</tr>
<tr>
<td>FLICM</td>
<td>0.78</td>
<td>2.01</td>
</tr>
<tr>
<td>FRFCM</td>
<td>0.88</td>
<td>2.65</td>
</tr>
</tbody>
</table>
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Furthermore, the maximum value of all measures in deep models is relatively different from ANN+RL. For example, by comparing ANN+RL and the second-best model, i.e., RFR V-Net, the difference is about 11% and 10% for the two criteria of F-measure and Recall. The comparison of ANN with ANN+RL shows that the RL trick improved the model by approximately 50%.

3) Comparison of segmentation methods: In this section, a comparison of the FRFCM algorithm with other fuzzy-based algorithms is intended. For this purpose, four algorithms, namely FCM [72], KFCM [73], SAFCM [74], and FLICM [75], were selected. The metrics IoU and HD, which are the most widely used for segmentation tasks, were used for evaluation. Table V shows the evaluation results of these methods. FCM had the weakest performance with values of 0.67 and 1.02 for IoU and HD, respectively. The developed algorithms, KFCM and SAFCM, had more power than FCM. Overall, fuzzy methods performed weaker than FRFCM, which outperformed the second-best algorithm, FLICM, with an improvement of roughly 36% for the IoU metric.

To investigate the execution time of algorithms, 20 test data samples were selected and the time spent on them was measured. Table VI shows the average time for these 20 samples. As expected, the time average of the FRFCM algorithm is less than others. Fig. 5 indicates a sample of CT images to highlight the superiority of FRFCM over others. As can be seen, the FCM algorithm did not correctly extract the nodule areas inside the lungs, which severely reduces the system performance since the proposed model's next steps depend on correctly extracting nodules in the segmentation step. Although KFCM performs better, they are unable to extract nodules. FRFCM is the most robust algorithm among the rest.

4) Exploration of the loss function: Data imbalances can also be handled using conventional methods, including tweaking data augmentation and loss functions. Among these techniques, the loss function is more important as it can emphasize the minority class. Five functions Balanced Cross-Entropy (BCE), Weighted Cross-Entropy (WCE), Dice Loss (DL), Tversky Loss (TL), and Focal Loss (FL) [76] were chosen to test the effectiveness of the loss functions in the proposed model. In the BCE and WCE loss functions, the positive and negative examples are given equal weight. The FL function can benefit applications using unbalanced data, which helps the model concentrate more on learning complex samples by underweighting the contribution of simple examples [139]. Table VII displays the evaluation outcomes of these loss functions for the datasets. The FL function outperforms the others as expected, and as a result, it is around 51.16% better than the other loss functions. However, the FL function performs 34% worse than reinforcement learning.

![Fig. 5. Examples of lung segmentation by fuzzy algorithms.](image)

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Precision</th>
<th>F-measure</th>
<th>Specificity</th>
<th>G-mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>WCE</td>
<td>83.78</td>
<td>84.25</td>
<td>86.48</td>
<td>86.40</td>
<td>85.03</td>
<td>82.79</td>
</tr>
<tr>
<td>BCE</td>
<td>84.47</td>
<td>85.85</td>
<td>87.02</td>
<td>87.79</td>
<td>86.14</td>
<td>83.71</td>
</tr>
<tr>
<td>DL</td>
<td>87.09</td>
<td>90.74</td>
<td>90.82</td>
<td>89.63</td>
<td>88.10</td>
<td>85.89</td>
</tr>
<tr>
<td>TL</td>
<td>88.25</td>
<td>91.43</td>
<td>92.79</td>
<td>90.20</td>
<td>90.96</td>
<td>87.06</td>
</tr>
<tr>
<td>FL</td>
<td>90.55</td>
<td>93.15</td>
<td>94.09</td>
<td>93.19</td>
<td>92.48</td>
<td>89.79</td>
</tr>
</tbody>
</table>

TABLE VI. COMPARISON OF EXECUTION TIMES OF METHODS (IN MILLISECOND)

<table>
<thead>
<tr>
<th>Method</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>FCM</td>
<td>810</td>
</tr>
<tr>
<td>KFCM</td>
<td>405</td>
</tr>
<tr>
<td>SAFCM</td>
<td>374</td>
</tr>
<tr>
<td>FLICM</td>
<td>328</td>
</tr>
<tr>
<td>FRFCM</td>
<td>219</td>
</tr>
</tbody>
</table>

TABLE VII. EFFECTIVENESS OF THE SUGGESTED ANN FOR VARIOUS LOSS FUNCTIONS
5) Impact of the reward function: In the proposed model, rewards of +1/-1, and +2/−2 are assigned for correct/incorrect classifications to the majority and minority classes, respectively. λ depends on the relative proportions of the majority to minority samples: the optimal value of λ is expected to decrease as the ratio increases. To investigate the impact of λ, the model performance is evaluated with λ initialized using a value from incremental values {0.0, 1.0, 2.0, 3.0, 4.0, 5.0, 6.0, 7.0, 8.0, 9.1}, while keeping the majority class bonus constant (Fig. 6). At λ = 0, the impact of the majority class becomes zeroized; and at λ = 1, the relative impacts of both majority and minor classes are equal. Model performance across all metrics peaks at a λ value of 0.3 (increasing from 0 to 0.4, and decreasing from 0.3 to 1. As such, while the effect of the majority class needs to be attenuated by adjusting λ, the overall model performance can be degraded by using too low of a value.

6) Analysis of features extracted by RBM: The hidden unit in the RBM network fed to ANN is a practical tool containing the compressed data of nodule candidate areas. The additional information is entered into the ANN by increasing the hidden size, which is practically useless. On the other hand, a small hidden size may not be able to hold all the information. To check the effect of the hidden size on the proposed model, six values [50, 80, 120, 150, 180, 210] were tried as the hidden size on the model. Fig. 7 displays the results for these metrics. For all metrics, when the hidden size takes the values from the interval [50, 120], the chart moves upward, and from (120, 210), it has a descending movement. Accordingly, the best value for the hidden size is found to be 120.

C. Discussion

This section looks at why the suggested approach produces superior outcomes to other approaches. First of all, suggested model inherits from the hierarchical structure. Although these models may increase the time of diagnosis, they are relatively accurate as they provide each section’s analysis process separately.

The proposed model consisted of several parts, each designed for a specific purpose. Two lungs needed to be extracted to reduce the entrance space, and despite the many segmentation methods available, FRFCM was found to be the best option. FRFCM was selected due to its short implementation time and acceptable result expected to decrease as the ratio increases. To investigate the impact of λ, the model performance is evaluated with λ initialized using a value from incremental values {0.0, 1.0, 2.0, 3.0, 4.0, 5.0, 6.0, 7.0, 8.0, 9.1}, while keeping the majority class bonus constant (Fig. 6). At λ = 0, the impact of the majority class becomes zeroized; and at λ = 1, the relative impacts of both majority and minor classes are equal. Model performance across all metrics peaks at a λ value of 0.3 (increasing from 0 to 0.4, and decreasing from 0.3 to 1. As such, while the effect of the majority class needs to be attenuated by adjusting λ, the overall model performance can be degraded by using too low of a value.

6) Analysis of features extracted by RBM: The hidden unit in the RBM network fed to ANN is a practical tool containing the compressed data of nodule candidate areas. The additional information is entered into the ANN by increasing the hidden size, which is practically useless. On the other hand, a small hidden size may not be able to hold all the information. To check the effect of the hidden size on the proposed model, six values [50, 80, 120, 150, 180, 210] were tried as the hidden size on the model. Fig. 7 displays the results for these metrics. For all metrics, when the hidden size takes the values from the interval [50, 120], the chart moves upward, and from (120, 210), it has a descending movement. Accordingly, the best value for the hidden size is found to be 120.

C. Discussion

This section looks at why the suggested approach produces superior outcomes to other approaches. First of all, suggested model inherits from the hierarchical structure. Although these models may increase the time of diagnosis, they are relatively accurate as they provide each section’s analysis process separately.

The proposed model consisted of several parts, each designed for a specific purpose. Two lungs needed to be extracted to reduce the entrance space, and despite the many segmentation methods available, FRFCM was found to be the best option. FRFCM was selected due to its short implementation time and acceptable result obtained in other articles, and its superiority over other algorithms was confirmed in Tables V and VI. Additionally, unlike different algorithms, FRFCM completely extracted all the holes in terms of schematic output, demonstrating its stability against various noise and other image disturbances (see Fig. 5). In the following steps, it was unnecessary to utilize a lung that did not include a nodule. Among deep learning structures for classification, CNN was the best architecture, which required little preprocessing compared to others. Whereas, in previous designs, filters were typically hand-engineered, CNN learned these filters firmly. Therefore, the first stage alone could diagnose lung diseases that might be hidden from the physician.

To reduce the input space further, the adaptive thresholding method was chosen as the best algorithm to select ROIs that are more likely to be nodules. This algorithm works well because it compares a pixel with the pixels around the contrast lines and prevents soft gradient changes. Moreover, another advantage is that only one image pass is needed.

One of the proposed algorithm’s steps was selecting and extracting ROIs for classification. Although CNNs are one of the best models for classification, they cannot be helpful for tiny areas. In the experiments, CNN is used with various architectures as a classifier and reported the best result in Table IV. As can be seen, it works weaker than ANN. On the other hand, due to the nature of deep learning, the leading network is multi-layered, so some features are lost during the extraction and transfer process to the lower layer. In particular, overfitting may occur due to the extraction of many features. These problems are exacerbated if the amount of data is small. Therefore, the traditional feature selection process can be one of the critical options for selecting basic features with little data and achieving high accuracy. But the presence of unrelated and redundant features reduces the performance of machine learning models. For this purpose, an RBM that can encode any distribution and is computationally efficient was applied. Moreover, activations of the hidden layer can be used as input
in deeper models. The performance of the model is also affected by the size of the hidden layer, for which there is generally no rule for the number of hidden layers and accuracy. As shown in Fig. 7, better performance was obtained by setting the size to 120.

But the most important and innovative part of the proposed method was the classification of ROIs with ANN, which was an imbalanced problem due to a large amount of majority class data. From the results, it was confirmed that reinforcement learning applied to the classification could essentially solve it. On the other hand, it is hypothesized that the reinforcement learning method used in this study can be utilized by all classifiers experiencing imbalance to address this issue.

One potential limitation of the proposed model is its computational intensity, which may be due to the use of multiple algorithms, such as FRFCM, CNN, adaptive thresholding, RBM, ANN, and Otsu thresholding. As a result, the processing time required for analyzing a large number of CT images may increase. Another limitation is the possibility of class imbalance, as sick ROIs are less common than healthy ones, which may decrease the performance of the ANN. Although the reinforcement learning-based algorithm is used to address this issue, it may not always be fully effective. Furthermore, the accuracy of the proposed model may be dependent on the quality of the CT images used for analysis. The model's accuracy may decrease if the images have poor resolution or are affected by image artifacts or noise. Lastly, the proposed model was evaluated using the LIDC-IDRI dataset, and its performance may vary when applied to other datasets or in clinical settings. Therefore, further testing and validation are necessary to determine the model's robustness and generalizability.

V. CONCLUSION

This paper presented a hybrid method to recognize the pulmonary nodules in CT lung images. The proposed method's structure was composed of five different steps. First, the FRFCM algorithm is applied, which developed fast and robust to segment CT images, followed by a CNN to identify the sick lung. Then, the adaptive thresholding algorithm is performed to detect suspected ROIs from sick lungs identified by CNN. Next, some statistical features are determined from every ROI, and then an RBM is hired as a feature extractor that extracts wealthy features. After that, an ANN is utilized to classify ROIs as nodule or non-nodule areas. Finally, sick ROIs are localized by the Otsu thresholding algorithm. Naturally, sick ROIs are less than healthy ones, resulting in an imbalanced classification that reduces ANN performance. To shield this problem, RL is applied, which frames the training process as a sequential decision-making step. At each stage, the agent gets an example and categorizes it. The agent gets a reward from the environment for each categorization act in which the minority class receives a larger reward than the majority class. Finally, the agent discovers an optimal policy with a specific reward function and a supportive learning environment. Several experiments are designed to investigate the parts of the suggested model on the LIDC-IDRI dataset and standard performance metrics. Experimental findings showed that the suggested model performs better than other competitors.

In future work, it is planned to use 3D processing instead of 2D, which may increase the effectiveness of the proposed solution. Additionally, focus will be given to feature selection or extraction to improve the speed and accuracy of the suggested method.
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Abstract—Folk dance (FD) is a type of traditional dance that has been handed down through a culture or group from generation to generation. It is crucial to preserve and safeguard this type of cultural heritage since it can reflect the history and identity of particular nations. However, due to ineffective preservation and conservation techniques, the survival of FDs is being negatively impacted more and more. Its extinction may be caused by ignorance about and disregard for preservation and conservation efforts. The most efficient method for digitizing intangible cultural property, including FDs, is motion capture (MoCap). MoCap enables the conversion of real-time movement into digital performance to produce motion templates. This paper aims to provide suggestions and guidelines in conducting research to generate motion templates of FDs. Several key approaches are presented and discussed in detail, including acquaintance meetings, procedures and approval, interviews and experiments, and the framework. The proposed framework includes models for MoCap, skeleton generation, skeleton refinement, and evaluation. By implementing the proposed framework, the motion templates for FDs can be created. The generated motion templates will preserve and conserve FDs and guarantee their originality and authenticity.

Keywords—Motion capture; folk dance; motion template

I. INTRODUCTION

Since cultural heritage reflects the history and identity of certain countries, it is important to preserve and conserve it. Cultural heritage refers to the inherited beliefs, values, customs, practices, and artifacts that define a group or society [1]. It includes both tangible and intangible elements that have been passed down from generation to generation. The National Heritage Act of 2016 defines intangible cultural heritage as a human action or movement that can be observed, felt, tasted, smelled, or heard when performed or present, but cannot be appreciated when lost or disappeared [2]. This includes performing arts, customs and culture, oral traditions, fine arts or crafts, knowledge and practice, and living heritage.

Folk dance (FD) is considered a ritual among people that is a characteristic of the common inhabitants of a country or region that is passed down from generation to generation [3]. By performing such rituals for many years, people have gathered and performed such rituals to develop bonds with each other and connect with the space where they spend or spent their daily lives [2]. Dance is a performing art and consists of various movement sequences [4]. It can have different messages depending on the context due to their close relation to the culture and heritage of a place or nation [5]. Moreover, each dance creates a meaning, a story with the help of music, costumes, and dance movements [6]. In Malaysia, FD has been registered and categorized as performing arts under Intangible Cultural Heritage. Performing arts is a form of stage performance that is performed directly or immediately for the audience or spectators and involves four basic elements, namely time, space, and the relationship between performer and audience [2]. Examples of the most popular FDs in Malaysia are Tarian Gamelan, Tarian Piring, Tarian Zapin, Tarian Mak Yong, Tarian Sumazau, Tarian Ngajat, Tarian Kipas, Tarian Kathak, Tarian Kuda Kepang and others [7,8].

However, this kind of heritage can easily die out over time if it is not a tangible heritage. This is because the younger generation is not interested in passing on the cultural heritage and because of the changes in traditions (the transition to modernity) [2]. These reasons have significant impacts in the form of loss, neglect, extinction, and destruction. In addition, current methods for teaching, learning, and assessing FDs focus on human demonstration, text documentation, and video [9]. Human instructors such as teachers and coaches are usually involved to give commands or demonstrations about the dance movement [10]. Santos [11] described three limitations when a person attempts to provide feedback: The person cannot maintain the same level of attention and concentration for an extended period of time; they are unable to observe all the important physiological and biomechanical variables that characterise the movement, either at the same time or with high precision; and they are unlikely to provide extended simultaneous feedback. The use of text documents is suitable for presenting information about dance and its cultural significance, but it cannot present movements and different dance styles accurately [10]. When using videos, the movements of dances can be easily presented, but it is static (2D) and difficult to present additional information about each dance [10]. The existing framework from previous research is not sufficient to create the motion templates of FDs from scratch. Therefore, there must be a stable mechanism to preserve and maintain this kind of valuable intangible cultural heritage.

Digitization and visualization of FDs is an increasingly active research area in computer science. With the advent of rapidly advancing technologies, new ways of learning folk dances are being explored that enable the digitization and visualization of various FDs for learning purposes using different tools [10]. One of the methods for such purposes is
motion capture. Motion capture (MoCap) is one of the most effective methods for digitizing intangible cultural heritage, including FDs [6]. This is because MoCap enables the translation of live motion into a digital performance [12,13,14]. MoCap can also be used to recreate dances in three dimensions and display them in a 3D environment [15]. In other words, MoCap can be used to create motion templates. The use of motion templates in FDs has gained popularity in recent years due to the numerous advantages they offer. Motion templates are predefined movements or poses that are captured using motion capture technology and can serve as a reference for dancers to learn and perform choreography [16].

In this paper, a theoretical framework for creating motion templates of FDs using MoCap is proposed and presented. Different techniques and approaches for data acquisition and analysis are discussed in detail. In addition, the importance and processes of digitizing FDs with MoCap are highlighted to preserve and maintain folk dances by creating movement templates. This paper covers materials and methods in Section II, data collection and analysis in Section III, expected results and discussion in Section IV, and the last Section touches on the conclusion.

II. MATERIAls AND METHODS

To ensure the success of preserving and conserving FDs through digitization, various formal and informal research approaches can be used. These approaches include conducting acquaintance meetings, procedures and approval, interviews, and conducting experiments. The results of these approaches are important in obtaining the needed information and proposing the framework shown in Fig. 1. The framework includes the acquaintance meetings, procedures and approvals, interviews, experiments, and workflows.

A. Acquaintance Meeting

The main purpose of acquaintance meetings is to gather information about the FD present in certain areas. Therefore, meetings with FD experts from the State Tourism Department and the Centre for Arts and Heritage at the local Institute of Higher Learning (IHL) are crucial to gather the information. The results of the acquaintance meetings can take the form of the following:

- Documentation of local FDs such as forms, articles, journals, policies, and guidelines.
- Identification of experts/founders of the local FDs
- Clarification of history and background of local FDs
- Explaining the movement styles and types of FDs

The knowledge gained from the acquaintance meetings can be used for the next steps; procedures and approval.

B. Procedures and Approval

To further investigate the local FDs, the procedures and approval related to laws and their procedures can be applied and implemented. These are listed below:

1) Letter of intent for conducting the research at the potential sites/locations: The potential sites/locations usually result from the previous acquaintance meetings. This letter is important to obtain the consent and cooperation of the potential sites for the study of the corresponding FDs. The content of this letter must address the need and importance of researching the local FDs, in addition to explaining the research team and the use of current technology to digitise the FDs. The need for teachers, experts or trainers to participate should also be mentioned in this letter.

2) Invitation letter for conducting the fieldwork: Once the consent and cooperation of the potential sites have been obtained, this letter should indicate the need for recording the movements of the masters, teachers, experts or trainers in the target sites. This fieldwork typically involves recording the movements of teachers or trainers using specific MoCap devices. The recorded movement data can be used as motion templates. The content of the letter should include an explanation of the type of MoCap devices used in the fieldwork and the results obtained when using the recorded movement data to create the movement templates.

3) Request for Verification of Motion Templates: The purpose of this letter is to request expert assistance in verifying the motion templates developed using the captured motion data. This step is important to ensure the authenticity of the local FDs under investigation. The letter must include the need for multiple experts among the masters, teachers, or instructors to be present at a specific date, time, and location.

4) Application for copyright: Copyright may be requested for any movement template created by FDs. The rights that creators have over their literary and artistic creations are critical to describing the copyrights in the created movement templates. The letter can be forwarded to potential
parties that can assist in funding and managing the publication of copyrights, such as the Intellectual Properties Corporation, the Division of Research and Development in certain IHLs.

These procedures and approvals step must occur in order for the research to be conducted effectively, especially when laws and confidential issues are involved.

C. Interviews

Interviewing is one of the most important methods to obtain and collect information about the FD under study and to verify the validity of the information. The interview can be conducted in a variety of formats including structured, semi-structured, and unstructured interviews [17] to meet the experts on FDs such as masters, teachers, trainers, etc. The frequency of interviews depends on whether the information collected is satisfactory and sufficient.

The results of the interviews are usually overviews of the type of FDs under study such as background, history, founders, and types of movements. In addition, the experts can be educated about the purpose of the study and the experiments to be conducted.

D. Experiments

The experiments are proposed to implement the methods planned in the research such as the proposed workflow and the collection of data from MoCap. The experiments usually involve the FDs experts and trainees in two different phases (development and evaluation), especially in collecting and recording their movements with MoCap devices. The development phase focuses on creating motion templates for FDs to use as benchmarks and reference sources. FD experts among teachers and trainers are involved in this phase. Later, the motion templates produced will be used as benchmarks in the dance evaluation phase by comparing the dancers' physical movements with the recorded movements in the motion template.

Therefore, explaining the experimental procedure is crucial to achieve the desired results. This includes the frequency of repetitions of the movements to be performed during recording with MoCap, the position and distance between the dancers and the MoCap device, the types of FDs to be implemented, and the types of actions to start and stop the movements.

E. Proposed Workflow

To generate the motion templates of FDs, the workflow in Fig. 2 is proposed. The workflow includes MoCap, skeleton generation, refined skeleton, and evaluation models. This workflow is used in the development phase.

1) MoCap: The MoCap model is used to capture motion data using specific MoCap techniques. MoCap techniques can be divided into marker-based and markerless MoCap. Both techniques have their own advantage in terms of performance, accuracy and cost. Examples of marker-based MoCap devices Optical Motion Capture System Qualisys, Vicon, Peak Performance Motion Capture System, Optoelectronic Motion Analyser, Eagle-Hawk System, and MAC3D Motion Capture System, while markerless MoCap devices are Kinect, PrimeSense Sensor, Sony PlayStation Eye, and Intel's Creative Camera [18].

The selection and use of these sensor devices usually depends on the provision of research funding and the complexity of the captured motion [19]. The marker-based MoCap techniques can guarantee high accuracy in capturing and tracking the human movements. However, attaching markers to a performer's body can restrict the performer's movements, which may affect the quality of the performance [20]. Moreover, marker-based MoCap techniques are usually developed in specialised and static studios. The cost of developing such studios is high. In contrast, the markerless MoCap techniques offer more freedom in movements and performance, as well as affordable prices, since no markers are attached to the performer's body, and no specialised studios are needed.

2) Skeleton generation: The skeleton generation model is used to project the skeleton for body movements. The data obtained from the motion recording is considered accurate. The skeleton is a set of systematically linked joints. The skeleton data is converted to specific file formats such as SKL, FBX, BVH, and CSV so that it can be used to enhance the data.

The skeleton file format (SKL) contains motion capture information, i.e., the spatial locations of points on the human body called joints. The SKL file format can be used and supported in Kinect Studio, Gesture Description Language Studio (GDL), and OpenNI [21,22]. In addition, the SKL file format can be found in the documentation for the 3D modeling software MilkShape 3D. According to the documentation, SKL files are "skeleton files that contain the bone hierarchy of the model and the positions and orientations of the bones in each frame of the animation" [23]. This file format is also used to capture motion data from human subjects during various exercises [24].

The FBX file format is created using the Autodesk FBX program. This file format can be created and modified in a variety of modeling programs such as Maya, 3ds Max, and Blender. FBX files can contain a variety of data types, including mesh, material, texture, and skeletal motion information. Animation data in FBX files is typically stored in keyframe format, with the position, rotation, and scale of each joint stored for each frame of animation [25]. They are therefore ideal for use in video games and computer graphics. In addition, FBX files can be imported into other software programs that accept the FBX format from Autodesk software programs [26].
Biovision Hierarchy (BVH) file format is a file format commonly used in motion capture to store skeletal data [27]. This file format consists of ASCII text with a time-framed sequence of different specifications for subsequent poses. The first part of the ASCII text specifies the initial pose of a human skeleton. The hip joint is designated as ROOT in the first section of a BVH file, preceded by the keyword HIERARCHY, indicating that it has no progenitor joints. It serves as the parent joint and as the child joint of a nested construction [28,29].

Comma-Separated Values (CSV) is a file format used to store tabular data [30]. In the context of motion capture, CSV files can be used to store motion data in a format that can be easily imported into 3D animation software. CSV files typically contain a series of rows, with each row representing a frame of the animation and each column representing the position, rotation, or scale of a particular joint in the skeletal structure. The data in each row of the file contain three columns (X, Y and Z coordinates) separated by commas. The name of this file format is derived from the fact that the fields are separated by commas. In most cases, the data is simply entered into a text file as ASCII numeric values separated by commas [31].

3) Refined skeleton: The refined skeleton model is used to correct or refine certain minor motion errors by adjusting the keyframes for each joint in the skeleton. This process can be done using certain 3D programs such as Autodesk Maya, Blender, 3D Studio Max, ZBrush, Adobe Dimension, Cinema 4D, Sense, Houdini etc.

Knowledge of human anatomy is crucial in this process so that the joints of the skeleton can be adjusted as desired. Moreover, keyframing, graph editor for animation and rigging techniques like Euler filter, Butterworth and noise reduction are also important to minimize the anomalies in the skeleton.

Maya is a 3D modeling, animation, and rendering software developed by Autodesk [32]. It is widely used in the film and television industry for creating complex visual effects and character animation. Maya provides a wide range of tools and features for modeling, animation, texturing, and rendering, including support for advanced shading and lighting techniques such as physically based rendering (PBR) and high dynamic range (HDR) imaging.

Blender is a free and open source 3D software known for its versatility and ease of use [33]. It offers a similar range of tools and features as Maya, including support for advanced shading and lighting techniques. Blender is widely used in the gaming industry for asset and environment creation, and in the film and television industry for visual effects and animation.

3D Studio Max is a 3D modeling, animation, and rendering software developed by Autodesk [34]. It is similar to Maya in terms of tool selection and features, but is more focused on architectural and engineering visualization, as well as product design and prototyping. 3D Studio Max also provides support for advanced shading and lighting techniques and is commonly used in the architecture and engineering industries to create 3D visualizations of buildings and other structures.

Other popular 3D software packages include Cinema 4D, Houdini, and ZBrush, all of which have their own strengths and weaknesses depending on the specific needs of the user. In conclusion, the choice of 3D software largely depends on the specific requirements of the project and the skill level of the user. Maya, Blender and 3D Studio Max are all popular programs with their own unique features and capabilities.

4) Evaluation: a heuristic evaluation is proposed to evaluate the review of the created motion templates. Heuristic evaluation is one of the usability engineering techniques used to identify usability problems in user interface design so that they can be fixed during an iterative design process. The goal of heuristic evaluation is to identify usability problems in a user interface design so that they can be fixed during an iterative design process. It is the most widely used inspection method; it is inexpensive, intuitive, and easy to use compared to other evaluation methods, and it does not require pre-planning [35]. In heuristic evaluation, the interface is examined by a small group of evaluators and checked for compliance with established usability guidelines. According to Nielsen [36], the recommendation for a heuristic evaluation is three to five people. A heuristic evaluation session for a single evaluator typically takes one to two hours. For larger or more complex interfaces with a significant number of dialogue pieces, longer evaluation sessions may be required; however, it would be preferable to break the evaluation into numerous smaller sessions, each focusing on a different aspect of the interface. The main goal of heuristic evaluation is to identify usability problems in user interface design using ten (10) established heuristic principles [37].

Heuristic evaluation is a testing method based on the characteristics of reusability of the system in terms of user interface design, which enables fast and effective problem solving and decision making. Heuristic evaluation is an approach used in this case to identify a set of usability criteria of the motion templates and 3D model for FDs, for example, in cases where the criteria do not meet user requirements. The heuristic evaluation is used to successfully improve the design. By having the design perform a series of activities, the evaluator can assess how well it meets the standards for each stage [38]. In the testing in this application, heuristic evaluation is performed in accordance with the ten Nielsen principles, which include visibility of system state, consistency with the real world, user control and freedom, consistency and standards, error prevention, recognition, flexibility and efficiency of use, aesthetic and minimalist design, helping users detect, diagnose, and fix errors, and help and documentation. The authors plan to evaluate the application using heuristics, which is supported by the above description.

The goal of the heuristic evaluation is to identify as many usability issues as possible in the development of the motion templates and 3D model character for FDs. The feedback from the experts is important to design and develop good motion templates and 3D model characters for FDs. To achieve this, a heuristic evaluation procedure is performed in this step:
a) Distribute an online questionnaire and video clip via email before conducting a testing session.

b) Schedule a 2-hour appointment with the experts to conduct the assessment.

c) The experts provide their feedback via online questionnaires.

d) The results obtained are analysed and used to develop a framework and prototype.

In summary, heuristic evaluation is the most widely used inspection methodology; it is inexpensive, intuitive, and easy to use compared to other evaluation methods, and does not require advance planning [35].

III. DATA COLLECTION AND ANALYSIS

MoCap can generate raw FD motion data based on expert movements. The trajectories of the motion data can be collected and analyzed in a variety of file formats such as FBX, SKL, BVH, CSV, etc., which can be used in 3D software. Observing the keyframes for each motion is critical to ensure that the motion data is rendered as accurately as possible with few anomalies. Having the correct and accurate motion data is important for creating motion templates that can be used in a variety of areas.

Once the motion templates are created, the verification analysis of the created motion templates can be performed to maintain the level of efficiency, accuracy, and satisfaction. The appropriate tool or procedure to verify the created motion templates is heuristic evaluation. The data collected by the FDs experts can be analyzed to verify the created motion templates.

In order to use the motion templates in certain platforms such as virtual reality, augmented reality, animation, simulation, games, etc., verification analysis must be performed for FDs motion templates with 3D characters.

The evaluation of VR, AR, animation, simulation, and game platforms can also be tested using the Technology Acceptance Model (TAM) and the Unified Theory of Acceptance and Use of Technology (UTAUT). TAM and UTAUT are both widely used models in the field of technology acceptance and adoption.

TAM is a theoretical model that explains how users perceive and adopt new technologies [39]. The model was originally proposed by Davis in 1989 and later modified by Venkatesh and Davis in 2000. According to TAM, two main factors influence user acceptance of technology: perceived usefulness (PU) and perceived ease of use (PEOU) [40]. PU refers to the extent to which a user believes that using the technology will improve his/her job performance, while PEOU refers to the extent to which a user believes that using the technology will be easy and effortless. The model suggests that PU and PEOU are the most important determinants of a user's attitude toward technology, which in turn affects his or her intention to use it [41].

UTAUT is a model that explains the factors that influence user acceptance and use of technologies [39]. The model was developed by Venkatesh et al. in 2003 [42] and is based on four key factors: performance expectancy (PE), effort expectancy (EE), social influence (SI), and facilitating conditions (FC). PE refers to the extent to which a user believes that using the technology will improve his/her job performance, while EE refers to the extent to which a user believes that using the technology will be easy and effortless. SI refers to the extent to which a user believes that influential people in his or her life believe that he or she should use the technology, while FC refers to the extent to which a user believes that he/she has the resources and support necessary to use the technology [42].

IV. EXPECTED RESULTS AND DISCUSSION

By implementing the approaches proposed in this research, the expected results can be presented and discussed in detail.

Using the proposed framework, the digitization of different types of FDs can be implemented using MoCap. MoCap technology captures movements with high precision, allowing detailed analysis of the specific body movements and gestures characteristic of FDs. This information can be used to create templates for movement patterns that can be used as references by dancers, choreographers, and researchers [16]. The proposed framework provides suggestions and guidelines for conducting research to create movement templates for FDs.

Moreover, the creation of motion templates for FDs is very important for the future generation. With the motion templates, this kind of valuable intangible cultural heritage can be preserved, conserved, and bequeathed to future generations [43]. Preservation, conservation, and inheritance can be done through various platforms such as virtual reality, augmented reality, simulation, film, animation, games, e-learning, etc. The representation of FDs on these platforms may be able to attract people and introduce them to FDs.

The movement templates can also be used to standardize the teaching and performance of folk dances. By creating movement templates that represent the correct movements and gestures, dancers can learn the dances more efficiently and accurately. This can also help maintain consistency in performances by ensuring that the dances are presented in the same way each time they are performed [16].

At the same time, the movement templates of local FDs can be copyrighted to formally register them as local intangible cultural heritage. This is because the appearance of the motion templates shows their uniqueness and innovativeness compared to the existing local FDs.

It may also be associated with collaboration and cooperation with other third parties. In many cases of local FDs, the experts are outsiders or come from different organizations. In addition, the movement templates created may themselves attract the creative content industry. This may provide an opportunity for commercialization of the created movement templates.

V. CONCLUSION

This paper presents and discusses in detail the framework proposed in this study for the creation of movement templates
of FDs with MoCap for the preservation and conservation of intangible cultural heritage. This framework includes conducting acquaintance meetings, procedures and approval, interviews and implementing experiments and proposed workflow. The findings from this framework are important and inter-relevant to obtaining the desired information.

The acquaintance meetings can be in the form of documentation and identification of experts that are important to gather the information about the local FDs present in certain areas. Letter of intent for conducting the research at the potential sites/locations, Invitation letter for conducting the fieldwork, Request for Verification of Motion Templates and Application for copyright are important to ensure the eligibility of the research conducted especially when law and confidential issues are involved. Meanwhile, the interviews are also important to get an overview of the types of FDs studied such as background, history, founders, and types of movements. Clarification of the purpose of the study and the experiments to be conducted can also be discussed with the experts. The workflow proposed in this study includes MoCap, skeleton generation, refined skeleton, and evaluation models.

For future work, this study is willing to apply the research approaches proposed in this paper to build the motion templates for local FDs in Malaysia. In Malaysia, FD has been registered and categorized as a performing art under Intangible Cultural Heritage. There are many FDs in Malaysia such as Tarian Gamelan, Tarian Piring, Tarian Zapin, Tarian Mak Yong, Tarian Sumazau, Tarian Ngajat, Tarian Kipas, Tarian Kathak, Tarian Kuda Kepang and others. It is expected that the implementation of the familiarization meetings, procedures and approval, interviews, experiments, and framework will fulfill the goals of facilitating the digitization of FDs and the preservation and conservation of this type of valuable intangible cultural heritage.
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Abstract—Due to the growing need to use devices with low hardware resources in everyday life, the likelihood of their susceptibility to various cyber-attacks increases. In this regard, one of the methods to ensure the security of information circulating in these devices is encryption. For devices with small hardware resources, the most applicable is low-resource (lightweight) cryptography. This article introduces a new lightweight encryption algorithm, ISL-LWS (Information Security Laboratory – lightweight system), designed to protect data on resource-constrained devices. The encryption algorithm is implemented in the C++ programming language. The paper presents the statistical properties of ciphertexts obtained using the developed algorithm. For the experimental testing for statistical security, the sets of statistical tests by NIST and D. Knuth were used. Separately, the ISL-LWS algorithm was tested for avalanche effect properties. The obtained results of statistical tests were compared with the Present and Speck modern lightweight algorithms. The study and comparative analysis of the speed of encryption and key generation of the three algorithms were carried out on the Arduino Uno R3 board.

Keywords—Lightweight block cipher; S-box; linear transformation; avalanche effect; IoT devices; RFID tags; null hypothesis; NIST tests; D. knuth tests

I. INTRODUCTION

The main directions of the development of cryptography are largely associated with the development of communications and information technology. It is the progress in these areas that has made possible the widespread use of compact devices with low computing power that have access to the Internet and implement the concept of the Internet of Things (IoT) [1][2]. Examples of such devices are radio frequency tags (RFID), automated process control systems (SCADA), wireless sensors, electronic personal identification tools, etc. [3].

Lightweight ciphers are often less secure than traditional ciphers such as AES. This is because lightweight ciphers are optimized for high speed and low power consumption, not maximum security.

As defined by the US National Institute of Standards and Technology (NIST), lightweight cryptography is a sub-category of cryptography that aims to provide solutions for high-growth applications that make extensive use of low-power smart devices [4][5]. Modern cryptographic algorithms can work well on computers, servers, and some mobile phones, but IoT devices, smart cards, and RFID tags require the use of lightweight cryptographic algorithms [6].

When building lightweight block encryption algorithms, the following architectural solutions are used [7]:

- Reduction of the block size from 128 bits to 64 bits;
- Use of keys 64, 80, and 128 bits long;
- Use of 4-bit S-boxes instead of 8-bit ones;
- Use of a simplified key schedule.

Designing algorithms based on well-studied and widely used operations that perform elementary linear/nonlinear transformations.

When creating lightweight block ciphers, the following structures are used [8]:

- Feistel network;
- Substitution-permutation network (SP-network) using substitution boxes of small length;
- LRX-structure (logical operations, rotate left (right) shift, and addition modulo 2);
- ARX-structure (addition modulo 2ⁿ, rotate left (right) shift, and addition modulo 2).

One of the main issues in lightweight cryptography is achieving a balance between security, efficiency, and cost. Obviously, optimizing a lightweight cipher to achieve high speed can weaken some of its security properties, and the algorithm will be more vulnerable to some attacks. Therefore, when developing a lightweight cipher, the first step is to determine the requirements for its security and limited resources, taking into account the scope of its application. When developing the encryption algorithm, the authors tried to balance security and speed.

This article presents a new lightweight symmetric block cipher algorithm ISL-LWS and its statistical analysis. The scientific novelty of the proposed algorithm is the SP transformation, which is performed in parallel by linear (P-box) and non-linear (S-box) cryptographic primitives, where two S-boxes are used simultaneously. This procedure makes it possible to increase the degree of non-linearity and data confusion in fewer rounds. An overview of related work is presented in the next Section II. Section III presents the developed algorithm, which is designed according to the Feistel network and includes linear and non-linear transformations that provide a high level of diffusion and confusion. The round key schedule algorithm is also presented.
here. The results and discussion of the statistical tests are presented in Section IV. In addition, this section describes data on the hardware-software implementation of the algorithm and comparative performance analysis. Section V presents the conclusion, where the results of the work are indicated.

II. RELATED WORK

To date, a fairly large number of lightweight block encryption algorithms based on SP networks and Feistel networks are known [9]. Both approaches have their advantages and disadvantages in the context of constructing algorithms in conditions of limited resources. Lightweight block ciphers are represented by the following algorithms: Present [10][11], Clefia [12], Katan [13], Simon [14], Speck [15], Secure IoT (SIT) [16], etc.

A study by Xin Xin Fan et al. (Fan et al. 2013) introduced a lightweight WG-8 encryption algorithm of the Welch-Gong family of stream ciphers, adapted for devices with low hardware resources [17]. Typically, some of them have been improved and developed by simplifying block ciphers to improve their performance. For example, DESL which is also known as lightweight DES, is a variant of classic DES. The main difference between the DESL cipher and the DES algorithm is that the former uses one S-box instead of eight ones, which reduces the ROM requirements for storing tables by eight times.

The lightweight encryption algorithm Present [18] is described in the article by L.K. Babenko, D.A. Bespalov, O.B. Makarevich, R.D. Chesnokov, and Yu.A. Trubnikov. The authors of this article have developed a software implementation and synthesized it into a hardware unit for a system on a chip within the framework of the requirements for low-resource cryptography, having obtained a sufficiently effective solution for its application in devices. In 2012, the ISO and IEC organizations included the Present algorithm in the international standard for lightweight encryption ISO/IEC 29192-2:2012.

Speck is a block lightweight encryption algorithm developed by the US National Security Agency. Speck is one of the fastest in lightweight cipher benchmarks, but its performance is highly dependent on architecture. Speck supports several block and key sizes. The block length can be 32, 48, 64, 96, and 128 bits. The key length depends on the block size. The range of key sizes is 64, 72, 96, 128, 144, 192, and 256 bits. The number of encryption rounds depends on the block size and the key. The range of rounds is 22, 23, 26, 27, 28, 29, 32, 33, and 34. Speck is standardized by ISO within the RFID air interface standard [15].

In a study by Muhammad Usman et al. 64-bit block lightweight encryption algorithm SIT [16] with a key length of 64 bits is considered. The architecture of the algorithm is a mixture of a Feistel network and an SP network. Conducted studies show that the algorithm provides significant security after five rounds of encryption.

Thus, R&D on the development and study of lightweight encryption algorithms is relevant.

III. LIGHTWEIGHT ENCRYPTION ALGORITHM ISL-LWC

The block diagram of the proposed ISL-LWC lightweight block encryption algorithm is shown in Fig. 1.

The main parameters of the algorithm:

- block length – 64 bits;
- key length – 80 bits;
- number of encryption rounds - 16.

The algorithm uses SP transformation, modulo 2 addition (XOR operation), rotate shift, and non-linear transformations in the form of S-boxes (S).

![Fig. 1 Scheme of the encryption algorithm.](image)

The encryption process consists of 4 stages:

Stage 1. A 64-bit plaintext block is added to the round key modulo 2 (XOR operation). Next, the resulting 64-bit block is divided into 4 subblocks of 16 bits each (the subblocks are numbered from left to right).

Stage 2. The 1st input subblock is rotated by 5, then the obtained value of the 1st input block is summed (XOR operation) with the 2nd subblock, and the resulting values are swapped in accordance with the scheme and go through SP transformations.

Stage 3. The 3rd and 4th sub-blocks go through the transformation S and then are added (XOR operation) with the results obtained at Stage 2 according to the scheme.

Stage 4. The results of Stages 2 and 3 are swapped according to the scheme of the encryption algorithm.

1) SP transformation: The SP transformation (Fig. 2) consists of non-linear 4-bit substitutions S-box1 and S-box2 (Tables I, II) and a linear bit permutation P-box (Table III). The methods for obtaining S-box1 and S-box2 are shown in [19]. The transformations above make it possible to perform confusion and diffusion.
IV. STATISTICAL ANALYSIS OF CIPHERTEXTS

One of the main ways to test a block encryption algorithm for security is to conduct statistical analysis since most cryptographic attacks are based on the search for statistical vulnerabilities in the ciphertext.

To test sequences for randomness, there are a large number of algorithms, and for the convenience of checking sequences, software products have already been implemented that contain some sets of tests. Among them, the most common are the tests proposed by NIST, DIEHARD, CRYPT-X, D. Knuth, and others [20].

For statistical analysis of ciphertexts obtained using the ISL-LWC, Present, and Speck encryption algorithms, the NIST and D. Knuth test sets were used.

1) NIST statistical tests: NIST has developed a number of statistical tests which are based on the task of calculating a statistic that characterizes a certain property of a sequence compared with a reference statistic. Reference statistics are obtained mathematically, which is the subject of many theorems and scientific papers on cryptography, probability theory, and number theory. NIST tests have already been used to study the output sequences of cryptographic systems [21]. The tests are based on the concept of the null hypothesis. The null hypothesis is the assumption that there is some relationship between the occurrence of numbers. In other words, the null hypothesis is the assumption that the sequence is truly random (the symbols of which appear equally likely and independently of each other). Therefore, if such a hypothesis is true, then the encryption algorithm will perform well statistically.

To obtain the results of testing ciphers 15 NIST statistical tests were used: frequency bit test, frequency block test, test for a sequence of identical bits, test for the longest sequence of ones in a block, test for binary matrix ranks, spectral test, test for matching non-overlapping patterns, overlapping pattern matching test, Maurer’s universal statistical test, linear complexity test, periodicity test, approximate entropy test, cumulative sums test, arbitrary variance test, and another arbitrary variance test [22].
To study the statistical security of the ISL-LWC, Present, and Speck encryption algorithms using NIST tests, each algorithm encrypted 20 files, differing in size, on five different keys. As a result, 100 files were encrypted with each algorithm. The number of successfully passed NIST tests and a comparative analysis of the ISL-LWC, Present, and Speck encryption algorithms are shown in Fig. 5.

In each test, a so-called P-value is calculated, which indicates the level of randomness. If the P-value = 1, then the sequence is perfectly random, and if it is zero, then the sequence is completely predictable. Next, the P-value is compared with the threshold level of randomness $\alpha$, and if it is greater than $\alpha$, then the null hypothesis is accepted and the sequence is recognized as random, otherwise, it is recognized as non-random.

In the tests, $\alpha = 0.01$ is assumed. Therefore:

- If the P-value $\geq 0.01$, then the sequence is considered random with a confidence level of 99%;
- If the P-value $< 0.01$, then the sequence is considered non-random with a confidence level of 99%.

As a result of the study and comparative analysis of the three encryption algorithms according to NIST tests, it was found that the percentage of successfully passed tests by algorithms is: ISL-LWC – 99%, Present – 97.5%, Speck – 97%. From the obtained results, we can conclude that the ISL-LWC algorithm satisfies the statistical security criteria.

2) Statistical tests by D. Knuth: One of the first sets of statistical tests was proposed by D. Knuth in 1969 and described in his classic work "The Art of Computer Programming". D. Knuth's set contains such tests as the serial test, gap test, poker test, coupon collector test, permutation test, monotonicity test, and correlation test. The tests are based on the chi-square ($\chi^2$) statistical test. The calculated value of the statistic is compared with the tabular results and, depending on the probability of occurrence of such a statistic, a conclusion is made about its quality [23]. Among the advantages of these tests are their small number and the existence of fast execution algorithms. The disadvantage is the uncertainty in the interpretation of the results [24].

To study the statistical security of the ISL-LWC, Present, and Speck encryption algorithms using the D. Knuth tests, we encrypted with each algorithm the same 100 files that were checked using the NIST tests. The number of successfully passed the tests by D. Knuth and a comparative analysis of the ISL-LWC, Present, and Speck encryption algorithms are shown in Fig. 6.

As a result of the study on the tests of D. Knuth and a comparative analysis of the three encryption algorithms, it was found that the percentage of successfully passed tests by the algorithms is 93.5% for ISL-LWC, 99% for Present, and 99% for Speck. From the obtained results, we can conclude that the ISL-LWC algorithm satisfies the statistical security criteria.
3) Study of statistical security indicators: For the study of statistical security, the following indicators were considered:

- average number of output bits that change when one input bit changes (avalanche effect);
- degree of completeness ($d_c$);
- degree of avalanche effect ($d_a$);
- degree of strict avalanche criterion ($d_{sa}$).

They are considered for various numbers of cycles and randomly taken encryption keys. The definition of the above indicators is presented in [25].

The essence of the experiment is to evaluate the depth of the avalanche effect of the ISL-LWC encryption algorithm, which is determined by the number of encryption rounds. The experiment was carried out on 100, 1000, and 10,000 blocks of ciphertext obtained using the ISL-LWC algorithm. Table IV presents the results of the assessment of the statistical security indicators of the ISL-LWC cipher.

### Table IV: Results of the Assessment of Statistical Security Indicators of the ISL-LWC Cipher

<table>
<thead>
<tr>
<th>Round number</th>
<th>$D_{min}$</th>
<th>$D_{max}$</th>
<th>$d_w$</th>
<th>$M_{min}$</th>
<th>$M_{max}$</th>
<th>$m_w$</th>
<th>$d_c$</th>
<th>$d_a$</th>
<th>$d_{sa}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ISL-LWC (100 blocks)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.00</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>2</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
</tr>
<tr>
<td>5</td>
<td>2.05</td>
<td>2.05</td>
<td>2.05</td>
<td>2.05</td>
<td>2.05</td>
<td>2.05</td>
<td>2.05</td>
<td>2.05</td>
<td>2.05</td>
</tr>
<tr>
<td>6</td>
<td>15.5</td>
<td>15.5</td>
<td>15.5</td>
<td>15.5</td>
<td>15.5</td>
<td>15.5</td>
<td>15.5</td>
<td>15.5</td>
<td>15.5</td>
</tr>
<tr>
<td>7</td>
<td>14.8</td>
<td>14.8</td>
<td>14.8</td>
<td>14.8</td>
<td>14.8</td>
<td>14.8</td>
<td>14.8</td>
<td>14.8</td>
<td>14.8</td>
</tr>
</tbody>
</table>

ISL-LWC (1000 blocks)
Encryption and key generation on the Arduino Uno R3 board completely confused.

In [25] Arduino IDE version 2.0.0-rc3 was used to compile and upload the source code of lightweight encryption algorithms to the Arduino Uno R3 board (Fig. 8).

The three encryption algorithms (Speck, Present, and ISL-LWC) were implemented by the staff of the Information Security Laboratory of the Institute of Information and Computing Technologies of the Committee of Science of the Ministry of Science and Higher Education of the Republic of Kazakhstan (RK MSHE CS IICT ISL) in the high-level programming language C++.

The tests were carried out on open-source software platforms developed by the US National Institute of Standards and Technology in order to unify, simplify, and speed up the testing of lightweight cryptographic algorithms.

The results of the study and comparative analysis of the Present, Speck, and ISL-LWC algorithms are shown in Table V.

TABLE V COMPARATIVE ANALYSIS OF THE ALGORITHMS BY THE TIME OF ENCRYPTION AND KEY GENERATION

<table>
<thead>
<tr>
<th>Encryption algorithm</th>
<th>Key size, bits</th>
<th>Plaintext block size, bits</th>
<th>Encryption time, µs</th>
<th>Key setting time, µs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Present</td>
<td>80</td>
<td>64</td>
<td>2111.56</td>
<td>1541.31</td>
</tr>
<tr>
<td>Speck</td>
<td>96</td>
<td>64</td>
<td>16.90</td>
<td>1320.69</td>
</tr>
<tr>
<td>ISL-LWC</td>
<td>80</td>
<td>64</td>
<td>108.59</td>
<td>275.12</td>
</tr>
</tbody>
</table>

Results of the study and comparative analysis of the time of encryption and key generation on the Arduino Uno R3 board.

Encryption time testing for three encryption algorithms Speck, Present, and ISL-LWC was carried out on the Arduino Uno R3 board (Fig. 7).

- main features of Arduino Uno R3;
- microcontroller - ATmega328;
- clock frequency - 16 MHz;
- operating voltage - 5 V;
- flash memory - 32 MB;
- RAM - 2 Kb.
As a result of a comparative analysis of Table V, it was found that the proposed encryption algorithm works faster than Present, and when scheduling round keys, it is 6 and 5 times faster than the algorithms under consideration, respectively.

V. CONCLUSION

Lightweight encryption algorithms are considered a relatively new direction in the development of symmetric cryptography. This need arose as a result of the emergence of a large number of devices with little computing power and memory. Therefore, there was a need to develop algorithms that can provide a sufficient level of security with minimal use of resources.

This paper provides a brief literature review of existing lightweight encryption algorithms. A new lightweight block encryption algorithm ISL-LWC, developed by the staff of the RK MSHE CS ICT ISL, is presented.

The cryptographic properties of the developed algorithm were studied using the evaluation of the "avalanche effect" and statistical tests. Based on the work carried out, it was found that the proposed encryption algorithm is effective in providing a good avalanche effect, and the encrypted data is close to random and is statistically safe.

The developed algorithm is implemented in software and hardware on the Arduino Uno R3 board. A study and comparative analysis of the encryption and key generation time with the well-known lightweight algorithms Present and Speck have been carried out.

The obtained test results allow us to conclude that the ISL-LWC cipher is generally not inferior to these two well-known lightweight algorithms. Further study of the cryptographic properties of this algorithm by other methods, such as linear and differential cryptanalysis, etc., will be continued. The results will be presented in subsequent papers and used to improve the proposed algorithm.
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Abstract—Artificial intelligence technologies can effectively analyze the public opinions from social-media platforms like twitter. This study aims to employ the AI technology and big data to explore and discuss the common issues of asthma that patients share on Twitter platform in Arabic communities. The data was acquired using the Twitter API version 2. Latent Dirichlet Allocation was used for grouping data into two clusters which provide information and tips about the treatment and prevention of asthma and personal experiences with asthma, including symptoms, diagnosis, and the negative impact of asthma on the quality of life. Sentiment analysis and data frequency distribution techniques were used to analyze the data in both clusters. The data analysis of first indicated that individuals are interested in learning about different ways to treat asthma and potentially finding a permanent solution. The data analysis of second cluster indicated the existence of negative sentiments about asthma, which also included religious expressions for improving the condition. The study also discussed the differences in expressions among Arabic communities and other communities.
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I. INTRODUCTION

More than 350 million people worldwide suffer from asthma, which is one of the serious public health concerns [1]. Due to changes in the environment and in people's lifestyles, its prevalence and consequences are growing in urban areas and increasing around the world. It is the most prevalent chronic childhood condition as well as one of the most expensive healthcare expenditures.

One of the most prevalent forms of reactive airway disease is asthma, which is also associated with a higher risk of death and permanent impairment [1]. Atopic dermatitis and genetic predisposition mix with eosinophilic inflammation and ongoing exposure to environmental factors, particularly molds and pollution can cause progressive lung dysfunction. Also, due to greater understanding of the biology of the disease and therapeutic advancements, asthma-related mortality has decreased over the past few decades; nonetheless, more research and efforts are required to lower asthma-related death and disability. Also, it's estimated that asthma killed more than 1000 individuals worldwide [1].

The design and delivery of healthcare systems for the management and understanding of various chronic diseases like obesity [2–4], diabetes [5–8], and asthma have been accelerated by the rapid growth of technologies, smart mobile devices, robotics, and social networks in telecommunications and the internet. A new virtual world was created as a result of the technological revolution; social networks now allow users to contact with friends and other people regardless of where they are in the world (geographically, politically, or economically). Globally, over 4.7 billion people use social networks, according to Statista [9], and this number is only anticipated to grow as mobile device use and mobile social networks gain popularity.

Twitter is one of the most commonly used social networks worldwide. It currently ranks as one of the leading social networks worldwide based on active users, according to recent social media industry statistics [9]. Twitter had 347.3 million monetizable daily active users worldwide as of the fourth quarter of 2020 [9]. Registered users can read and post tweets via the update feed, as well as follow other users [9]. This huge volume of posts on twitter platform provides billions of raw data that can be used for many purposes like research and business.

Big data is a term used to describe the enormous volume of both structured and unstructured data that regularly inundates a business [10]. Social networks in general are known as the most well-liked sources of big data. For example, each tweet posted on by a Twitter account includes multitudes data input [Twitter account Id, Number of followers, Number of retweets, and Number of favorites etc.], all of which could be collected for each tweet, generating a huge volume of data in short time as the stream of data increase rapidly within seconds. Recently, artificial intelligence [AI] technology that uses huge volume of raw data has become one of the useful sources of information regarding people impressions/opinions about many events such as politics, social developments, pandemic etc.

AI technologies aid in the analysis of huge data, assisting decision-makers in their commercial decisions or governments in gaining insight into the views of the populace in their nation regarding a social, political, or economic issues. Sentiment analysis is a type of contextual text mining that can identify and extract subjective knowledge from various sources of information [11]. By monitoring online conversations, it assists a business in understanding the social perceptions of its brand, product, or service. As a result, the health sector participate in this virtual society as some patients share their experiences with the diseases they have and as some doctors have social media accounts and share clinical information with the public.

Using AI technologies for analyzing twitter conversations can be observed in healthcare research in different contexts.
For instance, twitter data was analyzed in [12] to understand the Covid-19 vaccine hesitancy, and the results revealed that potential side effects and vaccine safety were identified to be the major concerns among the public. Similarly, BERT-based supervised learning approach was used for analyzing over 31 million Covid-19 related tweets for self-disclosure in [13]. The study [13] found that users intentionally self-disclose and associate with similarly disclosing users for social rewards. Similarly, by analyzing HIV-related tweets [14] and diabetes-related tweets [15], recent research indicated that twitter discussions analysis can help in understanding nuanced public opinions, beliefs, and sentiments; and therefore, the decision-makers need to proactively use Twitter and other social media for understanding public health concerns. This is evident from a study conducted in Australia in 2019 [16]. A thunderstorm asthma outbreak in Melbourne, Australia, in 2016 led to over 8,000 hospital admissions in a matter of hours, which is a typical acute illness occurrence. A strategy based on the amount of time between events was suggested in this study since the time to respond to acute disease events is limited. Out of 18 experiment combinations, the results showed that three were able to identify the thunderstorm asthma outbreak up to nine hours ahead of the time specified in the official report, and five were able to identify it before the initial news report. The results of these studies [12-18] show the significance of Twitter monitoring and discuss conversational trends and prevailing attitudes that predominate in online social networks during a health crisis. In relation to twitter analysis of Asthma, previous studies [19-21] suggested the need for extensive research on using big data the asthma's contents in different contexts. To the best of authors' knowledge, there is no study about asthma issues in Arabic communities. Therefore, this study aims to employ the AI technology and big data to explore and discuss the common issues of asthma that patients share on Twitter platform in Arabic communities.

The remainder of the paper is organized as follows. Section II includes a review of related work. Section III describes the used methodology to develop the study. Section IV illustrates the outcomes and studies the results; and Section V discusses the results achieved while Section VI summarizes findings and outlines direction for future work.

II. RELATED WORKS

Asthma is one of the most common chronic health problems that have a significant negative influence on both society and an individual's well-being [1]. To create an epidemiological framework that can depict the condition's prevalence and patients' perceptions of that condition across multiple geographies, it is essential to integrate various large-scale data sources. Moreover, the number of social media applications has substantially increased over the last decade [20]. Twitter is a critical interactive venue for research information because statistics show that more than 80% of internet users look for health information online [9]. Social media is now being used by both patients and carers for support and information. They rely on social media for information and feedback from others to get the latest news and information on medications and treatments. Some even create and join online groups to provide support to each other.

In the contemporary era, Twitter was utilized in the health sectors, for example, to track and predict the spread of influenza [23-26]. It's also used to keep track of pharmaceutical side effects and understand the well-being of military populations [27], as well as to monitor the side effects of pharmaceuticals [28, 29]. These studies indicate the importance of social media data in public health, refining the target hypothesis' query lexicon and lowering the amount of noise in the extracted data. Despite the potential benefits, it is believed the following challenges explain why prior social media sensing experiments in public health have been short-lived or limited in scope. For example, [24] and [25] track influenza throughout a one- and two-month period, respectively. Moreover, the study in [27] investigates the harmful effects of medication over a six-month period. In terms of geographical coverage, just a few cities are examined in [24], and the transmission of influenza is studied at the national level rather than at the state or county level in [25]. Moreover, a study developed in 2013 [19] aimed to present Natural Language Processing-based Content Analysis research to aid with Asthma syndromic surveillance on Twitter. They used the Twitter API to get a big number of Tweets. Asthma and various misspellings of that word were among the search results, as were phrases for common medical devices linked with Asthma, such as "inhaler" and "nebulizer," as well as names of prescription medicines used to treat the illness, such as "albuterol" and "Singulair". Annotating the content of a randomly selected subset of these Tweets [N=3511] was done using an annotation scheme that coded for the following elements: the Asthma Symptom Experience [Self, Family, Friend, Named Other, Unidentified, and All-Non-Self, which was the union of these last four categories]; aspects of the type of information being conveyed by each Tweet [Medication, Triggers, Physical Activity, Contacting of a Medical Practitioner]. With the unigram model, SVM with 10-fold cross-validation achieved the highest prediction accuracy. Non-English, Self, All-Non-Self, Medication, Symptoms, and Spam were the categories with the highest reduction in classification error when utilizing the unigram model. For the unigram model, most of these categories demonstrated very high Precision and very high Recall. Surprisingly, the Unigram model performed significantly better than the bigram model, implying that individual words in these Tweets were more reliably predictive of content than pairs of words, which were less common. Authors concluded that using social media, such as Twitter, to undertake surveillance for chronic illnesses like Asthma is a promising method.

Moreover, another recent study [20] looked at the digital footprints [or "sociomes"] of asthma stakeholders on Twitter to see how they communicated online. Symplur Signals were used to collect tweets containing the word "asthma" and the hashtag #asthma. The characteristics of usage and tweets were examined between the words "asthma" and the hashtag #asthma, and then between four stakeholder groups: clinicians, patients, healthcare organizations, and industry. Authors found that with fewer people and tweets each month, the #asthma sociome was substantially smaller than the "asthma" sociome. The #asthma sociome, on the other hand, had a better correlation with asthma seasons and was less vulnerable to profanity and viral memes. Consequently, between April 2015
and November 2018, 308,370 individuals tweeted 695,980 times for the #asthma sociome. Clinicians accounted for 16% of tweets, patients for 9%, healthcare organizations for 22%, and industry for 0.3 percent. However, authors recommended that further research could aid in improving health-care communication and guiding patient and provide education.

In a different context, a recent study [21] focused on analyzing the most popular tweets and the quality of the links posted, and to determine what factors influence the debate about asthma on Twitter. The authors used Symplur Signals to extract data from Twitter, analyzing the top 100 most shared tweets and the top 50 most shared links with the hashtag #asthma. Each website's content was evaluated using an Asthma Content score, as well as validated DISCERN ratings and HONCode standards. They found out that the top 100 asthma-related tweets received 16,044 likes and were shared 10,169 times. Non-healthcare individuals accounted for 20 of the top 100 tweets, non-healthcare organizations accounted for 16, and doctors accounted for 14. There were 62 educational tweets among the top 100, 11 research-related tweets, ten political tweets, and 15 promotional tweets among the top 100. Moreover, the top 50 links were shared a total of 6009 times [median number of shares 92 (range 60-710)]. The most prevalent type of link was found to be instructional content (42%), followed by research papers (24%), promotional websites (22%), and political websites (12%). The Asthma Content ratings of educational links were higher than those of other links (p=0.005, ps .05). For all sorts of linkages, all three scores were poor. Only 34% of sites passed the HONCode criteria, and only 14% were found to be of good quality by the DISCERN score. The authors concluded that majority of tweets with the hashtag #asthma was educational. However, most top Twitter links rated low in terms of asthma content, quality, and trustworthiness.

A recent study [30] the impact of socio-cognitive factors on adherence to asthma medication using traditional mixed methods (interviews and twitter content analysis) and machine learning, found that some perceptions are more freely expressed on social media such as Twitter, than in the laboratory setting. Therefore, twitter data may be more reliable for understanding of public perceptions of asthma and its relevant factors compared to laboratory/hospital data in few instances. It should be noted that all studies refer to main role of tweets contents on understanding more about asthma while some studies recommend to do more search about the tweets contents towards asthma. However, this study is an attempt to contribute in adding a value to the understanding of tweets contents about asthma in Arabic communities.

III. METHODS

The study method occurred in the following phases, as shown in Fig. 1: data collection, data preprocessing (cleaning), sentiment analysis, and frequency distribution.

A. Data Collections

The data was acquired using the Twitter API version 2, premium version, which offers several additional features above the regular API version. The premium version of the Twitter API allows users to collect data from the previous 30 days. However, to enable the collection of data in excel sheet format, a python script was created. As search keywords, two separate terms [Asthma, asthmatic] were utilized. These hashtags were picked because they are popular on Twitter. User ID, user location, tweets, account followers, favorites, and retweets are all collected and kept in an excel sheet for further statistical research. One hundred thirty thousand (130,000) tweets including words asthma or asthmatic have been collected.

B. Data Clustering using Latent Dirichlet Allocation [LDA]

A statistical modeling technique called topic modeling can be used to identify the general "themes" that appear in a group of texts. A topic model such as Latent Dirichlet Allocation [LDA] is used to categorize text in a document to a certain topic. It creates a topic per document model and a words per topic model using Dirichlet distributions as the modeling framework.

C. Data Processing and Cleaning

In order to make the data clear, the following steps are followed: (1) personal interview, authors review all tweets and remove tweets that have no relation to asthma. (2) Python scripts were used to remove all tweets that include links or URLs because some of those tweets refer to another reference or for advertisement of a product etc. (3) another Python script was used to remove the stopwords in Arabic language from the tweets’ contents. (4) a python script was used to tokenize tweets. Tokenization is one of the most fundamental yet crucial procedures in text analysis. Tokenization divides a stream of text into smaller pieces called tokens, which are frequently words or sentences. While this is a well-known issue with various ready-to-use solutions from popular libraries, Twitter data presents significant issues due to the language's nature.
E. Sentiment Analysis

One of the most beneficial applications of natural language processing is sentiment analysis (SA). We used “Mazajak” which is an Arabic SA system on the internet. The system is built on a deep learning model that produces cutting-edge results on a variety of datasets for Arabic dialects, including SemEval 2017 and ASTD. The existence of such a system ought to be helpful for numerous applications and fields of study that use sentiment analysis as a tool [31].

F. Data Frequency Distribution.

As it is known in every language, some words are widespread. Notably, their use in the language is crucial; they don’t usually convey a particular meaning, especially if taken out of context. Therefore, in this case of data frequency distribution, stop words were removed from each tweet using python scripts; also, removing the URL was performed.

G. Anonymity and Privacy

The data (preferred as tweets) utilized in this research is freely available on the internet. However, we decided to respect the privacy of the tweet senders. As a result, the User ID of all records were removed. Perceptions were defined as socio-cognitive elements such as opinions, beliefs, and feelings in this study, and this was also the definition of perceptions employed.

IV. RESULTS

We used LDA topic modeling to group the collected tweets into two clusters. The first cluster [cluster 0] contains tweets that provide information and tips about the treatment and prevention of asthma, including natural remedies, inhalation therapy, and the use of specific products. In contrast, the second cluster [cluster 1] contains tweets that discuss personal experiences with asthma, including symptoms, diagnosis, and the negative impact of asthma on the quality of life. There are also some tweets in this cluster that express frustration and negative feelings about asthma. In the following section we will presents and display some distributions of each cluster.

A. Cluster 0

Fig. 2 shows the distribution of sentiment in the first cluster. We can see that most of the tweets are labeled as neutral [62,366], followed by negative [32,913] and positive [6,412].

The data shows that the word "النَّاس" [asthma] has the highest frequency with 108450 occurrences, followed by "من" [from] with 52865 occurrences, and "في" [in] with 38052 occurrences.

Further analysis of the distribution reveals that the words "علاج" [treatment], "مرضى" [patients], and "مرضى" [disease] are also highly frequent, which suggests that the text or corpus is likely related to medical or health topics.

It is important to note that the distribution includes some common prepositions such as "على" [on] and "مع" [with], which may not carry significant meaning on their own but contribute to the overall frequency count.

Fig. 6 represents top 20 words frequency distribution after removing stop words. In the new distribution, the word "النَّاس" [asthma] still has the highest frequency with 109379 occurrences, but the words "علاج" [treatment] and "مرضى" [disease] have increased in frequency, suggesting that the text or corpus may be more focused on medical treatments and
conditions. Additionally, words such as "نمزضى " [for patients] and "الأطفال " [children] have been replaced with "نمزضىي " [for my patients] and "الأطفال " [kids], respectively, indicating a slight difference in phrasing.

When compared to the previous distribution with stop words, it is evident that the bigrams in the current distribution are more specific and related to the topic of asthma and its treatment. The bigrams also provide more context and information about the text or corpus, such as the prevalence of asthma patients and the use of inhalers as a treatment.

However, it is important to note that the inclusion of stop words in the bigrams may result in some noise and redundancy, as some common phrases that do not carry significant meaning may also appear frequently. Therefore, filtering for stop words may help to reduce noise and highlight the most meaningful bigrams which is presented in Fig. 8.

After removing stop words (Fig. 8), the bigram frequency distribution shows that "مزضى انزتى " [asthma patients] is still the most frequent bigram with 10366 occurrences, followed by "نمزضى انزتى " [for asthma patients] with 7330 occurrences, and "مزضى انزتى " [asthma disease] with 6315 occurrences.

Compared to the distribution with stop words, the current distribution has fewer occurrences of bigrams, indicating that filtering for stop words has removed noise and redundancy. The bigrams in the current distribution are more specific and related to asthma and its treatment, such as "علاج انزتى " [asthma treatment] and "تخاخ انزتى " [asthma inhaler].

The previous distribution is a frequency distribution of the top 20 trigrams related to the topic of asthma treatment. It appears that the most frequent trigrams are those related to the treatment of asthma, with "علاج مزض انزتى " [treatment of asthma] being the most frequent trigram, followed closely by "نزم معززى انزتى تشكم " [asthma in a way] and "مرضى الزرب بشكل " [asthma permanently]. This indicates that individuals are interested in learning about different ways to treat asthma and
potentially finding a permanent solution. Other trigrams in the list include "فً علاج انزتى" [in the treatment of asthma], "عن شفاء مرض الربى" [about asthma], and "شفاء مرض الربى" [cure of asthma]. These trigrams suggest that people are looking for information on various aspects of asthma treatment, including the effectiveness of different treatments, information on the condition itself, and potential cures.

Furthermore, the frequency of "يعانون من الربى" [suffer from asthma] indicates that many individuals are affected by this condition and are actively seeking ways to manage or treat it. Overall, the distribution provides insights into what people are interested in learning about regarding asthma treatment, with a particular emphasis on finding effective treatments and potentially a cure. In contrast, the trigram distribution focuses more on treatments for asthma, with "علاج مرض الربى" [treatment of asthma] being the most frequent trigram, and "علاج الربى" [asthma treatment] and "علاج مرض الربى" [for asthma treatment] also appearing in the list.

The distribution of the top 20 trigrams after removing stop words (Fig. 10) is different from the one without removing stop words. In this distribution, the trigrams related to asthma treatment are still present, with "علاج مرض الربى" [treatment of asthma] being the most frequent trigram. However, "مرض الربى بشكل" [asthma in a way] and "مرض الربى بشكل دائم" [asthma permanently] are replaced by "امراض الربى" [asthma final] and "الة احتفال" [asthma for containing]. This suggests that people are interested in learning about the final stage of asthma and its contents.

The trigrams related to "كسب دعوة تجلي" [winning a prayer saves you] and "كسب دعوة نهائية" [final, you win a prayer] indicate that most of the target population are believers and they are looking for a prayer that God [Allah] will help them and be cures from asthma. The trigrams related to "تساعد النبات" [helps zucchini plant] and "الكوسمة شفاء مرض" [zucchini is a cure for asthma] suggest that people may be looking for natural remedies or alternative forms of treatment for asthma. The trigrams related to "مضاد قوي للالتهاب" [powerful antioxidant] and "مضاد خاص للالتهاب" [anti-inflammatory properties] indicate that people may be interested in learning about the potential benefits of antioxidants and anti-inflammatory substances in managing or treating asthma.

Overall, the distribution after removing stop words provides a different perspective on what people are interested in learning about regarding asthma treatment. While the focus on finding effective treatments and potentially a cure remains, there is also interest in the final stage of asthma, natural remedies, and potential benefits of antioxidants and anti-inflammatory substances. The word cloud for the cluster 0 is presented in Fig. 11.

**B. Cluster 1**

Fig. 12 shows the distribution of sentiment in the second cluster. We can see that a majority of negative sentiment [68945] followed by neutral sentiment [23815], and a minority of positive sentiment [19013]. Compared to the first cluster, this cluster has a significantly higher proportion of negative sentiment, while the proportion of positive sentiment is also higher than the previous clusters. The majority of the sentiment being negative suggests that the text in this cluster contains a lot of negative or critical opinions, about personal experiences with asthma.

**Fig. 12. Sentiment distribution in Cluster 1.**

Fig. 13 shows the tweets length [number of characters] distribution.

**Fig. 13. Tweets length in Cluster 1.**
Fig. 14 depicts the tweets distribution in cluster 1. Top 20 words [including stop words] frequency distribution before removing stop words is shown in Fig. 15.

The data shows that the most frequent word in the text is "الزبتى" [asthma] with a count of 112579, followed by The words "من" [from], "الله" [God], "له" [in], and "على" [on] with 52701, 27797, 21798, 11715 occurrences respectively. The word "ما" [what] appears in the list with a count of 11285, which suggests that the text may contain questions or inquiries related to asthma.

In the new distribution, the word "الزبتى" [asthma] still has the highest frequency with 109379 occurrences, but the words "علاج" [treatment] and "مرضى" [disease] have increased in frequency, suggesting that the text or corpus may be more focused on medical treatments and conditions. Additionally, words such as "مرضى" [for patients] and "الأطفال" [children] have been replaced with "مرضى" [for my patients] and "الأطفال" [kids], respectively, indicating a slight difference in phrasing.

Fig. 16 shows the top 20 words frequency distribution after removing stop words. The most frequent word in the text is still "الزبتى" [asthma]. The word "مرضى" [my illness] appears in the list with a count of 9408, which suggests that the tweets may include personal experiences of people with asthma. The word "االطر" [dust] appears in the list with a count of 5667, which confirms that the text may be discussing asthma triggers, including environmental triggers like dust. The words "يا رب" [Oh God] and "اللهم" [O Allah] appear in the list with counts of 4724 and 4356, respectively, which suggests that some of the tweets may contain expressions of religious faith or appeals to a higher power for help with asthma management.

The most frequent bigram is "من الزبتى" [because of asthma] with a count of 12014, followed by the bigram "مرضى الزبتى" [asthmatic patients] that appears in the list with a count of 7919, which confirms that the text is discussing asthma and may contain personal experiences of people with asthma. The bigram "يعاني من" [suffers from] appears in the list with a count of 2803, which suggests that the tweets may include discussions about the challenges and difficulties of living with asthma. The bigram "يعين الله" [God help] appears in the list with a count of 2428, which suggests that some of the tweets may contain expressions of religious faith or appeals to a higher power for help with asthma management. Filtering for stop words may help to reduce noise and highlight the most meaningful bigrams which is presented in Fig. 18.

After removing stop words (Fig. 18), looking at the distribution, we can see that the most frequent bigram is "مرضى" [asthmatic patients]
The third most frequent trigram is "["asthma finally"]" with a frequency of 1603, followed by "["asthma disease"]" with a frequency of 1579. These trigrams suggest that people are discussing the long-term impact of asthma on their lives and the challenges they face in managing the disease.

Other common trigrams in the distribution include "["asthma disease problem"]["solve the problem of disease"]", and "["asthma and chest allergy"]". These trigrams suggest that people are sharing their personal experiences with the negative impact of asthma on their quality of life and seeking solutions to manage the disease.

Interestingly, the trigram "["if you suffer from"]" appears in the distribution with a frequency of 741. This trigram reflects a religious or cultural belief that asthma can be cured through divine intervention.

After removing the stop words (Fig. 20), the trigram distribution seems to be more focused on specific topics related to asthma. The most common trigrams are "["asthma is final"]["asthma and chest allergy"]", and "["asthma disease problem"]["asthma disease in the form of"]". These trigrams indicate that this cluster is more focused on discussing the negative impact of asthma on patients' lives and the difficulties associated with managing the disease.

The trigram "["asthma finally"]" appears in the distribution, indicating that this cluster includes discussions related to religious practices during the month of Ramadan. This suggests that this cluster may include personal experiences and discussions from individuals living in Islamic countries where Ramadan is observed.

Overall, the trigram distribution after removing stop words indicates that the cluster focuses on discussing the negative impact of asthma on patients' lives, including the challenges associated with managing the disease and the impact on religious practices during the month of Ramadan. The word cloud for the fists cluster in viewed in the Fig. 21.

Fig. 20. Frequency distribution of top 20 trigrams in Cluster 1 after removing stop words.

Looking at the trigram distribution, we can see that the most frequent trigram is "["they suffer from asthma"]" with a frequency of 1616. These trigrams suggest that people are sharing their personal experiences with asthma and the challenges they face in managing their symptoms.

The word cloud for the Cluster 1 is given in Fig. 21.

Fig. 21. Word cloud for Cluster 1.

It is clear that this cluster focuses on personal experiences with asthma, including symptoms, diagnosis, and the negative impact of asthma on the quality of life.
LDA topic modeling was utilized to group tweets related to asthma into two clusters. The first cluster contained tweets that provided information and tips about the treatment and prevention of asthma. The second cluster contained tweets that discussed personal experiences with asthma and the negative impact on quality of life. Further analysis revealed that the text or corpus is related to medical or health topics, with the most frequent word being "asthma." Filtering stop words resulted in more specific and related bigrams and trigrams to asthma and its treatment. The data analysis of cluster 0 indicates that individuals are interested in learning about different ways to treat asthma and potentially finding a permanent solution. It is evident that most used phrases referred to the information on asthma, its treatments for patients and kids; with a focus on natural therapy and inhalation therapy. Similar results can be observed from [19], where it was found that most referred tweets reflected inhalation, use of nebulizer, and self-medication/management procedures, indicating the informational content. In [20,21], it was identified that most of the tweets belonged to physicians and healthcare organizations presenting the educational and awareness information. Therefore, in similar other studies [19,20,21], the analysis of data from cluster 0 indicated that the social media platforms like twitter could be a useful platform for disseminating health information for creating awareness about asthma treatment and prevention practices, especially self-management procedures. Overall, the findings from cluster 0 could provide insights for healthcare professionals and researchers to develop better strategies and interventions for creating awareness in order to manage asthma.

In regard to cluster 1, the analysis of the sentiment, length, word count, and n-gram frequency distributions of the tweets related to asthma reveals important insights into the experiences and perceptions of people with asthma. Most of the sentiment in the second cluster is negative, indicating that this cluster contains a lot of critical opinions about personal experiences with asthma. The top words and bigrams suggest that people are sharing their personal experiences with asthma symptoms, diagnosis, and the negative impact of the disease on their lives. Filtering out stop words helps to identify the most meaningful bigrams and trigrams related to managing asthma symptoms and personal experiences of people with asthma. The analysis also highlights the prevalence of religious expressions by referring to God in the tweets related to asthma.

These findings indicate that people openly express negative sentiments about asthma and place significance importance on religion, indicating the impact of socio-cultural and religious factors among Arabic communities. However, analyzing the tweets in similar studies but in geographically different locations in previous studies [12-16,30], there were no references to the religion or god in asthma related tweets. Therefore, it is important to consider cultures in using the tweets for analyzing public perceptions related to healthcare services and disease management in order to formulate effective strategies for managing various conditions. In addition, analyzing twitter data can also be useful for assessing the public opinions related to the treatments, as in [12] vaccine hesitancy was highlighted for Covid-19. Similarly, the reactions to asthma treatment and prevention procedures can be assessed from tweets analysis among the public in order to effectively manage the condition. In [30], it was observed that public can more freely express their opinions on social media platforms than on DHP’s in relation to their health conditions. Furthermore, in [13], it was observed that public express their opinions on social media to gain social rewards. This is evident from the results from cluster 1 analysis, where people in Arabic communities openly expressed their religious references and beliefs; and also, the negative impacts on their quality of life. These openly expressed views can be an important source of information for healthcare decision-makers and governments during health crisis, where an outbreak can be effectively monitored, tracked, and controlled within the time as suggested in [16]. Furthermore, the twitter data analysis can also be effectively used in other critical conditions by analyzing disease specific tweets [14,15]. Furthermore, the studies [13-25,30] discussed in this article reflected varying results at different geographical locations, while few results are similar and few contrasted with the findings in this study. Therefore, the public perceptions related to asthma challenges, its management, treatment and prevention practices may differ across the regions, and it is also to be highlighted that there could be a cultural impact on these factors as observed in this study. Therefore, it is necessary for research practitioners to frequently analyze public perceptions about asthma at regular intervals at different locations to better manage the disease. Overall, the findings from cluster 1 analysis can be useful for healthcare providers and researchers in understanding the lived experiences of people with asthma and developing interventions to improve their quality of life.

VI. CONCLUSION

This study has addressed the research gaps by discussing the public opinions of asthma in Arabic communities, thus contributing to the knowledge, which can have various practical and theoretical implications. These findings can support healthcare decision-makers in Arabic communities to better understand the asthma patients’ opinions about their conditions and aid them in formulating patient-centered strategies for managing asthma. Furthermore, this study acts as a foundation or reference for future researchers in using AI technologies for analyzing public health data, especially in Arabic communities.

In conclusion, it can be observed that neutral sentiment existed in relation to asthma related information, its prevention and treatment; and negative sentiments existed on its impact on the quality of life among the Arabic communities. Although, religious/cultural influence existed in expressing the opinions and managing the conditions, it is also observed that twitter could be an effective platform for not only monitoring and controlling the disease but also to educate and create awareness among the asthma patients.
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Abstract—An accurate drug response prediction for each patient is critical in personalized medicine. However, numerous studies that relied on single-omics datasets continue to have limitations. In addition, the curse of dimensionality considers a challenge to drug response prediction. Deep learning has remarkable prediction effectiveness compared to traditional machine learning, but it requires enormous amounts of training data which is a limitation because the nature of most biological data is small-scale. This paper presents an approach that combines Bayesian Ridge Regression with Deep Forest. BRR relies on the Bayesian approach, in which linear model estimation occurs based on probability distributions rather than point estimates. It was utilized to integrate multi-omics, a feature selection that calculates the coefficient as the feature importance. DF reduces the computational cost and hyper-parameter tuning cost. The Cancer Cell Line Encyclopedia CCLE was used as a dataset to integrate the gene expression, copy number variant, and single nucleotide variant. Root Mean Square Error, Pearson Correlation Coefficient, and the coefficient of determination were used as the evaluation metrics. The obtained findings show that the proposed model outperforms Random Forest and Convolutional Neural Network regarding regression performance; it achieved 0.175 for RMSE, 0.842 for PCC, and 0.708 for R2.

Keywords—Bayesian ridge regression; deep forest; deep learning; drug response prediction; machine learning; multi-omics data

I. INTRODUCTION

Personalized medicine is a cancer therapy method that aims to find the most effective therapeutic solutions for each patient. The combination of genetic and drug-sensitivity data and the subsequent creation of drug-response associations allows for this discovery [1]. While personalized medicine is not yet utilized as a regular treatment, it is possible for most cancer patients due to the progress made in multi-omics features and drug-sensitivity testing [2]. Personalized treatment regimens based on genetics are one of the primary aims of systems medicine [3]. For the development of individualized cancer therapy treatments with a projected efficacy much above existing standard-of-care methods, the inferred models’ ability to correctly forecast a tumor's responsiveness to a medicine or drug combination might benefit that process [3]. However, there has been a lack of progress in cancer treatment based on single-omics datasets such as those generated by the Human Genome Project and the early genomic profiling of the Cancer Genome Atlas (TCGA) projects [4]. The multi-omics analysis that has gained prominence in cancer research over the last several decades may be the only way to get a comprehensive view of cancer behavior and uncover new therapeutic vulnerabilities [5].

Moreover, the “curse of dimensionality” or large p, small n, is one of the most challenging issues in drug response prediction and when dealing with omics data in general [6] in other words, having many features p. However, only a few available data instances n create a particular barrier to using early concatenation in multi-omics integration. For instance, the human genome has more than 20,000 protein-coding genes, a significant number. As a result of this integration, multi-omics datasets may easily contain more than 50,000 attributes when the genome, proteome, and transcriptome are all included. Regarding cancer data, the number of available tumor samples in a dataset is usually restricted, with cancer cohorts typically consisting of only a few hundred patient samples [5]. As a result, the features must be reduced through feature selection [7]. Feature selection works to identify the relevance of features and selects a collection of features or attributes based on a particular assessment criterion [8].

Despite the power of deep neural networks, it appears to have drawbacks [9]. To begin with, it is noted that deep neural networks require enormous amounts (large-scale data) of training data are often needed, making them inapplicable to jobs having only small-scale data. Due to the high cost of class annotation, many real-world tasks currently lack adequate labeled data [9], [10], resulting in the poor effectiveness of deep neural networks in relation to those tasks [11]. Additionally, the success of deep learning is strongly dependent on carefully tuning several hyper-parameters [12]. Consequently, Zhou [11] introduced gcForest or Deep Forest (DF), which integrates multi-Grained and Cascade Forest as a deep learning alternative. gcForest is a new decision tree ensemble technique approach that outperforms deep learning across various applications.

This paper introduced a method that combines Bayesian Ridge Regression (BRR) with Deep Forest (DF) called (BRR-DF). BRR was used to integrate multi-omics which was utilized as a feature selection method that calculates the coefficient to determine the feature importance score. BRR relies on the Bayesian approach, in which linear model estimation occurs based on probability distributions rather than point estimates. In addition to the model parameters also coming from the distribution, the response is also generated from the probability distribution. The training inputs and outputs affect the posterior probability of the model parameters.
Furthermore, Ridge was embedded with Bayesian regression to reduce model complexity and multicollinearity by shrinking the coefficients. Most omics data is considered to be small-scale data; therefore, Bayesian is suitable for these cases. It integrates the prior knowledge of the parameter (prior parameter distribution) with the observed data. DF integrates Multi-Grained and Cascade Forest, which effectively capture the local features. The cascade forests utilize a network structure inspired by a multi-layer artificial neural network to continuously improve results. DF was suggested as a deep learning alternative to reduce complexity time in hyper-parameter tuning that otherwise causes a computational cost in deep learning models.

The contribution of the proposed method can be summarized in the following two points:

- Using BRR as a feature selection method for integrating gene expression, copy number variant, and single nucleotide variant to improve drug response prediction. BRR can handle inadequate data or skewed distributed data by modeling linear regression models using probability distributions. By utilizing BRR, we aim to identify the most informative features from multiple genomic data sources and improve the accuracy of drug response prediction.

- Using DF to reduce the computational cost of hyper-parameter tuning; also, when the inputs have a high degree of complexity or dimensionality, DF can boost its representational learning capabilities to improve prediction.

The rest of this paper is organized as follows. Section 2 introduced the related work. Section 3 presented the methods and materials used in this study including datasets, framework of BBR-DP, and evaluation metrics. Section 4 elaborated results and discussion. In Section 5, the conclusion and future work were presented.

II. RELATED WORK

The current studies have introduced various machine learning techniques for predicting drug sensitivity and discovering biomarkers affecting drug response. Examples of these techniques are Support Vector Machines (SVMs) [13], Graph Networks [14], [15], Bayesian multitask multiple kernel learning [16], [17], Random Forest (RF) [19–22], and Neural Network [22] models. However, there is still a significant opportunity to improve prediction effectiveness and model generalizability regarding these computational models. Deep Learning (DL) has also been employed successfully in other drug discovery-related tasks. The prediction effectiveness of Deep Learning algorithms is comparable to, if not better, than that of the approaches for the bulk of these tasks [23]. Numerous deep learning-based techniques for drug response prediction have been proven to be successful, including DeepProfile [24], CDRscan [25], DeepCDR [14], DeepDSC [26], and GraphDPR [15].

A Bayesian ridge regression-based approach (B-GEX) was developed by Wenjian et al. [27] to infer the gene expression profiles of various organs from blood gene expression profiles. A low-dimensional feature vector was derived from the complete blood gene expression profile using feature selection for each gene in a tissue. To train the inference models to capture the cross-tissue expression correlations between each target gene in tissue and its preselected feature genes in peripheral blood, they used The Genotype-Tissue Expression (GTeX) RNA sequencing (RNA-seq) data of 16 tissues.

Velten and Huber [28] proposed a method for guiding penalization in regression using information from external covariates. Their method penalizes the feature groups defined by the covariates differentially and adjusts the relative power of penalization according to the information content of each group. Their procedure combines shrinkage with feature selection and provides a scalable optimization scheme using techniques from the Bayesian tool set. The method accurately retrieves each feature group's accurate effect sizes and sparsity patterns in simulations. They evaluated the performance of their method for drug response prediction using leukemia data. Prediction performance improves when the groups' dynamic ranges differ significantly.

Sharifi-Noghabi et al. [29] utilized deep learning to develop a method called MOLI (multi-omics late integration). MOLI integrates gene expression data, copy number alterations, and somatic mutation. Their model learns features for each omics data type by encoding subnetworks particular to it. MOLI is the first end-to-end late integration approach using deep learning that combines a "triplet loss function" and a "binary cross-entropy" to improve this representation. Responder cell lines are more comparable and distinct from non-responder cell lines, while the half maximal inhibitory concentration (IC50) values predicted by this depiction are more accurate.

Malik et al. [30] proposed a late multi-omics integration framework for robustly quantifying survival and drug response in breast cancer patients, emphasizing the relative predictive ability of the available omics datatypes. A supervised feature selection algorithm, neighborhood component analysis (NCA), was used to select the relevant features from the multi-omics datasets retrieved from The Cancer Genome Atlas (TCGA) and Genomics of Drug Sensitivity in Cancer (GDSC) databases.

A Deep Forest architecture, first presented by Zhou [31], was used by Su et al. [32] to develop the Deep-Resp-Forest anti-cancer drug response prediction model, which classifies the anti-cancer drug response as either sensitive or resistant. In Zhou et al.'s work, the Deep Forest, known as gcForest, was a cascade of forests. Su et al. achieved remarkable results when their model was tested against the Cancer Cell Line Encyclopedia (CCLE) and the Genomics of Drug Sensitivity in Cancer (GDSC). As they mentioned, regression is preferred for more accurate results.

Table I shows some recent studies that were focused on applying ML and DL methods in drug response prediction by focusing on methods/techniques, contributions/advantages, and limitations/disadvantages.
### Table I: Summary of Some Recent Studies in Drug Response Prediction and Their Contributions and Limitations

<table>
<thead>
<tr>
<th>Resource and Year</th>
<th>Methods/Techniques</th>
<th>Merits, Contribution Advantages</th>
<th>Demerits and Limitations Disadvantages</th>
<th>Datasets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sharifi-Noghabi et al. [29], 2019</td>
<td>DNN Ridge regression</td>
<td>They indicated that MOLI outperforms early integration multi-omics and single-omics techniques. They mentioned it was the first strategy to employ pan-drug transfer learning for targeted drugs, and it improved prediction effectiveness relative to drug-specific inputs.</td>
<td>Although their research only employed DNA mutation, CNA, and gene expression profile, MOLI may be expanded to include other omics information and drug chemical structure. While they only explored the triplet loss for improving the concatenated representation, they observed that similar losses such as the contractive loss function employed in the Siamese network [33] can be utilized instead. All utilized datasets have substantially skewed or imbalanced class distributions due to the few number of respondents’ vs non-responders. They solved that by oversampling minorities. However, this method typically leads to overfitting, especially for deep neural networks.</td>
<td>GDSC, PDX, TCGA</td>
</tr>
<tr>
<td>Liu et al. [14], 2020</td>
<td>UGCN CNN</td>
<td>Insufficient or imbalanced training examples can be supplemented with the proposed UGCN by random selection of multiple complementary graphs for each medication. In the classification task, they randomized the feature matrix, connected complementary networks at random, and positive training examples were augmented five times. DeepCDR may be utilized with molecular generation processes. Existing chemical generation models based on the Recurrent neural network (RNN) technique[66], generative adversarial networks (GANs) [34] and deep reinforcement learning [35] Concentrate on broad chemicals while ignoring the characteristics of specific cancer cells. Methods for cancer-specific or disease-specific innovative drug design may be presented by employing DeepCDR predicted CDR as prior knowledge or a reward score for driving chemical production.</td>
<td>Top DL algorithms like DeepCDR and GraphDPR [15] perform better. For a drug-blind test, the examined deep learning approaches do not act as well as the SRMF, a matrix factorization-based method. To improve DL methods for predicting drug reactions, obtaining differentiating information from drug profiles is critical. Either create novel drug target fingerprint systems or use sophisticated “graph neural networks” to extract latent properties from drug data [36]. In future work, researchers can use huge amounts of omics data analyzed before and after treatment to determine how the tested drugs affect their molecular profiles.</td>
<td>GDSC, CCLE, TCGA</td>
</tr>
<tr>
<td>Jia et al. [37], 2021</td>
<td>VAE Elastic Net PCC PCA</td>
<td>Accurate drug sensitivity data prediction in cancer samples would allow recapitalization of recognized and new biomarkers, which are commonly missing owing to cell line methods or limitation of sample size. Their categorization of chemicals by reaction profiles showed distinct groupings and signatures. Using TCGA data, they discovered a link between medicines and TMB that was previously infeasible using cell line models. To find pan-cancer genomic markers, they explored DNA mutations, CNVs, and gene expression. The positive correlations between AZD6244 and the earlier published 18-gene signature demonstrated how their results are robust.</td>
<td>For some drugs, including LBW232, couldn't enhance prediction accuracy by fitting models. The model-fitting parameters of VAE-based models could not compete with PCA methods for several drugs (in-sample PCC and holdout R2). However, given insufficient data, the PCA-based model for paclitaxel failed to distinguish between pCR and non-pCR patients. So future validation is necessary to validate these prediction models. Moreover, while certain drugs had good prediction results in the cell line method, their response in cancer examples was variable. So studying drug response in cancer samples is substantially more difficult and involves various contexts and variables.</td>
<td>GDSC, CCLE, TCGA</td>
</tr>
<tr>
<td>Pouryahya et al. [38], 2022</td>
<td>Wasserstein distance Spearman’s correlation PCC Hierarchical clustering Random forest regression</td>
<td>Using the optimal mass transport (OMT) theory and unsupervised and supervised ML models in conjunction with the CDCN model, they were able to show that random forest approaches in the consequent distinct pairs of cell-line and drug clusters can deliver more satisfactory predictive ability than the CDCN model used in previous studies. Using Wasserstein distances, which are calculated between invariant measurements of gene expression patterns, the researchers discovered that cell lines that were comparable in terms of Wasserstein distances responded similarly to (structurally identical) medicines.</td>
<td>In the clustering of drugs, unsupervised removal of strongly correlated chemoinformatic features while maintaining non-redundant informative features. Despite the elimination of this feature, their strategy outperformed other approaches in terms of predictive power. Using mutation, CNV, and hyper-methylation data may enhance prediction results or provide new findings.</td>
<td>GDSC, HPRD, CCLP, PubChem, OncoKB</td>
</tr>
<tr>
<td>Wang et al. [39], 2023</td>
<td>GCNs AEs</td>
<td>In order to overcome some of the shortcomings of recent studies, including ignoring the correlation between drug cell line pairs (DCPs), the GADRPs was developed. Additionally, the issue of over-smoothing, in which the representation of each node becomes more similar as the number of layers grows, was not considered in recent research that used GCNs. So they built a sparse drug cell line pair (DCP) network incorporating data on drug, cell line, and DCP similarity before using a stacked deep AE to extract low-dimensional representations from cell line attributes. Later, to learn DCP features, initial residual and layer attention based GCN (ILGCN), which can resolve over-smoothing issues, was used. Finally, the prediction was performed using a fully connected network.</td>
<td>First, ILGCN can only be regulated within five levels due to the scale of the DCP network and the constraints of computer storage capacity. Second, the GADRPs deep learning model lacks biological entities like targets and disorders, which contribute to its level of inexplicability. Consideration should be given to including more entities and associations in cancer medication response prediction. Additionally, despite GADRPs potent prediction capabilities, its use in the clinic remains a significant issue because it is trained using in vitro data.</td>
<td>PubChem, PRISM, CCLE</td>
</tr>
</tbody>
</table>

GDSC: Genomics in Drug Sensitivity in Cancer  
UGCN: Uniform Graph Convolutional Network  
PDX: Patient-Derived tumor Xenograft  
CNN: Convolutional Neural Network  
CCLE: Cancer Cell Line Encyclopedia  
VAE: Variational Autoencoder  
TCGA: The Cancer Genome Atlas  
PCC: Pearson Correlation Coefficient  
CCLP: COSMIC Cell Line Project  
PCGA: Principal Component Analysis  
HPRD: Protein Reference Database (HPRD)  
ONCO: Cancer Genome Network  
OncoKB: Precision Oncology Knowledge Base (OncoKB)  
AE: Autoencoder  
DNN: Deep Neural Network
Therefore, the drug response methods showed remarkable results when multi-omics were integrated. However, integration causes a curse of dimensionality which negatively affects prediction. In addition, multi-omics data is small-scale data, which needs a method to handle inadequate data or skewed distribution.

III. METHODS AND MATERIALS

The proposed solution works to reduce dimensionality and integrate the three omics, before using Deep Forest to improve the drug response prediction. The solution consists of four phases: datasets preparation, integrating multi-omics using Bayesian Ridge Regression, the Deep Forest phase, and the evaluation phase. The general framework is shown in Fig. 1; more details for each phase are discussed in the following points. Each single omics was processed independently; Bayesian Ridge Regression was utilized for each single data type.

A. Datasets

More than 1000 human cancer cell lines were gathered and molecularly described in the Cancer Cell Line Encyclopedia (CCLE) project [40] that has acquired and molecularly characterized over 1000 human cancer cell lines. The investigation discovered 24 anti-cancer drug sensitivity profiles among 504 cell lines. The CCEL [21], [40] dataset was used in this research. The half-maximal inhibitory concentration IC50 was used as the drug response for cell lines across the drugs (denoted by \( y_{\text{res,c}} \) for a cell line). Three omics were used, including single-nucleotide mutation (denoted by \( x_{\text{snv,g}} \) for gene), gene expression (denoted by \( x_{\text{exp,g}} \)), and copy number alternation/variation (denoted by \( x_{\text{cnv,g}} \)). Gene expression and copy number alternation are real values, the single-nucleotide mutation use binary values, "1" used for mutation and "0" for wild type. There are no missing values in the gene expression data. For copy number alteration and single-nucleotide mutation, rows with more than half of the cells missing values were removed. The mean weight approach was used to compensate for the missing values for the remaining cell lines.

The distance was calculated to select the nearest \( k \), which was used to impute the gene expression missing value, defined as follows:

\[
\text{dis}(c, k) = \left\| x_{\text{exp,c}} - x_{\text{exp,k}} \right\|_2^2
\]  

where \( c \) is the cell line, \( k \) is the nearest cell line, and \( x \) is the gene expression value for each cell line.

The mean value of the nearest cell lines was used to impute the missing value of cell line \( c \) in copy number alteration of genes \( g \).

\[
\text{misCNV}(c, g) = \sum_{k=1}^{K} \frac{\text{dis}(c, k)}{\sum_{k=1}^{K} \text{dis}(c, k)} \text{misCNV}(c_k, g)
\]  

The values of the single-nucleotide mutation features are binary, with 1 indicating mutation and 0 indicating wild type. The mean feature value for cell line \( c \) among the \( k \)-nearest cell lines was used to compensate for the missing SNV (single-nucleotide mutation or variation) value of gene \( g \) as follows:

\[
\text{misSNV}(c, g) = \begin{cases} 
1 & \text{if } \left( \sum_{k=1}^{K} \text{misSNV}(c_k, g) \right) > \sum_{k=1}^{K} (1 - \text{misSNV}(c_k, g)) \\
0 & \text{otherwise}
\end{cases}
\]

\[
\text{misSNV}(c, g) = \sum_{k=1}^{K} \frac{\text{misSNV}(c_k, g)}{\sum_{k=1}^{K} \text{misSNV}(c_k, g)}
\]  

In a similar way, the missing value of IC50 was imputed in the same way as the copy number alteration manner. The mean value of the nearest cell lines was used to impute the missing value of cell line \( c \).
\[ \text{misIC50}(c, g) = \sum_{k=1}^{K} \frac{\text{dis}(c, c_k)}{2 \sum_{k=1}^{K} \text{dis}(c, c_k)} \ \text{misIC50}(c_k, g) \]  

\[ K=10 \] was selected for preparing the CCEL dataset.

The IC50 matrix was converted to a tabular form which had 8712 rows, then all of the drug responses of each cell line were grouped by the mean for each cell line to be considered as the drug response that needed to be predicted in a regression problem. The final total samples were 363 for the IC50 data. Table II shows the total number of samples for the CCEL data.

<table>
<thead>
<tr>
<th>Type</th>
<th>Raw Data</th>
<th>After Preprocessing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell Lines</td>
<td>1061</td>
<td>363</td>
</tr>
<tr>
<td>Drugs</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>Gene expression</td>
<td>20049 (1061)</td>
<td>19,389 (363)</td>
</tr>
<tr>
<td>Single-nucleotide mutation</td>
<td>1667 (1061)</td>
<td>1667 (363)</td>
</tr>
<tr>
<td>Copy number alteration</td>
<td>24960 (1061)</td>
<td>24960 (363)</td>
</tr>
</tbody>
</table>

**B. Integrating Multi-Omics Bayesian Ridge Regression**

Bayesian Ridge Regression (BRR) was used as the feature selection method to reduce dimensionality and integrate multi-omics. This method, which is based on a Bayesian approach, is concerned with selecting subsets of the independent variables in linear regression to predict a response variable. The response variable is first assigned a probability distribution via the specification of a family of prior distributions for the unknown parameters in the regression model. However, because the data influence this family's ultimate choice of the prior distribution, the independent variables are assumed to be distinct observables, and the corresponding regression coefficients are assigned independent prior distributions [41]. BRR fits a model where the weighted sum of the independent variables can predict the response variable. It works by determining a set of coefficients to utilize in the weighted sum to perform a prediction. These coefficients were used as feature importance scores to select the best features of each single omics data.

\[ y = \beta_0 + \beta_1 \times x_1 + \beta_2 \times x_2 + \varepsilon \]  

where \( y \) is the dependent variable (also known as the response variable) \( \beta \) is the coefficient or model parameter, \( x \) is the value of a predictor variable, and there is also an error term describing the effect of variables not included in a model or random sampling noise.

From a Bayesian perspective, probability distributions rather than point estimates are used to build linear regression. The response, \( y \), should be chosen from a probability distribution rather than evaluated as a single number. The goal of Bayesian Linear Regression is to ascertain the posterior distribution for the model parameters rather than to identify the one 'best' value of the model parameters. In addition to the model parameters also coming from a distribution, the response is also generated from a probability distribution. The training inputs and outputs affect the posterior probability of the model parameters [42], [43]. However, Ridge was embedded with Bayesian regression to reduce the model complexity and multicollinearity by shrinking the coefficients. Most omics data is considered to be small-scale; therefore, Bayesian is suitable for these kinds of cases. It integrates the prior knowledge of the parameter (prior parameter distribution) with the observed data.

The three omics Exp, SNV, and CNV were tested as a single item of data and integrated in different combinations as follows: 1) EXP, 2) SNV, 3) CNV, 4) EXP and SNV, 5) EXP and CNV, 6) SNV and CNV, 7) EXP, SNV, and CNV. In addition, three experiments were implemented to evaluate the proposed solution and to study the multi-omics in various scenarios.

In the first scenario, the Baseline, all features of each single/multi omics were included in the model. It was implemented to test how the three omics affect the drug response without feature selection methods. In the second scenario, BRR was utilized to select the essential features of each single-cell omic - integrating them with the other one. According to the literature review, as a common practice, the mean value of all coefficients was used as a threshold to select features with coefficients higher than or equal to the calculated mean [44]. Also, the coefficients computed by the BRR were used to select important features for each single/multi-omics. In this last scenario, the top 10% of coefficients higher than or equal to the calculated mean were selected as informative features. After implementing various experiments for the different ratios, the ratio of the top 10% was selected, and it was noted that this 10% achieved the best results. This ratio was also used to reduce the computational cost of the model.

**C. Drug Response Prediction Using Deep Forest**

Deep Forest is a new ensemble Random Forest or decision tree approach that integrates multi-Grained Cascade Forest. This approach utilizes a cascade ensemble to create a deep forest as an alternative to deep learning that supports representation learning in gcForest. When the inputs have a high degree of complexity or dimensionality, multi-grained scanning can boost its representational learning capabilities, possibly helping gcForest to be contextually or structurally knowledgeable [10], [31]. gcForest allows a model complexity to be automatically defined, it performs very well even on small-scale data, and the number of cascade stages may be adjusted adaptively. Additionally, the developers/researchers can tailor their training expenses to their available computing resources. While deep neural networks have many hyper-parameters, gcForest has just a few. Its performance is relatively stable according to the hyper-parameter settings, it can achieve remarkable performance in most scenarios, even across datasets from diverse domains, by utilizing the default option. Through the use of external neural networks, gcForest may be trained and the theoretical analysis made more straightforward. It is noted that ensemble methods or cascade trees are more accessible to analyze than deep learning [10], [45].
Fig. 2. The flowchart of BBR to integrate multi-omics data.

This phase consists of two stages, shown in Fig. 2: the Feature Vectorization Stage and Cascading and Optimization Stage. Deep Forest relies on multi-grained scanning, which effectively captures the local features. Also, the cascade forests utilize a network structure inspired by a multi-layer artificial neural network for continuously improving results.

1) Feature vectorization stage: Multi-grained scanning, motivated by the multi-convolution kernels used in Convolutional Neural Networks (CNNs), can discover and handle feature relationships in the subsequent cascade forests. The sliding window technique utilizes a scanning process to determine the local features and convert the raw data into a chain or set of low-dimensional local feature vectors [9], [31]. These low-dimensional vectors are then used to train a series of forests to get the class distributions for the input vectors.

Therefore, the raw features will be transformed into a high-dimensional feature vector using the multi-grained scanning, in this stage. Multi-Grained Scanning is utilized by sliding the windows to scan the original features and convert them into feature vectors. Suppose there is gene expression data as the sequence data; 400 raw features (dimensions) will be selected. Three sizes of sliding window will be used 100, 200, and 300. After scanning for a window size of 100 features, we will get 301 feature vectors according to this formula (total dimensions Nd - window size w)/ the stride of the sliding s + 1. The distance the window moves in each step is named the stride. Therefore, 400 - 100 / 1 + 1 = 301 feature vectors. A window with 100 dimensions will be generated, then 201 feature vectors will be processed for a window size of 200 and 101 feature vectors for a 300-dimensional. The final sample for training will be 903 instances for a window size of 100 features, one random forest, and three classes for prediction, as an example. If there are two random forests, the total number of samples will be 1806 instances when they are concatenated [31], [46].

2) Cascading and optimization stage: Cascade forests employ a network structure similar to a multi-layer artificial neural network, with each layer connected to the layer before it in the network hierarchy. It may be thought of as a collection of randomly generated forests that have been joined together [31]. Several random forests are used to construct each layer, and each decision tree inside a particular forest produces a drug response prediction independent of the others. In the following step, an overall drug response vector for the forest is created by taking the average of the drug responses provided by the decision trees in the forest. In the process of decomposition, the representation vector can be used as an input for the next cascade level in the process of decomposition. Processing is carried out in stages per each layer of the cascade, with each layer sending its results to the next and the processing results being passed on layer by layer until the prediction performance in the next level of the cascade does not increase [10].

D. Evaluation Metrics

The 10-fold cross-validation approach was utilized to evaluate the performance of the proposed solution. The mean of 10 iterations was recorded as the final result. Three evaluation metrics were used in this research, Root Mean Squared Error (RMSE), Pearson Correlation Coefficient (PCC), and the coefficient of determination R-Squared (R²).
RMSE [25], [26] was utilized to measure the error, which is the difference between the actual drug response values and the predicted values. It is defined as:
\[
RMSE = \frac{\sqrt{\sum(y_i - \hat{y}_i)^2}}{N} \tag{6}
\]

where \(y_i\) is the real value of drug response, \(\hat{y}_i\) is the predicted value of drug response, and \(N\) is the sample size.

The PCC [47] value was used to measure the degree of relationship or correlation between the drug response and predictors produced due to the multi-omics integration, defined as:
\[
PCC = \frac{\sum(x_i - \overline{x})(y_i - \overline{y})}{\sqrt{\sum(x_i - \overline{x})^2 \sum(y_i - \overline{y})^2}} \tag{7}
\]

where \(x_i\) is the value of the predictors, \(y_i\) is the drug response value, and \(\overline{x}\) and \(\overline{y}\) indicate the mean of the values.

\(R^2\) [48] was used to measure how much of the variability of drug response can be explained by its relationship to the other predictors which could be formulated as:
\[
R^2 = 1 - \frac{\sum(y_i - \hat{y}_i)^2}{\sum(y_i - \overline{y})^2} \tag{8}
\]

where \(y_i\) is the actual value of drug response, and \(\hat{y}_i\) is the predicted value of drug response.

E. Comparison Criteria

The proposed Deep Forest was compared to Random Forest (RF) as a traditional machine learning method and CNN as a deep learning method. In addition, RF showed remarkable results according to various studies [19], [21], [49]. Furthermore, these algorithms were selected because CNN and an ensemble RF inspired Deep Forest. Therefore, they were employed to study which algorithm affects the Deep Forest the most.

IV. RESULTS AND DISCUSSION

The performance of the proposed solution was demonstrated using three scenarios: baseline, coefficient higher than or equal to the mean, and the top 10% of coefficients higher than or equal to the mean.

A. Baseline Scenario

In this scenario, all features were included in the model. It was used as a baseline result for measuring the effectiveness of the suggested BRR method. Table III shows the results of the three methods for the baseline.

<table>
<thead>
<tr>
<th>Type</th>
<th>Features</th>
<th>RMSE</th>
<th>(R^2)</th>
<th>PCC</th>
<th>Time (Sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Deep Forest (DF)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EXP</td>
<td>19389</td>
<td>0.196</td>
<td>0.639</td>
<td>0.8</td>
<td>204.6</td>
</tr>
<tr>
<td>SNV</td>
<td>1667</td>
<td>0.238</td>
<td>0.002</td>
<td>0.029</td>
<td>28.1</td>
</tr>
<tr>
<td>CNN</td>
<td>24960</td>
<td>0.221</td>
<td>0.161</td>
<td>0.398</td>
<td>242.4</td>
</tr>
<tr>
<td>EXP, SNV</td>
<td>21056</td>
<td>0.196</td>
<td>0.624</td>
<td>0.79</td>
<td>138</td>
</tr>
<tr>
<td>EXP, CNV</td>
<td>44349</td>
<td>0.198</td>
<td>0.588</td>
<td>0.767</td>
<td>447</td>
</tr>
<tr>
<td><strong>Random Forest (RF)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EXP</td>
<td>19389</td>
<td>0.184</td>
<td>0.547</td>
<td>0.74</td>
<td>25.6</td>
</tr>
<tr>
<td>SNV</td>
<td>1667</td>
<td>0.237</td>
<td>0.016</td>
<td>0.119</td>
<td>0.859</td>
</tr>
<tr>
<td>CNN</td>
<td>24960</td>
<td>0.23</td>
<td>0.071</td>
<td>0.261</td>
<td>38.6</td>
</tr>
<tr>
<td>EXP, SNV</td>
<td>21056</td>
<td>0.182</td>
<td>0.565</td>
<td>0.752</td>
<td>27.6</td>
</tr>
<tr>
<td>EXP, CNV</td>
<td>44349</td>
<td>0.189</td>
<td>0.474</td>
<td>0.688</td>
<td>61.8</td>
</tr>
<tr>
<td>SNV, CNV</td>
<td>26627</td>
<td>0.223</td>
<td>0.131</td>
<td>0.357</td>
<td>38</td>
</tr>
<tr>
<td>EXP, SNV, CNV</td>
<td>46016</td>
<td>0.187</td>
<td>0.519</td>
<td>0.72</td>
<td>63.6</td>
</tr>
</tbody>
</table>

| CNN                |          |       |         |      |            |
| EXP                | 19389    | 0.212 | 0.329   | 0.572| 186        |
| SNV                | 1667     | 0.252 | 0.004   | 0.047| 21.4       |
| CNN                | 24960    | 0.243 | 0.032   | 0.168| 240        |
| EXP, SNV           | 21056    | 0.206 | 0.383   | 0.618| 195        |
| EXP, CNV           | 44349    | 0.244 | 0.297   | 0.544| 426        |
| SNV, CNV           | 26627    | 0.237 | 0.05    | 0.217| 251.4      |
| EXP, SNV, CNV      | 46016    | 0.24  | 0.407   | 0.637| 443.4      |

In general, DF showed the highest computational cost. Regarding \(R^2\) and PCC, DF achieved the best results, and CNN showed the worst results. RF showed the lowest results from the perspective of RMSE and computational time. When multi-omics were integrated, DF achieved no effect, with EXP having the highest score. RF displayed a 4% improvement ratio when EXP and SNV were integrated. Also, CNN showed a 24% improvement ratio when EXP, SNV, and CNV were integrated.

Fig. 3 to 5 show the differences between the \(R^2\) training and testing results in the Baseline scenario. Those figures measure the differences between prediction results on training data compared to testing data in the term of \(R^2\). There was overfitting in the three models; this usually happens with small-scale data. The average ratio of overfitting for DF, RF, and CNN was 60%, 62%, and 72%, respectively. In which DF had the smallest differences between training and testing results and CNN showed the highest ratio. This means the models cannot be generalized and needs more data or other techniques to handle overfitting.
**B. The Mean of Coefficients as a Threshold**

In this scenario, the coefficients of each feature were calculated using BRR. Each feature was considered significant when its coefficient was higher than or equal to the mean of all coefficients. Table IV shows the results of this scenario.

**TABLE IV. THE RESULTS OF THE MEAN OF COEFFICIENTS SCENARIO FOR THE CCEL DATA**

<table>
<thead>
<tr>
<th>Type</th>
<th>Features</th>
<th>RMSE</th>
<th>R²</th>
<th>PCC</th>
<th>Time (Sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Deep Forest (DF)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EXP</td>
<td>10204</td>
<td>0.199</td>
<td>0.594</td>
<td>0.771</td>
<td>89.4</td>
</tr>
<tr>
<td>SNV</td>
<td>783</td>
<td>0.241</td>
<td>0.012</td>
<td>-0.097</td>
<td>47.1</td>
</tr>
<tr>
<td>CNV</td>
<td>12538</td>
<td>0.226</td>
<td>0.095</td>
<td>0.304</td>
<td>130.8</td>
</tr>
<tr>
<td>EXP, SNV</td>
<td>10987</td>
<td>0.197</td>
<td>0.643</td>
<td>0.802</td>
<td>122.4</td>
</tr>
<tr>
<td>EXP, CNV</td>
<td>22742</td>
<td>0.201</td>
<td>0.526</td>
<td>0.725</td>
<td>211.2</td>
</tr>
<tr>
<td>SNV, CNV</td>
<td>13321</td>
<td>0.226</td>
<td>0.094</td>
<td>0.303</td>
<td>137.4</td>
</tr>
<tr>
<td>EXP, SNV, CNV</td>
<td>23525</td>
<td>0.201</td>
<td>0.53</td>
<td>0.728</td>
<td>370.2</td>
</tr>
<tr>
<td><strong>Random Forest (RF)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EXP</td>
<td>10204</td>
<td>0.192</td>
<td>0.479</td>
<td>0.692</td>
<td>13.4</td>
</tr>
<tr>
<td>SNV</td>
<td>783</td>
<td>0.258</td>
<td>0.021</td>
<td>-0.14</td>
<td>0.375</td>
</tr>
<tr>
<td>CNV</td>
<td>12538</td>
<td>0.234</td>
<td>0.053</td>
<td>0.226</td>
<td>18.4</td>
</tr>
<tr>
<td>EXP, SNV</td>
<td>10987</td>
<td>0.196</td>
<td>0.476</td>
<td>0.689</td>
<td>13.5</td>
</tr>
</tbody>
</table>

CNN showed the best results in terms of RMSE, R², and PCC; it achieved 0.171, 0.664, and 0.814, respectively. Then DF came second best and finally RF. Both RF and CNN exhibited no effect when multi-omics were integrated because gene expression caused the highest results. DF presented an 8% improvement ratio when EXP and SNV were integrated. Exp played an essential factor in achieving remarkable results, CNV, and SNV.
Fig. 8. $R^2$ results for the training and testing of the CNN in the Mean of Coefficients scenario.

Fig. 6 to 8 show the differences between training and testing results in The Mean of Coefficients as a Threshold scenario. There is still overfitting even though feature selection, cross-validation, and Dropout were utilized. The average ratio of overfitting for DF, RF, and CNN was 63%, 69%, and 54%, respectively. CNN showed the lowest differences ratio between the $R^2$ training and testing results. However, RF and DF did not show a positive effect of applying BBR.

C. The Top 10% of Coefficients

In this scenario, the coefficient of each feature was calculated using BRR. Then, the mean of all coefficients was used as a threshold, and the top 10% of features were selected from the features that passed the threshold. Table V shows the results of this scenario.

<table>
<thead>
<tr>
<th>Type</th>
<th>Features</th>
<th>RMSE</th>
<th>$R^2$</th>
<th>PCC</th>
<th>Time (Sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Deep Forest (DF)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EXP</td>
<td>1020</td>
<td>0.176</td>
<td>0.706</td>
<td>0.84</td>
<td>47.5</td>
</tr>
<tr>
<td>SNV</td>
<td>78</td>
<td>0.227</td>
<td>0.087</td>
<td>0.289</td>
<td>23.2</td>
</tr>
<tr>
<td>CNV</td>
<td>1253</td>
<td>0.225</td>
<td>0.107</td>
<td>0.322</td>
<td>51.7</td>
</tr>
<tr>
<td>EXP, SNV</td>
<td>1098</td>
<td><strong>0.175</strong></td>
<td>0.708</td>
<td>0.842</td>
<td>45.1</td>
</tr>
<tr>
<td>EXP, CNV</td>
<td>2273</td>
<td>0.188</td>
<td>0.584</td>
<td>0.764</td>
<td>35</td>
</tr>
<tr>
<td>SNV, CNV</td>
<td>1331</td>
<td>0.222</td>
<td>0.127</td>
<td>0.352</td>
<td>66</td>
</tr>
<tr>
<td>EXP, SNV, CNV</td>
<td>2351</td>
<td>0.184</td>
<td>0.618</td>
<td>0.786</td>
<td>56</td>
</tr>
<tr>
<td><strong>Random Forest (RF)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EXP</td>
<td>1020</td>
<td>0.192</td>
<td>0.495</td>
<td>0.703</td>
<td>1.48</td>
</tr>
<tr>
<td>SNV</td>
<td>78</td>
<td>0.245</td>
<td>0.016</td>
<td>0.116</td>
<td>0.11</td>
</tr>
<tr>
<td>CNV</td>
<td>1253</td>
<td>0.234</td>
<td>0.067</td>
<td>0.256</td>
<td>1.88</td>
</tr>
<tr>
<td>EXP, SNV</td>
<td>1098</td>
<td>0.193</td>
<td>0.469</td>
<td>0.685</td>
<td>3.01</td>
</tr>
<tr>
<td>EXP, CNV</td>
<td>2273</td>
<td>0.235</td>
<td>0.062</td>
<td>0.247</td>
<td>2</td>
</tr>
<tr>
<td>SNV, CNV</td>
<td>1331</td>
<td>0.183</td>
<td><strong>0.583</strong></td>
<td>0.763</td>
<td>3.02</td>
</tr>
<tr>
<td>EXP, SNV, CNV</td>
<td>2351</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In this scenario, the highest results were noticed when multi-omics were integrated. DF achieved RMSE 0.175, $R^2$ 0.708, and PCC 0.842 because of combining EXP and SNV. RF and CNN displayed the best scores when the three omics were integrated. The lowest RMSE -0.159- was achieved by CNN.

Fig. 9 to 11 demonstrate the last scenario: The Top 10% of Coefficients. The average ratio of overfitting for DF, RF, and CNN was 54%, 64%, and 39%, respectively. In this scenario, the overfitting of the DF was reduced from 60% to 54% compared to the baseline and from 72% to 39% for CNN. RF had the highest difference between training and testing for all scenarios. Therefore, this scenario showed the best effect of utilizing BRR in the three models.
Fig. 11. $R^2$ results for the training and testing of the CNN in the Top 10% of Coefficients scenario.

D. Summary of the Scenarios and Algorithms

This section presents the comparisons when evaluating which algorithms performed better. The DF, RF, and CNN algorithms were compared in terms of $R^2$ and RMSE regardless of a specific scenario.

Fig. 12. $R^2$ results for the DF, RF, and CNN algorithms in all scenarios.

According to Fig. 12, the suggested algorithm Deep Forest (DF) has the best results as it achieved 39% for the average of the $R^2$ results of all scenarios. Both RF and CNN obtained 31% as the average of $R^2$.

Fig. 13. RMSE results for the DF, RF, and CNN algorithms in all scenarios.

Regarding RMSE, DF obtained the lowest score, as shown in Fig. 13; it was 0.207 which is the average of all scenarios. RF obtained 0.210, and CNN obtained 0.213.

Therefore, the results and performance of the proposed method can be summarized by the following points:

- Bayesian Ridge Regression as a feature selection method for integrating multi-omics showed an 11% improvement ratio in terms of $R^2$ compared to the Baseline scenario. Also, the complexity time was reduced by 90%.
- The proposed method BRR-DF has the best results in terms of $R^2$ and RMSE in all three scenarios. The Top 10% scenario exhibited the best performance regardless of the specific algorithm.
- The drug response was mainly explained by the gene expression data more than the copy number and single nucleotide variants.
- Random Forest showed an 18% improvement when the three omics were integrated. Also, it was the fastest algorithm when dealing with these omics data.
- In Deep Forest, integrating gene expression and single nucleotide variant has a better result than integrating all three omics. Both Random Forest and CNN showed better results when all three omics were integrated.

E. Comparison with Related Studies

To evaluate the performance and robustness of the proposed model using the CCLE data, BRR-DF was compared with three state-of-the-art models as follows:

- WGRMF [50]: Weighted Graph Regularized Matrix Factorization is applied for predicting the anti-cancer drug response in cell lines. Their model used the CCLE, which contains 491 cell lines and 23 drugs with 10,870 known responses. WGRMF utilizes gene expression and drug fingerprints as the input for the model.
- DeepDSC [26]: Gene expression is employed to extract the features of cell lines using a stacked deep autoencoder, before the chemical structure is integrated with gene expression to predict the drug response. DeepDSC uses the CCLE, which contains 491 cell lines and 23 drugs with 10,870 known responses.
- SRMF [51]: A Similarity-Regularized Matrix Factorization model combining gene expression with chemical structures for drug response prediction. The CCLE, with 10,870 known responses, contains 491 cell lines and 23 drugs.

Table VI shows a comparison between the proposed method and the three models in the CCLE dataset.

<table>
<thead>
<tr>
<th>Model</th>
<th>RMSE</th>
<th>PCC</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>WGRMF</td>
<td>0.56</td>
<td>0.72</td>
<td>-</td>
</tr>
<tr>
<td>DeepDSC</td>
<td>0.23</td>
<td>-</td>
<td>0.78</td>
</tr>
<tr>
<td>SRMF</td>
<td>0.57</td>
<td>0.71</td>
<td>-</td>
</tr>
<tr>
<td>BRR-DF (Proposed)</td>
<td>0.17</td>
<td>0.84</td>
<td>0.70</td>
</tr>
</tbody>
</table>

Table VI. Comparison of Performances with Other Related Models
The proposed model showed an improvement in terms of achieving the lowest RMSE and highest PCC compared with the other models. $R^2$ needs to be enhanced, and some of the limitations are discussed in the following section.

### F. Effectiveness of Gene Expression in Drug Response

The main challenge in drug development research and clinical trials is the lack of understanding regarding how individuals respond to drugs, which can significantly impact their efficacy and tolerability [52]. The present study aimed to investigate this issue by analyzing gene expression data, copy number alterations (CNA), and single nucleotide variants (SNV) to determine their role in drug response. The results indicated that gene expression data was the most significant factor in describing drug response, as compared to CNA and SNV. To identify the genes that are most important in explaining drug response, the study utilized Bayesian Ridge Regression (BRR) to calculate a coefficient for each gene based on its mRNA expression data. Genes with high coefficients were considered potential candidates for explaining drug response. Table VII presents the top five genes based on their coefficient for 24 drugs, while the complete list of ranked genes for each drug is provided in the Supplementary Materials.

<table>
<thead>
<tr>
<th>Drug</th>
<th>Gene</th>
<th>Drug</th>
<th>Gene</th>
</tr>
</thead>
<tbody>
<tr>
<td>17-AAG</td>
<td>LIN28B</td>
<td>Paclitaxel</td>
<td>ABCB1</td>
</tr>
<tr>
<td></td>
<td>TNFAIP6</td>
<td></td>
<td>UPK1B</td>
</tr>
<tr>
<td></td>
<td>MAGEA4</td>
<td></td>
<td>SLC6A14</td>
</tr>
<tr>
<td></td>
<td>VCAM1</td>
<td></td>
<td>PITX2</td>
</tr>
<tr>
<td></td>
<td>MMP7</td>
<td></td>
<td>PLAC8</td>
</tr>
<tr>
<td>AEW541</td>
<td>IFITM2</td>
<td>Panobinostat</td>
<td>CYP1B1</td>
</tr>
<tr>
<td></td>
<td>CD69</td>
<td></td>
<td>CPVL</td>
</tr>
<tr>
<td></td>
<td>CXorf61</td>
<td></td>
<td>TM4SF18</td>
</tr>
<tr>
<td></td>
<td>CLEC2B</td>
<td></td>
<td>VSNL1</td>
</tr>
<tr>
<td></td>
<td>MAGEA11</td>
<td></td>
<td>NMI</td>
</tr>
<tr>
<td>AZD0530</td>
<td>MT1E</td>
<td>PD-0325901</td>
<td>DSE</td>
</tr>
<tr>
<td></td>
<td>AC093323.3</td>
<td></td>
<td>COL1A2</td>
</tr>
<tr>
<td></td>
<td>WWC3</td>
<td></td>
<td>MMP1</td>
</tr>
<tr>
<td></td>
<td>CPVL</td>
<td></td>
<td>CXCR7</td>
</tr>
<tr>
<td></td>
<td>SERPINE1</td>
<td></td>
<td>KLRL13</td>
</tr>
<tr>
<td>AZD6244</td>
<td>TUBB2B</td>
<td>PD-0332991</td>
<td>SCRN1</td>
</tr>
<tr>
<td></td>
<td>DSE</td>
<td></td>
<td>KLRK13</td>
</tr>
<tr>
<td></td>
<td>ARL4C</td>
<td></td>
<td>AIM2</td>
</tr>
<tr>
<td></td>
<td>CSTA</td>
<td></td>
<td>CSDA</td>
</tr>
<tr>
<td></td>
<td>SRPX2</td>
<td></td>
<td>S100A16</td>
</tr>
<tr>
<td>Crizotinib</td>
<td>GSTP1</td>
<td>PHA-665752</td>
<td>CMBL</td>
</tr>
<tr>
<td></td>
<td>CXXorf61</td>
<td></td>
<td>FABP4</td>
</tr>
<tr>
<td></td>
<td>TM4SF18</td>
<td></td>
<td>BST2</td>
</tr>
<tr>
<td></td>
<td>TFP12</td>
<td></td>
<td>CST6</td>
</tr>
<tr>
<td></td>
<td>CR2</td>
<td></td>
<td>LIMCH</td>
</tr>
</tbody>
</table>

MT1E (Metallothionein 1E) appears as an important predictor for 4 drugs: AZD0530, Erlotinib, Lapatinib, and Vandetanib. It is a Protein Coding gene. Frontometaphyseal Dysplasia 1 and Bladder Cancer are some of the diseases that are associated with MT1E [53]. In addition, CLEC2B (C-Type Lectin Domain Family 2 Member B) has a high score as an informative gene for 3 drugs: AEW541, L-685458, and RAF265. Several cancers, such as pancreatic adenocarcinoma, melanoma, and clear cell renal cell carcinoma, have been linked to CLEC2B as a marker [54]. However, those genes and their effect on each drug need to be validated in the biological context, which is an essential point in our future work.
V. CONCLUSION

Bayesian Ridge Regression (BRR) was combined with Deep Forest (DF) to enhance drug response prediction by integrating multi-omics data. BRR was used to select informative features for every type based on the coefficient value before integrating it with the other omics. DF works effectively to capture the local features and utilizes a network structure inspired by CNN for continuous improvement. Three scenarios were implemented. In each scenario, three models were utilized to evaluate the proposed model: Deep Forest (proposed), Random Forest, and CNN. BRR-DF displayed an 11% improvement ratio in terms of $R^2$ compared to the Baseline scenario. Also, the complexity time was reduced by 90%. DF showed the best results in all three scenarios in which it obtained 0.175, 0.842, and 0.708 regarding RMSE, PCC, and $R^2$, respectively. The Top 10% scenario exhibited the best performance regardless of the specific algorithm. In DF, integrating gene expression and a single nucleotide variant showed a better result than integrating all three omics. Both Random Forest and CNN exhibited better results when all three omics were integrated. Regarding the multi-omics that were used, the drug response was mainly explained by the gene expression data more than the copy number and single nucleotide variants.

There are some limitations to the proposed solution. Firstly, the experiments showed overfitting even though cross-validation and feature selection were utilized. Techniques such as bootstrapping, ensemble methods, and synthetic oversamples could be investigated. Secondly, we only focused on cell line data. Future work will utilize drug information such as chemical structure and the drug target. Thirdly, selecting the best features was implemented manually, in which the top 10% were chosen. However, an automatic method, such as a variation-based method will be studied in future work.
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Abstract—A covert channel is a communication channel that allows parties to communicate and transfer data indirectly. Covert channel types are storage, timing, and behavior channels. Covert channels can be used for malicious and benign applications. A covert channel is a mechanism for violating the communication security policy that was not anticipated by the system creator. Recently, covert channels are used to transfer text, video, and audio information between entities. This article discusses studies related to the development of covert channels as well as the research works that focus on improving the performance/throughput of covert channels. Also, it analyzes the previous studies in terms of publication type, year of publication, article title, article purpose, transferring file format used in covert channel, coding technique, throughput performance, time needed to transfer files, and article limitations.
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I. INTRODUCTION

A covert channel is a mechanism for violating the communication security policy, where it is employed for encoding and decoding [1, 2]. The most important channel types are storage, time, and behavior channels. Storage channels are created using disk, physical memory to be shared between entities during using covert channel. A timing channel is a communication channel that can send/receive data by altering an entity's timing behavior. Covert channel works by altering the behavior of an application. A covert channel is used in data transmission in order to send different types of data between entities. There are several restrictions in the transmission process, such as channel capacity in terms of throughput. This article concentrates on investigating and evaluating the covert channels utilized in data transmission. Then analyze the collected studies about covert channels to identify the mechanisms used to create covert channels. In addition to determine, the throughput needed to transfer files. A comparative survey of related works is done in terms of several dimensions: The technique used to create the channel, the purpose of the channel, data format, coding techniques, throughput performance, time needed to transfer files, and article limitations. The methodology for conducting a comparative analysis about covert channel studies, which concern in data transmission, is shown in Fig. 1.

The rest of the article is structured as follows: Section II provides background and basic knowledge about covert channels, covert channel and scenarios. Section III discusses and analyzes related work about the effectiveness of covert channel data transmission. Section IV discusses the comparative analysis for related works studies and article recommendations. Section V concludes the article and lists future works.

II. BACKGROUND OF COVERT CHANNEL

This section will cover the covert channel, its types, its scenarios, and covert channel applications.

A. Covert Channel

Lampson [3], first one that identifies a covert channel in a single machine computer environment in 1973 in his research titled "A Comment on the Confinement Problem". He describes a covert channel as a channel that is not intended for the transmission of data. Covert channel is a communication channel that allows parties to communicate and transfer data indirectly using per-agreement knowledge. As depicted in Fig. 2, the covert channel model uses to encode and decode the original messages. Covert channel is a mechanism for violating the communication security policy that was not anticipated by the system creator [1, 2, 3].

The sender and receiver (e.g.; Alice and Bob respectively) want to communicate covert message in spite of attacker existence (e.g.; Wendy). A covert channel is a type of secret channel. It sends secret data in an unseen manner by the monitoring system. Covert channel compromises the normal communication connection. Assume that Alice and Bob are connected through networked computers under the supervision of a network administrator.
As a result, a network covert channel exists when Alice and Bob create a concealed communication channel that is undetectable by the network monitoring system. Alice and Bob must have pre-shared key called pre-agreement knowledge. So the channel is ordinal channel that has covert data from Alice to Bob. Secret data is agreed upon by the entities as pre-agreement knowledge that is used to encode and decode the original messages. For example, if the pre-agreement between client and server is that each word with an even number of letters is read as a 1 and each word with an odd number of letters is read as a 0. For example, if a client sends a message to the server, the "covert channel", the server will interpret it as a "10" [1, 2, 4].

In the communication process, the secure transmission of secret communications relates to two aspects: communication content security and communication connection security. The security of these two features can be improved by using network covert channels [5]. A covert channel can be either a standalone or a networked system. The covert information is exchanged between elements in the stand-alone system. The covert information is sent over the network in a network-based system [6]. Initially, researchers focus on local covert channels, in which two processes with differing levels of security might connect with one another to leak information. Typically, a process with a high security level leaks information to a process with a low security level. With the growth and rapid development of computer networks, the focus has switched to network covert channels, which can embed covert information into network protocols [7].

B. Covert Channel Types

The most important three categories of covert channels are storage covert channels, timing covert channels, and behavior-based covert channels [3, 8, 9, 10]. Fig. 3 shows the main three types of covert channels.

1) Storage covert channels: The sender and receiver create covert channel based on shared storage data agree on shared data. To embed covert data, storage channels primarily modify two characteristics of information.

   a) File names can be utilized as entity attributes for storage channels. It can be altered by a single process. When any process performs a read operation, a message transfer between the processes occurs. It's also possible to change file attributes, which are properties of a file. Even though requesting a file that does not exist, the file system's feedback status can be used for storage channels [10, 11].

   b) Shared resources: Storage channels can be made up of disk blocks, physical memory, I/O buffers, allocated I/O devices, and other queues for shared devices like printers and plotters. Storage channels are defined as a system feature that allows one system entity to signal information to another entity by writing to a storage location that is then read by the second entity directly or indirectly. It encrypts data and stores it on a medium that is shared by the endpoints. The shared resource was not made to transport data. A covert channel can be implemented in a networked system by utilizing reserved fields in various packet headers/footers or by hiding data in the payload. Attackers employ storage channels to encrypt information being transferred and then decode it afterwards. Some fields in TCP/IP stacks are left empty or unused. These vacant fields are used by attackers as storage conduits [10, 11].

2) Timing channel: A timing channel is a communication channel that can send data to a receiver/decoder by altering an entity's timing behavior. For example, packet delays between packet streams, packet reordering inside packet streams, or encoder resource access time. allows one system entity to communicate with another by manipulating its own use of a system resource in a way that affects the second entity's system response time. It changes the event time so that data can be shared between the endpoints. The main benefit is that the covert channel may be set up without affecting the transmission data stream. To this purpose, timing-based channels can be used with a variety of protocols because they are not affected by the network's packet syntax or semantics. Attackers employ timing covert channels to modify system resources in order to deliver a message over time. The temporal delay between consecutive packet transfers is known as inter-packet delay. Timing-based covert channels are suitable for designing a complementary nonce synchronization channel that can improve robustness against message loss in existing authentication techniques, according to Vanderhallen et al. [11]. They tested this approach on top of an open-source authenticated CAN communication library, demonstrating that covert timing channels can improve communication robustness in benign situations while without compromising the security guarantees of the underlying authentication primitives when attacked.

3) Behavior-based covert channels: Behavior-based covert channels are described as a communication channel in which the sender or receiver's internal states are modulated by
purposefully selecting certain inputs to the systems. It works by altering the behavior of an application on purpose. The endpoints use this change to communicate. Covert channels based on behavior address the application level and are neither synchronized or dependent on a specific network protocol. As a result, they are more difficult to avoid and detect: identifying the message in a covert channel requires complete understanding of the application. Tamer Fatayer et al. [4, 9, 12], proposed behavior based channel through exploiting memory address in Linux operating system, where this channel change the behavior of using system calls and redirect the system call to malicious code implement by attacker to perform specific tasks.

C. Covert Channel Scenarios

Zaider et al. [2] mention that there are different applications or usages (legitimate and illegitimate) for covert channel. Many covert channel applications are harmful or undesirable, which poses a severe danger to network security [2, 13, 14, 15, 16]. Malicious covert channel applications compromise network security. The Internet is the ideal high-bandwidth medium for covert communications because of the massive amount of information it contains as well as the enormous variety of data protocols. It is essential to comprehend current covert channel strategies while creating countermeasures. Identification, elimination, and capacity restriction of covert channels must be addressed to protect future computer networks, which is difficult. The current trend of covert channels is used in transforming secret information between entities [4, 9, 12, 17, 18, 19]. The researchers exploit network to transfer secret data (e.g., text, video, web, and audio) between entities. There are various covert channel scenarios:

1) Storage channel scenarios: Fatayer [12] developed a covert channel through developing table that is considered as pre-agreement data between entities. The covert channel-using table to transmit secure data that allows two entities to agree on a secret key using encryption to prevent an attacker from getting any information. Qiumin Xu et al. [20] a Trojan application can cause resource contention by altering the contents of a cache set to encode ‘1’ and leaving the resource idle to encode ‘0’. On the other hand, the Spy application visits the cache and measures its access time in order to decode the transferred bit. Similarly, a Trojan application can cause contention by consuming a lot of execution units, warp schedulers, and instruction fetch units to encode ‘1’ and then leaving those resources idle to encode ‘0,’ which the spy can decode.

2) Timing channel scenario: Timing channels seek for TCP segments, which provide a finer range of information encoding options. For instance, steganography methods may take use of ACK/SYN sequences [21]. Information-containing segment patterns and artificial reordering. Following the same patterns as legal traffic and are immune to regularity testing. Active timing channels, on the other hand, create traffic and may easily maintain the form of the distribution, making them less susceptible to shape detection tests. However, they are unable to maintain pattern recurrence and are easily detected using a regularity test.

3) Behavior-based scenario: Fatayer et al. [9] exploited buffer overflow vulnerability in C language on the Linux operating system to develop a covert channel. They exploit stack-overflow attacks vulnerability and address space layout randomization on Linux to transmit different file formats between entities. On entity tries to guess the randomization value that cause buffer overflow in Linux memory, while the other entity monitoring the count the guessing numbers till the success guess.

III. LITERATURE REVIEW ANALYSIS

This article will discuss studies that target covert channels utilized in data transmission between entities in this section. After that, we will analyze those studies to investigate the shortcomings and limitations of cover channel throughput during sending data by addressing these restrictions and limitations.

A. Covert Channels in Data Transmission

Channel in a wireless communication system with adaptive rate: They were able to effectively demonstrate a covert channel with a throughput of more than 150 Mb/s that reliably delivered the hidden payload while minimizing the mistakes seen in the underlying communications system. Although the focus of this study was on IEEE 802.11 ad, additional adaptive rate communication protocols should be able to benefit from using modulation and coding schemes selection to increase covert channel capacity. The selection of a cover object is limited to objects that can tolerate a certain amount of distortion (e.g., Audio and video), which is a significant flaw in this method. They don’t used text or executable files. To minimize distortion on the underlying communications channel without compromising the covert channel's throughput, a modified embedding mechanism was developed.

Wendzel et al. [22] introduce a full survey covert channel that used to hide information inside network protocol. They investigated and analyzed around 100 techniques targeting covert channels that hide communication protocol. They classified a covert channel according to special pattern. They classify the covert channel according to eleven patterns which are Size Modulation, sequence of header/PDU elements to encode hidden information, add redundancy, PDU corruption/Loss pattern, random value pattern, value modulation pattern, reserved/unused pattern (a reserved or unused header/PDU element was used by the covert channel to encode data), inter-arrival time pattern, data rate of a traffic, PDU order patter, and retransmission pattern as depicts in Fig. 4.

In this survey we concerned with data rate of a traffic pattern, which allows covert channel sender alters the data rate of a traffic flow to the covert channel receiver. Using exception handling, we will construct a covert channel that we will utilize to deliver files to the server. Additionally, we employed a pattern called program flow pattern, which modifies program execution and transmits covert data to the receiver.
Zander et al. [22] presented a survey of developing network covert channels. The terms, adversary scenario, covert channel techniques, and countermeasures are all covered in this survey. Covert channels are used in sending information through network protocols. The survey showed the covert channel may use unused header bits, header extensions, padding, the IP Identifier and Fragment Offset, the TCP Initial Sequence Number (ISN), checksum fields, the time to live (TTL) field, the modulation of address fields and packet lengths, the modulation of timestamp fields, packet rate and timing, message sequence timing, packet loss and packet sorting, frame collisions, and ad hoc routing protocols. Also, they mention the counter measures techniques that used to detect and prevent covert channel. The following countermeasures are used such as:

1) Eliminate the channel including host security, Network security, traffic normalization.
2) Limit the bandwidth of the channel.

They introduced [22] an explanation of covert channel capacity, the amount of information that can be encoded in a resource’s size (storage channels) or the speed at which it can be modulated (timing channels) can be used to estimate the covert channel capacity. Estimating the capacity in terms of bits per packet or bits per message sequence is simple for some channels. The amount of overt communication between covert sender and receiver or the amount of acceptable overt traffic accessible in the network determines capacity in bits per second. Therefore, it must modify the mechanisms for generating and producing covert channels in order to boost their capacity.

Schmidbauer et al. [18] present two covert channels that exploit nonce-based network authentication. First covert channel exploit key-based authentication and the second covert channel exploit hash-based authentication. These channels are used for sending encrypted information between parties. They investigated and exploited the challenge-response authentication with a nonce for transfer secret information. They evaluated their covert channel in terms of throughput rate. They increased the performance of the throughput by applying Compression and codebook techniques. They measure the throughput through number of attempt to achieve challenge-response authentication mechanism. Fig. 5 shows that using a compressed JS-Hex file requires 500 attempts to communicate 4 bytes over Hash-based covert channel, whereas using an uncompressed JS-Hex file requires 3000 attempts.

Fatayer [12] developed a storage covert channel through developing a storage memory to be a pre-agreement data store between entities. Data structures are utilized to establish the covert channel, which will be used to transfer secure data between entities. This covert channel enabled parties to agree on a secret key. This mechanism is flexible in generating key with different size. On the other hand, it cost more traffic overheads and time consuming.

Fatayer et al. [9] exploit stack-overflow attacks and address space layout randomization on Linux to transmit different file formats. The sender tries to guess the delta_mmap memory (length 16 bit). One entity wants to send Files indirectly to other entity through a server. They are located in the same machine. Client tries to guess the random memory offset of standard C-library (delta_mmap) of the vulnerable server, and Bob tracks Alice’s guessing attempts by monitoring the server process. Information to be sent is encoded in the number of failed guesses before success. They transmitted text and audio files between entities. They achieve best throughput performance using hexadecimal coding as depicts in Table I.

<table>
<thead>
<tr>
<th>Audio file size</th>
<th>Optimization time</th>
<th>Without optimization</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.3 KB</td>
<td>.76 minute</td>
<td>1.01 minute</td>
</tr>
<tr>
<td>1.2 MB</td>
<td>91.9 minute</td>
<td>234 minute</td>
</tr>
</tbody>
</table>

They suggested researchers to use encoding techniques to enhance the throughput performance. Additionally, they will look into methods for boosting channel throughput by determining the ideal block size, ideal number of tables, and ideal region number encoding—possibly utilizing Huffman code. This article contribution is stemmed from this point. This article will develop covert channel to send file with different format with coding mechanism such as Byte, Hexadecimal, Huffman, and base64 coding.
Elsadig et al. [17], introduce a full comprehensive survey about the usage of covert channels and their types. They mention several benign usages of the covert channel, where the author considers it a new direction in security. Previous works focus on developing covert channels that depend on a new idea and the advantages and disadvantages of existing covert channels. There researches mention that there is limitation in throughput performance. Few research works investigated the use of covert channels to send files with different formats. Moreover, the performance of such covert channels has not been adequately explored. Previous researches did not investigate the use of encoding algorithms to improve the throughput performance of covert channels as well.

Jens et al. [19] exploit VoIP communications as a technique to increase privacy in sending files. They suggested hiding traffic within VoIP interfaces to prevent disclosure from blocking the ongoing exchange of information. They use the voice activity detection features which found in client interfaces to create phony quiet packets that may be utilized as a carrier for transferring secret data. Results show that the suggested method may be effective for enforcing privacy in practical use scenarios, particularly for file transfers. They leveraged VoIP traffic by developing a virtual network interface for tunneling protocols of the TCP/IP suite.

Privacy Enhancing Technology Voice Activity Detection (PETVAD) is slower than a direct access because HTTP is influenced by the TCP's subpar performance when there are significant delays. Part of results in [19] as depicted in Table II, which indicates that to send 1 MB webpage it cost 283 (KB/s) as throughput and 3.61 second in the existence of 100ms delays [19]. Throughput is measure through constructing local area and wide area network configurations. They used three webpages to be sent through the covert channel. Each page has 1, 10, and 100 inline objects, each of which is 1MB, 100 KB, and 10 KB in size.

Cumulative Distribution Functions (CDFs) that describe the probability distribution of random variables of transfer over times. As it is visible, the larger the size of the website, the higher the variations experienced by the users when retrieving a page as shown in Fig. 6. The low bandwidth may cause interactive services (like web surfing) to lag too much, hence some sort of optimization or content scaling may be advised in these situations.

TABLE II. TIME AND THROUGHPUT FOR DIRECT AND PETVAD COVERT CHANNELS [19]

<table>
<thead>
<tr>
<th>web pages size</th>
<th>Time (second)</th>
<th>Rate (KB/s)</th>
<th>Techniques</th>
<th>Delay</th>
</tr>
</thead>
<tbody>
<tr>
<td>1* 1MB</td>
<td>3.61</td>
<td>283</td>
<td>Direct</td>
<td>100 ms</td>
</tr>
<tr>
<td>10* 100K</td>
<td>4.98</td>
<td>205</td>
<td></td>
<td></td>
</tr>
<tr>
<td>100 * 10 K</td>
<td>21.65</td>
<td>47</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1* 1MB</td>
<td>422.21</td>
<td>2.43</td>
<td>PETVAD</td>
<td></td>
</tr>
<tr>
<td>10* 100K</td>
<td>442.53</td>
<td>2.31</td>
<td></td>
<td></td>
</tr>
<tr>
<td>100 * 10 K</td>
<td>660.53</td>
<td>1.55</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 6. Using a VIOP covert channel to transfer websites [19].

B. Analysis Summary

The covert channels utilized for data transfer between entities are the topic of this article. There are several methods for creating covert channels, each of which can be used to encode and decode information. There are several types of information that are sent through channels, such as text files, audio, video, and web pages. We analyze and evaluate the performance of the covert channel in terms of throughput. The term "throughput" in this article means the number of transmitted bits per second. We observed from related works that the covert channel has low throughput. The authors use several mechanisms to enhance the performance, such as using encoding techniques.

IV. DISCUSSION ANALYSIS AND RECOMMENDATION

A. Systetic Review Discussion

This article discusses and analyzes studies related to the development of covert channels as well as the research works that focus on improving the performance/throughput of covert channels. This article analyzes the previous studies in terms of publication type, year of publication, article title, article purpose, transferring file format used in covert channel, coding technique, throughput performance, time needed to transfer files, and article limitations. Then compare conventional and modern mechanisms for creating covert channels. Table III, shows that covert channel is used for transferring files between entities. There are several mechanisms for creating covert channels. Current trends for creating covert channel through exploiting: Networks protocol (e.g., TCP), System interfaces, and Programming language.

Table III, examines previous studies to investigate covert channel capacity, throughput, and data transfer time; a comparative survey of related work in terms of exploiting ideas to create covert channels, channel type (e.g., storage channel), creation purpose (malicious and benign), data transmission type (e.g., audio and video), measurement performance, optimization techniques, advantages, and drawbacks where it’s clear that the covert channel can be used to send different type of data such as audio, video, webpages, and text. The covert channel must be supported with coding techniques to increase the channel throughput. The covert channel must authenticate
parties before using it to send data. Furthermore, one of the primary goals of the covert channel is to improve throughput performance.

TABLE III. COVERT CHANNELS OF PREVIOUS STUDIES

<table>
<thead>
<tr>
<th>Terms</th>
<th>Collected research</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exploiting idea</td>
<td>Ideas of collected article [4, 18, 19, 22, 23, 24] exploits networks protocol (e.g., TCP), system interfaces</td>
</tr>
<tr>
<td>Channel Type</td>
<td>Storage channel, timing channel, program flow</td>
</tr>
<tr>
<td>Purposed</td>
<td>Most of article's target is attack purposes. Some of them used to send secret data.</td>
</tr>
<tr>
<td>File Type</td>
<td>Text file, webpages and voice [19],</td>
</tr>
<tr>
<td>Measurement performance</td>
<td>Articles measure throughput and time of sending files performance.</td>
</tr>
<tr>
<td>Coding Optimization</td>
<td>Hex-coding [12], compression and code book technique [18], without coding [19].</td>
</tr>
<tr>
<td>Advantage</td>
<td>Every article is consideration as a new idea for a covert channel. These article's serve as warnings about the threats against network and software.</td>
</tr>
<tr>
<td>Drawbacks</td>
<td>The throughput performance is still low and needed to be improved.</td>
</tr>
</tbody>
</table>

Evaluating and analyzing the previous related works is depicted in Table IV in terms of publication type (conference or journal), publication year, article title, main idea of generating a covert channel, type of data transmission, coding techniques used in generating data, throughput performance in sending data, time performance in sending data, and article covert channel limitations.

TABLE IV. (A). THE MAIN COMPARISON POINTS FOR PROPOSED COVERT CHANNEL AND PREVIOUS COLLECTED ARTICLES

<table>
<thead>
<tr>
<th>article reference</th>
<th>Publication type/year</th>
<th>Article Name</th>
<th>Main idea</th>
<th>Data transfer type</th>
</tr>
</thead>
<tbody>
<tr>
<td>[18]</td>
<td>Conference 2022</td>
<td>Challenging covert channels</td>
<td>They investigated and exploited the challenge-response authentication with a nonce for transfer secret information</td>
<td>JS hexadecimal, JS-string, JS-plain, And ASCII alphabet</td>
</tr>
<tr>
<td>[4, 9, 12]</td>
<td>Conference/2011</td>
<td>OverCovert: Using Stack OverFlow Software Vulnerability to Create a Covert Channel</td>
<td>Exploiting stack memory to hacks Linux memory functions to create covert channel.</td>
<td>Text and audio file</td>
</tr>
<tr>
<td>[19]</td>
<td>Journal/2020</td>
<td>VoIP network covert channels to enhance privacy and information Sharing</td>
<td>Develop covert channel depends on using the voice activity detection features which found in client interfaces to create phony quiet packets that may be utilized as a carrier for transferring secret data</td>
<td>Text, audio, video,</td>
</tr>
</tbody>
</table>

TABLE V. (B). THE MAIN COMPARISON POINTS FOR OUR PROPOSED COVERT CHANNEL AND PREVIOUS COLLECTED ARTICLES

<table>
<thead>
<tr>
<th>article reference</th>
<th>Coding</th>
<th>Throughput Concept</th>
<th>Time</th>
<th>Limitation</th>
</tr>
</thead>
<tbody>
<tr>
<td>[18]</td>
<td>compression and codebook techniques</td>
<td>Number of attempts</td>
<td>Needs to achieve challenge-response authentication</td>
<td>Not computed</td>
</tr>
<tr>
<td>[4, 9, 12]</td>
<td>Used just hexadecimal coding</td>
<td>Number of bit sending during time</td>
<td>Time for agreement time and time for sending different files</td>
<td>Throughput is still low and authors just used hexadecimal. They presumptively believe that a server program is monitored by a local program that resides on the server's computer. They presume that the server cooperate with two parties.</td>
</tr>
<tr>
<td>[19]</td>
<td>There no special coding it just using two networks</td>
<td>Number of object(KB) in web pages transmitted per second</td>
<td>Computed</td>
<td>content-rich web browsing may require further optimizations, such as operating in a text-only fashion</td>
</tr>
</tbody>
</table>
B. Recommendation

Through related works analysis and developing covert channel, the following recommendations are

1) To develop covert channel countermeasure, we must understand covert channel mechanisms in terms of identification, elimination, and the capacities.

2) Applications and scenarios for covert channels in computer networks are varied.

3) Increased channel capacity can be achieved by changing the processes used to create and develop covert channels.

4) Both beneficial and harmful purposes are carried out through the covert channel.

5) The researchers concentrate on the fact that the channel capacity has a gap, which has to be filled by future researchers.

6) Using coding techniques maybe increase the throughput of channel in sending data.

7) Sending information through covert channel need security issues (e.g., entities authentication) beside sending data covertly.

V. CONCLUSION

Covert channel has several types: storage, timing, and behavior channels. Covert channel has several applications including data transmission. In this article, we focused on investigating and assessing the covert channels that used in data transfer. We collected earlier studies to identify methods for creating covert channels and how they measured the throughput at which data was delivered between organizations. We do a comparative survey of related work in terms of exploiting ideas to create covert channels, channel type (e.g., storage channel), creation purpose (malicious and benign), data transmission type (e.g., audio and video), measurement performance, optimization techniques, advantages, and drawbacks. We determine recommendations based on conducted survey, including: Applications and scenarios of covert channels in computer networks are varied. Increased channel capacity can be achieved by changing the technique that used to create and develop covert channel. In covert channel, coding techniques increase throughput of channel in sending information through covert channel need security issues (e.g., entities authentication) besides sending data covertly. The covert channel must be supported with coding techniques to increase the channel throughput. The covert channel must authenticate parties before using it to send data. Furthermore, one of the primary goals of the covert channel is to improve throughput performance.
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Abstract—Scholars from various fields have studied the translations of the Bible in different languages to understand the changes that have occurred over time. Taking into account recent advances in deep learning, there is an opportunity to improve the understanding of these texts and conduct analyses that were previously unattainable. This study used deep learning techniques to analyze the distribution and appearance of names in the Polish, Croatian, and English translations of the Gospel of Mark. Within the scope of social network analysis (SNA), various centrality metrics were used to determine the importance of different entities (names) within the gospel. Degree Centrality, Closeness Centrality, and Betweenness Centrality were leveraged, given their capacity to provide unique insights into the network structure. The findings of this study demonstrate that deep learning could help uncover interesting connections between individuals who may have initially been considered less important. It also highlighted the critical role of onomastics and the philosophy of language in analyzing the richness and importance of human and other proper names in biblical texts. Further research should be conducted to produce more relevant language resources, improve parallel multilingual corpora and annotated data sets for the major languages of the Bible, and develop an accurate end-to-end deep neural model that facilitates joint entity recognition and resolution.
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I. INTRODUCTION

The Bible is a significant religious text that has been translated into many languages and is one of the world’s most widely studied ancient texts. However, the translations of the Bible exhibit substantial variation across the languages into which they have been translated, and these translations have undergone numerous revisions over the years. As a result, studying the translations of the Bible in different languages and understanding the changes that have taken place over time are essential for scholars in several fields, including theology, linguistics, religious studies, and history.

With recent advances in deep learning, there is an opportunity to improve understanding of these texts and conduct previously impossible analyses. Deep learning techniques are still not commonly used in this field of research, but they can help scholars analyze and interpret biblical text by enabling them to process large amounts of data and identify connections and information that cannot be identified using traditional methods. In this context, one application of deep learning is the use of natural language processing (NLP) to analyze the language used in the text. Natural language processing can be used to identify patterns in the use of words and phrases, as well as in the syntax and grammar of the text.

Recent research has explored the use of SNA to study language and culture. Social network analysis is a useful tool for identifying patterns in large data sets, and has been applied to various domains, including linguistics, anthropology, and sociology. It is also a useful technique that can be used to uncover patterns and relationships between Bible translations by analyzing the frequency of words and phrases in different translations.

In this case study, the use of deep learning techniques is explored to analyze the distribution and appearance of names in the Polish, Croatian, and English translations of the Bible. For this research, data from the 100-language parallel corpora created by Christos Christodouloupolous and Mark Steedman are used [1]. When multiple versions of the Bible were available, the creators of the corpora preferred to use the oldest translation available. For example, the King James Version was used for the English language.

Furthermore, this analysis uses the methodology of distant reading [2]. It aims to analyze large collections of texts using computational tools and techniques, as this allows for the generalization and identification of patterns that would otherwise be impossible to detect. The present case study uses SNA techniques to investigate the relationships and interactions within a network of entities in the selected book of the Bible. When SNA techniques are applied to large data sets of translations, insights can be gained into the relationships between translations and the religious and linguistic factors that influence the translation process.

This study aims to strengthen the robustness of biblical text analysis across multiple languages; therefore, it should be viewed as a first step or pilot research. As a starting point, the Gospel of Mark is chosen. The Gospel of Mark’s Footprint will be expanded to other languages and subsequently to the entire New Testament and later to the entire Bible. The goal is to enhance understanding of the distribution of names in the biblical text and provide a framework for analyzing other interdisciplinary aspects, including theological, linguistic, and philosophical ones. Finally, during this analysis, different philosophical questions about the status of the names appeared and have been discussed using a framework from the analytical philosophical tradition.
In this paper, after the review of existing research and available language resources, the methods and results of entity recognition and resolution in a selected Gospel will be presented. Finally, the obtained results and the possibilities of future research will be discussed.

II. LITERATURE OVERVIEW

A. About the Gospel of Mark

The Gospel of Mark was written in the first century for a general audience of Christians, although scholars debate the exact audience and purpose of the gospel [3]. It is the shortest of the four canonical gospels and is believed to have been written between AD 65 and 70. Hence, it is one of the earliest written accounts of Jesus Christ’s life and teachings.

In the Gospel of Mark, Jesus is presented as the Son of God and the long-awaited Messiah (Christ) of Jewish prophecy. Throughout the gospel, Jesus performs miracles and teaches with authority, attracting crowds of followers while challenging the religious and political authorities of his time. This gospel emphasizes Jesus’ role as a suffering servant who will be rejected, betrayed, and crucified but will also rise from the dead and bring salvation to humanity. Specifically, Mark portrays Jesus as a human being with a divine mission who is uniquely qualified to fulfill the promises and prophecies of the Hebrew Bible. Jesus’ identity is gradually revealed throughout the gospel as he heals the sick, forgives sins, calms storms, feeds the multitudes, and confronts demons. At Jesus’ baptism, a voice from heaven proclaims, “…Thou art my beloved Son, in whom I am well pleased.” (Mk 1:11) [4], confirming the divine identity of Jesus. Despite Jesus’ powerful teachings and miraculous deeds, many people rejected him, including the religious leaders of his day, who saw him as a threat to their authority. This leads to Jesus’ arrest, trial, and crucifixion, but also sets the stage for his ultimate triumph over death and evil powers.

The Gospel of Mark contains a distinctive theology that emphasizes certain key themes and ideas. There are a few theological themes found in this Gospel. For this research, the most prominent theme is the Messianic Secret. The Gospel of Mark portrays Jesus as the Messiah, while emphasizing that his identity is often hidden or a secret. This is because Jesus repeatedly commands those he has healed or exorcised to tell no one about what he has done, and he often speaks in parables that are difficult for his disciples and others to understand.

The reference for all names mentioned in the text is not obvious from the text. Sometimes it relates to our knowledge of the Bible, especially other synoptic gospels [5]. The Gospel of Mark gives us names such as Jesus, Simon, John, James, etc. However, who was James? It should be concluded that from the text itself. Another challenge is that there is more than one James, and, in some cases, it is not so evident to which person the text refers. The same thing happened with the name John, where it can distinguish at least John the Baptist and John the Apostle, and with the other names as well. The solution for distinguishing is mentioned in the Results and Discussion section.

B. The Analysis of NLP Resources for Bible Studies

There are various applications of NLP resources for Bible studies thus far. Natural language processing tools can be used to analyze the language and style of the Bible, which can provide insights into the authorship and composition of different biblical texts. However, using NLP tools for biblical studies has several challenges and limitations. For example, the complexity and diversity of biblical texts make it difficult to create NLP resources that can capture all the nuances and subtleties of the language. In addition, the cultural and historical contexts in which the Bible was written can be difficult to capture using NLP tools alone and may require additional theological expertise. Therefore, NLP tools should be used in conjunction with other methods and expertise, not in place of close reading and interpretation of texts.

Büchner and Mellerin [6] discuss the use of NLP resources for Bible studies. This article provides an overview of several NLP tools and resources designed specifically for analyzing biblical texts, such as morphological analyzers, part-of-speech taggers, syntactic parsers, and named entity recognition systems. These tools enable scholars to identify patterns of language use, track the evolution of specific words and phrases, and uncover hidden connections between different parts of the Bible. The authors also discuss the potential benefits of using NLP tools for biblical studies. For example, they propose that NLP can help scholars identify allusions and quotations from other texts in the Bible, which can shed light on the cultural and historical contexts in which the Bible was written.

Another topic that can be investigated using NLP is authorship attribution. According to [7], attribution of authorship involves analyzing various linguistic features of a text to determine the probability that a given author wrote the text. The authors discuss challenges that arise when applying authorship attribution to the Bible, such as the use of pseudonyms and the difficulty of obtaining enough training data for accurate analysis and provide examples of how authorship attribution has been used to analyze different parts of the Bible, such as the Psalms and the Pauline epistles. Despite these challenges, authorship attribution can provide valuable insights into authorship and the historical context of biblical texts. Thus, by identifying the authors of different parts of the Bible, scholars and researchers could gain a deeper understanding of the historical and cultural contexts in which these texts were written.

In addition, several studies have been conducted to compare Bible translations in different languages. Using SNA techniques, a study examined the frequency of words in the English and German translations of the Bible. The study found that some words were used more frequently in one translation than in the other, which could be attributed to differences in language structure, culture, and translation choices [8]. By comparing translations in different languages, scholars can better understand the choices made by translators and the cultural and linguistic factors that influence those choices.

As stated previously, NLP tools are used for various analyses of the biblical text; however, none of the existing studies conducted a comparative analysis of personal names in
different languages. This analysis can have several outcomes: 1) It can show linguistic (phonetic) differences between Bible translation and different languages, allowing for a language distance analysis; 2) It can provide a parallel philosophical and theological perspective to the name analysis; 3) It can use SNA to show differences in social connections between different translations of the Bible, which can help in determining some ambiguous places in understanding personal relations in the Bible.

III. Methods

A. Distant Learning Method of Literary Analysis

In recent years, distant reading, a literary analysis method that involves analyzing large bodies of texts using computational techniques, has been applied to biblical studies. This method has been used to identify patterns and trends in the use of language and themes across multiple biblical texts, shedding new light on the historical and cultural contexts in which these texts were written. One of the key aspects of distant reading is the use of quantitative methods to measure and compare literary phenomena. Moretti [2] suggests that we should examine the “big picture” of literary history by analyzing large data sets and mapping out the evolution of genres, themes, and styles over time. A general goal of distant reading is to uncover broad patterns and trends in literature that can reveal new insights and understandings about literary history, genres, and themes [9].

In doing so, patterns that may not be visible at the level of individual texts or authors can be identified. Another important aspect of distant reading is the use of computational tools to process and analyze textual data. Moretti argues that we should go beyond traditional methods of literary analysis, such as close reading and interpretation, and embrace the potential of digital technologies to handle large amounts of data [2]. By using tools such as text mining, topic modeling, and network analysis, hidden patterns and connections in the literature that would otherwise be impossible to discern can be uncovered.

However, distant reading also faces several challenges and limitations. One of the main criticisms of distant reading is that it prioritizes quantitative analysis over qualitative interpretation and reduces literary texts to mere data points. Despite this limitation in this study, the results obtained using this methodology are always discussed and verified using traditional theological and linguistic methodologies.

B. Construction of the Entity Graph

The entity graph is built in two phases. In the first phase, named entities are recognized and classified using the ByTS neural model [10] fine-tuned in the relevant parts of the multilingual named entity recognition (NER) data set. The results were manually evaluated and corrected, and the data set will be used to fine-tune the NER model in the future. The second phase was manual disambiguation and classification of the recognized named entities. The graph (social network) was constructed based on counts of co-occurrence of the entities of type person in the verses.

C. Social Network Analysis Metrics

Within SNA, various centrality metrics are used to determine the importance of network entities. In this research, degree centrality, closeness centrality, and betweenness centrality were used, each providing unique insights into the structure of the network.

Degree Centrality is a simple metric that counts the number of direct connections (edges) an entity has with other entities in the graph. Higher-degree centrality values indicate a higher number of connections. This metric can be used to identify nodes that are well connected and potentially influential within the network. Closeness centrality measures how close a node is to all other nodes in the network. It is calculated by taking the inverse of the sum of the shortest path distances between a node and all other nodes in the network. A higher closeness centrality value indicates that an entity is more central and can reach other nodes in the graph more quickly. Betweenness centrality, a related metric, measures the extent to which an entity acts as a bridge to other entities. It indicates how often a node lies on the shortest path between pairs of other nodes [11].

IV. Results

An entity graph (a social network) created by the described method reveals interesting insights into relationships among people mentioned in the gospel. The selected centrality measures – degree centrality (D), closeness centrality (C), and betweenness centrality (B) – for the English, Croatian, and Polish languages are presented in Table I.

The difference between languages and the apparent difference in numbers on individuals and their relationship or closeness demonstrated in Table I is in significant part due to the use of pronouns. Each language will use a different number of pronouns, corresponding to the development and flow of the language. SNA metrics show that Jesus is a central figure, but also give some surprising results, such as that Mary Magdalene is closer in a relationship and connections than Mary, mother of Jesus. Yet, it is also due to how the gospel was written.

Differences and similarities between centrality measures are easier to interpret when visualized using a spring graph layout, as shown in Fig. 1, Fig. 2, and Fig. 3.

The graphs in the three languages show that Jesus is a central figure of the gospel. Obviously, many connections led to Jesus, especially those closest to him – for example, John the Baptist, Simon Peter, John and James Zebedee, and others. When the names of Timaeus and Bartimaeus are looked at, it is noticed that they are closer to Jesus in the Croatian language than in others. In that sense, they are not directly connected to Jesus in English or Polish but are in the Croatian version of the graph. The main reason for this occurrence is that Jesus was specifically mentioned by name in the Croatian version of the text. Another intriguing part of the graph is the name of Simon, who is in the text distinguished as a Cyrenian and his two sons, who have no connection to Jesus in the graph. However, according to knowledge of other gospels and reading of the Gospel of Mark, it is known that Simon was the one who assisted Jesus in carrying his cross. Mary Magdalene,
Mary the mother of James and Joses, and Salome all experienced similar events. There are no direct connections to Jesus in the graphs, even though it is known from other resources and standard interpretations of the Bible that there is a connection. Aside from the obvious connections, it was interesting to see the link between Jesus, Barabbas, Pilate, and Joseph of Arimathea, who are all directly connected to Jesus. Note that Joseph is only identified by his first name in the Croatian and Polish versions of the graph.

In the King James version of the English translation, which is used in this analysis, the name James Zebedee is used, while in the Croatian and Polish translations, the name is Jakob or Jakov. In graphs, it is evident that the same person is in question, since there is a connection between him, his brother John, and his father (signed just as Zebedee). For some other figures, a ‘new’ or a bit untraditional method was used. For the research, the surnames that are not present in the gospel were added to distinguish similar names that refer to different people.

TABLE I. SELECTED SNA METRICS (D – DEGREE, C – CLOSENESS, B - BETWEENNESS) ORDERED BY THE BETWEENNESS CENTRALITY IN THE ENGLISH TRANSLATION

<table>
<thead>
<tr>
<th>ENTITY</th>
<th>ENGLISH</th>
<th>CROATIAN</th>
<th>POLISH</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>D</td>
<td>C</td>
<td>B</td>
</tr>
<tr>
<td>0   Jesus Christ</td>
<td>0.29</td>
<td>0.38</td>
<td>0.3</td>
</tr>
<tr>
<td>1   Andrew - brother of Peter</td>
<td>0.32</td>
<td>0.34</td>
<td>0.24</td>
</tr>
<tr>
<td>2   John the Baptist</td>
<td>0.15</td>
<td>0.28</td>
<td>0.12</td>
</tr>
<tr>
<td>3   Simon Peter</td>
<td>0.18</td>
<td>0.38</td>
<td>0.11</td>
</tr>
<tr>
<td>4   Mary Magdalene</td>
<td>0.09</td>
<td>0.27</td>
<td>0.08</td>
</tr>
<tr>
<td>5   James Zebedee</td>
<td>0.15</td>
<td>0.37</td>
<td>0.07</td>
</tr>
<tr>
<td>6   John Zebedee</td>
<td>0.15</td>
<td>0.37</td>
<td>0.07</td>
</tr>
<tr>
<td>7   Elias</td>
<td>0.12</td>
<td>0.32</td>
<td>0.02</td>
</tr>
<tr>
<td>8   Zebedee</td>
<td>0.06</td>
<td>0.25</td>
<td>0</td>
</tr>
<tr>
<td>9   Alphaeus</td>
<td>0.24</td>
<td>0.26</td>
<td>0</td>
</tr>
<tr>
<td>10  Bartholomew</td>
<td>0.24</td>
<td>0.26</td>
<td>0</td>
</tr>
<tr>
<td>11  James Alpheus</td>
<td>0.24</td>
<td>0.26</td>
<td>0</td>
</tr>
<tr>
<td>12  Matthew</td>
<td>0.24</td>
<td>0.26</td>
<td>0</td>
</tr>
<tr>
<td>13  Philip</td>
<td>0.24</td>
<td>0.26</td>
<td>0</td>
</tr>
<tr>
<td>14  Simon the Canaanite</td>
<td>0.24</td>
<td>0.26</td>
<td>0</td>
</tr>
<tr>
<td>15  Thaddaeus</td>
<td>0.24</td>
<td>0.26</td>
<td>0</td>
</tr>
<tr>
<td>16  Thomas</td>
<td>0.24</td>
<td>0.26</td>
<td>0</td>
</tr>
<tr>
<td>17  Joses Nazarean</td>
<td>0.09</td>
<td>0.09</td>
<td>0</td>
</tr>
<tr>
<td>18  Juda Nazarean</td>
<td>0.09</td>
<td>0.09</td>
<td>0</td>
</tr>
<tr>
<td>19  Mary mother of Jesus</td>
<td>0.09</td>
<td>0.09</td>
<td>0</td>
</tr>
<tr>
<td>20  Simon Nazarean</td>
<td>0.09</td>
<td>0.09</td>
<td>0</td>
</tr>
<tr>
<td>21  Herod the King</td>
<td>0.09</td>
<td>0.21</td>
<td>0</td>
</tr>
<tr>
<td>22  Herodias</td>
<td>0.09</td>
<td>0.21</td>
<td>0</td>
</tr>
<tr>
<td>23  Philip, brother of Herod</td>
<td>0.09</td>
<td>0.21</td>
<td>0</td>
</tr>
<tr>
<td>24  Moses</td>
<td>0.09</td>
<td>0.3</td>
<td>0</td>
</tr>
<tr>
<td>25  Bartimaeus</td>
<td>0.03</td>
<td>0.03</td>
<td>0</td>
</tr>
<tr>
<td>26  Timaeus</td>
<td>0.03</td>
<td>0.03</td>
<td>0</td>
</tr>
<tr>
<td>27  Pontius Pilate</td>
<td>0.09</td>
<td>0.26</td>
<td>0</td>
</tr>
<tr>
<td>28  Barabbas</td>
<td>0.06</td>
<td>0.26</td>
<td>0</td>
</tr>
<tr>
<td>29  Alexander of Simon C.</td>
<td>0.06</td>
<td>0.06</td>
<td>0</td>
</tr>
<tr>
<td>30  Rufus of Simon C.</td>
<td>0.06</td>
<td>0.06</td>
<td>0</td>
</tr>
<tr>
<td>31  Simon Cyrenian</td>
<td>0.06</td>
<td>0.06</td>
<td>0</td>
</tr>
<tr>
<td>32  Mary, mother of James and Joses</td>
<td>0.06</td>
<td>0.2</td>
<td>0</td>
</tr>
<tr>
<td>33  Salome</td>
<td>0.06</td>
<td>0.2</td>
<td>0</td>
</tr>
<tr>
<td>34  Joseph of Arimathea</td>
<td>0.06</td>
<td>0.26</td>
<td>0</td>
</tr>
<tr>
<td>35  David the King</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>36  Andrew</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>37  James Nazarean</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
It is common for biblical names to be translated differently in different languages, depending on the linguistic and cultural traditions of each language. James has become a common English name and is often used to refer to the biblical figure. Many English-speaking readers may not recognize that the name Jacob refers to the same person. However, some English translations use the name Jacob instead of James, particularly in recent translations that seek to be more faithful to the original Hebrew and Greek texts.

Fig. 1. Entity graph for English language.

Fig. 2. Entity graph for Croatian language.

Fig. 3. Entity graph for Polish language.

V. DISCUSSION

A. Theological Perspective

During the manual evaluation and correction process, the greatest diversity came from the differences in the languages and the use of names in specific languages. Some Bible translations do not follow the phonetic development of an original name but instead use more common names that evolved over time and even morphed into different names. However, some names needed to be differentiated even more in the text itself. The first task was to distinguish between the names of places, towns, regions, and individuals. It was also necessary to differentiate between functions such as Caesar, Pharisee, etc., and individuals since the program recognized them as specific names of people rather than functions. In that sense, a boat (pol. łódź) was recognized as a proper name in the Polish version of the text, probably because there is a town with the same name in Poland.

Furthermore, the main challenge in identifying individuals in the Gospel is that the text provides only a first name, occasionally giving a last name or what we would call, in today’s terms, a last name [12]. In biblical terms, they almost always represent a connection with a particular person in parent-child relationships. The name Bartimaeus, the son of Timaeus, is the most notable and precise connection between father and son (Mk 10:46-52) [4]. It is a Greek name that means “son of Timaeus.” There are no similar connections in other places of the gospel. Instead, one can see “son of Alphaeus,” “son of Zebedee,” or even “Son of David,” which is sometimes applied to “Jesus”. The problem emerged because those connections are not evident in the text unless manually marked. As a result, last names were required to make clearer distinctions. Moreover, the apostles James and John were given the surname Zebedee, but that did not resolve the issue, especially since there were other people named...
James. One is known as “James Alphaeus” and is sometimes referred to as “the lesser”. Additionally, he is supposed to be Levi’s (Mathew) brother. The information on Levi as Matthew is reconstructed from other synoptic gospels and textual connections that are not obvious from a single reading of the story.

There is also a problem with the name Simon, which is given to Peter as he becomes a disciple, but it is also the same name of individuals who are difficult to distinguish. In some ways, one is unsure if those are two different people or if they are referred to differently, as in the case of Levi.

In our analysis of the text, it was important to differentiate Christ as a name from Christ as a reference to Jesus, as Ehrman concludes [13]. In other words, a problem emerged during the name analysis because it was necessary to distinguish between Christ as a name and Christ as a function. That is, in terms of theology, Ehrman’s work made sense to this. The concept of the Messianic secret in the Gospel of Mark has important implications for understanding the relationship between Jesus and his disciples, the apostles.

B. Philosophical Perspective

Except for the beginning of the Gospel of Mark, where the syntagm ‘Jesus Christ’ is used, it cannot be sure if Christ refers to Jesus in other places. However, it is clear in some places that it does not or can be questioned. This is a challenge for linguistic analysis because the question is: when Christ refers to Jesus, is it only when there is a syntagm Jesus Christ, and is it possible that Christ does not refer to any specific person in some places?

The famous location is (Mk 8: 29), where Jesus asks his disciples: “...But whom say ye that I am? And Peter answered and saith unto him, Thou art the Christ.” [4] As a result, the syntagm Jesus Christ is not the only place where Christ refers to Jesus.

For linguistic analysis, “Christ” can be interpreted as a function in Frege’s terms [14], with Jesus serving as the object that fulfills the function of being “Christ.” In the case of “Christ” in the Gospel of Mark, one could interpret it as a function that assigns the value of being the Messiah, the Savior, or some other similar role to a particular object. Depending on the context, the object that fulfills this function could be Jesus or another individual. However, the function would remain the same regardless of the specific object that performed it.

If Jesus is the only object that fulfills this function, then the function would have a unique value, and any use of the term “Christ” would necessarily refer to Jesus. However, Frege’s theory of functions allows for the possibility of multiple values that fulfill a function. The specific number and nature of these values would be determined by the context and interpretation of the term “Christ.”

If one wants to limit “being a Christ” to one person, then it is better to understand “Christ” as a name and not a function. According to Kripke [15], names are rigid designators; therefore, the meaning of a name is fixed and independent of any specific description or property of the individual. With this definition, it can be said that Christ, as a rigid designator, has the same fixed meaning as the name Jesus when it is known that these two names refer to the same person (compare [16, 17]). This meaning, or the object of reference, could be Jesus or another figure, such as the Messiah or the Savior. Still, the name “Christ” would always refer to the same individual, regardless of the specific properties or descriptions used to describe them. Kripke’s theory also allows the possibility of reference failure, in which a name does not refer to any individual in the world. This could happen if the name is used in a context where no individual matches the description associated with it (for example, before Jesus was born) or if it is unknown that Christ has the same reference as Jesus. In the case of “Christ” in the Gospel of Mark, it is also possible that the name Christ does not refer to any specific individual in some contexts, either because it is used in a general sense or because there is ambiguity or uncertainty about its referent.

Therefore, “being a Christ” can be understood as a function in Frege’s terms. Kripke’s theory of reference provides a more useful framework for understanding how names refer to individuals in the world when this individual is unknown or uncertain.

VI. CONCLUSION

From a theological perspective, this study demonstrates that in some cases it is difficult to distinguish an individual from the mission or even from another individual. Almost everyone in the world knows who Jesus is and perhaps who Peter or Judas is. Still, this research showed that some interesting connections between individuals who seemed less important could be discovered through deep learning. Even with this small extract of the text and only a few languages, it will become even more prominent on a larger scale.

Given the importance and influence of Bible, the relative scarcity of available language resources is surprising. Therefore, our future research will initially focus on creating more relevant resources, starting with improving parallel multilingual corpora and annotated data sets for all the major languages of the Bible. These resources are necessary to train more accurate multilingual language models for named entity recognition and entity resolution. Based on these data sets, the intention is to develop an accurate end-to-end deep neural model for joint entity recognition and resolution, which would facilitate numerous other research projects in digital humanities, theology, and related fields.

Another unexpected early finding was that the newer NER models performed worse than older models on biblical texts, contrary to the standard benchmarks, which should be thoroughly researched and explained.

Further research using other metrics and techniques from SNA in studying the interaction of entities in the Bible and validating those findings against traditional research should yield interesting results.

Finally, given the richness and importance of human and other proper names in biblical texts, several interesting studies in onomastics and sociolinguistics could be conducted, ranging from analyses of the similarity and differences of
biblical names across different languages to the creation of alternative similarity matrices among languages.
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Abstract—Task scheduling poses a major challenge for cloud computing environments. Task scheduling ensures cost-effective task execution and improved resource utilization. It is classified as a NP-hard problem due to its nondeterministic polynomial time nature. This characteristic motivates researchers to employ meta-heuristic algorithms. The number of cloud users and computing capabilities is leading to increased concerns about energy consumption in cloud data centers. In order to leverage cloud resources in the most energy-efficient manner while delivering real-time services to users, a viable cloud task scheduling solution is necessary. This study proposes a new deadline-aware task scheduling algorithm for cloud environments based on the Firefly Optimization Algorithm (FOA). The suggested scheduling algorithm achieves a higher level of efficiency in multiple parameters, including execution time, waiting time, resource utilization, the percentage of missed tasks, power consumption, and makespan. According to simulation results, the proposed algorithm is more effective and superior to the CSO algorithm under HP2CN and NASA workload archives.
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I. INTRODUCTION

In recent years, wireless and emerging technologies have undergone significant progress, particularly the Internet of Things (IoT) [1, 2], artificial intelligence [3], machine learning [4-6], smart grids [7], Blockchain [8], 5G connectivity [9], and cloud computing [10], resulting in a number of positive effects on society. Cloud computing offers convenient, flexible, and ubiquitous access to a set of configurable computing resources, such as servers, storage, applications, and services, which are delivered via the web and released instantly [11, 12]. It allows users to access computer resources without having to manage them actively [13]. In this regard, three types of services can be provided by a cloud: infrastructure, software, and platform [14]. The first service is infrastructure as a service (IaaS), which offers storage and computational resources [15]. In the second service, users can access the software remotely without installing it locally, which is called software as a service (SaaS) [16, 17]. The third service is the platform as a service (PaaS), which provides a platform on which clients can build applications [18]. Virtual Machines (VMs) are provided by cloud providers as computing resources. To improve the efficiency of cloud computing, optimal task scheduling is critical when numerous users demand services from the cloud [19].

To achieve the desired quality of service (QoS), efficient task scheduling allocates resources optimally across the desired tasks in a timely manner. Optimizing a given objective involves building a schedule of tasks to be allocated to VMs with consideration of some constraints [20]. Each cloud infrastructure relies on a task scheduling algorithm as a key component. The performance metrics used in scheduling procedures involve computation-based indicators, including response time, energy consumption, and makespan, and network-based indicators, including round trips, communication cost, and traffic volume [21]. There are three types of optimal task scheduling approaches in cloud computing: heuristic, meta-heuristic, and hybrid. Heuristic task scheduling algorithms offer ease of scheduling and deliver the best possible solution, but they do not guarantee optimal outcomes. A meta-heuristic approach can find optimal solutions to task scheduling problems in a polynomial amount of time. The hybrid task scheduling algorithm combines both the heuristic and meta-heuristic approaches [22, 23].

Although there are promising approaches to efficient task scheduling in the cloud, the problem of task scheduling remains NP-complete [24, 25]. This paper proposes and uses the Firefly Optimization Algorithm (FOA) in order to schedule a bag of tasks in a cloud environment, avoiding network communication and data transfer costs. In the experimental setup, the proposed algorithm is compared to the Highest Response Ratio Next (HRRN), Shortest Process Next (SPN), First Come First Served (FCFS), and PSO algorithms. The proposed method was tested using various distributions to gain insight into its performance trend. By optimizing both the time overhead and the energy consumption of the mobile device, the QoS for mobile users is enhanced by maximizing the overall system benefits. The main contributions of this paper are as follows:

- Defining the task scheduling problem and formulating mathematical models and the objective functions used to optimize the allocation of tasks to virtual machines.
- Analyzing the performance of the proposed algorithm in terms of execution time, makespan, and energy consumption.
- Verifying the experimental results by comparing them to CSO, FCFS, and PSO findings.
The remainder of the paper follows in the following order. A discussion of recent cloud task scheduling methods is presented in Section II. Section III describes and models the problem of task scheduling in a cloud computing environment, followed by an explanation of the proposed algorithm. Section IV discusses the simulation results. The paper concludes with Section V.

II. RELATED WORK

Yu and Su [26] proposed a system called Three Queues (TQ) that uses dynamic priorities and three queues in order to cope with the increasing heterogeneity of cloud computing clusters. Based on the priority of tasks, the algorithm places tasks in a waiting queue and then categorizes them based on the input amount, output amount, number of current tasks running on a node, completion time, and disk I/O rate of the Map phase. Hardware utilization is improved by placing jobs in corresponding queues. It has been demonstrated that this algorithm improves task scheduling performance in the presence of both CPU-intensive and I/O-intensive tasks and shortens task execution times. The genetic algorithm proposed by Sun, et al. [27] uses phagocytosis as a crossover operation, generates a sub-chromosomal individual by phagocytosing two mother chromosomes, produces a random third individual, and determines a new individual resulting from phagocytosis based on the load-balancing standard deviation and fitness factor, which results in a high percentage of high-quality individuals. An evolutionary genetic algorithm for multiple populations is then used that creates initial subpopulations using the Min-Min algorithm, and these subpopulations are evolved using an improved genetic algorithm. According to simulations, the proposed algorithm schedules cloud tasks efficiently.

Al-Maytami, et al. [28] developed a new scheduling algorithm using Directed Acyclic Graphs (DAG) and Prediction of Tasks Computation Time (PTCT). Furthermore, by reducing the Expected Time to Compute (ETC) matrix using Principle Components Analysis (PCA), the proposed algorithm significantly improves makespan and minimizes complexity and computation. According to simulation results, the algorithm outperforms other algorithms for heterogeneous systems regarding schedule length rate, response time, and efficiency. Prasanna Kumar and Kousalya [29] used the Crow Search Algorithm (CSA) to schedule cloud tasks. The CSA draws inspiration from the food-collecting behavior of crows. The crow keeps on searching for a better food source than its current food source as it keeps watching its mates. This paper uses the CSA to find suitable VMs and minimize the makespan. CloudSim is used to measure CSA’s performance over ACO algorithms. Simulation results indicate that the CSA algorithm is superior to the ACO algorithms.

Panda and Jana [16] developed an energy-efficient task scheduling algorithm (ETSA) to resolve task scheduling problems. The algorithm considers and normalizes both the completion time and the total resource utilization of a task. ETSA was evaluated for its ability to measure energy efficiency and makespan in heterogeneous environments. ETSA was tested in a wide variety of heterogeneous environments, and the test results showed that it was able to achieve better energy efficiency and makespan than existing algorithms. The algorithm also accounts for both completion time and resource utilization, which gives it an advantage over other scheduling algorithms. Na, et al. [30] propose a Squid operator and Nonlinear Inertia Weight PSO (SNW-PSO) algorithm to better meet the users’ QoS requirements in cloud computing. Execution cost and execution time are optimized by the algorithm. As part of its optimization process, nonlinear inertia weights are introduced to prevent the algorithm from jumping from its local optimum. Furthermore, the squid operator allows for greater particle diversity and faster convergence to optimal positions within particle swarms. This algorithm compensates for the weaknesses of the traditional PSO algorithm, namely its ease of over-convergence and tendency towards the local optimum. The SNW-PSO algorithm converges more quickly than an LDIC-PSO algorithm and reduces both task completion time and cost when compared to a PSO algorithm with linearly decreasing inertia weight.

III. PROPOSED METHOD

In cloud computing, different quality of service parameters is optimized by scheduling tasks. The task scheduling problem entails allocating several tasks appropriate to a certain number of VMs. This section proposes an evolutionary task scheduling approach using FOA. Environmental dynamics, deadlines, and declining the entire task are the basis of the proposed method. The task scheduling problem is modeled based on the following assumptions:

- The VMs are heterogeneous in terms of processing power and power consumption;
- There is no migration of tasks between VMs;
- All submitted tasks are independent.

A. FOA Formulation for Task Scheduling Issue

The firefly algorithm is a novel technique based on fireflies’ social behaviors in nature. They flash short lights rhythmically. Each one’s flashing pattern is unique and different from the rest. They utilize the lights for the mate-attracting process and attract prey. Furthermore, these lights can function as a protective mechanism in favor of fireflies. The rhythmic light, flashing rate, and time interval between flashing signals cause the two sexes to get attracted to each other. Each parcel is a firefly which is updated according to a firefly’s awareness of its neighbors in the multidimensional search space through attracting dynamically. The parameters of FOA are described in the following.

- Light intensity factor (I): In the firefly algorithm, the light intensity factor is defined by Eq. 1. In this equation, $I_0$ denotes the initial light, $r$ is the distance between two fireflies, and $I$ is the received light intensity.
  \[ I = \frac{I_0}{r^\beta} \]  
- Attractiveness: The amount of a firefly’s attractiveness corresponds to the light intensity that neighboring firefly witnesses and is defined by Eq. 2 and Eq. 3. The parameter $\beta$ is used for measuring the attractiveness (attraction) between two fireflies.
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\[ \beta = \beta_0 \times e^{-\gamma T} \]  
\[ \beta = \frac{\beta_0}{1 + \gamma T^2} \]  
\[ r_{ij} = \|x_i - x_j\| = \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2} \]  
- The distance between fireflies: Euclidean distance determines the distance between two fireflies, calculated as follows.
- Luciferin release: Like other algorithms, the firefly algorithm starts with a randomly selected population. Therefore, the optimization begins randomly with a population of \( n \) fireflies in the search space. According to Eq. 5, the algorithm first updates the luciferin share of every firefly and then updates their position in every repetition.
- The probability of firefly selection: for every firefly \( i \), the probability of turning toward the brighter neighbor \( j \) is expressed as follows. In Eq. 6, \( t \) denotes the time measure, \( d_{ij}(t) \) is the distance between two fireflies, \( r_{ij}(t) \) the decision-making (intuitive) radius of a firefly, and \( N(t) \) is the ensemble of neighboring fireflies of the firefly \( i \) at time \( t \).

\[ P_{ij}(t) = \frac{l_j(t) - l_i(t)}{\sum_{k \in N(t)} (l_k(t) - l_i(t))} \]  
\[ j \in N(t), N(t) = \{j: d_{ij}(t) < r_{ij}(t), l_i(t) < l_j(t)\} \]  
- Updating the firefly position (a novel solution): The time-distinct moving of a firefly could be presented as follows:

\[ x_i(t+1) = x_i(t) + s \left( \frac{x_j(t) - x_i(t)}{\|x_j(t) - x_i(t)\|} \right) \]  

In the above equation, \( x_i(t) \) refers to the \( m \)-dimension vector of the firefly \( i \) at time \( t \), and \( s \) stands for the number of moving steps.

B. Task Scheduling Algorithm based on Discrete FOA

The original purpose of the firefly algorithm was to solve continuous optimization problems, so it may not be effectively employed for discrete optimization problems. Therefore, in this paper, the Smallest Position Value (SPV) rule proposed by Bean [31] is implemented for the discrete firefly algorithm. The implementation is as follows:

1) Solution representation: The search space has \( n \) dimensions corresponding to the tasks’ number; thus, every dimension represents one task. The vector \( x_i^n = (x_{i1}^n, x_{i2}^n, \ldots, x_{in}^n) \) denotes the fireflies’ positions in the search space. The SPV rule assigns tasks based on their positions. Fig. 1 illustrates an acyclic graph structure relevant to this research, consisting of six tasks. Table I presents the scheduling solutions. As dimension 4 in Table I has the smallest position value, it is the first task to be assigned, and dimension three is the second task, and so on. Initial population: Discrete firefly algorithms generate the initial population using a uniform distribution, similar to most meta-heuristic algorithms that generate the initial population randomly. The position values are also generated randomly by applying uniform random numbers to intervals of \([0, 1]\).

2) Solutions update: Every firefly is evaluated using this permutation to determine its fitness function value. Every firefly’s fitness function value is influenced by light intensity. Dim fireflies are attracted to bright ones. The firefly’s attractiveness is determined by Eq. 2 and Eq. 3. The distance between two fireflies is measured by Eq. 4, and tasks are assigned using the SPV rule. Every firefly’s attractiveness is calculated and then based on this value, its movement is determined by Eq. 7. The mentioned steps are repeated until the completion term is met when all the fireflies are attracted. To calculate the number of missed tasks, the beginning time and deadline of tasks are taken into account. In task scheduling, the main goal is to minimize the total execution time and the number of missed tasks. Eq. 8 calculates the fitness value of the proposed method for reducing total task execution time and the number of missed tasks. The input parameters are also normalized using Eq. 9.

\[ \text{Fitness} = w_1 \times \text{Makespan} + w_2 \times \text{Missed Task} \]  
\[ w_1 + w_2 = 1 \]  
\[ \text{Normalized}(m) = (m - \text{M_min}) / (\text{M_max} - \text{M_min}) \]  

Eq. 9 normalizes the parameter \( m \) between the largest and smallest values. Both cases were used in simulations to obtain the total execution time and the number of missed tasks. As shown in Eq. 10, the proposed method uses the tasks’ completion times to determine the tasks’ total execution times.

\[ \text{Makespan} = \min(C_{\text{max}}) \text{where} C_{\text{max}} > C_{t, 1, 2, \ldots, n} \]  

![Fig. 1. DAG graph for six tasks.](image-url)
The solution example for six tasks

<table>
<thead>
<tr>
<th>Tasks</th>
<th>Task1</th>
<th>Task2</th>
<th>Task3</th>
<th>Task4</th>
<th>Task5</th>
<th>Task6</th>
</tr>
</thead>
<tbody>
<tr>
<td>x_{it}</td>
<td>0.3</td>
<td>0.4</td>
<td>0.092</td>
<td>0.035</td>
<td>0.59</td>
<td>0.61</td>
</tr>
</tbody>
</table>

In the equation, t denotes a task, c_{max} is the maximum time required to complete it, and c_{t} is the completion time of the task t.

C. Solving an Example

In this subsection, the proposed method procedure is illustrated using an example of 6 VMs and 30 tasks whose durations are 100 and 200, and their deadlines are determined according to Table II. The completion time is 1.53 seconds, and the number of missed tasks’ is 1. It should be noted that the initial attraction intensity for every firefly is randomly determined based on the Gaussian distribution and initial position of fireflies. Every firefly is assessed to calculate the fitness function value. The fitness function value for every firefly is associated with light intensity. Dim fireflies are attracted to bright ones. The firefly’s attractiveness is determined by Eq. 3, and the distance between two fireflies is measured by Eq. 4. Tasks are assigned by using the SPV law. Every firefly’s attractiveness is calculated, and then based on this value, its movement is determined by Eq. 7. The mentioned steps are repeated until the completion term is met when all the fireflies are attracted. The proposed method’s way of assigning and scheduling tasks is presented in Fig. 2.

### Table II. Details of 30 Tasks

<table>
<thead>
<tr>
<th>#Task</th>
<th>Arrival Time</th>
<th>Service Time</th>
<th>Deadline</th>
<th>Dependency</th>
<th>#Task</th>
<th>Arrival Time</th>
<th>Service Time</th>
<th>Deadline</th>
<th>Dependency</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>14</td>
<td>4</td>
<td>8</td>
<td>-</td>
<td>11</td>
<td>15</td>
<td>9</td>
<td>18</td>
<td>5,3</td>
</tr>
<tr>
<td>2</td>
<td>15</td>
<td>2</td>
<td>4</td>
<td>-</td>
<td>12</td>
<td>9</td>
<td>18</td>
<td>10</td>
<td>22,11</td>
</tr>
<tr>
<td>3</td>
<td>19</td>
<td>5</td>
<td>10</td>
<td>1</td>
<td>13</td>
<td>3</td>
<td>7</td>
<td>14</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>14</td>
<td>8</td>
<td>16</td>
<td>1</td>
<td>14</td>
<td>4</td>
<td>3</td>
<td>6</td>
<td>24,6,12</td>
</tr>
<tr>
<td>5</td>
<td>9</td>
<td>9</td>
<td>18</td>
<td>-</td>
<td>15</td>
<td>5</td>
<td>5</td>
<td>10</td>
<td>25,11</td>
</tr>
<tr>
<td>6</td>
<td>9</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>16</td>
<td>7</td>
<td>4</td>
<td>8</td>
<td>15,2</td>
</tr>
<tr>
<td>7</td>
<td>6</td>
<td>1</td>
<td>2</td>
<td>5</td>
<td>17</td>
<td>8</td>
<td>3</td>
<td>6</td>
<td>15,11</td>
</tr>
<tr>
<td>8</td>
<td>18</td>
<td>8</td>
<td>16</td>
<td>-</td>
<td>18</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>-</td>
</tr>
<tr>
<td>9</td>
<td>20</td>
<td>3</td>
<td>6</td>
<td>1,7</td>
<td>19</td>
<td>13</td>
<td>7</td>
<td>14</td>
<td>8,9,13</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>5</td>
<td>10</td>
<td>2,5,7</td>
<td>20</td>
<td>5</td>
<td>8</td>
<td>16</td>
<td>5,30,13</td>
</tr>
</tbody>
</table>
### TABLE III. Tasks’ Characteristics

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task length</td>
<td>1 – 100</td>
</tr>
<tr>
<td>Input size</td>
<td>300</td>
</tr>
<tr>
<td>Output size</td>
<td>300</td>
</tr>
<tr>
<td>Number of processors</td>
<td>1</td>
</tr>
</tbody>
</table>

### TABLE IV. Features of VMs

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIPS</td>
<td>80-500-750-100</td>
</tr>
<tr>
<td>Number of processors</td>
<td>1</td>
</tr>
<tr>
<td>RAM</td>
<td>128</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>2500</td>
</tr>
</tbody>
</table>

### TABLE V. Data Centers’ Feature

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speed</td>
<td>500000</td>
</tr>
<tr>
<td>Physical machine capacity</td>
<td>10000</td>
</tr>
<tr>
<td>Storage capacity</td>
<td>1000000</td>
</tr>
<tr>
<td>MIPS Bandwidth</td>
<td>100000</td>
</tr>
</tbody>
</table>

### TABLE VI. Firefly Algorithm Parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta$</td>
<td>Min: 0, Max: 1, Mean: 0.5</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Min: 0.5, Max: 1, Mean: 0.75</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Min: 0, Max: 1, Mean: 0.5</td>
</tr>
</tbody>
</table>

![Fig. 3. Execution time comparison.](image-url)
Fig. 4. Service and waiting time comparison.

Fig. 5. Number of missed tasks comparison.

Fig. 6. Makespan comparison based on HP2CN workload.
B. First Experiment: Evaluation of the Proposed Method Compared to [33]

This experiment compares the proposed method with the method presented in [33] regarding makespan and power consumption. HPC2N and NASA workloads were evaluated using 500 physical machines, 200 virtual machines, and 100 to 1000 tasks. As shown in Fig. 6 to 9, our method provides better performance. The proposed scheduler outperforms the existing CSO algorithm by approximately 10% in terms of makespan under HPC2N workloads. When compared to the CSO algorithm, our algorithm improved the makespan by 8% under NASA workloads. Energy consumption is an important parameter that impacts both the cloud provider and the cloud user. In the cloud computing paradigm, the goal is to minimize energy consumption by which cloud providers can effectively run tasks on virtual resources in the cloud by consuming a minimal amount of energy. The cloud user is also benefited from the availability of resources at a lower cost since resources are readily available. HPC2N and NASA workload archives were used to evaluate energy consumption. We compared our algorithm with the CSO algorithm under HPC2N workloads, and the results indicated a significant reduction in energy consumption, up to 10%. Compared to the CSO algorithm, our algorithm consumes up to 12% less energy under NASA workload archives.

![Fig. 7. Makespan comparison based on NASA workload.](image1)

![Fig. 8. Power consumption comparison based on HP2CN workload.](image2)
Cloud computing allows users to access shared computing resources. Requests and demands are the basis of cloud computing, where users request resources from service providers and access them. Due to the dynamic nature of cloud environments and user requests changing over time, we need a scheduling method that can handle more tasks in less time. This paper proposed a new deadline-aware task-scheduling technique based on the firefly optimization algorithm. The experiments were conducted on different workloads. The experimental results proved that the proposed algorithm performed better than previous works concerning waiting time, execution time, missed tasks percentage, and resource utilization. Future work may examine the use of different heuristics to determine optimal initial conditions for FOA or other meta-heuristic algorithms. Our future plans include further exploring the time and space complexity of the proposed algorithm, examining the effective combination of artificial intelligence technology and task scheduling algorithm, and analyzing the energy consumption optimization of green cloud computing data centers.

V. CONCLUSION
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Abstract—As network attacks are more and more frequent and network security is more and more serious, it is important to detect network intrusion accurately and efficiently. With the continuous development of deep learning, a lot of research achievements are applied to intrusion detection. Deep learning is more accurate than machine learning, but in the face of a large amount of data learning, the performance will be degraded due to data imbalance. In view of the serious imbalance of network traffic data sets at present, this paper proposes to process data expansion with GAN to solve data imbalance and detect network intrusion in combination with CNN and BiLSTM. In order to verify the efficiency of the model, the CIC-IDS 2017 data set is used for evaluation, and the model is compared with machine learning methods such as Random Forest and Decision Tree. The experiment shows that the performance of this model is significantly improved over other traditional models, and the GAN-CNN-BiLSTM model can improve the efficiency of intrusion detection, and its overall accuracy is improved compared with SVM, DBN, CNN, BiLSTM and other models.
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I. INTRODUCTION

Technology is developing very fast these days, and the internet has become an indispensable tool in our daily lives. It brings great convenience to all walks of life. However, in today’s network environment, a variety of new means of attacking the network continue to emerge, with increasingly larger impact scales and higher attack frequencies. As a result, network security has become a growing concern. The task of network intrusion detection is to find suspicious attacks and take appropriate protective measures to reduce the possibility of subsequent attacks and minimize corresponding economic losses. Therefore, research on Intrusion Detection (ID) has become a major research direction in the field of network security [1-2].

The intrusion detection system is one of the most promising methods for quickly identifying and dealing with network intrusions. It can identify whether the system is being attacked or has been attacked, and can take preventive measures against possible network attacks. An intrusion detection system can detect and analyze network activities on a computer, thereby protecting sensitive information, preventing unauthorized user access, system misoperation, and malicious intrusion. However, in the current network traffic, the volume of normal data flow is much larger than that of abnormal data flow. This results in a serious imbalance in the proportion of data occupied by normal flow and abnormal flow, which significantly reduces the learning performance and accuracy of the classifier.

Intrusion detection technology has developed rapidly over the years and has become a crucial aspect of network security. The main focus of intrusion detection is to detect any suspicious activity that may lead to network breaches and take appropriate measures to prevent them. There are two primary methods of intrusion detection - signature-based and anomaly-based. Signature-based intrusion detection is a rule-based method that compares incoming network traffic with a pre-defined set of signatures or patterns. While this method is highly accurate, it cannot detect new or unknown attacks and requires frequent updates of the signature database to maintain effectiveness [3]. On the other hand, anomaly-based intrusion detection works by identifying abnormal patterns in network traffic that deviate significantly from the expected behavior of the network. This method is useful for detecting unknown attacks that do not match any known signature, but it can also produce false positives by flagging normal behavior as suspicious. Anomaly-based intrusion detection can be achieved through various techniques such as machine learning, data mining, data statistics, and deep learning.

Machine learning algorithms can learn from labeled data sets and identify the patterns that distinguish normal and malicious traffic. Data mining techniques can be used to extract useful knowledge from large-scale network data sets and identify abnormal behaviors. Data statistics can help identify unusual changes in the network, while deep learning algorithms can analyze large amounts of data and identify complex patterns and correlations that are difficult to detect through other methods.

In conclusion, intrusion detection is critical for ensuring network security, and the choice of intrusion detection method depends on the specific needs of the network and the level of threat faced. Both signature-based and anomaly-based intrusion detection methods have their advantages and limitations, and the optimal approach often involves combining multiple techniques to achieve the best results.

At present, machine learning has been widely used in intrusion detection, but machine learning is mostly shallow learning, focusing on feature engineering and selection, and the accuracy will be degraded when dealing with a large volume of real network traffic data. Deep learning can deal with a large volume of data, and thus it is more accurate and effective in intrusion detection. Convolutional Neural Networks (CNN) and Bidirectional Long Short-Term Memory (BiLSTM) can
automatically learn feature representations from input data, while Random Forest, Decision Tree, and SVM require manual feature design or rely on feature engineering. This gives CNN and BiLSTM an advantage in handling complex data such as images, speech, and text. BiLSTM is specifically designed for handling sequential data and can capture long-term dependencies within sequences. In contrast, methods like Random Forest, Decision Tree, and SVM are not well-suited for modeling sequential data. CNN and BiLSTM have the property of parameter sharing and weight sharing, making the training of the models more efficient and allowing them to handle problems with a large number of parameters. On the other hand, Random Forest and Decision Tree require more parameters and computational resources. The generator in Generative Adversarial Networks (GANs) utilizes a CNN architecture, which exhibits excellent generation capabilities and can generate realistic synthetic data. CNN and BiLSTM can efficiently process large-scale data through mini-batch training, especially when accelerated by GPUs. In comparison, Random Forest and Decision Tree may face limitations in memory and computational resources when dealing with large-scale data. However, due to the imbalance of the data sets, the performance will be significantly degraded as the volume of abnormal data is much smaller than the volume of normal data. Therefore, this paper proposes to solve data imbalance via GAN, which has been widely and effectively used in speech and image fields. In this paper, GAN is used to create virtual data similar to the minority class for resampling to improve the efficiency and accuracy of intrusion detection. Moreover, it is found that the effect of using multi-model mixture is better than that of using single model. Therefore, this paper adopts the method of combining CNN and BiLSTM to conduct experiments. The main contributions of this paper are summarized as follows:

1) Proposed to use of GAN pairs to solve the problem of data imbalance, and add an attention mechanism to solve the problem of inaccurate model results caused by unreasonable convolution kernel settings.

2) Propose the design and implementation of an intrusion detection model based on CNN-BiLSTM, and combine CNN with BiLSTM to build the intrusion classification model. In addition, add a self-attention mechanism to BiLSTM to make the model more effective and more accurate.

3) Study the performance and effect of the data set in machine learning such as Naive Bayes, Random Forest and Decision Tree, and compare with the model in this paper. The experimental result shows that the performance of GAN-CNN-BiLSTM is higher than the traditional classification model, so the performance of the model proposed in this paper is higher than other traditional models, which can improve the efficiency of intrusion detection and the overall accuracy.

Starting from the data, this paper first uses GAN to balance the data, which lays a good foundation for the subsequent training of the classification model, improving the accuracy of intrusion detection. Then, it obtains the final model through continuous improvement. Moreover, the CIC-IDS-2017 data set is used for experimental verification, and compared with CNN, BiLSTM, SVM and other models. The experimental result shows that the detection model proposed in this paper has a better effect and higher accuracy.

The proposed model in this paper can provide network security protection for the following:

1) Protection of critical infrastructure: It can be applied to critical infrastructure such as power grids, water supply systems, transportation systems, etc. It helps detect and prevent potential network attacks, hacker intrusions, and data breaches, ensuring the security and reliable operation of this infrastructure.

2) Security for companies and organizations: It can protect the network and information security of companies, organizations, and institutions. It helps identify malware, phishing attacks, data theft, and other security threats, providing real-time threat intelligence and defense measures.

3) Government agencies and military applications: It holds significant importance in government agencies and military sectors. It can be applied to network security and intelligence analysis, aiding in the discovery and prevention of cyber espionage, malicious attacks, and information warfare.

4) Security in the financial industry: It can be used in the financial industry to safeguard the network security of banks, payment systems, and financial institutions. It detects and prevents network fraud, credit card fraud, hacker attacks, and other financial crimes.

In Section II, a review of prior research and methods related to network intrusion detection is provided. Traditional intrusion detection techniques, as well as machine learning and deep learning-based approaches, are introduced, and their advantages and disadvantages are discussed. In Section III, the architecture and working principles of the proposed GAN-CNN-BiLSTM model are presented. The functionality and interactions of each component are explained, highlighting the model’s strengths and innovations. Section IV describes the experimental setup designed and executed in this study, showcasing the experimental results and performance evaluation. A comparison is conducted between the proposed model and other methods, analyzing the reliability and effectiveness of the results. Finally, the main findings and contributions of the paper are summarized in Section V, and prospects for further research are outlined.

II. RELATED WORK

A. Related Study on Intrusion Detection Models

Intrusion detection generally consists of two steps: preprocessing and classification. Preprocessing technology, also known as feature selection technology, is a key technology in the process of intrusion detection. It can reduce the size of the original data, improve the training efficiency of the model and the accuracy of the classifier. According to whether feature selection is independent of classifier, feature selection methods can be divided into two categories: filtering and packaging. Filtering method is independent of classifier, and it carries out feature selection according to the statistical characteristics of original data. In traditional intrusion detection system, the original data needs to be sent to a classifier after preprocessing.
Because of the progress of artificial intelligence (AI) technology in intrusion detection system (IDS), detection methods based on AI, such as Decision Tree[4], Support Vector Machine (SVM)[5], CNN[6-8], Long Short-Term Memory (LSTM)[9-11] and Recurrent Neural Network (RNN)[12-13], are widely and effectively used in intrusion detection systems. Vinayakumar R et al. proposed an intrusion detection method in combination with CNN and LSTM, and the experimental result shows that it performs better in all indicators than only using CNN or CNN-RNN [14]. Tetsushi Ohki, et al. proposed a dimensionality reduction technique in combination with information gain and principal component analysis (PCA), using support vector and other means to detect intrusions, and the experimental result shows that the mixed dimensionality reduction method is better than the single dimensionality reduction method[15]. Liu Yuefeng et al. proposed an intrusion detection method based on multi-scale CNN, which uses convolution kernel of different scales to extract the optimal features of data. This method not only converges quickly, but also improves detection accuracy [16]. Lirim Ashiku et al. used the DNN network for intrusion detection training, which is optimized on the basis of CNN and deepens the network structure to improve the detection accuracy [17]. Yin C L et al. proposed the use of RNN to build an IDS detection model for identification in consideration of the time series relationship for feature extraction, but for high-dimensional features, RNN is significantly incapable of feature extraction, resulting in poor model performance [18].

The research shows that these deep learning-based intrusion detection systems perform better when dealing with big data, but there are still some problems:

1) **Outdated data set**: Most of the previous intrusion detection research is based on KDD-CUP99 or NPL-KDD data set, which has a history of more than 20 years, and cannot reflect the current network situation well.

2) **The data samples are unbalanced**: Classification research usually pays more attention to improving the overall evaluation indicators of the model, such as accuracy, precision, etc., and ignores the classification of minority samples. But in the real network environment, these minority attacks will produce more damage and impact than the majority attacks. However, the current researches based on KDD-CUP99 and other datasets usually directly use the official training and testing samples, and few research works deal with the problem of data imbalance under the intrusion detection problem and the related solutions.

3) **Feature learning is not comprehensive most of the previous studies are based on a single neural network**: CNN can learn the spatial features in the data and extract the local features accurately, but it cannot learn the temporal features. RNN can extract temporal features in data and analyze long-term dependencies of information, but it cannot effectively extract spatial features. In addition, RNN can only learn the temporal characteristics of the data in a single direction, and does not fully consider the joint influence of the information before and after the traffic data on the current state.

Intrusion detection is being extensively studied because it is an important security guarantee not only for the traditional Internet, but also for the Internet of Things and other networks. However, most of the previous studies used traditional machine learning or simple deep learning, and the data sets used, such as KDD-CUP99 and NSL-KDD, are too old to reflect the current network traffic well, and it is difficult for traditional machine learning algorithms to deal with a large volume of data, therefore, this paper uses the large data set CIC-IDS 2017 containing the latest attacks to solve the problems in current research by a multiway method.

**B. Related Study on Data Imbalance**

Data imbalance means there are large quantitative gaps among different data categories. Deep learning algorithms can get the best result when there are similar quantities among categories, so data imbalance is one of the factors degrading the deep learning performance.

In order to solve the problem of imbalanced data, one idea is to start from the algorithm level, according to the defects of the algorithm in solving the imbalanced problem, combined with the characteristics of imbalanced data, the algorithm is improved to improve the ability of the algorithm to deal with imbalanced classification problems. The other is to start from the data level. Existing studies solve the problem of data imbalance mainly through random undersampling, random oversampling and SMOTE. Random oversampling will expand the data scale and prolong the training time, which is easy to fall into overfitting; random undersampling will blindly delete some data, influencing the classification accuracy; the samples generated by SMOTE have no diversity [19].

To improve the model performance by sampling and optimizing the data, Yan B. et al. used SMOTE technology to sample the NSL-KDD data sets, and compared the performance of the newly sampled data with some algorithms such as RF, SVM and Backpropagation Neural Network (BPNN) [20]. Min E X. et al. built a new network architecture on GAN to generate data against data imbalance [21]. However, it has been proven that GAN training may lead to gradient vanishing, making the generator output invalid and making the result poor.

Therefore, this paper proposes a method to solve the problem of data imbalance and generate higher-quality data sets via Generative Adversarial Networks (GAN), GAN is a new generative model, which learns the probability distribution of the target data sample to generate forged samples that are greatly similar to the target data sample. It is a new generative model that directly compares the distribution of forged samples and target samples for training and generation, and continuously generates forged samples that are as close as possible to the real sample by means of confrontation. It improves the generation quality of forged samples and effectively solves the problem of overfitting caused by the lack of training samples in the generation process of traditional generative models. Therefore, GAN has been applied to the generation of data in many fields and achieved good results, but it has not been applied to the imbalance problem of network intrusion detection data. Then, a classification model is built in combination with CNN and BiLSTM, and balanced
data sets are used for training to obtain a model which is more stable in training and gives better results.

III. INTRUSION DETECTION MODEL BASED ON GAN-CNN-BILSTM

Fig. 1 shows the structure of the GAN-CNN-BiLSTM model, as there is only a little abnormal data in intrusion detection, data distribution of the data sets used for intrusion detection is unbalanced. Thus this paper generates and expands the minor training samples with GAN to reduce the impact of imbalanced training samples on the detection accuracy. After the data set is balanced using GAN, the generated minor samples and the original data set are combined into a new data set with balanced sample distribution, and then the data set is normalized and other preprocessed. Finally, the data set is used to train the CNN-BiLSTM model and obtain the classified detection results.

A. Data Set Balance

Generative Adversarial Networks (GAN), a new regression generation model proposed by Goodfellow, et al in 2014, consists of Discriminative Network (D) and Generative Network (G), which are rivals, as Generative Network creates a new data instance while Discriminative Network evaluates the data authenticity, both try to outperform each other and thus gradually improve in this process [22]. GAN learns the probability distribution of the target data samples to generate fake samples highly similar to the target data samples, it is a generative model as it directly compares the distribution of the fake samples and the target samples to train and generate new ones, and fake samples which are as close as possible to real samples are continuously generated by confronting, improving the generation quality of fake samples and solving the problem of overfitting caused by insufficient training samples in traditional generative models. Its structure is a two-person zero-sum game, where one’s gain is the other’s loss.

If the convolution kernel setting of GAN is too small, the dependency in the data will not be obvious, while if the convolution kernel setting is too large, the computational efficiency will be degraded. Therefore, this paper intends to introduce an attention mechanism, which sets different weights for different parts of these vectors according to their importance, so as to sort the importance of information and quickly extract the key feature information. It not only saves model computation and storage but also enables the model to judge more accurately.

Fig. 2 shows the structure diagram of a GAN model with added attention mechanism. Real data is the real data of the data set, and generated data is the data generated by G. Random noise can make the network random and generate distribution, so that it can be sampled. In the training process of GAN, G and D are continuously optimized and enhanced, as G is to make D unable to distinguish while D is to enhance its ability to judge the authenticity of the data through continuous improvement, and the principle can be expressed as formula (1):

\[
\min_G \max_D \mathbb{E}_{x \sim p_{data}(x)} [\ln D(x)] + \mathbb{E}_{z \sim p_z(z)} \left[ \ln \left( 1 - D(G(z)) \right) \right]
\] (1)

Fig. 1. Flow Chart of intrusion detection model based on GAN-CNN-BILSTM.

Fig. 2. Structure diagram of a GAN model with added attention mechanism.
In the formula, V(D, G) is the objective function, P_data is the real sample distribution, P_z is the generated sample distribution, D(x) is the probability of x being the real sample, and G(z) is the sample generated by model G based on the input z.

After the convolution processing in the attention mechanism module of the model, the resulting convolution feature vector X serves as input. The processing shown in formulas (2) to (4) is then applied to obtain f(x), g(x), and h(x) with different output channel sizes, where W_f, W_g, and W represent weight matrices trained through different methods. Next, f(x) is transposed and multiplied by g(x) using formula (5). Finally, an attention map is obtained after Softmax processing.

\[
f(x) = W_f x \quad (2)
\]

\[
g(x) = W_g x \quad (3)
\]

\[
h(x) = W x \quad (4)
\]

\[
s_{ij} = f(x_i)^T g(x_j) \quad (5)
\]

Next, h(x) is used to perform pixel-by-pixel multiplication with the obtained attention map, resulting in the feature map of adaptive attention. Eq. (6) is used to compute the attention weights, where \( \beta_{ij} \) represents the degree of influence of the model on the ith position when synthesizing the JTH region. Then, Eq. (7) is used to obtain the attention feature map. Finally, the feature map with attention mechanism is combined with the feature vector X using formula (8) to obtain the feature map with attention mechanism.

\[
\beta_{ij} = \frac{\exp(s_{ij})}{\sum_{i=1}^{N} \exp(s_{ij})} \quad (6)
\]

\[
o_j = \sum_{i=1}^{N} \beta_{ij} h(x_i) \quad (7)
\]

\[
\gamma_i = \gamma o_j + x_j \quad (8)
\]

The main process of GAN model training is shown in Algorithm 1.

**Algorithm 1: GAN model training algorithm**

```
Input: normal traffic T_normal, attack traffic T_attack, noise N
Output: GAN model, trained generator G and discriminator D
Initial generator G, Discriminator D, Deep Intrusion Detection System CNN-BiLSTM

for i = 0, 1, 2, do
  for G-steps do
    attention model generate attention weights.
    G generates the malicious traffic examples based on T_attack
    Update the parameters of G
  end for
  for D-steps do
    D classifies the training set including T_normal and G(T_attack-N)
    D classifies the training set, getting predicted labels
    Update the parameters of D
  end for
```

### B. CNN-BiLSTM Model

Convolutional Neural Networks (CNN), belong to a multi-layer supervised learning neural network, consists of the input layer, the convolutional layer, the pooling layer, the fully connected layer and the output layer. A CNN model can be composed of multiple convolutional layers, pooling layers and fully connected layers, and the convolutional layer and the pooling layer generally appear alternately. The pooling layer is usually followed by the fully connected layer and the output layer is usually followed by the fully connected layer, or the classification layer in other words. Classification is realized by logistic regression, Softmax regression or even a SVM, and the features extracted by the CNN, which is the result of the classification, are classified and output by the output layer. The loss function takes the gradient descent to reversely regulate the weight parameters in the neural network layer by layer at minimum, and improves the accuracy of the network through continuous training. CNN can extract and classify features in the meantime, so that feature classification can effectively use feature extraction; weight sharing can effectively reduce the training parameters, making the neural network structure simpler and more adaptable, and Fig. 3 shows its structure.

For Bidirectional Long Short-Term Memory (BiLSTM), the Long Short-Term Memory (LSTM) is a variant of traditional RNN, but the structure of LSTM, which is more complex, can be divided into four parts for interpretation: forget gate, input gate, cell state and output gate. Compared with the classical RNN, the gate structure of LSTM can effectively capture the semantic correlation between long sequences and alleviate gradient disappearance or explosion. BiLSTM is composed of forward LSTM and backward LSTM, which enhances the LSTM and improves the performance of the model. It trains two LSTMs on the input data, the first LSTM is on the original data and the other is on the reversed data so that more features are added to the network, the result is obtained faster, and the defect of gradient vanishing is eliminated. Fig. 4 shows the structure of BiLSTM.

BiLSTM needs to calculate the output according to the time sequence, if the distance between the interdependent features is too far, it will take several time steps to accumulate information and connect the two, and with the increase of the distance, the possibility of capturing effective information will gradually decrease. However, the self-attention mechanism will connect any two words directly through a calculation result, which shortens the distance between long-distance dependent features and is conducive to the effective use of these features. Therefore, this paper adds a self-attention mechanism to BiLSTM to improve the efficiency of the model.
IV. EXPERIMENT AND RESULT ANALYSIS

A. Experimental Environment

In order to verify the intrusion detection model in this paper and build a simulation experiment environment, the Pytorch 10.2 deep learning framework is used to build the model in Pycharm, and data are processed by Python 3.6; the operating system is 64-bit Windows 10, the CPU is Intel core i5-7300HQ 2.50 GHz, and the memory is 16 GB DDR.

B. Data Set

The data set used in this paper is CIC-IDS-2017, which contains normal data similar to real data and the latest attacking data. The information of this data set, which contains a large number of network intrusion traffic data, can better reflect the current network environment, and the training set and test set are adjusted to improve the test result in the complex network environment at present, 80% was randomly selected as the training set and 20% as the test set. This data set contains benign and recent common attacks, similar to real-world data (PCAPs). It also includes the result of network traffic analysis by CICFlowMeter, using tagged flows based on timestamp, source and destination IP, source and destination port, protocol and attacks (CSV file), and a data set containing 15 class labels (1 normal label + 14 attack labels). Table I lists the volumes of various attack data:

### TABLE I. CIC-IDS-2017 DATASET

<table>
<thead>
<tr>
<th>Attack Type</th>
<th>Number of Instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>BENIGN</td>
<td>2359087</td>
</tr>
<tr>
<td>FTP-Patator</td>
<td>7938</td>
</tr>
<tr>
<td>SSH-Patator</td>
<td>5897</td>
</tr>
<tr>
<td>DDoS</td>
<td>41835</td>
</tr>
<tr>
<td>Dos Hulk</td>
<td>231072</td>
</tr>
<tr>
<td>Dos GoldenEye</td>
<td>10293</td>
</tr>
<tr>
<td>Dos Slowloris</td>
<td>5796</td>
</tr>
<tr>
<td>Dos Slowhtptest</td>
<td>5499</td>
</tr>
<tr>
<td>WebAttack-Brute Force</td>
<td>1507</td>
</tr>
<tr>
<td>Web Attack-XSS</td>
<td>652</td>
</tr>
<tr>
<td>WebAttack-SQL Injection</td>
<td>21</td>
</tr>
<tr>
<td>Bot</td>
<td>1966</td>
</tr>
<tr>
<td>Infiltration</td>
<td>36</td>
</tr>
<tr>
<td>PortScan</td>
<td>158930</td>
</tr>
<tr>
<td>Heartbleed</td>
<td>11</td>
</tr>
</tbody>
</table>
C. Data Preprocessing

1) Data cleaning: The missing values in this dataset all appear under the Flow Bytes/s feature. When dealing with the problem of missing data, methods such as deletion, completion and imputation are usually used. Since the dataset is very large and the missing ratio is small, this paper uses the tuple deletion method to delete the data rows with missing values. Infinite values exist under the features Flow Bytes/s and Flow Pkts/s. During data processing, the infinity value cannot be calculated properly. The infinite values of this data set basically appear in normal traffic and have no effect on classification. Therefore, the information lines containing infinite values are directly deleted. Duplicate data is hardly helpful to the training of intrusion detection system, therefore, only the first occurrence of data is kept and the duplicate data is removed. When the data set is recorded, the table header information is mistakenly written into the data multiple times, and it is directly deleted here to ensure that the data is comprehensive, clean, and error-free.

2) Numericalization of character-type features: Convert character attributes in the data set to binary features. This is a crucial step in many machine learning tasks as most algorithms cannot work directly with non-numeric data. In the context of intrusion detection, many datasets contain character-based features such as protocol types, service types, or flag values. These features are often categorical in nature, meaning that they take on a limited number of distinct values. To turn these categorical features into numerical ones, one common technique is to use binary encoding. By converting categorical features into binary features, we can ensure that all features in the dataset are numerical, which is necessary for most machine learning algorithms. This process also helps to reduce the impact of bias on the algorithm's results and increase the accuracy of the model. Overall, numericalization of character-type features is an important step in preprocessing data for intrusion detection and other machine learning tasks. It helps to ensure that the data is ready for use with a variety of algorithms and can improve the performance of the model.

3) Normalization processing: Normalization is an essential preprocessing step in machine learning, which involves scaling the features of a dataset to a standardized range. This is necessary because different features often have different scales or units, which can lead to biased predictions or overemphasis on certain features. In intrusion detection, normalization is particularly important due to the diverse nature of network traffic data. The min-max normalization method is a popular technique for scaling data to a standardized range. It involves scaling the values of each feature to a range of [-1, 1], based on the minimum and maximum values of that feature in the dataset. This normalization method preserves the relative distances between values within a feature and ensures that all features have equal influence on the learning process. The advantage of the min-max normalization method is that it is simple and easy to implement, and it maintains the original information and structure of the data. It also helps to prevent the model from being overly influenced by outliers or extreme values. The min-max formula is shown in Eq. (2), where max represents the maximum value of each feature, and min represents the minimum value.

\[ y_i = \frac{x_i - \text{Min}}{\text{Max} - \text{Min}} \]  

D. Parameter Setting

In the model of this paper, the parameters of GAN were set as batch-size 50, epoch 500 and learning rate 0.001, the Relu function is selected as the activation function and the Adam optimizer is used for the model. The convolution layer and pooling layer of CNN have two layers respectively. The initial parameters of CNN include convolution kernel size set to 3, activation function set to the Relu function, pooling layer size set to 2 and fully connected layer size set to 16, and a Dropout layer is added to avoid overfitting. In the BiLSTM network of this paper, the output size is set to 10, the features extracted by CNN and BiLSTM are fused in parallel, the fused features are added into the self-attention layer, and different weights are assigned to different features.

E. Measurement Indicators

In this paper, Accuracy, Precision, Recall and F-score are mainly used to evaluate the models.

Accuracy: It represents the proportion of samples that are correctly predicted by the model, providing an overall measure of classification or prediction accuracy.

Precision and Recall: Precision and recall are commonly used in binary or multi-class classification problems. Precision measures the proportion of true positive predictions among all samples predicted as positive, while recall measures the proportion of true positive samples correctly identified by the model.

F1 Score: The F1 score is a metric that combines precision and recall, calculated as the harmonic mean of precision and recall. It provides a balanced measure of model performance, giving equal weight to precision and recall. It is particularly useful for imbalanced datasets and classification tasks.

So as to evaluate the detection performance of different models, as below:

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \tag{10}
\]

\[
\text{Precision} = \frac{TP}{TP + FP} \tag{11}
\]

\[
\text{Recall} = \frac{TP}{TN + FP} \tag{12}
\]

\[
F - \text{score} = \frac{2TP}{2TP + FP + FN} \tag{13}
\]

Where, TP is the quantity of correct traffic, TN is the quantity of normal traffic in correct judgment, FP is the quantity of normal traffic in incorrect judgment, and FN is the quantity of incorrect traffic in incorrect judgment.

F. Results

In order to analyze the influence of the expanded data set on the detection accuracy, GAN is used to expand the minor
classes in the training set in different percentages: 0%, 40%, 80% and 120%, and the results are shown in Table II, indicating that the accuracy rate is the highest when the expansion percentage is 80%, so the expansion percentage in this experiment is 80%.

In order to illustrate the effects of the models proposed in this paper, CIC-IDS-2017 data sets were selected for experiments, and CNN, RNN, BiLSTM and CNN-BiLSTM were used for comparative experiment. Common intrusion detection algorithms such as SVM, NBM, Decision Tree and Random Forest are applied to the data set in this experiment for comparison. The results are shown in Table III and Fig. 5 shows the accuracy of the deep learning algorithm.

<table>
<thead>
<tr>
<th>data expansion ratio</th>
<th>Web Attack-XSS (ACC)</th>
<th>Web Attack-SQL Injection (ACC)</th>
<th>Infiltration (ACC)</th>
<th>Heartbleed (ACC)</th>
<th>Total (ACC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0%</td>
<td>62.08</td>
<td>63.57</td>
<td>60.26</td>
<td>58.49</td>
<td>92.15</td>
</tr>
<tr>
<td>40%</td>
<td>65.27</td>
<td>67.08</td>
<td>64.92</td>
<td>63.64</td>
<td>95.03</td>
</tr>
<tr>
<td>80%</td>
<td>67.25</td>
<td>68.74</td>
<td>66.21</td>
<td>68.49</td>
<td>96.53</td>
</tr>
<tr>
<td>120%</td>
<td>65.83</td>
<td>67.72</td>
<td>65.35</td>
<td>65.83</td>
<td>95.76</td>
</tr>
</tbody>
</table>

The study compared the performance of the proposed GAN-based data expansion method with several common models such as CNN, BiLSTM, SVM, NBM, and Random Forest. The results indicated that the accuracy of the GAN-based model was significantly higher than that of CNN and BiLSTM by 2.58% and 3.26%, respectively. The accuracy of the GAN-based model was also 1.81% higher than that of CNN-BiLSTM. Additionally, the performance of some classic models such as SVM and NBM were not satisfactory, whereas the Random Forest model performed better than these models.

However, the GAN-based model outperformed all these models in terms of accuracy. The proposed model based on CNN-BiLSTM and GAN was able to solve the problem of imbalanced dataset and achieved an accuracy improvement of 10.06%. This improvement proved the effectiveness and innovation of the proposed model. Therefore, it can be concluded that the GAN-based data expansion method is a promising approach for improving the performance of intrusion detection systems. It is expected to have significant implications for the development of future intrusion detection techniques.

V. Conclusion

This paper proposes a novel model called GAN-CNN-BiLSTM, which aims to enhance the performance of intrusion detection. The main challenge in intrusion detection is the class imbalance problem, where the normal class dominates the data set, while the abnormal class is relatively small. To address this issue, GAN is introduced to expand the size of the abnormal class, CNN-BiLSTM is adopted for feature extraction and classification, and the CIC-IDS 2017 data set is utilized for evaluation. The proposed model is compared with other traditional models, and the experimental results demonstrate that GAN can effectively eliminate the class imbalance problem, and the CNN-BiLSTM model outperforms other models in terms of accuracy.

Although the proposed model uses a widely adopted data set, it has not been tested in a real network environment. Collecting large-scale, high-quality data and annotating it in real-world environments is a challenging task. Data privacy and security are crucial. Transferring models from the lab to real environments requires considering adaptability and generalization. Real-world data has greater variations and noise, requiring the model to maintain good performance. To overcome these challenges, reasonable data collection and processing methods are needed, ensuring dataset diversity and representativeness. Data privacy and security measures must be in place to protect the data. Model optimization is necessary, including fine-tuning, regularization, and parameter adjustment in real environments, to improve generalization. Future research will focus on exploring and improving the model by utilizing larger and more diverse data sets, and optimizing the intrusion detection model. This will enable the model to be tested in a real network environment, and validate its performance for real-world applications of network intrusion detection. The GAN-CNN-BiLSTM model's enhancements in intrusion detection bolster the identification and defense against network attacks. Its impact includes improved network security for critical infrastructure.
companies, and government institutions, minimizing risks and losses from threats. The study showcases the efficacy of multimodal data processing and deep learning in intrusion detection, providing valuable insights for future research. The integrated model's design and optimization offer new directions for further advancements in intrusion detection.
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Abstract—This study aims to design and develop Wi-Fi tracker system that utilizes RSSI-based distance parameters for crowd-monitoring applications in indoor settings. The system consists of three main components, namely 1) an embedded node that runs on Raspberry-pi Zero W, 2) a real-time localization algorithm, and 3) a server system with an online dashboard. The embedded node scans and collects relevant information from Wi-Fi-connected smartphones, such as MAC data, RSSI, timestamps, etc. These data are then transmitted to the server system, where the localization algorithm passively determines the location of devices as long as Wi-Fi is enabled. The mentioned devices are smartphones, tablets, laptops, while the algorithm used is a Non-Linear System with Lavenberg-Marquart and Unscented Kalman Filter (UKF). The server and online dashboard (web-based application) have three functions, including displaying and recording device localization results, setting parameters, and visualizing analyzed data. The node hardware was designed for minimum size and portability, resulting in a consumer electronics product outlook. The system demonstration in this study was conducted to validate its functionality and performance.
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I. INTRODUCTION

Wi-Fi tracking technology enables the detection of Wi-Fi signals emitted by individuals or objects, allowing for tracking their locations. This technology finds applications in indoor environments such as laboratories and nursing homes, where it can be beneficial for monitoring the health of the residents. [1]. Two primary types of Wi-Fi tracking system exist, including active and passive. Active tracking relies on individuals carrying a dedicated tracking device at all times, which can be inconvenient due to the constant need for device presence [1]. In contrast, passive Wi-Fi tracking does not require individuals to carry a tracking device but can only track the behavior of detected objects within the operational area [2].

Wi-Fi tracker system has garnered significant attention and found extensive applications in many cases. It has been employed for diverse purposes, including monitoring bus passenger volume, public transit ridership, human movement analytics, tourism mobility, tracking pets or wildlife, analyzing visitor behavior, tracking indoor pedestrian movement, capturing shopper activities, detecting client positions, monitoring patients, and tracking attendance of officers, students, and teachers. [3]–[14]. System has also been successfully applied in various settings, such as museums, buildings, malls, campuses, schools, offices, airport areas, bus stations, theaters, etc. Wi-Fi tracking technology allows for the detection and tracking of smartphone locations using Wi-Fi probes [9], [15], [16]. This capability enables the analysis of device distributions, particularly in outdoor and indoor areas, providing insights into crowd levels and density[13], [17], including crowdedness levels [4].

The design and development of Wi-Fi tracking system involved conducting intensive preliminary study, which focused on studying the behavior of smartphones during connection. The evaluation was also carried out to determine the suitability of RSSI method for the tracking system [18]. The conducted experiments showed that system could collect important information such as RSSI (Wi-Fi signal strength) and MAC address of the smartphone. These two data are the required information that needs to be processed further. When Wi-Fi is enabled on a smartphone, it broadcasts packet request data containing the protocol, channel, and MAC address through Wi-Fi signal [18]. The initial step in implementing Wi-Fi tracking system using RSSI method involved sniffing these data packets and measuring the corresponding RSSI level at each node [19].

The use of RSSI method in Wi-Fi tracker system necessitates consideration of several factors. Firstly, RSSI value can exhibit instability [16]. Secondly, the interval time for broadcasting packet request data is variable and dependent on the state of the smartphones[20]. Thirdly, each smartphone emits a distinct initial power level [19]. Therefore, to address these challenges, a localization algorithm was developed to determine the location of the smartphone based on information gathered from all nodes. Study was conducted on digital filter design to enhance detection accuracy [21], [22]. Two candidate algorithms, namely the Intersection density algorithm and the Non-linear Least Square (NLS) algorithm, were evaluated in terms of their performance. The NLS algorithm was selected as the localization algorithm considering the issue of unstable RSSI values [22]. Unscented Kalman filter (UKF) algorithm was employed to reduce the noise value as well as enhance the detection accuracy. This
The ongoing study aims to develop Wi-Fi tracking system for indoor crowd-monitoring applications. This system enables the estimation and determination of the number of people in a room. It also acts as a portable sensor because the nodes receive RSSI and capture Wi-Fi power emitted by Wi-Fi devices. The captured data is then transmitted using the Message Queue Telemetry Transport (MQTT) protocol and processed on the server. During the capturing process, the nodes collect data for duration of 5 seconds and store it locally in a circular file with up to five files stored in the active directory. The processor reads the third file in the active directory, parses and encapsulates the data in JSON format, and sends it to an available server.

According to the findings in study [18], when smartphones activate their Wi-Fi function and connect to an available Wi-Fi hotspot, they transmit a unique wireless signature known as MAC address. Additionally, the timestamp and RSSI values of smartphones vary depending on their types, models, and vendors. These data can be utilized as valuable references for constructing Wi-Fi tracking system. Fig. 1 shows the proposed architecture of Wi-Fi tracker system, comprising two main subsystems, including the node and server subsystem. The node subsystem is responsible for sniffing smartphone data transmitted at specific locations. Installing more than three nodes within the target area is advisable to ensure comprehensive coverage. The collected data from the nodes is then sent to the server for further processing. The server subsystem performs data computation using suitable algorithms and conducts analysis. The resulting data are summarized and presented on an online dashboard for visualization purposes.

Several steps need to be followed to operate system. Firstly, nodes are placed at desired locations within the target area. Subsequently, when smartphones in proximity have their Wi-Fi switched to on/active, they will broadcast packet request data to the surrounding environment. Alternatively, smartphones can connect to nearby Access Points (AP), and system remains active as long as broadcast packet request data is continuously processed. Each node within the location then captures and sniffs smartphone packet data. To perform this function, the nodes must be configured in monitoring mode, and once captured, the nodes transmit the data to the server. However, before sending the data, it is encrypted using Transport Layer Security/Secure Sockets Layer (TLS/SSL) with 1024-RSA encryption to ensure compliance with data security requirements. This step is crucial as the data transmitted during communication are susceptible to vulnerabilities [[24], [25]]. Subsequently, the nodes establish a connection with Wi-Fi tracker AP and the collected data is finally transmitted to the server using MQTT protocol.

The server plays a crucial role in system by collecting data from all nodes. It achieves this by subscribing to MQTT broker based on the designed topic. Upon receiving the data, the server decrypts the packet data and organizes it based on MAC address information. This process results in a set of MAC address data along with corresponding RSSI values from each node. By utilizing this data set, the server proceeds to compute the location of each device using two algorithms, including UKF and the NLS algorithm. The raw data, as well as the processed data containing the smartphones and their respective locations, are stored in the database. MongoDB was selected as the database system for Wi-Fi tracking system, while an online dashboard was developed to provide a user-friendly interface for accessing and visualizing the data. This dashboard is a web application running on the server, which also serves as a platform for basic system configuration and presents the results of the analyzed data.
This study consists of six sections, namely introduction, system overview, embedded node (hardware and software), localization algorithm, server system, and online dashboard. The final section encompasses a functional test conducted through system demonstration. As the focus of this study is primarily on describing the structure of system, the proposed results are limited to system demo. Wi-Fi tracker system presented is a result of extensive study in the field of Wi-Fi tracking, and it has been successfully implemented on real hardware. The viability of the proposed concept has been carefully validated. Therefore, future study efforts should aim to evaluate the proposed system comprehensively. This evaluation should include assessing accuracy in relation to the number of smartphone entities, power consumption analysis, measuring actual access time with varying user numbers, testing against multiple attack scenarios to assess vulnerability, and conducting other relevant analyses.

II. RELATED WORKS

Wi-Fi Tracker system typically comprises two primary components, including the node and the server system. The node system acts as a sensor that scans smartphone information. The scan results obtained from the node system are then transmitted to the server for further processing using various algorithms. The server system performs computations using the collected data from multiple nodes to predict the location of the smartphones. Additionally, a dashboard, which can be a web-based or smartphone-based application, may be incorporated into system to configure the algorithms and display the results.

Numerous frameworks have been introduced to facilitate the prototyping of Wi-Fi tracker system. These include CrowdProbe [26], mD-Track [27], Widar [28], IndoTrack [29], Beanstalk [30], SenseFlow [31], ARIEL [32], Probr [33], MOBYWIT [34], etc. However, many of these studies lack comprehensive discussions on all aspects of Wi-Fi tracking system, including the hardware, software, algorithms, server system, web-based application, and system demonstration. To address this gap, the focus of this study is to provide a comprehensive design of Wi-Fi tracking system that offers a clearer understanding. The study aims to delve into the different components of system in greater detail compared to previous studies [18-26]. It is expected to make it easier for readers to understand the whole system.

In comparison to previous studies [3]–[14], [26]–[33], this Wi-Fi tracking system offers additional components such as a server system and a user-friendly web-based application. These additions enable real-time monitoring of passive smartphone positions based on RSSI values. The online dashboard included in system provides various features, including a heat map, time reports, and user identification based on MAC data. The server system plays a critical role in gathering all the scanned information from the nodes. It performs the localization algorithm and employs UKF for computation. The collected raw data, as well as the computation results, are stored in the database. Additionally, the database is used for a Graphical User Interface (GUI) to configure system, display the results, and present the analyzed data. Wi-Fi tracking system has been designed and packaged as a consumer electronics product. This aspect has a positive implication, as it ensures that system is well-suited for market deployment in the future [35].

III. METHODS

A. Embedded Node

The node system of Wi-Fi tracking system is developed on the Linux platform. Specifically, the current version of the node system is designed to run on Raspberry Pi Zero W, with Raspbian (Debian 9) as its operating system. A web application is created using the NodeJS framework to simplify system configuration process. The services of the node system are managed using pm2, allowing users to configure system via a local IP browser (http://10.42.0.1). Additionally, the node system can be controlled through a dashboard deployed on the server. Users can use the dashboard reboot button to reboot a specific node. The communication between the dashboard and the node system is facilitated through MQTT protocol. The node subscribes to the command topic while the dashboard publishes commands to the same topic. This enables seamless command exchange between the dashboard and the node system. The node system can be further divided into two main components, namely hardware, and software, which will be explained in detail as follows:

1) Hardware part (Raspberry Pi): This embedded node hardware is designed to carry out the following tasks with optimal functionality: a) perform the main function, which is scanning, encrypting, storing, and sending the data, b) auto-connect to the network, c) provide node configuration system, d) supply backup power system, and e) be controlled remotely by the user. After the requirement has been defined carefully, tracker node hardware specification is decided, as shown in Table I.

<table>
<thead>
<tr>
<th>No.</th>
<th>Specification</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Power Input</td>
<td>Main DC 9V 1.5 A</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Back-up power: LI-ION bat 3.8V/ 4500mAh</td>
</tr>
<tr>
<td>2</td>
<td>Operating Temperature</td>
<td>Normal operation: -10°C ~ +60°C</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Storage operation: -20°C ~ +70°C</td>
</tr>
<tr>
<td>3</td>
<td>Feature</td>
<td>Remotely controlled (By internet and GSM module), it has a configuration system interface (web apps), Power back-up (up to 8 hours), LED indicator</td>
</tr>
<tr>
<td>4</td>
<td>Dimension</td>
<td>10 × 10 × 5 cm</td>
</tr>
<tr>
<td>5</td>
<td>Portability &amp; Lightweight</td>
<td>11 Yes</td>
</tr>
</tbody>
</table>

TABLE I. HARDWARE SPECIFICATIONS
The node system utilizes the Raspberry Pi Zero W, known as the mainboard, a compact and powerful development board running on the Linux platform. This mainboard provides excellent processing capability despite its small size. The functionality of the node is enhanced by connecting it to a complement board that integrates various components. These components include power management circuits, LED indicators, physics controls, GSM modules, and external antenna connectors. GSM module communicates with the mainboard using the UART Serial protocol, allowing efficient data transfer and communication. An external antenna is utilized, connected via a USB type B connector, and configured as wlan1 while the wlan0 is embedded in the mainboard.

Fig. 2 shows the structure of the node hardware, which is designed based on the requirements and functionality of the node. The main board is responsible for scanning/sniffing the packet request data through wlan1 and transmitting the data to the server through wlan0. The node hardware consists of two main power sources, including the main supply adaptor with a voltage of 7V and a backup supply in the form of a 3.7V battery. By default, when the main supply is available, the module draws power from it while the battery charge module charges the battery. Two LED indicators are provided, namely LED R and LED G indicating that the battery is charging and fully charged, respectively. When the main power is off, the relay switches from normally closed (NC) to normally open (NO), allowing the power supply to be sourced from the backup battery. The 5V regulator is necessary to ensure that the mainboard operates at its designated operating point. Additionally, a step-up module is used to ensure that the 3.7V battery voltage is appropriately boosted to drive the 5V regulator.

A capacitor bank is added to ensure a stable power supply during the switching process of the relay. It provides temporary power when the relay changes its state, and the main power becomes temporarily unavailable. Additionally, a switch is incorporated to allow the user to manually turn on and off the node, serving as both a primary and secondary switch. GSM module is responsible for receiving Short Message Service (SMS) commands from the user. The data is sent to the mainboard for processing when an SMS is received. The mainboard verifies the validity of the command, and when it is valid, the node will be restarted. There are two options for GSM module, including SIM800L version 1 and SIM800L version 2. SIM800L version 1 operates at an operating point between 3.4V and 4.4V, while SIM800L version 2 operates at 5V. When SIM800L version 1 is chosen, an additional regulator is required to provide the correct voltage. However, since the hardware only provides a 5V power line, SIM800L version 2 can be used without needing an additional regulator to supply 4V. This means that SIM800L version 2 is selected for this system configuration.

Two LED indicators (LED B and LED Y) are connected to GPIO pins on the mainboard to provide visual indicators. These LEDs can be programmed to function according to specific requirements, such as light up when the node sniffs or sends packets. A reset button is also included to allow for external hard resetting of the mainboard. System also features a wlan1 mode switch, which allows for changing the mode of wlan1 between AP mode and monitoring mode. AP mode is used when the user wants to access and configure system node through web browsing. On the other hand, monitoring mode is utilized when the node is actively sniffing packet data.

The PCBs are designed with a focus on minimalism, ensuring that the electronic components can be integrated efficiently without adding unnecessary bulk to the case of the node. This design approach aligns with market demands for electronic devices that are lightweight, portable, modern, elegant, and simple. The hardware implementation of tracker node, based on the design shown in Fig. 2, is illustrated in Fig. 3. The casing of the node is made from Polylactic Acid (PLA), the same material used in other consumer-based product developed by Pusat Mikroelektronika ITB. Examples include
IR-based remote controllers [36], humidity and temperature sensor nodes [37], electronic transaction devices [38], and generic power sockets [39]. This material is suitable for a proper case because it is light, low-cost, solid, and resistant to dust particles & water.

2) Software part (Program node): Five programs running in the node include a) Main program (i.e., Sniffing, Encrypting, and Sending data), b) Sending node status, c) GSM module, d) Web control, and e) Web configuration. The description of each program is explained as follows:

a) Sniff the packet data: Fig. 4 illustrates the workflow of the program used to control Wi-Fi tracker and gather the required packet request data. It is crucial to consider the frequency at which devices broadcast packet request data as it directly impacts the accuracy and reliability of system. The more frequently devices send probe requests, the better the results can be achieved. During observations, several factors were identified that influence the frequency of packet requests, including the type of smartphones and the individual states. Different smartphone models may have varying time intervals for sending out packet requests, hence, to capture and analyze Wi-Fi data, Tshark, a packet sniffing tool, is utilized. The question of how Tshark analyzed the data was demonstrated in [18].

Smartphones with different chipsets and wireless adapters exhibit variations in their scanning behavior, which can be observed through the differences in scanning results. Several smartphones have a feature that enables power-saving mode, leading to slower probe request broadcasts than smartphones without this feature. Based on preliminary observations of various smartphone types, probe requests are sent at different intervals. The fastest observed interval between probe requests is approximately 3 seconds, while the slowest interval is around 60 seconds. The frequency of probe requests is higher in active scanning mode and lower during other smartphone activities such as web browsing, files downloading, or sleep mode.

Fig. 3. Photographs of trackernode hardware.

Fig. 4. Flowchart of scanning data for smartphone connected to Wi-Fi.

When considering smartphones, two scanning methods are used for active Wi-Fi AP as defined by [13], namely active and passive scanning. In passive scanning, the smartphone receiver is turned on to listen to each channel for the beacon. This scan is completely passive, and nothing is transmitted from the smartphone. While for active scanning, the smartphone will broadcast the packet on each channel. Probe requests are sent on the currently tuned channel to discover existing AP. The main focus of this system design is tracking the location of smartphones rather than AP. By setting the node to monitoring mode, no packet data is sent, thereby requiring smartphones to be in active scanning mode.

b) Encryption: As discussed in the previous chapter, security, and privacy issues are important concerns in the application due to the utilization of user information. MAC address emitted by smartphones has a considerably unique nature, allowing potential tracking of user whereabouts [11]. For example, unauthorized individuals can steal information stored in MAC address and use it to identify peoples’ location and duration of stay in a building [24]. This raises significant safety and privacy concerns [25]. In this study, TLS/SSL is employed for MQTT communication to ensure secure transmission due to its ability to provide a secure communication channel between the client and server. TLS operates at the transport layer, enabling encryption without the need for application-layer encryption implementation. TLS/SSL consists of two main components, including securing the connection between the client and server using Certificate-Based Key Exchange and securing the sent messages using RSA encryption. The workflow of TLS/SSL in this system is shown in Fig. 5.

A certificate-based key exchange mechanism is employed to ensure a secure connection. The authorized user provides a certificate to both the server and node, which establishes a connection assuming they possess the same certificate. The server generates private and public keys for encryption and decryption of information. The public key is then shared with the node using the certificate. The node, having the matching
certificate, can access and utilize the public key. The information is encrypted using the public key, employing the RSA method with a 1024-bit key in this study. All scanned data in the node, including the node status, will be encrypted. Similarly, the server, possessing the private key, is used to decrypt the encrypted information.

c) Sending node status: As described earlier, tracker node sends the captured data to the server using MQTT protocol, a client-server publish/subscribe messaging transport protocol. MQTT is widely known for its lightweight and efficient nature in terms of bandwidth usage. It is a popular choice for IoT platforms due to its low-power consumption and ease of implementation [40]. In system, small amounts of data are transmitted at frequent intervals, as opposed to sending large chunks of data less frequently [41]. MQTT protocol, with its support for the publish/subscribe scheme, was chosen for this purpose. Fig. 6 shows the data transmission process from the node to the server, utilizing the built-in Wi-Fi interface (wlan0) to connect to AP.

MQTT protocol is utilized to send data in the form of a JSON object. The publisher (node) establishes two distinct topics, namely the main and the status topics. The main topic is responsible for transmitting the primary data whenever the device is scanned, while the status handles the status information of the node, which is sent every 10 seconds. The node status indicates the connectivity status with the server. An example of the main information JSON object, which has a data size of approximately 107 bytes, is provided below.

```
{
"rssi_dbm": "-23",
"time_epoch": "1493901414.065620"
}
```

An example of the node status JSON object, which has a data size of approximately 57 bytes, is provided below:

```
{
"MAC_addr_node": "B8:27:EB:DB:48:22"
}
```

d) GSM module operation: GSM/SMS service enables remote node control through GSM frequency by sending a message to a specific node phone number. The available remote-control actions include allowing the configuration to state/AP and rebooting the node. The commands can be found in a default configuration with only numbers listed under authorized phone numbers capable of controlling the node. GSM module receives an SMS representing the command to restart the node. First, the command is sent to the mainboard using a serial connection. Then the mainboard processes the node and executes the command (reset the board). This functionality proves useful when a specific program, such as the scanning mode, stops working and there is no internet connection available. Table II provides a list of some AT commands, while the port for GSM module is depicted in Fig. 7. The SIM800L module is a widely used GSM/GPRS module for serial communication. It is commonly employed in remote control projects, allowing smartphones with a Microsim-type SIM card to send messages for control purposes. This module utilizes the TTL serial port and features an LED indicator. The LED blinks slowly when the module is connected to a GSM network and blinks rapidly when there is no signal. Although the module provides 13 ports, only a few of them are utilized in this study. GSM hardware is initially connected to the Raspberry Pi for development purposes, as shown in Fig. 8. The experiment involved several components, including the Raspberry Pi, a computer running Python, the SIM800 module, and various jumpers. The connection was carefully made, considering the functions of each port (especially RX, TX, GND, and VCC) to ensure the program was successfully downloaded.

The flowchart shown in Fig. 9 illustrates the control process of GSM module using the mainboard (Raspberry Pi). The main board is responsible for four tasks, including setting up GSM module to SMS mode, extracting commands, making the decision to require a restart, and executing the reboot script. On the other hand, GSM module has four tasks, including listening to incoming SMS, deciding on incoming SMS, reading the SMS, and sending messages to the mainboard. UART communication is used between the two components. In the initial step, GSM module is set up in SMS mode by sending a sequence of AT commands from the mainboard to the module. When there are no errors, GSM module enters SMS mode and listens for incoming messages. When an SMS is received, GSM module will transmit it to the mainboard via UART. The mainboard will then verify the message and extract the content to determine whether it is a restart command to execute a reboot script to restart the node.
<table>
<thead>
<tr>
<th>Command</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AT+CMGF=1</td>
<td>Set module to operate at SMS/Text mode</td>
</tr>
<tr>
<td>AT+CMEE=1</td>
<td>Check whether SMS mode is supported or not</td>
</tr>
<tr>
<td>AT+CNMI</td>
<td>New SMS indication</td>
</tr>
<tr>
<td>AT+CMGR</td>
<td>Read an SMS</td>
</tr>
</tbody>
</table>

TABLE II. COMMANDS OF THE AT

During the development process, a problem arose where the flowchart did not work correctly. The possible issue is related to the signal antenna GSM, serial communication (UART), or an incorrect AT command sequence. To resolve this problem, the code and commands were modified using the Python library. Eventually, the node was successfully tested and demonstrated the ability to receive commands from SMS and execute them.

- **Web control system**: A GUI is provided in the dashboard, which includes a function to monitor the status of the nodes, whether they are sending data or not. The dashboard offers real-time data presentation with the following features: i) Basic map cartesian and dynamic configuration, the basic map will display the tracked device location in cartesian mode, ii) The trajectory of the smartphone graph, iii) Node status monitoring and iv) Calibration page. The layout can be configured from the map setting container on the right side of the map, as shown in Fig. 10. The devices map menu is used to display the algorithm result in a real-time. The map setting is used to set into desired area/location because there is also a form of MAC address filter to display only specific MAC addresses. It is useful for testing the accuracy of the algorithm purpose.

Furthermore, additional features in the dashboard were implemented, as shown in Fig. 11. These include the node name, node status, and a reset command. The reset command menu is used to reset a specific node. The node name corresponds to MAC address of Wi-Fi module connected to Wi-Fi tracker AP. Each node name is published to a different topic, and the node subscribes to the topic based on its Wi-Fi MAC address (wlan0 interface). This allows the status of each node to be displayed in the dashboard.

In system specification, the remote-control functionality of the node was defined, but the web server lacks knowledge of the address, preventing direct command transmission. MQTT protocol was employed to address this, followed by a publish and subscribe scheme. Instead of directly sending commands to the node, they are published to MQTT broker using a known address. The node then subscribes to the relevant topics to receive and execute the commands, allowing it to restart the board. The illustration of the scheme is presented in Fig. 12. An online dashboard is developed using Node.js, a popular full-stack JavaScript web application framework, to enhance the user experience. The integration with Mongo and front-end development with Angular are also implemented.

![Fig. 7. GSM module SM800L port (top and bottom views).](image)

![Fig. 8. GSM hardware setup for development purposes.](image)

![Fig. 9. Flowchart of GSM controller.](image)

![Fig. 10. Basic cartesian map, all detected devices/smartphones after the computation process is displayed in this map. Using MAC address, RSSI, and time stamp data, the location of devices can also be determined.](image)

![Fig. 11. Appearance of the dashboard for node status and controller.](image)
B. Localization Algorithm

This section describes the localization algorithm applied in system. The algorithm predicts the location of devices based on previously obtained information. For this purpose, distance-based method is implemented, which is an RSSI-based localization algorithm. Based on the set of RSSI measurement results, the location of devices is predicted using the estimated distance between tracker nodes and smartphones. In addition, UKF is used to enhance system performance, consisting of three steps, namely modeling, predicting, and correcting, as summarized in Table III. The detailed derivation and simulation under MATLAB are explained in [21], [22]. The calculations are performed in the Apache Storm-based server, and the algorithms are written in Python script. The NumPy library is used to perform matrix computation in Python. The code includes a function to initialize the Kalman model used in this work. The prediction and correction steps of UKF are implemented to predict the next state value from the current state and store it in memory.

C. Server System Dashboard

1) Brief description of system structure: The server is deployed on the Debian 9.1 Linux platform and has two main functions, including collecting data from all nodes and estimating the location of detected devices. The data transport from nodes to the server is facilitated through three mechanisms, namely MQTT protocol, a message broker server for MQTT, and Apache Storm. Apache Storm enables distributed real-time computation with the NoSQL platform MongoDB used to store the data. The users can set the configuration and real-time localization from web apps deployed under the Nodejs platform.

The main processor of the server utilizes Apache Storm 1.1.0, which is built on the Java platform and enables distributed computation. Apache Storm is supervised and monitored by the Supervisor and ZooKeeper components. It follows a spout-bolt architecture, where the input data is received by the spout and processed by separate bolts. Python programming language (version 2.7) was chosen for the algorithm implementation due to its extensive library support, facilitating faster development. Apache Storm is implemented using the Streamparse framework, as shown in Fig. 13. This framework allows real-time visualization on the Map dashboard, although global grouping is not currently implemented in the framework.

Serializer Spout is the data flow gate subscribing to certain topics where nodes publish. In this Spout, serializer (message parsing) is conducted from JSON format to a tuple of the device address, timestamp, node ID, and RSSI. Finally, all parsed data are sent to InsertDeviceLocBolt to be stored in MongoDB as devices collection and BufferMsgBolt.

<table>
<thead>
<tr>
<th>TABLE III. UKF ALGORITHM FOR THE PROPOSED SYSTEM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
</tr>
<tr>
<td>$\text{RSSI} (t + 1) = \text{RSSI}(t) - 10n + v(t) + 10 \cdot \frac{\text{Pinit}(t) - \text{RSSI}(t)}{\text{SSR}} \cdot \Delta t$</td>
</tr>
<tr>
<td>$v(t + 1) = v(t)$</td>
</tr>
<tr>
<td>$\text{Pinit}(t + 1) = \text{Pinit}(t)$</td>
</tr>
<tr>
<td>$Z = [\text{RSSI}]$</td>
</tr>
<tr>
<td>$R = \left[ \begin{array}{c} 3.0 + \text{RSSI} + 340 \ 70 \end{array} \right]$</td>
</tr>
<tr>
<td>$Q = \left[ \begin{array}{cccc} \Delta t^2/3 &amp; \Delta t^2/2 &amp; 0 &amp; 0 \ \Delta t^2/2 &amp; \Delta t &amp; 0 &amp; 0 \ 0 &amp; 0 &amp; 0 &amp; 1 \end{array} \right]$</td>
</tr>
</tbody>
</table>

Prediction Step

- Calculate weight, sigma-point:
  \[ W_m = \frac{\lambda}{\lambda + \lambda} \]
  \[ W_i = \frac{\lambda}{\lambda + \lambda} + 1 - \alpha^2 + \beta \]
  \[ W_i^n, W_i^m = \frac{1}{2(n + \lambda)}, i = 1, 2, ..., 2n \]
  \[ \lambda = \alpha^2(n + k) - n \]
  \[ X_0 = \mu \]

- Unscented transform:
  \[ y_i = f(x_i), \quad z_i = h(x_i) \]

- Transition state:
  \[ P_{yy} = \sum_{i=0}^{2n} W_i^n y_i \]

Correction Step

- Kalman Gain:
  \[ \tilde{y} = \sum_{i=0}^{2n} W_i^n z_i \]
  \[ P_{zz} = \sum_{i=0}^{2n} W_i^n (\tilde{z} - z_i)(\tilde{z} - z_i)^T + R \]
  \[ P_{yz} = \sum_{i=0}^{2n} W_i^n (\tilde{y} - y_i)(\tilde{z} - z_i)^T \]
  \[ K = P_{yz} \cdot P_{zz}^{-1} \]

- Correct the prediction:
  \[ X_{t+1} = \tilde{y} + K \cdot (Z_k - \tilde{z}) \]
  \[ P_{x_{t+1}} = P_{yy} - P_{yz} \cdot P_{zz}^{-1} \]

BufferMsgBolt receives the data from Serializer Spout and temporarily stores it until enough data from at least three nodes with the same device address are collected. In this stage, the data is filtered using UKF and stored as the maximum RSSI value. Afterward, the NLS algorithm is applied to compute the location of the device, and the result is sent to InsertDeviceLocBolt to be stored in the locations of MongoDB collection. System called heartbeat is implemented to maintain a constant stream of data in Storm, which keeps...
system alive by checking the incoming stream data within a timeout range. Since the server has only one deployment, the service needs to run for a long time, which is served by a component called heartbeat_keeper.

2) Server system: The server system performs data calculations using Apache Storm, a parallel streaming processor. Large companies widely use Apache Storm for processing big data in near-real time. It is an open-source distributed computation system that is free to use, simple, and compatible with various programming languages. In this implementation, Python was chosen as the programming language. The server system architecture is shown in Fig. 14, with a message broker employed to receive data from the nodes. Mosquito, a lightweight and straightforward MQTT broker framework in Python, is used for this purpose.

During the first phase of server system development, Cassandra was chosen as the database solution before MongoDB usage. Cassandra is renowned for its clustered architecture and high availability. However, later in the development process, the decision was made to switch to MongoDB for storing the computation results. MongoDB was preferred due to its document-based database flexibility and ease of querying and inserting data. It is important to note that for optimal performance in a clustered environment, the tables must be structured maturely and well-designed. As a proposed solution, a scenario can be devised where, once all executions and developments are stabilized, a migration back to Cassandra can be considered for further enhancements and improvements in the server system.

3) MQTT broker: A broker is a message pool that manages where the message is delivered. When a broker receives a message on a particular topic, it broadcasts them to every subscriber who subscribes to the same topic. The broker concept for the proposed system is shown in Fig. 15. It illustrates that node 5 published a “Hi!” message in topic /hello/world/, and MQTT broker will broadcast to wherever node is subscribing to the same topic /hello/world/. Therefore, nodes 3 and 1 receive the message because they subscribe to the/hello/* topic. Meanwhile, node 4 will not receive the message due to different topics and node 2. This is because node 2 and 4 serves as a publisher. MQTT security is implemented by exchanging data in an SSL tunnel connection. The client, who acts as publisher or subscriber, needs to have certificates with username and password inputted before sending the message. In the server as a subscribe, the node sends data to the broker (publish mode) in a specific topic. Therefore, to receive data from nodes, the subscriber needs to subscribe to the same topic. For example, the server as a subscriber receives data in a topic: com. stream/track/Wi-Fi/device. The payload of this message is presented in the program as follows:

```json
{
    "rssi_dbm": -23, // signal strength which read by Node
    "time_epoch": "1493901414.065620", // epoch time of data being sent
    "nodeID": "11:22:33:44:55:66" // uniqueID of the node which sends the data
}
```

In the server as a publisher, the result of computation needs to be pushed immediately to web apps to gain real-time experience. This feature is served by implementing a publisher which broadcasts the process to every web app. An example is in the program below, where the device is unique of the device, x_loc and y_loc denote the x and y positions of the device.

```json
{
    "dev_in": 3, // amount of devices in the room
    "dev_out": 10, // amount of devices out of the room
    "devices": [ // list of devices
        {"device": "B3:B9","x_loc": -0.19, "y_loc": -5.77},
        {"device": "FD:78","x_loc": 12.17,"y_loc": 14.51}
    ]
}
```
4) Processor description in detail: As discussed earlier, Apache Storm is utilized as a processor in the server. The Storm topology consists of Spouts, which receive the data, and Bolts, as micro-computations or processes. The Storm computation is based on micro-computation, so every computation needs to be distributed in Bolts. Every incoming message from the broker is serialized in SerializerSpout and turned into a tuple. These tuples are then forwarded to the BufferMsgBolt, where they are merged with messages from other nodes, which is processed by the algorithm. The computed result is stored in a database through the RecordStreamBolt and sent to the dashboard using the ResultPubBolt. The workflow of the processor is illustrated in Fig. 16. Meanwhile, in Fig. 17, the flowchart depicting the implementation of UKF algorithm is shown. Firstly, the algorithm parameters are initialized, such as the path-loss exponent, node location, room location, and other relevant parameters. The user configures these parameter values through the web interface, and the database stores these configured values. Finally, when the algorithm is executed, it retrieves the configured values from the database for processing.

The Table State and Table Device serve as temporary memory to store the previous state of UKF and the previous set of smartphone data, respectively. The Table State keeps track of the previous RSSI values and covariance matrix for all existing nodes and smartphones. On the other hand, the Table Device stores the previous information of the devices detected. The program regularly checks the tables and performs the localization algorithm computation for all the available data stored. The resulting localization information is then saved in a database and sent to the dashboard for visualization. The data was modified for the algorithm by employing the NLS with initial power (NLS1). First, it will be used to decide whether the device is inside or not, followed by refining the detection using the NLS with power difference (NLS2). Fig. 18 is the flowchart of the NLS implementation.

The program continuously checks the Table Device and performs the localization algorithm computation for all the available data stored. The resulting localization information is then saved in a database and sent to the dashboard for visualization. The data was modified for the algorithm by employing the NLS with initial power (NLS1). First, it will be used to decide whether the device is inside or not, followed by refining the detection using the NLS with power difference (NLS2). Fig. 18 is the flowchart of the NLS implementation.

5) Database: Data is stored in various collections with their respective data structures, which are shown in Table IV. Config collection contains display configurations and some parameters used in the algorithm. The Devices collection stores all raw data captured by the nodes. The Collections collection includes all the computation results (documents) of the devices, including their location and status. Finally, the Nodes collection contains information about all registered nodes. Database Structure.
TABLE IV. THE DATABASE STRUCTURE

<table>
<thead>
<tr>
<th>Structure</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Configs</td>
<td>[{ &quot;_id&quot; : ObjectId(&quot;5979a1e270be538b1ab612&quot;), &quot;groupId&quot; : &quot;pmel&quot;, &quot;_v&quot; : 0, &quot;mapConfig&quot; : { &quot;xmin&quot; : 0, &quot;xmax&quot; : 10, &quot;ymin&quot; : 0, &quot;ymax&quot; : 10 }, &quot;roomSize&quot; : { &quot;xmin&quot; : 0, &quot;xmax&quot; : 10, &quot;ymin&quot; : 0, &quot;ymax&quot; : 10 }, &quot;pathloss&quot; : 23 }]</td>
</tr>
<tr>
<td>Devices</td>
<td>[{ &quot;_id&quot; : ObjectId(&quot;5976c272e28b3501e5bdef2c&quot;), &quot;timestamp&quot; : &quot;&quot;, &quot;rssi_dbm&quot; : 0, &quot;node_id&quot; : &quot;&quot;, &quot;device_id&quot; : SA:SD } ]</td>
</tr>
<tr>
<td>Locations</td>
<td>[{ &quot;_id&quot; : ObjectId(&quot;5979a1c2e70bc538eba1b612&quot;), &quot;groupId&quot; : &quot;pme1&quot;, &quot;locY&quot; : 0, &quot;modified&quot; : ISODate(&quot;2017-07-27T21:22:56.598Z&quot;) } ]</td>
</tr>
<tr>
<td>Nodes</td>
<td>[{ &quot;_id&quot; : ObjectId(&quot;59788125287c9919e0295b0b&quot;), &quot;groupId&quot; : &quot;C&quot;, &quot;groupPld&quot; : &quot;pmel1&quot;, &quot;locX&quot; : 12, &quot;locY&quot; : 12, &quot;_v&quot; : 0, &quot;modified&quot; : ISODate(&quot;2017-07-26T03:37:29.433Z&quot;) } ]</td>
</tr>
</tbody>
</table>

Config fields:
- _id: id of document.
- groupId: Id of a group of configurations. This will be used to group of nodes.
- mapConfig: configuration for display in cartesian
  - xmin: x min value of map
  - xmax: x max value of map
  - ymin: y min value of map
  - ymax: y max value of map.
- roomSize: the size of the room
  - Pathloss: Pathloss value of room of observation. This is used for calibration.
  - xmin: x min value of room
  - xmax: x max value of room
  - ymin: y min value of room
  - ymax: y max value of room.

Devices fields:
- _id: id of document.
- timestamp: timestamp
- rssi_dbm: received signal strength in dbm
- node_id: uniqueID of the node where message comes from

Location fields:
- _id: id of document.
- status: define where the devices regarding room size config. 1 inside, 0 outside.
- loc_z: z location in cartesian. For current development, always null.
- loc_x: x location in cartesian
- loc_y: y location in cartesian.
- device_id: id of device.

Nodes fields:
- _id: id of document.
- nodeId: uniqueID of node
- groupId: group Id of node
- loc_z: z location in cartesian. For current development, always null.
- loc_x: x location in cartesian
- loc_y: y location in cartesian.
- Modified: last updated record with the format as follows: 2017-07-27T21:22:56.598Z

6) Data exchange: This subsection provides a more detailed analysis of the data exchange mechanism in the server system. As previously stated, data are exchanged via MQTT protocol from the node to the server, where nodes publish the message to the topic (then denoted as "A"). The SerializerSpout subscribes to this topic, allowing it to receive messages from any nodes that send data to topic A. The received data is then processed and inserted into a database using Pymongo. The insertion is carried out by the InsertDeviceBolt and InsertDeviceLocBolt, which store the computation results in the locations and devices collections.

IV. RESULTS AND ANALYSIS

A. Setting at a Glance of System

This subsection provides a comprehensive explanation of how to utilize system. The process will be described step-by-step, starting from the initial hardware node setup and leading up to displaying the scanning results on an online dashboard. In order to implement system in the field, different user access levels were defined. System consists of two types of users, namely, admin and dashboard users. Admin users are Wi-Fi tracker developers responsible for setting up and configuring the node and server system, while dashboard users can adjust algorithm parameters and view the results. For indoor localizer environment (Wireless Sensor Network), a minimum of three nodes is required, although using at least four nodes is recommended for more accurate data collection. Distance between nodes should not exceed 20 meters. Positioning the nodes at elevated points, away from obstructions, and ensuring they are connected to Wi-Fi router is advisable. The chosen location used for the live demonstration of system follows the spot-point used in [18]. A glass wall surrounds the room and has a dimension of 30m x 10m, with two static obstacles (concrete pillars) located in the middle. Four tracker nodes are used for this test, with each node placed in a corner, as illustrated in Fig. 19.

Each tracker node is powered by an Adaptor 9V 2A, which serves as the main power and is backed up with a battery of 3.7V 4500mAh, switched with a physical switch relay. The node is configured by enabling AP mode, which is done by pressing the green button for approximately 5 seconds. Subsequently, the node enters AP mode when the configuration indicator turns on (blue light) and the active...
In order to transmit data to the server, the node requires an internet connection. A web client interface has been created based on the NodeJs framework, operating on a node, and this interface supports real-time visualization. Messages are sent from the server (Apache storm - Buffermsgbolt) to the NodeJs using MQTT, with the NodeJs acting as a subscriber. A sockets connection is implemented in NodeJs to enable updates whenever new messages arrive. The UI for the angular server and communication with the REST API is implemented using the express framework. To access the website, users need to follow these steps: i) Activate the configuration mode of the node. ii) Open a web browser and navigate to http://10.42.0.1, iii) Enter the required credentials and configurations. iv) Fill out the available forms and initiate a reboot. Detailed instructions for these steps are provided in the subsequent section.

B. Detail Setting

The first step involves setting Wi-Fi interface into AP mode by activating a provided button. Instead, the wlan1 interface was utilized, and specifically designated for sniffing packet data, as previously explained. Once wlan1 is in AP mode, other computers or laptops can connect to the established AP. Users can then open a browser and enter the address 192.168.0.1 to access the configuration web interface. The node was restarted after making the necessary changes. The online dashboard will display a setting summary of the node, as shown in Fig. 20(a). Users can click the edit configuration button to view the surrounding APs detected by the node. To send data to the server, the wlan0 interface of the node will establish a connection with one of the detected APs, as illustrated in Fig. 20(b).

![Diagram of Wi-Fi tracker](image_url)

**Fig. 19.** Demonstration setup: (a) Map of the room for system demonstration; (b) Photographs of the room situation and placed tracker node.

![Screen capture of configuration settings](image_url)

**Fig. 20.** Demonstration setting flow: (a) Summary of Wi-Fi tracker node setup, Informing the node status, Wi-Fi tracker AP, IP address, Secret ID, Secret key, Refresh rate, Phone number used, and Authorized phone number; (b) Setting up node environment in step I; (c) Select AP and insert password; (d) Setting up node environment in step II: user name and password setting for MQTT; (e) Setting up node environment in step III: GSM number setting used in node and list of authorized number; (f) Summary of the setting.
In the following steps, the user selects the name (SSID) of Wi-Fi network from the available connections list and clicks the connect button, as shown in Fig. 20 (c). Once the device is connected, the user proceeds by selecting the next button and enters the secret ID, secret key, and host obtained from the service provider. It is essential to keep this information private and not share it with others. Clicking the test button prompts a success message when the entered account details are correct. When the user encounters a failed message (Fig. 20d), they are encouraged to contact the provider for assistance. Upon completing a step, they can continue with the optional case by clicking the next button to activate the SMS Service. Next, the user is advised to input their phone number and authorized phone numbers. Finally, the submit button is selected, as shown in Fig. 20(e), to initiate a reboot of tracker node. The setting summary of the node is then displayed (Fig 20f). After clicking the finish button, the online dashboard is presented (Fig. 21). MAC field can be used to filter the displayed devices and leaving it empty will show all detected devices. Devices of interest can be marked in red using MAC marker. The aspect ratio setting determines the ratio of the x-axes and y-axes.

The configuration of each node location is performed in the menu section for node location settings, and all nodes have been placed in specific locations. This setting indicates the location of the node to the algorithm using the x_loc and y_loc coordinates. The menu also displays the status of the node, indicating whether it is available or not, in the status column. Additionally, any unregistered nodes are shown, allowing for the addition of their locations and saving them to the database. The nodes are monitored by being set in the settings menu (Fig. 22), and their status is updated every 1 minute. For system calibration, there is a parameter tab available in the settings. This tab allows for the adjustment of room size, map values, and path-loss components (Fig. 23). The settings for room size and path-loss exponent can be found under the setting menu within the parameter tab. Path loss calibration is used to represent the surrounding conditions or barriers within the room for the algorithm. The room size parameter determines the observation space and helps consider whether the device is inside or outside the room.

Fig. 21. Node location setup.

Fig. 22. Node status and setup dashboard.

C. Displaying other Data Analysis

The dashboard includes a real-time device monitoring feature on the map, as well as the percentage of people inside versus outside the observed room to enhance analysis. A marker has been added, which turns red when devices are outside and green when inside. Fig. 24 provides an example of data analysis during the field test, showing the number of smartphones inside the room (green), outside the room (red), and in a specific location (orange) for a day.

The report can be accessed by daily inquiries on two pages, namely, Logs [34] and Heatmap [33]. The Logs page displays a report based on the access time parameter, while the Heatmap page displays a report based on the parameter of locations. Furthermore, the Logs page allows users to view crowd density in a room over time, with the option to select a specific date for more detailed information. The three categories in this menu are outside, inside, and certain places, with the need to define the latter before accessing system as shown in Fig. 25; it illustrates the volume of people in the test room over time, with data sampled every five seconds. The administrator can download the chart image of Logs (time reports) by clicking the calendar icon and submit button. On the other hand, CSV file containing the raw data of this day can also be downloaded smoothly by clicking CSV icon. The administrator can hide the need data to be analyzed by choosing menu as follows: outside, inside, and ranged devices. The Heatmap feature visually represents the activity density in the observed room throughout the day. By setting the desired date and submitting it, users can obtain the Heatmap, which is centered on the origin point of the room (x = 0, y = 0). Red indicates high activity, while grey represents low activity,
similar to a graph (Fig. 26). The Heatmap can be accessed daily by clicking the Heatmap page, automatically displaying the report of the day. A black square represents the room, and users can adjust the X and Y values to navigate the map. The maximum heat value can also be adjusted to define the intensity of activity. In conclusion, the dashboard enables crowd detection through the visualization of Heatmap data.

Wi-Fi tracking system should offer three important parameters, namely, device classification, user localization, and user profiling [35]. The proposed system is currently capable of defining only the location of the user. In future updates, additional services will be added to gain more benefits, such as user profiling and device classification based on RSSI signal emitted by the smartphones of users. Furthermore, system provides trajectories of devices, which can be accessed through the Logs bar. This feature displays the number of devices (smartphones) present inside or outside the room at specific times. It also allows monitoring of specific places, regardless of whether they are inside or outside the room. The Log bar is utilized to display the data analysis, allowing the user to observe the number of devices inside or outside the room at a particular time.

The proposed system has the potential to be implemented as a position-tracking and indoor crowd-monitoring solution, which is widely used in modern cell phones. This tracking methodology can be applied to monitor individuals in various indoor locations such as logistics warehouses, hospitals, or airports. Unlike GPS, which has limited accuracy, system utilizing RSSI level from Wi-Fi routers can provide higher accuracy. Wi-Fi routers are already installed in many places, resulting in a lower initial cost during system development by leveraging existing Wi-Fi infrastructure. Therefore, they offer an advantage over GPS. Wi-Fi tracking system, based on RSSI-based distance, can be implemented in indoor applications, such as campus areas, as demonstrated in this paper (i.e., ITB area). It is recommended to conduct further studies to assess the performance of system in real-world settings, as all the demonstrations were conducted in a controlled environment. The accuracy of system in tracking various elements in the real world also needs to be examined.

The demonstration results show the successful monitoring of crowdedness using the online dashboard. System effectively captures the volume of smartphones connected to Wi-Fi, as anticipated, and crowdedness data is displayed at five-second intervals. Furthermore, the online dashboard provides the ability to specify the location of smartphones, such as inside devices, outside devices, and within a specific range. This study does not include statistical analysis as it solely reports on system architecture and system demo. A previous study presented a similar framework, but it was specifically dedicated to outdoor applications in wide areas, particularly for smart city scenarios [34]. In contrast, this proposed system is intended for indoor areas. The scientific advancement highlighted by this system is the visualization purpose of the dashboard.

Future study will encompass the evaluation of other performance metrics and practical performance measurements,
as identified by Xia et al. These metrics include accuracy, precision, complexity, robustness, scalability, and costs [43]. Several existing RSSI-based localization methods can be incorporated to enhance the proposed system and achieve an optimal balance. These methods include fingerprinting, distance-based approaches, statistical techniques, machine learning, deep learning, etc. Exploring these algorithms will allow for the identification of the most suitable approach within system.

V. CONCLUSION AND FUTURE WORKS

A significant area of study in recent years has been the development of Wi-Fi tracking system driven by the increasing number of smartphone users. People tend to be constantly connected to the internet through various sources, including free Wi-Fi spots. Therefore, there is a growing interest in tracking individuals using the signals emitted by their smartphones. This study focuses on designing, implementing, and demonstrating Wi-Fi Tracker system specifically for indoor crowd monitoring. System comprises two main subsystems, namely, tracker node and the server. To utilize system, users must place a minimum of three tracker nodes in a specific location to establish wireless networks. These tracker nodes serve as wireless sensors that scan smartphone packet request data. Simultaneously, the server and an online dashboard must be prepared to display real-time data. System captures three crucial pieces of information, namely, Received Signal Strength Indicator (RSSI), Media Access Control (MAC) address, and timestamp of the smartphones. These data are then transmitted from tracker node to the server. Once received, the server performs computations on the data, including processing MAC address, timestamp, and RSSI. By implementing a localization algorithm configured through the web-based dashboard, system can predict the location of smartphones and analyze their distribution. The dashboard is accessible through a specific PC using a unique web address.

The primary significance of the described system lies in its ability to capture and analyze MAC addresses and RSSI instances. However, the challenge posed by MAC randomization is an important consideration for future work. Nowadays, most smartphones employ MAC randomization techniques to prevent Wi-Fi tracking. This behavior involves broadcasting a randomized MAC address instead of the actual one, making it challenging to track and identify devices accurately. In practice, this could result in an influx of fake users generated by the same smartphone, particularly in scenarios where two users are close. Addressing this issue and developing strategies to differentiate between genuine and fake users in real-world situations is essential.
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Abstract—Cardiovascular disease has become more concern in the hectic and stressful life of modern era. Machine learning techniques are becoming reliable in medical treatment to help the doctors. But the ML algorithms are sensitive to data sets. Hence a Smart Robust Predictive System is almost essential which can work efficiently on all data sets. The study proposes ensembled classifier validating its performance on five different data sets—Cleveland, Hungarian, Long Beach, Statlog and Combined datasets. The developed model deals with missing values and outliers. Synthetic Minority Oversampling Technique (SMOTE) was used to resolve the class imbalance issue. In this study, performance of five individual classifiers – Support Vector Machine Radial (SVM-R), Logistic Regression (LR), Naïve Bayes (NB), Random Forest (RF) and XGBoost, was compared with five ensembled classifiers on five different data sets. On each data set the top three performers were identified and were combined to give ensemble classifiers. Thus, in all total 25 experimentation were done. The results have shown that out of all classifiers implemented, the proposed system outperforms on all the data sets. The performance was validated by 10-fold cross validation. The proposed system gives the highest accuracy and sensitivity of 87% and 86% respectively.

Keywords—Machine learning; ensemble classifier; cardiovascular disease; performance metrics; classifier techniques

I. INTRODUCTION

The urbanization of the population in the world resulted in the increase in the urban population from 37% in 1970 to the projected 61% in 2025[1]. One of the major impacts of such lifestyle is cardiovascular disease-CVD. According to WHO [2] 17.9 million people died in 2019 because of CVD which is nearly 32% of world-wide deaths. For predicting the CVD risk, different traditional risk calculators are used. They assign certain weights to the risk factors and calculate the risk scores. But these calculators have limitation that they are population specific as certain population was considered in the respective cohort study. Also, the risk factors considered are different for different calculators. The decisions given by these calculators differ on the same population [3], hence they are not consistent as well. Therefore, designing a robust system which is applicable for all type of population is the need of the hour. This can be done with the help of ever evolving and reliable sophisticated machine learning and deep learning approaches. Because of manual constraints, many modern age researchers moved towards these approaches. These algorithms are sensitive to data sets. The literature surveyed has revealed that for all different dataset different machine learning techniques were found to be different. The objective of the study is to propose a novel robust algorithm which works on diverse dataset efficiently. This proposed algorithm is a uniquely developed ensembled classifier of three individual classifiers Random Forest, Support Vector Machine Radial and XGBoost. The performance was validated on five different datasets to prove its consistency.

The paper is divided into six sections. Besides Introduction, Section II discusses about the work done till date, Section III focuses on the proposed system, Section IV contains different evaluation parameters used for classifier performance, Section V reveals the results and their discussions and the last Section VI is the conclusion and future scope of the study.

II. RELATED WORK

In past few decades many Machine learning techniques have been used for prediction of heart disease. Many studies involved the comparison of traditional CVD risk calculators with different Machine learning algorithms. Many studies of heart disease prediction used cohort data set. The comparison of traditional CVD risk calculator models with different machine learning models[4] used nearly 30000 subjects from eastern China who were having high risk of CVD for 3-year risk assessment. Random forest was found to be the best with AUC of 0.787. Similarly, in the other study from Korea 4699 subjects were extracted from Korean National Health Insurance Service Health Screening Database. Out of all the 10 ML algorithms applied, XGBoost, Gradient Boost (GB) and RF with AUC nearly 0.81 performed even better than the existing risk models- Framingham and ACC/AHA American College of Cardiology /American Heart Association risk model [5]. Another cohort study based on same population compared the Pooled cohort equations, Framingham risk model and QRISK3 model with different machine learning algorithms. Neural network was found to have highest C-statistics of 0.751[6]. Another study from Athens, Greece which used 10 years of follow up compared the machine learning techniques with statistical approach of Hellenic Score. The Random Forest algorithm gave the best results [7]. One more study where electronically recorded data by UK National Health Service (NHS) was used. The performance was validated by Harrell’s c-statistic. The traditional ACC/AHA model was compared with different ML algorithms like Random Forest, Logistic Regression, Gradient Boosting and Neural Networks. AUC-c statistics was found to be best for Neural network with 0.764 value.[8]. Another cohort study from UK compared the Framingham model, Cox proportional Hazard model and ML algorithms like SVM, RF, NN, AdaBoost, Gradient boosting and Auto prognosis-advanced Bayesian optimization technique to predict the
CVD. The missing values were addressed by Miss Forest algorithm. Auto prognosis performed best out of all the techniques compared [9]. Cohort study for CVD prediction was carried out in Northern California with 32192 patients. Atherosclerotic CVD i.e., ACVD patients were also included in the study. The machine learning algorithms like RF, GBM, XGBoost and logistic regression were compared. XGBoost demonstrated highest AUC 0.70 (95% CI 0.68 to 0.71) in the full CVD cohort and AUC 0.71 (95% CI 0.69 to 0.73) in patients with ASCVD, with comparable performance by GBM, RF and Regression [10]. Apart from cohort studies many researchers used the data sets which are directly provided by the data providers like Cleveland, Hungarian, long Beach, Switzerland, Statlog etc. These data sets are available on UC Irvine Machine learning Repository. There are 76 attributes out of which most relevant 14 attributes are provided by the data providers. Machine learning algorithms are very much sensitive to data sets. To get high efficiency and reliability the data sets need to be properly formed. Before implementing any algorithm, data preprocessing is a must. Data Preprocessing includes steps of data cleaning like addressing the missing values, identifying the outliers, checking for duplicate records etc. In many real-life problems data imbalance is a major challenge in front of the researchers. Specifically, for a medical study like disease detection the data points with one class i.e., normal, and healthy person is more as compared to the patient suffering from a particular disease. This results in class imbalance. Hence before application of any algorithm balancing the data by addressing this data skew becomes a need. Such data preprocessing seen in different studies often leads in better results. In [11] Cleveland data set which is most widely used data set was used for prediction of heart disease. The authors generated artificial records in 5%, 10%, 20% and 50%. They proposed a data duplicate finder algorithm which removes the duplicates in the record. The decision tree C5.0 was used as a classifier which gives the better results for the data set without duplicates as compared to with duplicates. Like the duplicate records, the missing values and outliers are very crucial to handle. These missing values can be either removed with no information loss or can be imputed. In [12], the missing values were imputed by Mean whereas the outliers were identified by Boxplot and were removed. The class imbalance problem was solved by SMOTE technique. Such imbalance in the data set of Framingham data set was balanced by Random Oversampling examples in [13]. The AUC was used as a performance metrics. It reported the maximum achieved AUC by SVM of 0.75. Like the imbalance data set where the number of instances is required to be balanced, the number and the relevance of the attributes is also very important in any predictive system. Addition of irrelevant features in the dataset may misguide the model, hence identification of important attributes and their inclusion in the model is very important. Ample studies are done where different techniques of feature selections and their role in improving the performance of the model are discussed. In [14] different classifiers like Linear Discriminant Analysis-LDA, Decision tree (DT), SVM, GB and RF were used. For feature selection sequential feature selection (SFS) was used. Use of SFS reduces the number of features and hence optimizes computation time. It was found that for Hungary, Switzerland & Long Beach V and Heart Statlog Cleveland Hungary Datasets, Random Forest Classifier SFS and Decision Tree Classifier SFS achieved the highest accuracy ratings of 100%, 99.40% and 100%, 99.76% respectively. There are other feature selection methods like Fast Correlation-Based Filter Solution (FCBF), minimal redundancy maximal relevance (mRMR), Least Absolute Shrinkage and Selection operator (LASSO), and Relief which were used in [15]. It has used 10 ML algorithms and indicated the best algorithm for feature selection method. Extra tree (ET) classifier was found to be superior amongst all. Accuracy of top performer ET and GB found to be 92.09% and 91.34% when all attributes were considered. With relief feature selection algorithm, the accuracy of ET increased from 92.09% to 94.41% whereas for GB the increase was from 91.34% to 93.36% when FCBF feature selection was applied. Another study used the feature selection methods like Relief Feature selection technique and least absolute shrinkage and selection operator algorithm (LASSO) [16]. The data set contained 13 attributes out of which Random Forest bagging method (RFBM) identified most relevant 10 features and accuracy achieved with this was 99.05%. Addition to these traditional feature selection methods, [17] proposed fast conditional mutual information (FCMIM) technique which is based on selection of features on the basis of features mutual information. The combination of SVM-FCMIM gave the highest accuracy of 92.37%. In [18] the heart disease prediction was carried out by dimension reduction method. PCA and Chi-square analysis with Random Forest shown the best performer with 98.7% accuracy. When weak performers are combined, a strong predictive system can be generated. These are called as Ensembled classifiers. Researchers have experimented with different ensemble classifiers and comparison made with individual classifiers. Studies like [19] weighted majority voting ensemble was used. The weights assigned to the individual classifiers’ votes were decided as per their AUC values. The results observed were that this ensembled classifier performed best with AUC value of 83.9 for with laboratory parameters and 83.1 without laboratory parameters. There are three different types of ensemble techniques, Bagging, Boosting and Stacking. In [20] all these techniques along with majority voting were used. With bagging technique, the accuracy improved by 6.92%, with boosting this improvement was found to be by 5.94%, with stacking it improved by 6.93% whereas the highest improvement was observed by majority voting which was 7.26%.

### III. PROPOSED SYSTEM

This study proposes five different ensembled classifiers- E₁, E₂, E₃, E₄, and E₅. The composition of these ensembled classifiers is detailed later. The entire work done was divided into four main phases:

- **Phase 1**: Five different individual classifiers were trained, tested and validated by five different data sets.
- **Phase 2**: These classifiers were used to construct the five proposed ensemble classifiers.
Phase 3: These ensembled classifiers were trained, tested and validated by all data sets.

Phase 4: The individual and the ensembles were compared with different performance metrics and conclusions were drawn.

B. Data Preprocessing

Data cleaning is an important task in any machine learning problem. The quality of data becomes more crucial in the medicine area [23]. Data cleaning in this study was done by finding missing values, finding outliers and checking and class imbalance problem. The missing values were removed without loss of information. In second step the outliers were checked and were removed from the data set. Third step was for checking the class imbalance in data set. It happens if there are a greater number of samples belonging to one class as compared to other class which may result into biased classifier. Many methods are presented by different researchers to tackle this problem [24]. In this paper, this issue was addressed by Synthetic Minority Oversampling Technique, i.e., SMOTE.

C. Synthetic Minority Oversampling Technique-SMOTE

In this method minority class is oversampled by creating Synthetic examples unlike oversampling which generates the duplicate data points [25]. It uses the KNN algorithm to generate these synthetic points. A random sample from minority class is selected. Then one sample from K neighbor is selected and the distance vector between this selected point and current data point is calculated and further multiplied by any random number between 0 to 1. This is then added to current point and synthetic data point is created. Class imbalance was found in Hungarian and Long Beach Data sets. SMOTE technique was used to solve this issue in these two data sets.

D. Proposed Ensemble Classifiers

The study proposes five different ensembled classifiers as discussed below:

E1: It was designed by combining all the base classifiers. Majority voting scheme was used for the prediction. All the five classifiers were considered for voting with same importance. The class label \( w \) was predicted by the decision given by each classifier \( C_i \) for every feature vector \( x \) as given in (1). Mode indicates majority as per usual statistical meaning.

\[
E1: \quad w = \text{mode}\{\text{decisions} \left( C_1(x), C_2(x), \ldots, C_m(x) \right) \} \tag{1}
\]

E2: This ensemble classifier was based on the baseline accuracy of individual classifier. The classifier with highest accuracy was assigned with more weight. This assigned value of weight was then used as a multiplier for the prediction probability of the respective classifier. For a given feature vector \( x \), depending on the probability of the label class the final decision was taken. The weight of the individual classifier was calculated as given in (2).

\[
W_i = \frac{A_i}{\sum_{i=1}^{m} A_i} \tag{2}
\]
TABLE I. TOP THREE PERFORMERS

<table>
<thead>
<tr>
<th>Classifiers</th>
<th>Data Sets</th>
<th>RF</th>
<th>NB</th>
<th>SVM-R</th>
<th>LR</th>
<th>XgBoost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cleveland</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Hungarian</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Long Beach</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Statlog</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Combined</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Where

$A_i$: Accuracy of individual Classifier

$m$: Number of classifiers used

$W_i$: Weight of individual Classifier

The final prediction probability for each class label is calculated as in (3).

$$ p = \sum_{i=1}^{m} (W_i \cdot A_i) \quad (3) $$

The class label having highest probability for a given feature vector was assigned to that vector. All the classifiers are considered in this voting scheme.

Total datasets considered for this study are five. All five individual classifiers were applied to all five datasets. Thus total 25 individual experimentations were done. Then for each data set top three performing classifiers based on their accuracies were identified. The top three classifiers for individual datasets are given in Table I.

Thus, three following different unique combinations of classifiers emerge which were considered for further experimentation.

$E_3$: It was the first combination RF+SVM-R+XgBoost. These three classifiers were used for majority voting. Label class w was assigned for a given feature vector given in (4).

$$ w = \text{mode} \{\text{Decisions}(RF, SVM-R, XgBoost)\} \quad (4) $$

e.g., let for any feature vector x, the decisions are as- RF: Class 0, SVM-R: Class 0, XgBoost: Class1. Then the final decision was taken as in (5).

$$ w = \text{mode} \{0,0,1\} \Rightarrow w = 0: \text{Class} \ 0 \quad (5) $$

$E_4$: This was the second unique combination of RF+NB+XgBoost. These three classifiers were used for majority voting. Label class w was assigned for a given feature vector as shown in (6).

$$ w = \text{mode} \{\text{Decisions}(RF, NB, XgBoost)\} \quad (6) $$

$E_5$: This was the third unique combination of RF+SVM+XgBoost. These three classifiers were used for majority voting. Label class w was assigned for a given feature vector as in (7).

$$ w = \text{mode} \{\text{Decisions}(NB, SVM, XgBoost)\} \quad (7) $$

The different ensembles are depicted in Fig. 2.

IV. EVALUATION PARAMETERS

The evaluation of performance of all the classifiers i.e., individual and ensemble were done by creating an error matrix or Confusion matrix specified in Table II. It shows four different notations True Positive TP these are the patients who are suffering from CVD and the algorithm also predicts the same. The number FN is False negative which shows that these many patients are suffering from disease but they are predicted as they are not suffering. This number needs to be less and costs more in medical studies. False positive FP indicates the number of patients not suffering from disease but identified as they are suffering. True negative refers to the true classification of normal patients. The performance of any classifier is characterized by values of FP and FN. These metrics are discussed below:

TABLE II. CONFUSION MATRIX

<table>
<thead>
<tr>
<th>Actual</th>
<th>Predicted</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Positive</td>
</tr>
<tr>
<td>Positive</td>
<td>TP</td>
</tr>
<tr>
<td>Negative</td>
<td>FP</td>
</tr>
</tbody>
</table>

Accuracy: It is the ratio of total true predictions to total number. It is given by (8)

$$ \text{Accuracy} = \frac{(TP+TN)}{(TP+FP+FN+TN)} \quad (8) $$
Sensitivity: It is also called as true positive rate. It is the ratio of positive number classified correctly to the total positive instances. It is given by (9).

\[ Sensitivity = \frac{TP}{(TP+FN)} \]  

(9)

Specificity: It is defined as true negative rate. It is the ratio of measures of negative number classified correctly to the total negative instances. It is given by (10).

\[ Specificity = \frac{TN}{(TN+FP)} \]  

(10)

Precision: It is also known as positive predictive value. It is the ration of positive number classified correctly to total predicted positive. It is given by (11).

\[ Precision = \frac{TP}{(TP+FP)} \]  

(11)

F-measure: It is a measure of model performance that combines precision and recall into single number. It is given by (12).

\[ F\text{-measure} = \frac{2\times Precision \times Recall}{(Recall+Precision)} \]  

(12)

Kappa: It is the measure which accounts for correct classification due to chance.

If K >0: Classification is better than chance classification.

K <0: Classification is not better than chance Classification.

K=1: Perfect Classification.

K= 0: Pure chance classification.

V. RESULTS AND DISCUSSIONS

An elaborated discussion of the different results obtained for individual and ensemble classifiers is given below. The various performance metrics are compared and conclusions are drawn. The performance validation of all the models was done by 10-fold cross validation.

A. With Individual Models

The five different individual classifiers- RF, SVM, NB, LR and XGBoost were first applied on all the five data sets. For each data set the top performers based on different performance parameters were identified. On Cleveland data set, XGBoost was observed to be the best performer in terms of accuracy with 87.78% value, followed by RF and SVM-R with 84.44% and 83% of accuracy. Same is true for other performance metric like Specificity and Precision. Though the sensitivity of LR is highest amongst all, but it lags in the other parameters. Hence for Cleveland data set, the top three performers are considered as XGBoost, RF and SVM-R. The performance is given in Table III. For Hungarian data set, XGBoost, RF and NB comes out to be the top 3 performers with 91.26%, 90.29% and 86.41% of accuracy. These models also head in the important parameter i.e., Sensitivity with values 94.5%, 89.47% and 90.20%, Table IV shows the comparison. For the third data set which is Long Beach dataset, SVM Radial performs best with accuracy 88.64%. It also leads in the other parameters like Sensitivity, Specificity and Precision as well. The second topper is XGBoost and RF. Therefore, the top three identified classifiers for Long Beach Data Set are XGBoost, RF and SVM-RBF, shown in Table V. The next data set was Statlog data set. The findings depict that, XGBoost, SVM-R, NB and are top three classifiers. Their accuracy values are 86.42%,86.42% and 85.19% respectively. The parameters are compared in Table VI.

The last data set considered was Combined data set. It was found that RF performed best from all models with highest accuracy of 89.06%. The next followers were observed as XGBoost and SVM-R. These three classifiers were toppers in the performance parameters like Sensitivity, Specificity and Precision as well apart from accuracy. This is shown in Table VII. Thus, for Cleveland, Hungarian and Statlog dataset it is XGBoost which is best performer in terms of accuracy whereas for Long Beach it is SVM-R and for Combined data set it is Random Forest. The performance parameters averaged on all dataset for all individual classifier is shown in Table VIII.

<table>
<thead>
<tr>
<th>Techniques</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Precision</th>
<th>F Measure</th>
<th>Kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF</td>
<td>84.44</td>
<td>82.05</td>
<td>86.27</td>
<td>82.05</td>
<td>82.05</td>
<td>0.68</td>
</tr>
<tr>
<td>NB</td>
<td>82.22</td>
<td>79.49</td>
<td>84.31</td>
<td>79.49</td>
<td>79.49</td>
<td>0.64</td>
</tr>
<tr>
<td>SVM-RBF</td>
<td>83.33</td>
<td>80.0</td>
<td>86.0</td>
<td>82.05</td>
<td>81.01</td>
<td>0.66</td>
</tr>
<tr>
<td>LR</td>
<td>82.22</td>
<td>84.85</td>
<td>80.70</td>
<td>71.79</td>
<td>77.78</td>
<td>0.63</td>
</tr>
<tr>
<td>Xgboost</td>
<td>87.78</td>
<td>82.05</td>
<td>92.16</td>
<td>88.89</td>
<td>85.33</td>
<td>0.75</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Techniques</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Precision</th>
<th>F Measure</th>
<th>Kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF</td>
<td>90.29</td>
<td>89.47</td>
<td>91.3</td>
<td>92.73</td>
<td>91.07</td>
<td>0.81</td>
</tr>
<tr>
<td>NB</td>
<td>86.41</td>
<td>90.20</td>
<td>82.69</td>
<td>83.64</td>
<td>86.80</td>
<td>0.73</td>
</tr>
<tr>
<td>SVM-RBF</td>
<td>79.61</td>
<td>79.31</td>
<td>80.0</td>
<td>83.64</td>
<td>81.42</td>
<td>0.59</td>
</tr>
<tr>
<td>LR</td>
<td>81.55</td>
<td>80.0</td>
<td>83.72</td>
<td>87.27</td>
<td>83.48</td>
<td>0.63</td>
</tr>
<tr>
<td>Xgboost</td>
<td>91.26</td>
<td>94.5</td>
<td>87.5</td>
<td>89.66</td>
<td>92.02</td>
<td>0.82</td>
</tr>
</tbody>
</table>
### Table V. Performance Comparison on Long Beach Data Set

<table>
<thead>
<tr>
<th>Techniques</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Precision</th>
<th>F Measure</th>
<th>Kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF</td>
<td>81.82</td>
<td>85.0</td>
<td>79.17</td>
<td>77.27</td>
<td>80.95</td>
<td>0.64</td>
</tr>
<tr>
<td>NB</td>
<td>79.55</td>
<td>84.21</td>
<td>76.0</td>
<td>72.73</td>
<td>78.05</td>
<td>0.59</td>
</tr>
<tr>
<td>SVM-RBF</td>
<td>88.64</td>
<td>90.48</td>
<td>86.96</td>
<td>86.36</td>
<td>88.37</td>
<td>0.77</td>
</tr>
<tr>
<td>LR</td>
<td>79.55</td>
<td>88.24</td>
<td>74.07</td>
<td>68.18</td>
<td>76.92</td>
<td>0.59</td>
</tr>
<tr>
<td>Xgboost</td>
<td>84.09</td>
<td>81.82</td>
<td>86.36</td>
<td>85.71</td>
<td>83.72</td>
<td>0.68</td>
</tr>
</tbody>
</table>

### Table VI. Performance Comparison on Statlog Data Set

<table>
<thead>
<tr>
<th>Techniques</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Precision</th>
<th>F Measure</th>
<th>Kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF</td>
<td>83.95</td>
<td>81.08</td>
<td>86.36</td>
<td>83.33</td>
<td>82.19</td>
<td>0.67</td>
</tr>
<tr>
<td>NB</td>
<td>85.19</td>
<td>78.57</td>
<td>92.31</td>
<td>91.67</td>
<td>84.62</td>
<td>0.70</td>
</tr>
<tr>
<td>SVM-RBF</td>
<td>86.42</td>
<td>82.05</td>
<td>90.48</td>
<td>88.89</td>
<td>85.33</td>
<td>0.72</td>
</tr>
<tr>
<td>LR</td>
<td>82.72</td>
<td>78.95</td>
<td>86.05</td>
<td>83.33</td>
<td>81.08</td>
<td>0.65</td>
</tr>
<tr>
<td>Xgboost</td>
<td>86.42</td>
<td>86.11</td>
<td>86.67</td>
<td>83.78</td>
<td>84.93</td>
<td>0.73</td>
</tr>
</tbody>
</table>

### Table VII. Performance Comparison on Combined Data Set

<table>
<thead>
<tr>
<th>Techniques</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Precision</th>
<th>F Measure</th>
<th>Kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF</td>
<td>89.06</td>
<td>85.81</td>
<td>92.12</td>
<td>91.10</td>
<td>88.38</td>
<td>0.78</td>
</tr>
<tr>
<td>NB</td>
<td>82.19</td>
<td>81.12</td>
<td>83.05</td>
<td>79.45</td>
<td>80.28</td>
<td>0.64</td>
</tr>
<tr>
<td>SVM-RBF</td>
<td>85.31</td>
<td>83.67</td>
<td>86.71</td>
<td>84.25</td>
<td>83.96</td>
<td>0.70</td>
</tr>
<tr>
<td>LR</td>
<td>81.25</td>
<td>80.28</td>
<td>82.02</td>
<td>78.08</td>
<td>79.16</td>
<td>0.62</td>
</tr>
<tr>
<td>Xgboost</td>
<td>84.06</td>
<td>82.19</td>
<td>85.63</td>
<td>82.76</td>
<td>82.47</td>
<td>0.68</td>
</tr>
</tbody>
</table>

### Table VIII. Average Performance Comparison on All Data Sets of Individuals

<table>
<thead>
<tr>
<th>Techniques</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Precision</th>
<th>F Measure</th>
<th>Kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF</td>
<td>85.91</td>
<td>84.68</td>
<td>87.04</td>
<td>85.29</td>
<td>84.92</td>
<td>0.72</td>
</tr>
<tr>
<td>NB</td>
<td>83.11</td>
<td>82.71</td>
<td>83.67</td>
<td>81.39</td>
<td>81.84</td>
<td>0.66</td>
</tr>
<tr>
<td>SVM-RBF</td>
<td>84.66</td>
<td>83.10</td>
<td>86.03</td>
<td>85.03</td>
<td>84.01</td>
<td>0.69</td>
</tr>
<tr>
<td>LR</td>
<td>81.45</td>
<td>82.46</td>
<td>81.31</td>
<td>77.73</td>
<td>79.68</td>
<td>0.62</td>
</tr>
<tr>
<td>Xgboost</td>
<td>86.72</td>
<td>85.33</td>
<td>87.66</td>
<td>86.16</td>
<td>85.69</td>
<td>0.73</td>
</tr>
</tbody>
</table>

Fig. 3 shows the performance of individual classifiers. The parameters taken for graphical representations are Accuracy, Sensitivity and F measure.

### B. With Ensemble Classifiers

After applying individual models for all data sets, ensemble classifiers were designed based on Majority Voting and Weighted Voting. Firstly, all individual classifiers were considered for voting with same importance which forms Ensemble E1. Then the weighted voting was considered with all models with assigned weight as per the accuracy. This gave second ensemble E2. The next three ensemble were E3, E4 and E5, emerged as the top three performers for all five data sets. It was observed that out of all ensembles, E3 performs best with highest accuracy of 88.89% accuracy and 87.18% sensitivity on Cleveland data set and with 90.29% Accuracy and 89.47% Sensitivity for Hungarian Data set, refer Table IX and Table X respectively. Similarly, for Statlog data set as well, E3 is best performer with Accuracy 86.42% and Sensitivity 83.78%, as given in Table XI.

![Performance comparison of individual classifier.](image-url)
For Long Beach data set, E5 leads with 88.64% accuracy and sensitivity 90.48%, shown in Table XII. For Combined data set it is E4 which has highest accuracy of 86.88% and sensitivity of 85.62% amongst all ensembles shown in Table XIII. The values of different performance parameters of all ensembles averaged on all data sets are shown in Table XIV. Out of all ensembled classifier, the proposed ensemble classifier i.e., E3 is observed to have highest accuracy, sensitivity, F measure and Kappa values the best ensemble classifier. The graphical information in Fig 4, shows that E3 has highest Accuracy, Sensitivity and F-measure amongst all Ensembles. When all individual and all ensemble classifiers were compared on their average values of all data sets, proposed ensemble E3 was found to be the best amongst all with highest accuracy, sensitivity, F- measure, and high Kappa values as given in Fig 5.

Fig. 4. Performance comparison of ensembles.

<table>
<thead>
<tr>
<th>Techniques</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Precision</th>
<th>F Measure</th>
<th>Kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td>85.56</td>
<td>84.21</td>
<td>86.54</td>
<td>82.05</td>
<td>83.12</td>
<td>0.71</td>
</tr>
<tr>
<td>E2</td>
<td>81.11</td>
<td>72.92</td>
<td>90.48</td>
<td>89.74</td>
<td>80.46</td>
<td>0.63</td>
</tr>
<tr>
<td>E3</td>
<td>88.89</td>
<td>87.18</td>
<td>90.20</td>
<td>87.18</td>
<td>87.18</td>
<td>0.77</td>
</tr>
<tr>
<td>E4</td>
<td>88.89</td>
<td>87.18</td>
<td>90.20</td>
<td>87.18</td>
<td>87.18</td>
<td>0.77</td>
</tr>
<tr>
<td>E5</td>
<td>83.33</td>
<td>80.0</td>
<td>86.0</td>
<td>82.05</td>
<td>81.01</td>
<td>0.66</td>
</tr>
</tbody>
</table>

TABLE IX. PERFORMANCE COMPARISON OF ENSEMBLES ON CLEVELAND DATA SET

<table>
<thead>
<tr>
<th>Techniques</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Precision</th>
<th>F Measure</th>
<th>Kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td>87.38</td>
<td>87.50</td>
<td>87.23</td>
<td>89.09</td>
<td>88.29</td>
<td>0.76</td>
</tr>
<tr>
<td>E2</td>
<td>82.52</td>
<td>76.81</td>
<td>94.12</td>
<td>96.36</td>
<td>85.48</td>
<td>0.64</td>
</tr>
<tr>
<td>E3</td>
<td>90.29</td>
<td>89.47</td>
<td>91.30</td>
<td>92.73</td>
<td>91.07</td>
<td>0.80</td>
</tr>
<tr>
<td>E4</td>
<td>90.29</td>
<td>89.47</td>
<td>91.30</td>
<td>92.73</td>
<td>91.07</td>
<td>0.80</td>
</tr>
<tr>
<td>E5</td>
<td>87.38</td>
<td>88.89</td>
<td>85.71</td>
<td>87.27</td>
<td>88.07</td>
<td>0.78</td>
</tr>
</tbody>
</table>

TABLE X. PERFORMANCE COMPARISON OF ENSEMBLES ON HUNGARIAN DATASET

<table>
<thead>
<tr>
<th>Techniques</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Precision</th>
<th>F Measure</th>
<th>Kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td>86.42</td>
<td>83.78</td>
<td>88.64</td>
<td>86.11</td>
<td>84.93</td>
<td>0.73</td>
</tr>
<tr>
<td>E2</td>
<td>81.48</td>
<td>71.43</td>
<td>96.88</td>
<td>97.22</td>
<td>82.35</td>
<td>0.64</td>
</tr>
<tr>
<td>E3</td>
<td>86.42</td>
<td>83.78</td>
<td>88.64</td>
<td>86.11</td>
<td>84.93</td>
<td>0.73</td>
</tr>
<tr>
<td>E4</td>
<td>85.19</td>
<td>81.58</td>
<td>88.37</td>
<td>86.11</td>
<td>83.78</td>
<td>0.70</td>
</tr>
<tr>
<td>E5</td>
<td>86.42</td>
<td>82.05</td>
<td>90.48</td>
<td>88.89</td>
<td>85.33</td>
<td>0.73</td>
</tr>
</tbody>
</table>

TABLE XI. PERFORMANCE COMPARISON OF ENSEMBLES ON STATLOG DATASET

<table>
<thead>
<tr>
<th>Techniques</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Precision</th>
<th>F Measure</th>
<th>Kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td>84.09</td>
<td>89.47</td>
<td>80.0</td>
<td>77.27</td>
<td>82.92</td>
<td>0.68</td>
</tr>
<tr>
<td>E2</td>
<td>81.82</td>
<td>79.17</td>
<td>85.0</td>
<td>86.36</td>
<td>82.61</td>
<td>0.64</td>
</tr>
<tr>
<td>E3</td>
<td>86.36</td>
<td>86.36</td>
<td>86.36</td>
<td>86.36</td>
<td>86.36</td>
<td>0.73</td>
</tr>
<tr>
<td>E4</td>
<td>84.09</td>
<td>85.71</td>
<td>82.61</td>
<td>81.82</td>
<td>83.72</td>
<td>0.68</td>
</tr>
<tr>
<td>E5</td>
<td>88.64</td>
<td>90.48</td>
<td>86.96</td>
<td>86.36</td>
<td>88.37</td>
<td>0.77</td>
</tr>
</tbody>
</table>

TABLE XII. PERFORMANCE COMPARISON OF ENSEMBLES ON LONG BEACH DATASET
TABLE XIII. PERFORMANCE COMPARISON OF ENSEMBLES ON COMBINED DATASET

<table>
<thead>
<tr>
<th>Techniques</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Precision</th>
<th>F Measure</th>
<th>Kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td>84.69</td>
<td>83.92</td>
<td>85.31</td>
<td>82.19</td>
<td>83.05</td>
<td>0.69</td>
</tr>
<tr>
<td>E2</td>
<td>82.5</td>
<td>75.28</td>
<td>91.55</td>
<td>91.78</td>
<td>82.72</td>
<td>0.65</td>
</tr>
<tr>
<td>E3</td>
<td>86.25</td>
<td>83.55</td>
<td>88.69</td>
<td>86.99</td>
<td>85.24</td>
<td>0.72</td>
</tr>
<tr>
<td>E4</td>
<td>86.88</td>
<td>85.62</td>
<td>87.93</td>
<td>85.62</td>
<td>85.62</td>
<td>0.74</td>
</tr>
<tr>
<td>E5</td>
<td>85.0</td>
<td>84.03</td>
<td>85.80</td>
<td>82.88</td>
<td>83.45</td>
<td>0.69</td>
</tr>
</tbody>
</table>

TABLE XIV. AVERAGE PERFORMANCE COMPARISON ON ALL DATA SETS OF ENSEMBLES

<table>
<thead>
<tr>
<th>Techniques</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Precision</th>
<th>F Measure</th>
<th>Kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td>85.62</td>
<td>85.77</td>
<td>85.54</td>
<td>83.34</td>
<td>84.46</td>
<td>0.71</td>
</tr>
<tr>
<td>E2</td>
<td>81.88</td>
<td>75.12</td>
<td>91.60</td>
<td>92.29</td>
<td>82.72</td>
<td>0.64</td>
</tr>
<tr>
<td>E3</td>
<td>87.64</td>
<td>86.06</td>
<td>89.03</td>
<td>87.87</td>
<td>86.95</td>
<td>0.75</td>
</tr>
<tr>
<td>E4</td>
<td>87.06</td>
<td>85.91</td>
<td>88.08</td>
<td>86.69</td>
<td>86.27</td>
<td>0.74</td>
</tr>
<tr>
<td>E5</td>
<td>86.15</td>
<td>85.0</td>
<td>86.99</td>
<td>85.49</td>
<td>85.24</td>
<td>0.57</td>
</tr>
</tbody>
</table>

VI. CONCLUSION AND FUTURE SCOPE

This article presents a reliable framework which can be used for predicting the cardiovascular disease. It deals with data cleaning by removing the noise from the data like outliers and missing values. For the Hungarian and Long Beach data to overcome the class imbalance, Synthetic Minority Oversampling Technique-SMOTE was used. Support Vector Machine Radial (SVM-R), Logistic Regression (LR), Naïve Bayes (NB), Random Forest (RF) and XGBoost were first implemented on all five data sets. Then five different ensembled classifiers were constructed. First ensemble classifier E₁ is designed considering all individual classifiers. Based on majority voting the final decision was taken for prediction. For second ensembled classifier E₂, all independent classifiers were considered but the prediction was done based on weighted majority voting. The weights to the classifiers were assigned depending on the accuracy of the classifier. For third, fourth and fifth ensembles, top three performers were identified on all five data sets. Out of these five different combinations of top performers, three unique combinations were selected. Hence, the third classifier E₃ consists of RF, SVM-R and XGBoost. The fourth ensembled E₄ is made up of RF, NB and XGBoost. The fifth one E₅ is constructed with NB, SVM-R and XGBoost. An exhaustive comparison of all individual classifier along with all ensembled classifiers was done. For any machine learning technique, the true classification rate is very important. Hence accuracy was given first importance. But at the same time for any medical study, the False Negative number is crucial. This number should be as less as possible. Therefore, sensitivity parameter is also focused. 10-fold cross validation was performed for validation. The results have shown that the amongst individual classifier XGBoost has performed the best on all data sets with average 86.7% accuracy, 85.3% sensitivity, 87.6% specificity, 86.1%Precision, 85.6% F-measure and 0.73 as Kappa value. The parameters were found to be improved with E₁ ensembled classifier as 87.6% accuracy, 86.0% Sensitivity, 89.0% Specificity, 87.8% Precision, 86.9% F-measure and 0.75 as Kappa value. Thus, SRPS proves out to be most reliable for CVD prediction amongst all discussed. The future endeavor of the study could be the use of subset of the data set in terms of the attributes. In this study, all features were used for diagnosis. The further improvement can be made by using different feature selection methods like Wrapper method, Correlation based feature selection method, etc. Also, Principal Component Analysis can be used to reduce the dimension. Further, this proposed ensembled classifier can be used for other disease prediction as well.
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Unsupervised Bearing Fault Diagnosis via a Multi-Layer Subdomain Adaptation Network
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Abstract—Bearings play a crucial role in the functioning of rotating machinery, making it essential to monitor their condition for maintaining system stability and dependability. In recent years, intelligent diagnostic techniques for bearing issues have made significant progress due to advancements in artificial intelligence. These methods rely heavily on data, requiring data collection and labeling to develop the learning model, which is often highly challenging and nearly infeasible in industrial settings. As a result, a domain adaptation-based transfer learning approach has been suggested. This approach aims to minimize the difference between the distribution of accessible data and the unlabeled real-world data, enabling the model trained on public data to function effectively with actual data. In this paper, we introduce a sophisticated subdomain adaptation technique for cross-machine bearing fault diagnosis using vibration, termed multi-layer subdomain adaptation. Verification experiments were conducted, and the findings indicate that the proposed approach offers relatively high accuracy up to 97.47% and excellent transferability. Comparative experiments revealed that the proposed method is a superior technique for bearing fault diagnosis and slightly outperforms other methods (3-5%) in both predictive and noise-ignore capabilities. Comprehensive validation experiments were conducted using the HUST dataset.

Keywords—Bearing fault; fault diagnosis; domain adaptation; transfer learning

I. INTRODUCTION

Bearings are an essential component in rotating machinery. Bearing-related failures account for up to 50% of total machine failures [1]. Precise detection of rolling element bearing faults is crucial for ensuring the reliable operation of rotating machinery. This is because any failure in the bearing could directly impact the functioning of the entire machine. Luckily, modern machine learning techniques have helped make significant progress in data-driven approaches to bearing fault diagnosis [1]. As a result, traditional methods that rely heavily on expert knowledge are no longer required. This has attracted considerable attention and is an area of extensive research [2].

The traditional data-driven approaches for fault diagnosis have been successful in achieving accurate results. However, this is only possible when sufficiently labeled samples or data are available (vibration, acoustic emission, current, etc.). To guarantee high accuracy in fault diagnosis, the testing data must match or is similar in probability distribution to the dataset used for training [3]. This is important because the fault diagnosis models need to be carefully trained and may be difficult to apply directly to different machines or operating conditions.

Transfer learning is a promising tool to overcome the limitations of traditional data-driven approaches for fault diagnosis. It involves transferring knowledge from one task to another, and one commonly utilized technique is domain adaptation [3]. To extract good feature representation across domains, various methods have been proposed, such as the deep adaptive network (DAN) introduced by Long et al. [4] and the hybrid distance-guided adversarial network (HDAN) proposed by Han et al. [5]. However, current domain adaptation methods are limited to diagnosing faults within the same equipment under varying conditions, making it difficult to obtain specific data to train the expected fault diagnosis model. Therefore, transfer fault diagnosis across different machines has become increasingly important. Song et al. [6] introduced a retraining strategy-based domain adaptation network, while Guo et al. [7] utilized a one-dimensional generation adversarial network (ML1-D-GAN) to jointly train generated and real damage data, enabling sufficient labeled data to overcome the limitation of existing models. Recently, Feng et al. [8] presented a domain adversarial similarity-based meta-learning network (DASMN) and Li et al. [9] developed an optimal ensemble deep transfer network (OEDTN) that utilized maximum mean discrepancy (MMD) with different kernels to construct multiple diverse DTNs.

Although transfer fault diagnosis across machines has been achieved with existing methods, there are still weaknesses in terms of fault diagnosis accuracy. The reason is that most of the mentioned methods are based on reducing the discrepancy in feature distribution. They may only adjust the overall distribution since the criteria function only accounts for the statistical parameters of the entire domain and not for each individual class/subdomain. Thus, to overcome this limitation and enhance the transfer fault diagnosis performance across different machines, we introduce a novel multi-layer adaptation network based on LMMDD [10] criteria over layers in this article. The methodology is in Section II and experiments are in Section III. The main contributions of this paper are:

- We propose a novel multi-layer subdomain adaptation method that adjusts the domain distribution in each layer of the shared feature extraction module.

- We evaluate the performance of the proposed method on HUST bearing dataset and do comparative experiments to verify its ability to improve fault diagnosis accuracy across different bearings/machines.
II. METHODOLOGY

A. Problem Description

In this section, we start by discussing the issue of bearing fault diagnosis across machines. We begin by assuming that there is a rolling bearing monitoring dataset labeled from one (source) machine \( D_s = \{ (x^s_i, y^s_i) \}_{i=1}^{N_s} \), which we call the source domain data. The dataset contains \( N_s \) samples with labels \( y^s_i \) which belong to the sample space \( Y^s \). The samples \( x^s_i \) belong to the sample space \( X^s \) and are governed by the marginal probability distribution \( P_s(X^s) \). We also have another rolling bearing monitoring dataset without labels from another (target) machine, called the target domain data \( D_t = \{ (x^t_i) \}_{i=1}^{N_t} \), which contains \( N_t \) samples and all samples are governed by the marginal probability distribution \( P_t(X^t) \). Since the two datasets come from different machines, their marginal probability distributions are different, and we have \( P_s \neq P_t \).

The main focus of this paper is on the transfer fault diagnosis of rolling bearings across different machines i.e., from the source to the target domain. Traditional data-driven methods rely solely on the source domain data with labels to train a classification neural network, which is a nonlinear mapping between the sample space \( X^s \) and the labeled space \( X^t \) [11]. However, directly using the established nonlinear mapping/network to recognize the health status of unlabeled samples from the target domain will yield low fault diagnosis accuracy, as the two domains have different data distributions [12]. Thus, to improve the fault diagnosis accuracy, it is crucial to train the fault diagnosis model using not just labeled data from the source domain but also unlabeled data from the target domain. This presents the challenge of learning domain-invariant features by minimizing the data distribution discrepancy between the source and target domain data. As a result, knowledge obtained from one machine can be used for fault diagnosis in another machine.

B. Proposed Method

In this study, a multi-layer subdomain adaptation model is developed to transfer fault diagnosis between different bearings. As shown in Fig. 1, our goal is to train a feature extractor that can accurately diagnose bearing faults for data in the target domain. The training process involves iteratively calculating the objective functions and updating the model parameters using the backpropagation algorithm. Afterwards, we obtain a trained model that can predict the label of new data in the target domain.

The training process is described as follows: the training data consists of labeled source data \( (x^s, y^s) \) and unlabeled target data \( (x^t) \). Different domains use the same feature extractor, consisting of three one-dimensional convolutional layers and two fully connected layers (see Table I). The output of the feature extractor is the predicted label for the input data, used to calculate the objective functions based on the training objective. The training objective is to classify faults and minimize the distance of probability distribution between the outputs of different domains. Therefore, there are two objective functions: the objective function for classification \( L_{cls} \) and the objective function for adaptation \( L_{data} \). The classification objective function is calculated based on the true label and predicted one of the data in the source domain. The adaptation objective function is calculated by sum of the distribution discrepancies (LMMD) between hidden features from different domains. This is a new and important aspect of this method, instead of relying solely on the distribution distance of features in the last layer. The important concept of computing the distribution discrepancy will be clarified in Section II C.
To achieve this, we target 5. In (5), the Maximum Mean Discrepancy (LMMD) method is used to align subdomains and align their distributions between the source and target domains. To a certain extent, the kernel Hilbert space; the kernel of the MMD compares the square distance between the domains and aligns their distributions between the source and target domains; the kernel

\[ \text{MMD} \left( P_s, P_t \right) = \left\| \mathbb{E}_{P_s}[\Phi(x)] - \mathbb{E}_{P_t}[\Phi(x^t)] \right\|^2_H \]

where \( P_s, P_t \) denote the distribution of source and target domain; \( \mathbb{E} \) denotes the expectation; \( H \) denotes the reproducing kernel Hilbert space; \( \Phi: X^{s,t} \rightarrow H \). In practice, an estimate of the MMD compares the square distance between the empirical kernel mean embeddings as:

\[ \text{MMD} \left( P_s, P_t \right) \approx \frac{1}{N_s^2} \sum_{i=1}^{N_s} \sum_{j=1}^{N_s} k(x_i, x_j) + \frac{1}{N_t^2} \sum_{i=1}^{N_t} \sum_{j=1}^{N_t} k(x'_i, x'_j) \]

where \( N_s, N_t \) stand for the number of samples in source and target domain; the kernel \( k \) means \( k(x_i, x_j) = \langle \Phi(x_i), \Phi(x_j) \rangle \).

The MMD-based techniques primarily emphasized the alignment of overall distributions while disregarding the connections between subdomains within the same category. It is crucial to consider the relationships between these relevant subdomains and align their distributions between the source and target domains. To achieve this, we considered the Local Maximum Mean Discrepancy (LMMD) method in (4). In (4), the letter \( c \) denotes the class label. Eq. (4) is then estimated as (5). In (5), \( \omega_i^c, \omega_j^c \) stand for the weight of \( x_i, x_j \) belonging to class \( c \), are computed as (6). In (6), \( y_{ic} \) is the c-th entry of the output vector \( y_i \) with input \( x_i \).

\[ \text{LMMD} \left( P_s, P_t \right) \leq E_c \left\| E_{P_s}[\Phi(x)] - E_{P_t}[\Phi(x^t)] \right\|^2_H \]

C. Loss Function

The objective of the model is fault classification and domain adaptation based on minimizing the distribution distance. For the classification objective function, it relies on the well-known cross-entropy function:

\[ L_{cls} = -\sum_{i=1}^{n} y_i \log(\hat{y}_i) \]  (1)

where \( n \) is the number of classes, \( y_i \) is the ground-truth label, and \( \hat{y}_i \) is the softmax probability for the i-th class. As for the adaptation objective function, LMMD is an MMD-based criterion for measuring distribution discrepancy [10]. The MMD formula for calculating the distribution distance is described as follows:

\[ \text{MMD} \left( P_s, P_t \right) \approx \frac{1}{N_s} \sum_{i=1}^{N_s} \sum_{j=1}^{N_s} k(x_i, x_j) + \frac{1}{N_t} \sum_{i=1}^{N_t} \sum_{j=1}^{N_t} k(x'_i, x'_j) \]

Finally, the overall objective function in (8) is the sum of the two aforementioned objective functions. With this, the model can maintain its classification ability while also adjusting the embedding features to a common distribution.

\[ L = L_{cls} + L_{ada} \]  (8)

III. EXPERIMENTS

A. HUST bearing Dataset

The verification experiments were conducted exclusively on the HUST bearing dataset as in our previous work [1]. What makes this dataset especially advantageous is that it contains fault signals from five bearings across different types of defects and working conditions. The data acquisition system is shown in Fig. 2. The data acquisition system includes a 1-HP induction motor, an accelerometer of PCB352C33 and a measurement module with torque and velocity sensors.

Because of this, we can assess the performance of our proposed method for various domain adaptation tasks across different bearings or machines. For the purpose of test analysis, we selected bearings of types 6205, 6206, and 6207 with a no-load shaft speed. Each type of bearing includes different working conditions: normal (N), inner race fault (I), outer race fault (O), and ball fault (B). The faults were generated using the wire-cutting method, which creates cracks with a size of 0.2 mm. The accelerometer captured the vibration signals at a sampling rate of 51,200 samples per second for 10 seconds. To augment training/test data, the raw vibration signal was truncated into segments with a length of 4096 with 75% overlap. Then we obtain 496 segments/class/bearing with each segment as an input of the model.

<table>
<thead>
<tr>
<th>No.</th>
<th>Layer</th>
<th>Filter size</th>
<th>Output size</th>
<th>Activation function</th>
<th>BN/Pooling</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Input</td>
<td>-</td>
<td>(4096, 1)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1</td>
<td>Conv1</td>
<td>(15, 1, 16)</td>
<td>(4096, 4)</td>
<td>ReLU</td>
<td>BN+Pooling</td>
</tr>
<tr>
<td>2</td>
<td>Conv2</td>
<td>(5, 16, 16)</td>
<td>(1024, 8)</td>
<td>ReLU</td>
<td>BN+Pooling</td>
</tr>
<tr>
<td>3</td>
<td>Conv3</td>
<td>(3, 32, 16)</td>
<td>(256, 16)</td>
<td>ReLU</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>Flatten</td>
<td>-</td>
<td>(4096, 1)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>FC1</td>
<td>(4096, 512)</td>
<td>(512, 1)</td>
<td>ReLU</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>FC2</td>
<td>(512, 64)</td>
<td>(64, 1)</td>
<td>ReLU</td>
<td>-</td>
</tr>
<tr>
<td>7</td>
<td>Output</td>
<td>(64, 4)</td>
<td>(4, 1)</td>
<td>Softmax</td>
<td>-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Layer</th>
<th>Activation function</th>
</tr>
</thead>
<tbody>
<tr>
<td>BN: Batch Normalization</td>
<td></td>
</tr>
</tbody>
</table>

<p>| TABLE I. SPECIFICATION OF THE FEATURE EXTRACTOR |</p>
<table>
<thead>
<tr>
<th>No.</th>
<th>Layer</th>
<th>Filter size</th>
<th>Output size</th>
<th>Activation function</th>
<th>BN/Pooling</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Input</td>
<td>-</td>
<td>(4096, 1)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1</td>
<td>Conv1</td>
<td>(15, 1, 16)</td>
<td>(4096, 4)</td>
<td>ReLU</td>
<td>BN+Pooling</td>
</tr>
<tr>
<td>2</td>
<td>Conv2</td>
<td>(5, 16, 16)</td>
<td>(1024, 8)</td>
<td>ReLU</td>
<td>BN+Pooling</td>
</tr>
<tr>
<td>3</td>
<td>Conv3</td>
<td>(3, 32, 16)</td>
<td>(256, 16)</td>
<td>ReLU</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>Flatten</td>
<td>-</td>
<td>(4096, 1)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>FC1</td>
<td>(4096, 512)</td>
<td>(512, 1)</td>
<td>ReLU</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>FC2</td>
<td>(512, 64)</td>
<td>(64, 1)</td>
<td>ReLU</td>
<td>-</td>
</tr>
<tr>
<td>7</td>
<td>Output</td>
<td>(64, 4)</td>
<td>(4, 1)</td>
<td>Softmax</td>
<td>-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Layer</th>
<th>Activation function</th>
</tr>
</thead>
<tbody>
<tr>
<td>BN: Batch Normalization</td>
<td></td>
</tr>
</tbody>
</table>
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The adaptation tasks are defined as S5-6, S5-7, S6-5, S6-7, S7-5, S7-6, M5, M6, and M7. Each task name includes 2 parts: the prefix (S: single-source | M: multiple-source), and the suffix to supplement information for the prefix (5: 6205 | 6: 6206 | 7: 6207). In detail, for single-source tasks, the suffix denotes the source bearing and the target one e.g., 5-6 means that the source bearing is 6205 and the target one is 6206. As for multiple-source tasks, the suffix number denotes the target bearing, while the source is the remaining two bearings. For each task, 80% source data and 80% target data are used to train the network, while the remaining 20% source data is used to validate and 20% target data is used to test/evaluate.

B. Experiments Setup

In this section, we describe the experimental setup. The first experiment is to evaluate the effectiveness of the proposed method in transferring knowledge to adaptive tasks defined in Section III A. The second experiment is an extension of the first experiment with added multi-level noise components in the training/testing data. The purpose of the second experiment is to assess the proposed method's performance in the presence of noise, which is common in real-world scenarios. Finally, the third experiment aims to compare the proposed method's performance with other methods to demonstrate its superiority in adaptability. All models were trained/evaluated on the same HUST bearing dataset to ensure fairness in comparison. The metrics for model evaluation are (overall) accuracy (9), precision (1), sensitivity (11), F1-score (12), confusion matrix, and t-SNE visualization to observe the feature distribution of source and target domains [13].

\[
\text{Accuracy} = \frac{\text{No. of correct predictions}}{\text{No. of all samples}}
\]

\[
\text{Precision} = \frac{\text{No. of true positive predictions}}{\text{No. of all positive predictions}}
\]

\[
\text{Sensitivity} = \frac{\text{No. of true positive predictions}}{\text{No. of all positive samples}}
\]

\[
F1 - \text{score} = 2 \times \frac{\text{Precision} \times \text{Sensitivity}}{\text{Precision} + \text{Sensitivity}}
\]

The verification experiments were conducted on a computer with the following specifications: an Intel i7 12700F CPU, 16 GB of RAM, and a 24GB Nvidia GeForce GTX 3090 GPU. These experiments were implemented utilizing the PyTorch framework from the source https://github.com/ZhaoZhibin/UDTL [14]. For the training process, the hyperparameters were configured as follows: the number of epochs was set to 100, the batch size at 64, the learning rate to 0.001, the momentum at 0.9, the optimizer was Adam, and the weight decay was 0.00001. To provide a reliable measure of accuracy, each model was re-trained 10 times, and the results were reported as mean and standard deviation values.

IV. RESULTS AND DISCUSSIONS

In the first experiment, we evaluated the performance of the proposed method across all tasks. Table II shows the overall accuracy, precision, sensitivity, and F1-score of the model with the test data in the target domain. It can be seen that the overall accuracy of the single-source tasks is quite good, ranging from 86% to 96%. Specifically, task S6-5 had the lowest accuracy of 86.62%, while task S6-7 had the highest accuracy of 96.46%. Furthermore, the inversely related tasks (e.g. S5-6 and S6-5) had similar accuracy. This reveals that the result of transfer learning depends on the relationship between domains and not on which domain is the source and which is the target.

Regarding other metrics for single-source tasks, we can see that precision, sensitivity, and F1-score are relatively consistent for each task. The magnitude of these metrics varies by no more than 1%. This is achieved by the class balance in the test data set.

<table>
<thead>
<tr>
<th>Task</th>
<th>Overall accuracy (%)</th>
<th>Precision (%)</th>
<th>Sensitivity (%)</th>
<th>F1-score (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S5-6</td>
<td>88.38</td>
<td>89.43</td>
<td>88.38</td>
<td>88.90</td>
</tr>
<tr>
<td>S5-7</td>
<td>92.93</td>
<td>93.78</td>
<td>92.93</td>
<td>93.85</td>
</tr>
<tr>
<td>S6-5</td>
<td>86.62</td>
<td>87.91</td>
<td>86.62</td>
<td>87.26</td>
</tr>
<tr>
<td>S6-7</td>
<td>96.46</td>
<td>96.60</td>
<td>96.46</td>
<td>96.53</td>
</tr>
<tr>
<td>S7-5</td>
<td>89.14</td>
<td>90.27</td>
<td>89.14</td>
<td>89.70</td>
</tr>
<tr>
<td>S7-6</td>
<td>94.44</td>
<td>94.64</td>
<td>94.44</td>
<td>94.54</td>
</tr>
<tr>
<td>M5</td>
<td>92.42</td>
<td>92.75</td>
<td>92.42</td>
<td>92.59</td>
</tr>
<tr>
<td>M6</td>
<td>95.71</td>
<td>95.87</td>
<td>95.71</td>
<td>95.70</td>
</tr>
<tr>
<td>M7</td>
<td>97.47</td>
<td>97.54</td>
<td>97.47</td>
<td>97.51</td>
</tr>
</tbody>
</table>
In Table II, for multi-source tasks, it is easy to see that their performance is significantly improved compared to the single-source tasks. Task M5 achieved 92.42% accuracy, higher than Sx-5 tasks due to more contribution from the source domain. Tasks M6 and M7 both scored above 95% on all criteria. This superiority is achieved through an increase in source data, which can compensate for each other's deficiencies to help the model learn more effectively. From this, we can conclude that enhancing the source domain data will improve the model's diagnostic capabilities. Additionally, we can observe a trend where the accuracy of multi-source tasks depends on the shared target domain of the single-source tasks. This means that the Mx predictive ability will be a function of the Ma-x abilities.

Fig. 3 illustrates the confusion matrices corresponding to the considered tasks. Unlike overall accuracy, the confusion matrix provides a clearer explanation of the accuracy for each class, with the value in each cell being the number of instances. At a glance, we can see that the highest accuracy is concentrated on classes I and O in all tasks. We believe this is due to the clear defect patterns in these two classes, making them easier to identify for the model. In the dataset, defects related to class B are difficult to predict accurately and are often confused with faults in class I. This phenomenon is seen from 6205-related tasks i.e., the fault characteristic of class I and B of bearing 6205 may be hard to distinguish (e.g., the fault frequency). For the case of the healthy bearing, tasks M6 and M7 achieve almost perfect accuracy, while tasks M5, S6-5, S7-5, S5-6, and S5-7 show worse accuracy. It can be speculated that there are issues with the N data for bearing 6205 (e.g., a small crack may exist). However, this is not as serious as misclassifying failures as non-failures.

Fig. 4 visualizes the distribution of features in the final layer of the neural network in the Descartes coordinate system using a visualization method called t-distributed stochastic neighbor embedding (t-SNE), which is a dimensionality reduction algorithm. We observe that the mispredictions in the classes occur due to the mismatch between the source and target class distributions of the data. To address this issue, some studies have proposed labeling some of the training data in the target domain, which can be further explored in [15].
In the second experiment, we examined the performance of our proposed method in the presence of noise in the data. We added Gaussian white noise with a mean of 0 and a standard deviation of 1 to the training and test data. To vary the intensity of the noise, we scaled the amplitude by different coefficients ranging from 0 to 0.9 with a step of 0.3. In the third experiment, we compared our proposed method with other popular domain adaptation methods, including JMMMD [16], MKMMD [17], CORAL [18], DANN [19], and CDAN [20], in the presence of noise. The effect of noise was also included to provide a comprehensive comparison. The results of the experiments demonstrated the effectiveness of our proposed method in the presence of noise. Our method outperformed the other popular domain adaptation methods, particularly as the intensity of the noise increased. The results are presented in Fig. 5.

In Fig. 5, as the level of noise increases, all examined methods experience a decrease in performance. Multi-source tasks show a decrease from 92-97% to 89-93%, while single-source tasks experience a decrease from 86-96% to 81-92%. Notably, while the other methods experience a significant accuracy drop of up to 10%, our proposed method only experiences a slight decrease of around 5% for all tasks. This indicates that our method is less affected by noise, promising stability and high reliability. Regarding the correlation between the methods, it is truly difficult to distinguish because they differ slightly in their predictive capabilities.
Nonetheless, we still recognize the effectiveness of our proposed method because, in all cases, it slightly outperforms the other methods. Our success can be attributed to taking into account the varying distributions between classes (subdomains), which sets us apart from other approaches. Furthermore, our approach is reinforced by a thorough examination of all hidden layers, an aspect that has been overlooked by many previous studies. Going forward, we aim to explore algorithms that improve adaptability in scenarios where distributions cannot be homogenized.

V. CONCLUSION

This study introduces a new method based on transfer for fault diagnosis in bearings across various machines, named weighted multi-layer subdomain adaptation. Due to the weakness of traditional metrics as MMD for feature alignment between different domains, we inspired by LMMD to develop a new model architecture for the task of domain adaptation. This method is validated using HUST bearing dataset for nine transfer fault diagnosis tasks where labeling of target domain data is not required. Verification experiments were conducted, and the findings indicate that the proposed approach offers relatively high accuracy up to $97.47\%$ and excellent transferability. Comparative experiments revealed that the proposed method is a superior technique for bearing fault diagnosis and slightly outperforms other methods ($3\%-5\%$) in both predictive and noise-ignore capabilities.
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Abstract—The accurate and real-time detection of road lanes is crucial for the safe navigation of autonomous vehicles (AVs). This paper presents a novel approach to lane detection by leveraging the capabilities of the Mask Region-based Convolutional Neural Network (Mask R-CNN) model. Our method adapts Mask R-CNN to specifically address the challenges posed by diverse traffic scenarios and varying environmental conditions. We introduce a robust, efficient, and scalable architecture for lane detection, which segments the lane markings and generates precise boundaries for AVs to follow. We augment the model with a custom dataset, consisting of images collected from different geographical locations, weather conditions, and road types. This comprehensive dataset ensures the model’s generalizability and adaptability to real-world conditions. We also introduce a multi-scale feature extraction technique, which improves the model’s ability to detect lanes in both near and far fields of view. Our proposed method significantly outperforms existing state-of-the-art techniques in terms of accuracy, processing speed, and adaptability. Extensive experiments were conducted on public datasets and our custom dataset to validate the performance of the proposed method. Results demonstrate that our Mask R-CNN-based approach achieves high precision and recall rates, ensuring reliable lane detection even in complex traffic scenarios. Additionally, our model’s real-time processing capabilities make it an ideal solution for implementation in AVs, enabling safer and more efficient navigation on roads.

Keywords—Road; lane; Mask R-CNN; detection; deep learning; autonomous vehicle

I. INTRODUCTION

The rapid development of autonomous vehicles (AVs) has the potential to revolutionize the transportation industry by providing safer, more efficient, and more convenient means of transportation [1]. Central to the success of AVs is their ability to perceive and understand the environment around them. Among various perception tasks, the accurate and real-time detection of road lanes plays a critical role in ensuring the safe navigation of AVs. Lanes are used to guide the vehicles in maintaining their position on the road, adhere to traffic rules, and avoid collisions with other vehicles or obstacles [2].

Traditional lane detection methods, such as edge detection and Hough transform, have shown limited success due to their sensitivity to noise, poor adaptability to varying environmental conditions, and inability to handle complex traffic scenarios [3-5]. With the advancement in deep learning, convolutional neural networks (CNNs) have demonstrated promising results in various computer vision tasks, including lane detection [6]. However, existing CNN-based lane detection methods still face challenges in terms of real-time processing, adaptability to diverse traffic scenarios, and robustness under varying environmental conditions.

Given the limitations of current lane detection techniques, there is a need for a more efficient, robust, and real-time solution that can address the challenges posed by diverse traffic scenarios and environmental conditions [7]. The Mask Region-based Convolutional Neural Network (Mask R-CNN) model, which was originally designed for object detection and segmentation, has demonstrated remarkable performance in various computer vision tasks [8]. Its ability to precisely localize and segment objects in images makes it a suitable candidate for lane detection. However, the application of Mask R-CNN in the context of lane detection has not been fully explored.

In this paper, we propose a novel approach to lane detection by adapting the Mask R-CNN model to specifically address the challenges associated with detecting lanes in real-world traffic scenarios. Our goal is to develop a robust, efficient, and scalable architecture for lane detection that can accurately segment the lane markings and generate precise boundaries for AVs to follow, even in complex traffic scenarios and varying environmental conditions.

The main contributions of this paper are as follows:

1) We propose a novel Mask R-CNN-based approach to real-time lane detection for autonomous vehicles, which addresses the challenges associated with existing lane detection techniques and provides a more efficient, robust, and adaptable solution.

2) We introduce a comprehensive custom dataset consisting of images collected from different geographical locations, weather conditions, and road types. This dataset ensures the model’s generalizability and adaptability to real-
world conditions, which is crucial for the successful deployment of AVs.

3) We incorporate a multi-scale feature extraction technique in our proposed model, which improves its ability to detect lanes in both near and far fields of view, enabling more accurate and reliable lane detection across various scenarios.

4) We conduct extensive experiments on public datasets as well as our custom dataset to validate the performance of the proposed method. The results demonstrate that our Mask R-CNN-based approach significantly outperforms existing state-of-the-art techniques in terms of accuracy, processing speed, and adaptability.

The remainder of this paper is organized as follows: Section II provides a review of related work in the field of lane detection, highlighting the limitations of existing methods and the potential of Mask R-CNN for this task. Section III presents the details of our proposed Mask R-CNN-based approach to real-time lane detection, including the architecture, multi-scale feature extraction technique, and the custom dataset. Section IV describes the experimental setup, including the public datasets and evaluation metrics used to validate the performance of our method. Section V presents the results of our experiments, comparing the performance of our proposed method to existing state-of-the-art techniques, and discussing the implications of our findings. Finally, Section VI concludes the paper and provides directions for future research.

II. RELATED WORKS

Lane detection is a crucial component of perception systems for autonomous vehicles, as it ensures safe navigation and adherence to traffic rules. Over the years, various approaches have been proposed for different practical tasks and datasets ranging from traditional methods to deep learning-based techniques [9-11]. In this section, we review some of the key works in lane detection, considering traditional approaches, CNNs, RNNs, UNet, and other deep learning models (see Table I).

A. Traditional Approaches

Traditional lane detection methods primarily rely on handcrafted features and geometric properties of lanes. Some of the most common techniques include edge detection, Hough transform, and lane fitting algorithms [12].

Edge detection techniques, such as Sobel and Canny operators, are used to identify the boundaries of lane markings in images [13]. While these methods can perform well in simple scenarios, they are sensitive to noise and may fail in complex traffic scenes or under varying environmental conditions.

Hough transform is another popular method for lane detection, which identifies lines in an image by converting the image space into a parameter space [14]. Although it is effective in detecting straight lines, the Hough transform struggles with curved lanes and requires additional preprocessing steps to address issues such as perspective distortion.

B. CNN-based Approaches

Convolutional Neural Networks (CNNs) have demonstrated great success in various computer vision tasks, including lane detection [15]. These networks learn hierarchical features from raw images, enabling them to automatically learn and adapt to different scenarios. Some notable works employing CNNs for lane detection are as follows:

1) SCNN: In this work, Pan et al. proposed a Spatial CNN (SCNN) for lane detection, which incorporates spatial information by extending the convolution operation to the vertical and horizontal directions [16]. This approach achieved state-of-the-art performance on public datasets and demonstrated robustness to varying lighting conditions and occlusions.

2) LaneNet: In LaneNet, Neven et al. employed an encoder-decoder architecture with a binary segmentation branch for lane detection [17]. The model also used an instance segmentation branch to differentiate between individual lanes, improving its ability to handle complex scenarios.

C. RNN-based Approaches

Recurrent Neural Networks (RNNs) have been used for lane detection tasks due to their ability to model temporal dependencies in sequences. Some works that employ RNNs for lane detection include:

1) LSTMs: Chen et al. proposed an approach combining LSTMs and CNNs to model temporal dependencies in consecutive video frames for lane detection [18]. This approach improved the robustness of the model to varying lighting conditions and occlusions.

Pan et al. (2018) presents an end-to-end lane detection approach using a fully convolutional neural network (FCN) and an RNN [19]. The FCN is used to generate lane boundary probability maps, which are fed into the RNN to predict the final lane boundaries. The approach is shown to be effective in detecting lanes in complex driving scenarios.

Li and Zhang (2017) propose a real-time lane detection algorithm based on an RNN [20]. The RNN is trained on a large dataset of road images to predict lane boundaries. The proposed algorithm achieves high accuracy in lane detection and real-time performance. Lee and Kim (2019) propose a real-time lane detection algorithm using a deep RNN [21]. The RNN is trained on a dataset of road images and is used to predict lane boundaries. The proposed algorithm achieves high accuracy in lane detection and real-time performance.

D. UNet-based Approaches

UNet is a popular encoder-decoder architecture for semantic segmentation tasks [22]. It has been employed in various lane detection works due to its ability to effectively capture both local and global context in images.

1) SegNet: Badrinarayanan et al. proposed SegNet, a UNet-like architecture for semantic segmentation [23]. SegNet has been used for lane detection tasks, demonstrating robust
performance in complex traffic scenes and under varying environmental conditions.

Liu et al. (2019) proposes a lane detection approach using a modified U-Net architecture. The modified U-Net includes multiple decoder paths to handle different scales of features, and skip connections are added to preserve spatial information. The approach is shown to be effective for detecting lanes in various driving scenarios.

Tahir et al. (2020) presents a lane detection and semantic segmentation approach using a U-Net architecture [24]. The proposed method combines lane detection and semantic segmentation to improve the accuracy of lane detection in complex driving scenarios. The approach is shown to be effective for detecting lanes in various lighting conditions and road types.

Yang et al. (2021) proposes a lane detection approach using a U-Net architecture and object detection [25]. The U-Net is used to detect lane boundaries, and object detection is used to remove false positives. The proposed algorithm achieves high accuracy in lane detection and reduces false positives. U-Nets have shown great potential for lane detection in autonomous vehicles due to their ability to learn high-level features and preserve spatial information [26]. The above mentioned works demonstrate that the application of U-Nets to lane detection can lead to effective and efficient autonomous driving systems.

E. Other Deep Learning Models

Apart from the approaches mentioned above, other deep learning models have also been applied to lane detection tasks.

1) DeepLab: DeepLab is a popular semantic segmentation model that employs atrous convolutions and fully connected conditional random fields (CRFs) for improved segmentation performance [27]. DeepLab has been used in various lane detection works, demonstrating robust performance across different scenarios.

2) Mask R-CNN: While originally designed for object detection and segmentation, Mask R-CNN has the potential to address lane detection challenges due to its ability to precisely localize and segment objects in images [28].

Thus, while traditional approaches for lane detection have shown limited success, deep learning-based techniques, including CNNs, RNNs, U-Net, and other models, have demonstrated promising results in handling the challenges posed by diverse traffic scenarios and varying environmental conditions [29]. However, each approach has its own set of advantages and limitations, necessitating the development of more efficient, robust, and real-time solutions for lane detection in autonomous vehicles.

In this paper, we propose a novel Mask R-CNN-based approach to real-time lane detection, addressing the challenges associated with existing techniques and providing a more efficient, robust, and adaptable solution. By leveraging the capabilities of the Mask R-CNN model and incorporating a comprehensive custom dataset and a multi-scale feature extraction technique, our proposed method aims to achieve superior performance in terms of accuracy, processing speed, and adaptability compared to existing state-of-the-art techniques.

### TABLE I. COMPARISON OF DEEP LEARNING METHODS FOR LANE DETECTION

<table>
<thead>
<tr>
<th>Approach</th>
<th>Pros</th>
<th>Cons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detection</td>
<td>Simple implementation, effective in basic scenarios</td>
<td>Sensitive to noise, fails in complex scenes, does not handle curved lanes well</td>
</tr>
<tr>
<td>Hough Transform</td>
<td>Effective in detecting straight lines, handles perspective distortion</td>
<td>Struggles with curved lanes, requires additional preprocessing</td>
</tr>
<tr>
<td>SCNN</td>
<td>Incorporates spatial information, robust to lighting and occlusions</td>
<td>Limited to scenarios present in training data, may require large datasets</td>
</tr>
<tr>
<td>LaneNet</td>
<td>Encoder-decoder architecture, instance segmentation for individual lanes</td>
<td>Complex model, may be slower in real-time applications</td>
</tr>
<tr>
<td>LSTM</td>
<td>Models temporal dependencies, robust to lighting and occlusions</td>
<td>Requires video input, may not perform well on single images</td>
</tr>
<tr>
<td>SegNet</td>
<td>Captures local and global context, robust to complex scenes and varying conditions</td>
<td>Relatively large model, may be computationally expensive</td>
</tr>
<tr>
<td>DeepLab</td>
<td>Atrous convolutions and CRFs for improved segmentation, robust across scenarios</td>
<td>Complex model, may require additional processing for instance segmentation</td>
</tr>
<tr>
<td>Mask R-CNN</td>
<td>Precise localization and segmentation, potential for real-time processing</td>
<td>Limited exploration in lane detection, may require adaptation for specific scenarios</td>
</tr>
</tbody>
</table>

III. PROPOSED METHOD

It was chosen to adopt the contemporary design of the Mask R-CNN convolutional network in order to simultaneously tackle the issue of crack detection and their pixel-by-pixel separation. This was done in order to save time. First, let us take a look at its internal makeup and analyze how it works. The Region-based Convolutional Neural Network (R-CNN), Fast R-CNN, and Faster R-CNN are the three architectures that came before the Mask R-CNN, all of which were based on the concept of processing tiny regions. Historically, the Mask R-CNN architecture has had the following number of predecessors. As we reviewed, deep learning models have been used in many areas from teaching sphere to sport, medicine, as well as autonomous vehicles [30].

Fig. 1 depicts the Mask R-CNN approach that we developed in order to solve the lane detection issue. The design of the Mask R-CNN is made up of several complicated blocks. First, an illustration is sent to the data of the model in order to point out the feature map. Commonly used model architectures include VGG-16, ResNet50, and ResNet101, both of which include eliminated several layers that are in charge of categorization.
The collected feature maps are processed RBN block, which has the duty of generating the supposed areas in the picture that contain objects based on the assumption that certain regions include objects. In order to accomplish this goal, a network with a 3x3 frame is moved across the feature map, and an outcome is created according to k anchors in place, which serve as the foundation for the size and position that are both supplied. RPN creates an estimate of the existence of a component for every anchor, as well as an improvement of the position of the boundaries of the item, if it has been found. This occurs only if the object has been found. At this level, we are going to focus on highlighting areas of interest that have the potential to contain items. Because of the functioning of non-maximum suppression, redundant regions are thrown out at the very end of the process.

Following that, the Region of Interest Align procedure is used to choose the values pertaining to the areas from the feature maps. These values are then scaled down to the same size. The last procedures of classification, refining of the dimensions of the box with boundaries, and forecasting the mask are carried out, as stated by them. The mask that is shown at the output has a significantly shrunk size yet displays true numbers. It is feasible to get an accuracy level that is satisfactory when the mask is sized to match the dimensions of the item that is being picked.

IV. EXPERIMENTAL RESULTS

A. Evaluation Parameters

The proposed model is evaluated using a number of different metrics, including the mean average precision (MAP) and the average recall (AR) at a number of different intersection over union (IoU) levels [31-33]. In classification issues involving localization and object identification, the ratio of the areas of the bounding boxes is most often employed as a metric to measure the reliability of the position of the bounding box. This is because the ratio of the areas of the bounding boxes is directly proportional to the accuracy of the location of the bounding box.

In deep learning based segmentation processes, accuracy is a crucial metric used to evaluate the quality of the segmentation. Accuracy refers to the extent to which the segmentation model’s output matches the ground truth or the manual annotations provided by experts [34].

\[
\text{accuracy} = \frac{TP + TN}{TP + FN + TN + FP},
\]

(1)

There are several measures of accuracy used in deep learning based segmentation processes, including pixel-wise accuracy, mean intersection over union (IoU), and dice coefficient [34-36]. Pixel-wise accuracy measures the percentage of correctly classified pixels in the segmentation output. Mean IoU calculates the similarity between the predicted segmentation mask and the ground truth, while the dice coefficient measures the overlap between the predicted and ground truth segmentation masks [35].

\[
\text{IoU} = \frac{S(A \cap B)}{S(A \cup B)}
\]

(2)

Specificity measures the proportion of true negative predictions made by the model. It is calculated as the ratio of correctly identified negative samples to the total number of actual negative samples. In segmentation tasks, sensitivity measures how well the model is able to correctly identify regions that do not belong to the target class or feature [36].

\[
\text{precision} = \frac{TP}{TP + FP},
\]

(2)

Sensitivity, also known as recall, measures the proportion of true positive predictions made by the model. It is calculated as the ratio of correctly identified positive samples to the total number of actual positive samples. In segmentation tasks, sensitivity measures how well the model is able to detect the presence of the target class or feature in the input data [37].
Both sensitivity and specificity are important metrics in deep learning based segmentation processes, as they provide a more complete understanding of the model's performance. A high sensitivity score indicates that the model is able to accurately detect the target feature or class, while a high specificity score indicates that the model is able to correctly identify regions that do not belong to the target class or feature.

To achieve high sensitivity and specificity scores in deep learning based segmentation processes, it is important to use appropriate training data and model architecture. The training data should be diverse and representative of the expected inputs, and the model architecture should be chosen to optimize the segmentation task at hand. Additionally, regularization techniques and hyperparameter tuning can be used to improve the model's performance and achieve higher sensitivity and specificity scores.

B. Results

In this section, we demonstrated the obtained results applying Mask R-CNN for road lane segmentation. Fig. 2 demonstrates lane detection and segmentation from the input images.

Fig. 3 and Fig. 4 demonstrate real-time lane detection process from the camera. Thus, the camera sends real-time video to the decision making system, in the result decision making system makes recommendations in real-time using the proposed Mask R-CNN model. It helps to tune the moving of the cars.

Fig. 5. Comparison of the obtained results demonstrating several examples of applying the proposed framework in process.
Fig. 5 demonstrates several examples of applying the proposed framework in process. The proposed system can work in different weathers including sunny, rainy, cloudy or other weather condition. Moreover, it can work in daytime and nighttime. The proposed system can make a decision in real-time and can help to moving of autonomous vehicles.

Support Vector Machines (SVMs) have been widely used for object detection and image classification [38]. SVMs have shown promising results in various applications, but they are limited by their inability to handle large datasets and the need for feature extraction.

Deep learning models, such as Convolutional Neural Networks (CNNs) and Recurrent Neural Networks (RNNs), have shown impressive results in various applications. One of the significant advantages of deep learning models is that they can learn features automatically, without the need for manual feature extraction. However, deep learning models require a large amount of data and computing resources to train, and they can be challenging to interpret.

The Mask R-CNN approach has been gaining significant attention in recent years for its ability to generate pixel-level masks for each detected object [39]. This approach extends the Faster R-CNN algorithm by adding a segmentation branch. The Mask R-CNN approach has shown promising results in various applications, including object detection, instance segmentation, and human pose estimation.

The proposed Mask R-CNN approach for real-time lane detection for autonomous vehicles has several advantages. First, it can detect lanes in real-time, making it suitable for autonomous vehicles. Second, it can generate pixel-level masks for each detected lane, which can provide more accurate information about the lanes’ position and shape [40]. Third, the approach can handle complex scenarios, such as occlusions and lane merging, which can be challenging for traditional lane detection methods. Fourth, the approach does not require manual feature extraction, making it more efficient and less prone to errors.

However, there are some challenges associated with the Mask R-CNN approach. One of the significant challenges is the need for a large amount of annotated data to train the model [41]. Another challenge is the high computational cost of training the model, which can be a limiting factor for some applications. Additionally, the interpretation of the model's output can be challenging, as the approach is based on a complex neural network architecture.

In the future, the development of more efficient and interpretable deep learning models will be crucial for the continued advancement of autonomous vehicles. In particular, the integration of multiple sensor modalities, such as lidar, radar, and cameras, will enable more accurate and robust perception systems. Moreover, the development of more advanced algorithms for handling complex scenarios, such as crowded urban environments, will be necessary.

Thus, machine learning and deep learning have enabled significant advancements in the field of autonomous vehicles. The proposed Mask R-CNN approach for real-time lane detection has several advantages, including real-time detection, accurate lane position and shape information, the ability to handle complex scenarios, and efficient and automatic feature extraction. However, there are some challenges associated with this approach, including the need for a large amount of annotated data, high computational costs, and interpretability. The development of more efficient and interpretable deep learning models will be crucial for the continued advancement of autonomous vehicles.
learning models and the integration of multiple sensor modalities will be essential for the continued advancement of autonomous vehicles.

VI. CONCLUSION

In this paper, we presented a novel Mask R-CNN-based approach for real-time lane detection in autonomous vehicles. Our method adapts the Mask R-CNN model to specifically address the challenges posed by diverse traffic scenarios and varying environmental conditions. We introduced a robust, efficient, and scalable architecture for lane detection, which segments the lane markings and generates precise boundaries for AVs to follow. To ensure the model's generalizability and adaptability, we also introduced a comprehensive custom dataset and a multi-scale feature extraction technique.

Extensive experiments were conducted on public datasets and our custom dataset, validating the performance of the proposed method. The results demonstrated that our Mask R-CNN-based approach significantly outperforms existing state-of-the-art techniques in terms of accuracy, processing speed, and adaptability. The real-time processing capabilities of our model make it an ideal solution for implementation in AVs, enabling safer and more efficient navigation on roads.

As part of our future work, we plan to extend the proposed method to handle more complex scenarios, such as detecting lanes in the presence of shadows, occlusions, and varying lighting conditions. Additionally, we will investigate the integration of our lane detection approach with other perception tasks, such as object detection and semantic segmentation, to develop a unified perception system for autonomous vehicles. This would further improve the safety and efficiency of AVs, ultimately bringing us closer to the widespread deployment of these vehicles on our roads.

Overall, the proposed Mask R-CNN-based approach to real-time lane detection for autonomous vehicles represents a significant step forward in the development of robust and reliable perception systems for AVs, paving the way for their safe and efficient operation in diverse traffic scenarios and under varying environmental conditions.
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Abstract—The approach used in this study involves applying the Cournot model, which is initially based on the analysis of product quantities in the market. Building upon the obtained equilibrium, a second analysis is conducted to examine the impact of the open innovation integration rate, utilizing a dynamic model. The obtained results have demonstrated that multiple equilibria are possible, and under certain conditions, competing firms have a stake in carefully analyzing the integration rate of open innovation.
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I. INTRODUCTION

The closed innovation model is a strategy that prioritizes the use of internal resources to optimize the innovation process, ultimately leading to the development of innovative products and services [1]. Essentially, companies focus on building and nurturing the necessary competencies in-house to become leaders in their respective markets. By keeping innovation activities in-house, companies can have more control over the entire innovation process, from ideation to product launch, and can better protect their intellectual property.

The primary goal of closed innovation is to ensure that the necessary resources are developed and improved to implement the innovation process effectively[2]. This approach facilitates the creation of new products and services while simultaneously minimizing risks and creating barriers to imitation by competitors. Closed innovation also allows companies to build a competitive advantage by cultivating in-house expertise and refining their innovation processes. By relying on internal resources, companies can optimize the innovation process, leading to more efficient product development, better quality products, and higher profits[3].

According to Chesbrough, the closed innovation model was effective for much of the 20th century. However, this approach to innovation faced two significant limitations. The first limitation was succinctly expressed by Bill Joy, the co-founder of Sun Microsystems, who noted that "No matter who you are, most of the smartest people work for someone else". In other words, relying solely on internal resources means missing the valuable expertise and ideas that exist beyond the organization.

However, Open innovation is viewed as a sustainable innovation approach that depends on international collaboration between companies and countries[4]. As companies seek to gain a competitive advantage through innovation, open innovation has become increasingly popular among academics and practitioners. However, the current literature has mostly focused on the benefits of open innovation and overlooked its potential failures [5]. The integration of open innovation (OI) and the circular economy (CE) has the potential to contribute to a more sustainable economy.

However, there is a lack of understanding of how OI can be leveraged to promote the adoption of CE. As an important aspect of the economy, it is crucial to investigate the relationship between OI and CE and identify ways to overcome the barriers to CE adoption[6]. The second limitation is related to the high level of investment required to support the innovation process. Since closed innovation relies on internal resources, there is a higher level of investment needed to supply the innovation process. This investment also comes with a higher risk as developed ideas may not be supported by the organization, resulting in wasted resources and missed opportunities[7].

The concept of open innovation has been widely applied in various fields, particularly in innovation management for firms of different sizes. Its emphasis on sharing and collaboration has made it a popular topic of interest[8]. Numerous studies have highlighted the discovery of an inverted U-shaped relationship among open innovation, knowledge reorganization, and innovation performance. Moreover, it has been observed that knowledge reorganization and reuse play a mitigating role by alleviating the adverse effects of excessive open innovation on innovation performance[9]. Furthermore, the observed correlation among open innovation, generic strategies (cost-leadership and differentiation), and business performance indicates that the influence of open innovation on business performance is mediated by the adoption of cost-leadership and differentiation strategies[10][11].

Open Innovation has gained significant attention in both research and management practices[12]. As radical innovation and new business development often necessitate external technologies and commercialization methods, many companies have transitioned from a Closed to an Open Innovation model[13]. However, firms frequently encounter challenges during the implementation phase, with the focus primarily placed on external ideas, technologies, and identification processes, while cultural obstacles are often overlooked[14]. While the open innovation literature has extensively discussed strategies, processes, and business models, it has largely neglected the importance of the underlying innovation culture[15].
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The closed innovation model is a strategy that prioritizes the use of internal resources to optimize the innovation process, ultimately leading to the development of innovative products and services [1]. Essentially, companies focus on building and nurturing the necessary competencies in-house to become leaders in their respective markets. By keeping innovation activities in-house, companies can have more control over the entire innovation process, from ideation to product launch, and can better protect their intellectual property.

The primary goal of closed innovation is to ensure that the necessary resources are developed and improved to implement the innovation process effectively[2]. This approach facilitates the creation of new products and services while simultaneously minimizing risks and creating barriers to imitation by competitors. Closed innovation also allows companies to build a competitive advantage by cultivating in-house expertise and refining their innovation processes. By relying on internal resources, companies can optimize the innovation process, leading to more efficient product development, better quality products, and higher profits[3].

According to Chesbrough, the closed innovation model was effective for much of the 20th century. However, this approach to innovation faced two significant limitations. The first limitation was succinctly expressed by Bill Joy, the co-founder of Sun Microsystems, who noted that "No matter who you are, most of the smartest people work for someone else". In other words, relying solely on internal resources means missing the valuable expertise and ideas that exist beyond the organization.

However, Open innovation is viewed as a sustainable innovation approach that depends on international collaboration between companies and countries[4]. As companies seek to gain a competitive advantage through innovation, open innovation has become increasingly popular among academics and practitioners. However, the current literature has mostly focused on the benefits of open innovation and overlooked its potential failures [5]. The integration of open innovation (OI) and the circular economy (CE) has the potential to contribute to a more sustainable economy.

However, there is a lack of understanding of how OI can be leveraged to promote the adoption of CE. As an important aspect of the economy, it is crucial to investigate the relationship between OI and CE and identify ways to overcome the barriers to CE adoption[6]. The second limitation is related to the high level of investment required to support the innovation process. Since closed innovation relies on internal resources, there is a higher level of investment needed to supply the innovation process. This investment also comes with a higher risk as developed ideas may not be supported by the organization, resulting in wasted resources and missed opportunities[7].

The concept of open innovation has been widely applied in various fields, particularly in innovation management for firms of different sizes. Its emphasis on sharing and collaboration has made it a popular topic of interest[8]. Numerous studies have highlighted the discovery of an inverted U-shaped relationship among open innovation, knowledge reorganization, and innovation performance. Moreover, it has been observed that knowledge reorganization and reuse play a mitigating role by alleviating the adverse effects of excessive open innovation on innovation performance[9]. Furthermore, the observed correlation among open innovation, generic strategies (cost-leadership and differentiation), and business performance indicates that the influence of open innovation on business performance is mediated by the adoption of cost-leadership and differentiation strategies[10][11].

Open Innovation has gained significant attention in both research and management practices[12]. As radical innovation and new business development often necessitate external technologies and commercialization methods, many companies have transitioned from a Closed to an Open Innovation model[13]. However, firms frequently encounter challenges during the implementation phase, with the focus primarily placed on external ideas, technologies, and identification processes, while cultural obstacles are often overlooked[14]. While the open innovation literature has extensively discussed strategies, processes, and business models, it has largely neglected the importance of the underlying innovation culture[15].
Researchers have conducted multiple studies to examine the differences between Open Innovation and Closed Innovation, with the objective of characterizing each type of innovation. These studies have revealed that Chesbrough's six principles of open innovation rely on a false dichotomy that necessarily opposes closed innovation to open innovation[13]. Within the same context, researchers have conducted studies to explore the implementation of inbound, outbound, and combined open innovation practices. These investigations have examined multiple factors such as organizational context, company structure, collaborative arrangements, the involvement of diverse actors, and the outcomes achieved, providing insights into the role and influence of these factors on the efficacy of open innovation practices in companies[16].

The dilemma between Open Innovation and Closed Innovation lies in the strategic choice that companies face regarding their approach to innovation. Closed Innovation is based on the principle that the company should internally control and develop its innovations, relying on its own resources and capabilities. On the other hand, Open Innovation takes a more open approach, seeking to integrate external ideas, knowledge, and resources through collaborations, partnerships, and leveraging the innovation ecosystem.

The challenge arises when companies are faced with the decision of selecting the optimal approach to embrace. Closed Innovation provides enhanced control and protection of internal knowledge; however, it may limit exposure to new ideas and opportunities[17]. Conversely, Open Innovation offers access to a broad spectrum of external knowledge and resources, fostering innovation, yet it entails risks such as potential intellectual property disclosure and difficulties in coordinating with external partners[18]. Therefore, companies must navigate between adopting a more secure and internally-focused approach or embracing a collaborative and open approach to innovation, carefully considering the benefits and drawbacks of each, as well as their unique organizational context and environment.

Various alternative approaches are being used to examine open innovation[19]. These include empirical studies, which involve collecting real-world data and analyzing its impact on firm performance through surveys, interviews, case studies, and quantitative analysis. Network analysis explores the structure and dynamics of innovation networks, investigating collaborations, partnerships, and knowledge flows to identify key actors and understand their influence on innovation outcomes. Qualitative research, such as ethnography and in-depth interviews, delves into the experiences, perspectives, and behaviours of individuals and organizations involved in open innovation. Technological platforms and data analytics leverage advanced technologies to analyze large-scale datasets, uncovering patterns, trends, and correlations relevant to open innovation. Simulation models simulate scenarios to understand the complexities, trade-offs, and uncertainties of open innovation, facilitating the testing of different strategies and policies. Comparative studies compare industries, sectors, or regions to identify variations in open innovation practices, outcomes, and contextual factors, providing insights into industry-specific challenges, best practices, and policy implications for promoting open innovation.

Game theory has proven to be a useful tool for modeling the interactions that take place in Open Innovation ecosystems. Specifically, the Cournot duopoly has emerged as a popular game theory model to simulate the strategic behavior of firms in Open Innovation[20]. For example, an Open Innovation process in a Cournot duopoly is analyzed using a differential game approach that incorporates knowledge spillover. The optimal licensing contract for a patentee with a quality improvement innovation in a Cournot duopoly market is analyzed in this paper. s are endogenously determined via the R&D process[21]. Another study examined the optimization of technology licensing contracts for quality improvement innovation in the context of Cournot competition[22]. A similar study has addressed the problem of patent licensing in a Cournot duopoly, where one of the firms acts as the innovator (patentee) and encounters capacity limitations. The focus of this study revolves around investigating the challenges associated with patent licensing within the context of a Cournot duopoly, where one firm holds the role of the patentee and faces capacity constraints[23]. Another study focused on a differentiated Cournot model and a differentiated Bertrand model, in which one of the firms engages in an R&D process resulting in an endogenous cost-reducing innovation[24]. The role of platform economics in facilitating open innovation while addressing the challenges of information stickiness and product diversification risks was studied in [25].

II. METHODOLOGY

A. Goals and Assumptions Underlying the Study

The purpose of this paper is to explore the adoption of open innovation versus closed innovation by a firm operating in a duopoly model, specifically using the Cournot model. The study incorporates an integration rate parameter to assess its impact on the firm's innovation strategy. It is important to mention that the analysis does not consider the specific activities of the competing firms. Additionally, this study builds upon and draws inspiration from several related works in the field. In this regard, the study considers the work on the complex dynamics of R&D competition with one-way spillover based on intellectual property protection[25].

This study specifically focuses on a dynamic two-stage model. Indeed, investigations on the two-stage model have increasingly captured the interest of economists. Whereas initially, many scholars were primarily focused on examining the properties of the static model. It is undeniable that the static model has its limitations. One of these limitations is its inability to only analyze the individual supply and demand equilibrium between firms. When the factors of supply and demand undergo changes, the corresponding supply relationship will also shift.

This research employs nonlinear dynamics theory to examine the evolutionary process within firms' games. Various scholars have conducted previous studies on this topic. The local and global dynamic properties of a two-stage oligopoly game model with an adaptive dynamic mechanism, highlighting its complex evolutionary behaviors was studied in [26]. Also, another paper investigated the properties of a dynamic Cournot duopoly game model with a nonlinear demand function[27]. Similar works can be found in [28].
Moreover, the economic dynamical system has shown significant interest in the dynamical two-stage game. For example, a dynamic model of a two-stage remanufacturing closed-loop supply chain was used to investigate how technological innovation, Big Data marketing, and overconfidence influence the decision-making process of supply chain members[29]. The stability of a two-stage duopoly Cournot game model, which incorporates a nonlinear inverse demand function and R&D spillover, is investigated. The results indicate that the final state of the system is influenced by its initial state[30].

B. Mathematical Model

To assess the effects of open innovation versus closed innovation, the Cournot duopoly model is used. The model assumes the presence of two companies, labeled i (i=1,2), in a market, offering identical products. Recognizing the value of innovation as a means of achieving a competitive edge, each firm adopts a strategy that enables it to emerge as the leader in the market.

Our model consists of two game stages that take into account the time required for innovation before introducing products to the market. In the first stage, the innovation parameter is considered, followed by the standard Cournot model where a balance is sought in relation to the quantities of products on the market. Differences in the levels of innovation integration (i.e., open innovation) between firms can result in differences in product quality. The industry is characterized by a linear inverse demand function expressed as:

\[ \pi_i(q_i, q_{-i}) = a - bq_i - (A - c(1 - \sigma_i))q_i - \gamma \sigma_i^2 \]  

Where, \( a > 0 \) and \( b \in [0,1] \), 

\( Q \) is the total quantity in the market \( Q = \sum_{i=1,2} q_i \), \( q_i \) is the outputs of the products producing by the firm \( i \).

This work considers that the two firms decide to integrate the innovation in their strategies. In order to model the IO and CI, this paper introduce the parameter \( \sigma_i \in [0,1] \) that corresponds to the IO integration rate. The effective marginal cost of firm \( i \) is represented as follows:

\[ C_i(\sigma_i) = A + c \times (1 - \sigma_i), \quad i = 1,2 \]  

According to this cost equation, if a firm \( i \) decides to outsource the innovation the marginal cost will be \( A \), since the rate \( \sigma_i \) will be equal to one. However, if firm \( i \) decides to internalize, completely, the innovation, the marginal cost will be high since it will be equal to \( A+c \).

Considering the gains that can be obtained from corporate innovation (CI), such as high-powered incentives, firm-owned property rights, and reuse cost, it can be hypothesized that as long as the firm perceives a decrease in these gains, its rate of Open innovation will diminish. Therefore, it represents losses generated by the massive use of Open innovation, charges for the firm and therefore an additional cost.

Furthermore, based on several works of duopolistic models[31], the expressions of a quadratic cost equation, loss of a firm \( i \) can be expressed as:

\[ L(\sigma_i) = \gamma \sigma_i^2 / 2(i = 1,2). \]  

Where \( \gamma \) is a spillover parameter.

C. Profit of each Firm

According to the propositions given above, the profit equations for the two firms

\[ \begin{align*}
\pi_1(q_1, q_2, \sigma_1, \sigma_2) &= [p_1(q_1, q_2) - C_1(\sigma_1, \sigma_2)]q_1 - L(\sigma_1), \\
\pi_2(q_1, q_2, \sigma_1, \sigma_2) &= [p_2(q_1, q_2) - C_2(\sigma_1, \sigma_2)]q_2 - L(\sigma_2)
\end{align*} \]  

Substituting Eq. (1) and (2) into Eq. (4), the expression of profit function for each firm is:

\[ \begin{align*}
\pi_1(q_1, q_2, \sigma_1, \sigma_2) &= -bq_1^2 + (a - bq_1 - A - c(1 - \sigma_1))q_1 - \gamma \sigma_1^2 \\
\pi_2(q_1, q_2, \sigma_1, \sigma_2) &= -bq_2^2 + (a - bq_2 - A - c(1 - \sigma_2))q_2 - \gamma \sigma_2^2
\end{align*} \]  

Now, the marginal profits of these two firms are:

\[ \begin{align*}
\frac{\partial \pi_1}{\partial q_1} &= -2bq_1 + (a - bq_1 - A - c(1 - \sigma_1)) \\
\frac{\partial \pi_2}{\partial q_2} &= -2bq_2 + (a - bq_2 - A - c(1 - \sigma_2))
\end{align*} \]  

The second-order conditions are met because

\[ \frac{\partial^2 \pi_1}{\partial q_1^2} = \frac{\partial^2 \pi_2}{\partial q_2^2} = -2 < 0. \]  

According to Eq. (6), the reaction function of the firm 1 and firm 2 by setting \( \frac{\partial \pi_1}{\partial q_1} = 0, \frac{\partial \pi_2}{\partial q_2} = 0 \) is as follow:

\[ \begin{align*}
R_1(q_2, \sigma_1) &= q_1^* = \frac{(a-bq_2 - A - c(1-\sigma_1))}{2b} \\
R_2(q_1, \sigma_2) &= q_2^* = \frac{(a-bq_1 - A - c(1-\sigma_2))}{2b}
\end{align*} \]  

Let \( U = \frac{(a-A-c)}{2b} \)

Cournot equilibrium can be expressed by replacing \( q_1^* \) and \( q_2^* \) in reaction’s function.

\[ \begin{align*}
q_1^* &= \frac{2}{3} \left( U - \frac{c}{2b} (\sigma_2 - \frac{1}{2} \sigma_1) \right) \\
q_2^* &= \frac{2}{3} \left( U - \frac{c}{2b} (\sigma_1 - \frac{1}{2} \sigma_2) \right)
\end{align*} \]  

Provided that \( \frac{2b}{c} U > (\sigma_2 - \frac{1}{2} \sigma_1) \) and \( \frac{2b}{c} U > (\sigma_1 - \frac{1}{2} \sigma_2) \).

Therefore, in the subsequent scenario, it is assumed that a Cournot equilibrium exists.

D. First Stage of Equilibrium Analysis

According to this result, the rate of IO determines the production strategy of the quantities to be produced for each firm. Also, by subtracting \( q_2^* \) from \( q_1^* \),

\[ \Delta Q = q_1^* - q_2^* = \frac{c}{3b} (\sigma_1 - \sigma_2) \]  

According to \( \Delta Q value \), the equilibrium quantities depend on the innovation integration rates for each firm. Thus, assuming firm 1 chooses an IO approach (\( \sigma_1=1 \)) and firm 2 chooses CI as an opposite approach (\( \sigma_2=0 \), \( \Delta Q > 0 \)). Firm 1 must always deliver quantities greater than those of firm 2, since \( \frac{c}{3b} \) is positive.
The profit function about innovation rate \( \sigma \) captured by taking Eq. (8) into Eq. (5) in reverse order can be obtained as:

\[
\begin{align*}
\{ \pi_1(\sigma_1, \sigma_2) &= \frac{\sigma_1^3}{3} + \frac{(2U - c - \frac{5c}{4b})\sigma_1}{4} + \frac{12U(3 - 2b)\sigma_1 + 4U(3 - 2b)}{9} \\
\pi_2(\sigma_1, \sigma_2) &= \frac{\sigma_2^3}{3} + \frac{(2U - c - \frac{5c}{4b})\sigma_2}{4} + \frac{12U(3 - 2b)\sigma_2 + 4U(3 - 2b)}{9}
\end{align*}
\] (10)

The equation of the profits of the two firms makes it possible to calculate the maximum local profit according to the rates of integration of the IO.

For this, the derivative of the system of equation (10) give

\[
\begin{align*}
\frac{\partial \sigma_1(\sigma_1, \sigma_2)}{\partial \sigma_1} &= \left( \frac{5c}{18b} - \gamma \right) \sigma_1 + \frac{1}{9} \left( 8U - c - \frac{5c}{4b} \right) \sigma_2 \\
\frac{\partial \sigma_2(\sigma_1, \sigma_2)}{\partial \sigma_2} &= \left( \frac{5c}{18b} - \gamma \right) \sigma_2 + \frac{1}{9} \left( 8U - c - \frac{5c}{4b} \right) \sigma_1
\end{align*}
\] (11)

Based on this approach, different expectations are assumed from the two firms. Indeed, supposing that firm 1 is rational in a bounded way and firm 2 is a local approximation. The limited rational actor 1 does not have complete knowledge of the market; hence, they try to use local information based on marginal profit.

E. Second Stage of Equilibrium Analysis

In this section, the impact of adjustment mechanisms on the competitive outcomes of enterprises, building on the work of Dixit is discussed. Dixit’s research focuses on constructing a competitive model of two companies with an adjustment mechanism and estimating the marginal profit to describe the production evolution[32][33]. In this paper, two different scenarios are given: when two companies co-exist in the same market and when one company takes full control of the market after dislodging the other. The findings indicate that the adjustment mechanism is effective in reducing the output and profitability gap between the companies, and in some cases, it can lead to the elimination of this difference and the attainment of Nash equilibrium[34].

Therefore, it is supposed that Firm 1 decides to proceed with the decisions concerning the rate of integration of the IO by either increasing or decreasing it. Thus, the dynamic adjustment mechanism can be modeled as follows:

\[
\begin{align*}
\sigma_1(t + 1) &= \sigma_1(t) + \theta_1 \sigma_1(t) \frac{\partial \sigma_1(\sigma_1, \sigma_2)}{\partial \sigma_1} \\
\sigma_2(t + 1) &= \sigma_2(t) + \theta_2 \sigma_2(t) \frac{\partial \sigma_2(\sigma_1, \sigma_2)}{\partial \sigma_2}
\end{align*}
\] (12)

Where, \( \theta_1, \theta_2 \) are positive parameters, which represent respectively the speed of adjustment of firm 1 and firm 2.

By replacing the profit given in equation (11) in the equation, (12) system become:

\[
\begin{align*}
\sigma_1(t + 1) &= \sigma_1(t) + \theta_1 \sigma_1(t) \left( \frac{5c}{18b} - \gamma \right) \sigma_1(t) + \frac{1}{9} \left( 8U - c - \frac{5c}{4b} \right) \sigma_2(t) \\
\sigma_2(t + 1) &= \sigma_2(t) + \theta_2 \sigma_2(t) \left( \frac{5c}{18b} - \gamma \right) \sigma_2(t) + \frac{1}{9} \left( 8U - c - \frac{5c}{4b} \right) \sigma_1(t)
\end{align*}
\] (13)

III. EQUILIBRIUM POINTS AND LOCAL STABILITY

The system of Eq. (13) given is a set of coupled first-order nonlinear difference equations. To analyze the equilibrium and stability of the system, the fixed points of the system by setting \( \sigma_1(t + 1) = \sigma_1(t) \) and \( \sigma_2(t + 1) = \sigma_2(t) \). Setting \( \sigma_1(t + 1) = \sigma_1(t) \) and \( \sigma_2(t + 1) = \sigma_2(t) \), the system become:

\[
\begin{align*}
\theta_1 \sigma_1(t) \left( \frac{5c}{18b} - \gamma \right) \sigma_1(t) + \frac{1}{9} \left( 8U - c - \frac{5c}{4b} \right) \sigma_2(t) &= 0 \\
\theta_2 \sigma_2(t) \left( \frac{5c}{18b} - \gamma \right) \sigma_2(t) + \frac{1}{9} \left( 8U - c - \frac{5c}{4b} \right) \sigma_1(t) &= 0
\end{align*}
\] (14)

After performing computational analysis, it was determined that the system given by Eq. (16) has four equilibrium points. These points are:

\[
\begin{align*}
(\sigma_1, \sigma_2) &= (0, 0) \\
(\sigma_1, \sigma_2) &= \left( \frac{(16U - c)}{5c}, 0 \right) \\
(\sigma_1, \sigma_2) &= \left( 0, \frac{(16U - c)}{5c} \right) \\
(\sigma_1, \sigma_2) &= \left( \frac{(40U - 5c + 9\gamma \frac{c}{b})}{18by - 25c}, \frac{(40U - 5c + 9\gamma \frac{c}{b})}{18by - 25c} \right)
\end{align*}
\]

To guarantee that all four equilibrium points of the system (10) are non-negative, the following conditions must be satisfied: \( 5c - 18by > 0 \) and \( U < \frac{c}{16} \). Additionally, it is important to note that the analysis assumes positive values for 91 and 92.

\[
\begin{align*}
1 + \theta_1 \left( \frac{5c}{18b} - \gamma \right) \sigma_1(t) + \frac{1}{9} \left( 8U - c - \frac{5c}{4b} \right) \sigma_2(t) &= 0 \\
1 + \theta_2 \left( \frac{5c}{18b} - \gamma \right) \sigma_2(t) + \frac{1}{9} \left( 8U - c - \frac{5c}{4b} \right) \sigma_1(t) &= 0
\end{align*}
\] (15)

After identifying the four equilibrium points of the system given by Eq. (16), the next step is to study their stability. This is an important step as it helps us determine the behavior of the system around these equilibrium points. The stability of an equilibrium point can be classified as either stable, unstable, or semi-stable. A stable equilibrium point is one where any small disturbance from its position will cause the system to return to that point. An unstable equilibrium point, on the other hand, is one where any small disturbance will cause the system to move away from that point. Lastly, a semi-stable equilibrium point has one stable direction and one unstable direction. By analyzing the stability of each equilibrium point, insights can be gained into the behavior of the system and its evolution over time.

A. First Equilibrium Point:

The Jacobian matrix at the equilibrium point \( (\sigma_1, \sigma_2) = (0, 0) \) is:

\[
J(0,0) = \\
\begin{pmatrix}
1 + \theta_1 \left( \frac{1}{9b} \left( 8U - \frac{5c}{4} \right) \right) & 0 \\
0 & 1 + \theta_2 \left( \frac{1}{9b} \left( 8U - \frac{5c}{4} \right) \right)
\end{pmatrix}
\]
The eigenvalues are the solutions to this equation, which are:

\[ \lambda_1 = 1 + \theta_1 \left( \frac{8U - c}{4} \right) \frac{9b}{9b} \]
\[ \lambda_2 = 1 + \theta_2 \left( \frac{8U - c}{4} \right) \frac{9b}{9b} \]

Since \( \theta_1 \) and \( \theta_2 \) are positive, and that \( \frac{c}{4} < 8U \), then both eigenvalues are positive. This means that the equilibrium point (0,0) is unstable node.

In terms of the physical interpretation of the system, this result suggests that the equilibrium point (0,0) is unstable when the gain parameters for the feedback loops, \( \theta_1 \) and \( \theta_2 \), are positive and the net effect of the feedback loops on the system is positive, as represented by the positive value of \( (8U - c/4) \).

B. Second Equilibrium Point

The Jacobian matrix at the equilibrium point

\[ (\sigma_1, \sigma_2) = \left( \frac{16U - c}{5c - 2\gamma}, 0 \right) \]

is:

\[ J \left( \frac{16U - c}{5c - 2\gamma}, 0 \right) = \begin{bmatrix}
1 + \theta_1 \left( \frac{40U - 9c}{45b - 18\gamma} \right) & -\theta_1 \frac{4U - c}{45b - 18\gamma} \\
0 & 1 + \theta_2 \left( \frac{40U - 9c}{45b - 18\gamma} \right)
\end{bmatrix} \]

The Jacobian matrix is a diagonal matrix; thus, its corresponding distinct eigenvalues are:

\[ \lambda_1 = 1 + \theta_1 \left( \frac{40U - 9c}{45b - 18\gamma} \right) \]
\[ \lambda_2 = 1 + \theta_2 \left( \frac{40U - 9c}{45b - 18\gamma} \right) \]

The types of the second equilibrium point are similar to the boundary equilibrium points. If \( U > 9c/40 \) and \( b > 2\gamma/5 \) then the equilibrium point is unstable node. However if \( U > 9c/40 \) or \( b > 2\gamma/5 \) then the equilibrium point is stable node.

In economic terms, the boundary equilibrium points signify a scenario where one of the two firms has exited the market. Equilibrium points \( (\sigma_1, \sigma_2) = \left( \frac{16U - c}{5c - 2\gamma}, 0 \right) \) and \( (\sigma_1, \sigma_2) = \left( 0, \frac{16U - c}{5c - 2\gamma} \right) \), on the other hand, it indicates that one of the firms has taken the lead in the oligopoly market, resulting in a monopoly market. The local stability of equilibrium points reflects the short-term stability of the economic market. However, neither of these scenarios is desirable. It is only when both companies restrict each other that the market and the country can achieve stable development. This state is known as "Nash equilibrium," which is reached when both firms maximize their own profits while also ensuring the stable development of the market.

C. Third Equilibrium Point

The Jacobian matrix at the equilibrium point is:

\[ J \left( \frac{16U - c}{5c - 2\gamma}, 0 \right) = \begin{bmatrix}
1 + \theta_1 \left( \frac{40U - 9c}{45b - 18\gamma} \right) & -\theta_1 \frac{4U - c}{45b - 18\gamma} \\
0 & 1 + \theta_2 \left( \frac{40U - 9c}{45b - 18\gamma} \right)
\end{bmatrix} \]

If \( U > 9c/40 \) and \( b > 2\gamma/5 \), the equilibrium point is an unstable node, meaning that the trajectories of the system move away from this point. This implies that the market will not reach a stable state and will continue to fluctuate. On the other hand, if \( U > 9c/40 \) or \( b > 2\gamma/5 \), the equilibrium point is a stable node, meaning that the system will move towards this point as time progresses. In other words, the market will reach a stable state, either with high \( U \) or high \( b \) values.

The stability analysis of the equilibrium point is crucial in understanding the behavior of the system. The results obtained suggest that the stability of the equilibrium point is influenced by the values of \( U \) and \( b \). Therefore, firms can use this information to adjust their strategies and optimize their profits. By maintaining the optimal values of \( U \) and \( b \), enterprises can stabilize their position in the market and achieve long-term success.

D. Fourth Equilibrium Point

The Jacobian matrix at the equilibrium point is:

\[ J = \begin{bmatrix}
1 + \theta_1 \left( \frac{16U - c}{8b + 2\gamma} \right) & -\theta_1 \left( \frac{8U - c + 9\gamma c}{8b + 2\gamma} \right) \\
-\theta_2 \left( \frac{8U - c + 9\gamma c}{8b + 2\gamma} \right) & 1 + \theta_2 \left( \frac{8U - c + 9\gamma c}{8b + 2\gamma} \right)
\end{bmatrix} \]

The trace of the given Jacobian matrix \( J \) is:

\[ Tr(J) = 2 + \frac{c}{9b} (\theta_1 + \theta_2) \left( \frac{8U - c + 9\gamma c}{8b + 2\gamma} \right) + 16U \]

Therefore, the determinant of the given Jacobian matrix \( J \) is:

\[ Det(J) = 1 + \frac{c}{9b} (\theta_1 + \theta_2) \left( \frac{8U - c + 9\gamma c}{8b + 2\gamma} \right) + 16U \]

\[ + \theta_1 \theta_2 \left( \frac{8U - c + 9\gamma c}{8b + 2\gamma} \right)^2 \]
The characteristic polynomial of matrix:

\[ P(\lambda) = \lambda^2 - Tr(J) + Det(J) = 0 \]

The discriminant of the characteristic polynomial is given by:

\[ \Delta = Tr(J)^2 - 4Det(J) \]

Substituting the expressions for Tr(J) and Det(J),

\[ \Delta = [2 + \frac{c}{9b}(\theta_1 + \theta_2)]^2 - \frac{655}{4b}(8U - c + 9\gamma/b)^2 \left(1 + \frac{c}{9b} \right) \left(1 + \frac{c}{9b} \right) \]

Simplifying this expression may lead to a long and complicated expression, but it represents the discriminant of the characteristic polynomial which determines the stability of the equilibrium point.

The given equilibrium is a stable node if the following conditions are satisfied:

- Tr(J) < 0 and Det(J) > 0
- \( \Delta > 0 \) and Tr(J) < 0

Therefore, these conditions should be satisfied

\[ (40U - 5c + 9\gamma/c/b)^2 < \left(\frac{655}{4b}(8U - c + 9\gamma/b)^2 \right) \left(1 + \frac{c}{9b} \right) \left(1 + \frac{c}{9b} \right) \]

\[ 8U - c + 9\gamma/b > 0 \]

If these conditions hold, then the equilibrium point

\[ (\sigma_1, \sigma_2) = \left(\frac{40U - 5c + 9\gamma/c/b}{18by - 25c}, \frac{40U - 5c + 9\gamma/c/b}{18by - 25c} \right) \]

is a stable node.

IV. NUMERICAL ANALYSIS

This section of the article focuses on performing a numerical analysis to investigate stability studied in the previous section. The model used in this analysis assesses the effects of open innovation (OI) versus closed innovation (CI) using the Cournot duopoly model. The model assumes the presence of two companies in a market offering identical products, with the industry characterized by a linear inverse demand function. Each firm adopts a strategy that enables it to emerge as the leader in the market. Three equilibrium points will be studied, although the first equilibrium point will be omitted due to its non-stability. The aim is to demonstrate the impact of open innovation (OI) integration in the context of Cournot duopoly.

The model consists of two game stages that take into account the time required for innovation before introducing products to the market. In the first stage, the innovation parameter, followed by the standard Cournot model, where seeking a balance in relation to the quantities of products on the market. The goal of the numerical analysis is to demonstrate the impact of OI integration in the context of Cournot duopoly. Through this analysis, the objective is to gain insights into the stability of the equilibrium point under diverse scenarios and conditions. This endeavor aims to provide valuable information for decision-making and strategic planning. One important aspect of studying these systems is to determine their stability, which refers to how they behave over time under small perturbations.

The stability of this system is investigated by analyzing the behavior of its trajectories for different parameter values. In particular, the values of 91 and 92 affect the stability of the system.

\[ U = 5, c = 1, \gamma = 2, b = 4, 91 = 3, 92 = 2 \]

Based on the values of the parameters provided, the graph (Fig. 1) shows the stability of the system as a function of the variables 91 and 92.

The stable region is represented by the purple shaded area, and it corresponds to the values of 91 and 92 for which the system is stable. The unstable region is represented by the yellow shaded area, and it corresponds to the values of 91 and 92 for which the system is unstable.

The stability boundary is represented by the black curve, and it separates the stable region from the unstable region. Points on this curve correspond to values of 91 and 92 for which the system is marginally stable, meaning that small perturbations can cause the system to become unstable.

Overall, this graph provides a visual representation of the stability of the system as a function of the variables 91 and 92, which can be useful for understanding the behavior of the system and for making design decisions.

For the Second equilibrium given the following values, U = 5, c = 1, \( \gamma = 2 \), b = 4, \( \theta_1 = 3 \), \( \theta_2 = 4 \)

This graph (Fig. 2) shows the behavior of the system at the equilibrium point (2, 2) as the parameters U, c, \( \gamma \), b, 91, and 92...
are varied. The color of each point on the plot represents the type of stability of the equilibrium point at that parameter combination. The blue points represent a stable node, the red points represent an unstable node, and the white points represent a saddle point.

As the values of U, c, γ, b, ϑ1, and ϑ2 are varied, the shapes of the stability regions change. In general, as U increases, the stability regions expand, and as c or γ increase, the stability regions contract. The positions of the stability regions depend on the values of b, ϑ1, and ϑ2.

Overall, this graph provides insight into the behavior of the system at the equilibrium point (2, 2) and how it changes as the parameters of the system are varied.

The graph shows the stability of the equilibrium point in a Cournot duopoly model with open innovation, where ϑ1 and ϑ2 represent the speed of adjustment for each firm, and σ_1 and σ_2 represent the ratio of open innovation for each firm.

The red line represents the stability boundary, where any points above the line correspond to a stable equilibrium, while points below the line correspond to an unstable equilibrium. The stability boundary is determined by the Jacobian matrix at the equilibrium point, which in this case is a diagonal matrix with distinct eigenvalues λ1 and λ2.

The eigenvalues can be used to determine the stability of the equilibrium point. If both eigenvalues are negative, then the equilibrium point is stable; if both eigenvalues are positive, then the equilibrium point is unstable; if one eigenvalue is negative and one is positive, then the stability of the equilibrium point depends on the slope of the null clines.

In this case, the stability boundary is curved, which indicates that the stability of the equilibrium point depends on the values of ϑ1 and ϑ2. When ϑ1 is small and ϑ2 is large, the equilibrium point is stable for a wide range of values. However, as ϑ1 increases and ϑ2 decreases, the stability region becomes smaller and shifts to the right.

The fact that the stability boundary is curved indicates that the duopoly model with open innovation is highly nonlinear, and small changes in the values of the parameters can have significant effects on the stability of the equilibrium point. This suggests that firms should be careful in their strategic decision-making, and should take into account the potential effects of their actions on the stability of the market.

The graph (Fig. 3) shows the stability of the third equilibrium point in a Cournot duopoly model with open innovation. The model has four parameters: U = 5.0, c = 2.0, b = 1.5 and gamma = 0.5. The equilibrium point is represented in the graph as a black dot at the origin (0, 0).

The arrows in the graph in Fig. 3 represent the direction of the trajectories of two firms in the duopoly as they adjust their speed of innovation, with one arrow representing the trajectory of the first firm (θ1) and the other arrow representing the trajectory of the second firm (θ2). The color of the arrows represents the magnitude of the eigenvalues of the Jacobian matrix at each point in the plane, with warmer colors (such as red and orange) indicating more positive eigenvalues and cooler colors (such as blue and purple) indicating more negative eigenvalues.

The graph shows that the equilibrium point at the origin is a saddle point, with one stable direction along the θ2 axis and one unstable direction along the θ1 axis. This means that the equilibrium is locally stable in the direction of the second firm's speed of innovation, but unstable in the direction of the first firm's speed of innovation.

Overall, the graph provides insight into the dynamics of the Cournot duopoly model with open innovation and shows how the stability of the equilibrium point depends on the firms' speed of innovation.

In economic terms, the third equilibrium point represents a scenario where both firms choose not to engage in open innovation, resulting in a monopolistic market. The stability of this equilibrium point reflects the short-term stability of the market. However, this scenario is not desirable in the long run, as it hinders innovation and can lead to market inefficiencies.

In economic terms, the third equilibrium point represents a scenario where one of the firms dominates the market with a monopoly position. This may be due to several factors, such as
technological advantages or economies of scale. However, this scenario is not desirable, as it leads to inefficiencies in the market and reduced consumer surplus. It is only when both firms compete and restrict each other’s market power that the market can achieve stable development. This state is known as “Nash equilibrium,” where both firms maximize their own profits while also ensuring the stable development of the market.

Overall, the graph provides a visual representation of the stability of the third equilibrium point in a duopoly Cournot model, highlighting the importance of competition and market regulation for achieving optimal market outcomes.

V. CONCLUSION

This study explored the use of the Cournot duopoly model to evaluate the impact of open innovation on competitive advantage. By incorporating the parameter of innovation into our model, the first stage of the game is studied, followed by the standard Cournot model to find a balance in the quantities of products on the market. Our analysis showed that the use of open innovation could lead to higher profits and market share for both firms compared to closed innovation. In addition, the speed of adjustment parameter plays a crucial role in the stability of the system, with a smaller value indicating greater stability. Overall, our study highlights the importance of considering open innovation strategies in a competitive market environment.

Our mathematical model demonstrates that under certain conditions, open innovation can lead to greater market share and profits for both firms, compared to a closed innovation approach. These findings have implications for firms operating in industries with high levels of technological change and innovation, and suggest that collaboration can be a powerful tool for achieving competitive advantage.

However, further research is needed to fully understand the dynamics of open innovation systems, and to explore the impact of different market structures, levels of IOI investment, and intellectual property rights on firm performance and market outcomes. By further exploring these significant inquiries, a more nuanced comprehension of the intricate interplay among innovation, collaboration, and competition can be acquired. This, in turn, enables the development of strategies that optimize the advantages of open innovation for firms, consumers, and society.
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Abstract—The convergence of farming with cutting-edge technologies, like the Internet of Things (IoT), has led to the emergence of a smart farming revolution. IoT facilitates the interconnection of numerous devices across different agricultural ecosystems, enabling automation and ultimately enhancing the efficiency and quality of production. However, the implementation of IoT in the domain of smart farming has amplified the existing cybersecurity concerns, specifically those pertaining to access control. In extensive IoT environments that require scalability, the conventional centralized access control system is insufficient. Therefore, to address these gaps, we propose a novel decentralized access control framework. The framework applies blockchain technology as the decentralization approach with smart contract application focuses on the application scenario in smart farming to protect and secure IoT devices from unauthorised access by anomalous entities. The proposed framework adopted attribute-based access control (ABAC) and role-based access control (RBAC) to establish access rules and access permissions for IoT. The framework is validated via simulation to determine the price of gas consumption when executing smart contracts to retrieve attributes, roles and access rules between three smart contracts and provide the baseline value for future research references. Thus, this paper offers valuable insight into ongoing research on decentralized access control for IoT security to protect and secure IoT resources in the smart farming environment.
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I. INTRODUCTION

The integration of the Internet of Things (IoT) technology into smart farming infrastructure has the potential to revolutionize the agricultural industry by enabling the collection and analysis of vast amounts of data from various sources such as sensors, drones, and cameras. IoT technology can provide real-time information on farm operations, allowing farmers to remotely monitor and control equipment and make data-driven decisions for fast response to issues, minimize impact and reduce costs \cite{1}. However, the adoption of IoT devices in smart farming also presents several challenges that need to be addressed. One of the primary concerns is the risk of IoT security, which arises due to the use of numerous heterogeneous devices in the system. Another critical issue is the management of resources, which can become complex and require a high level of coordination and integration. Furthermore, as smart farming systems grow in size and complexity, scalability becomes an increasingly important factor that must be considered\cite{2,3,4}. Thus, to address the challenges posed by the adoption of IoT devices in smart farming, it is crucially needed for the enhancement of access control to ensure authorized access will be granted to legitimate devices while also being scalable to accommodate future expansion. An effective access control system can help mitigate the risks associated with IoT security and improve the overall scalability and management of resources in smart farming systems. Nevertheless, conventional centralised access control has brought about several problems and remains as a complicated issue since it includes single point of failure and incapability of addressing dynamic and diverse access control requirements for future IoT ecosystems \cite{5} \cite{6}. Therefore, the new framework must be designed with the aim of shifting from a centralised approach to a decentralised approach for eliminating trusted third parties in access control and achieving optimum management of IoT resources. Thus, this paper proposes a decentralisation approach using blockchain technology as a suitable solution since it provides an open, transparent and distributed ledger without the need for a third party \cite{7}. It also has strong security features for securing IoT resources in the form of hashing ledger which guarantees high system reliability and integrity. This paper is structured as follows. Section II describes the background study including the IoT infrastructure, security issues, access control, blockchain smart contract and its application in smart farming. Section III highlights the related works to this study. Section IV discussed the proposed decentralised access control framework for IoT security enhancement using blockchain technology. Section V describes the evaluation procedure. Section VI presents the contribution for this work and Section VII discusses the conclusion for this study.

II. BACKGROUND STUDY

According to the United Nations (UN), population growth is steadily increasing along with food consumption and production demands, which are anticipated to increase up to 70\% by 2050 \cite{10}. To fulfil these demands, conventional agriculture must shift to smart farming which combines internet connection and modern technology like IoT. This will provide numerous benefits, including accurate data collection for data-assisted decision-making \cite{11, 12}. Such a scenario will enable remote monitoring, thereby contributing to the reduction of production costs. This will lead to efficient and sustainable agricultural production that is more demand-oriented and resource-efficient.
A. IoT Architecture and Security Issues in Smart Farming

In smart farming, the integration of IoT sensors with any farm equipment and machinery for monitoring temperature, humidity, pressure, etc., will enable systematic data collection. The data can be remotely sent from different locations to a centre for monitoring and decision-making. These devices and sensors have their roles to play according to the different techniques used, their functionality and implementation, which can help farmers provide information in real-time. Farming techniques can be improved based on the collected information [13]. For instance, the roles include crop management, water management, soil management, livestock management, smart greenhouses and agriculture drones[11]. Smart irrigation systems, for instance, use temperature and soil sensors to maintain and control water wastage as well as to improve crop quality by monitoring the humidity of the soil and only watering at the right time. Thus, the management of heterogeneous IoT devices and sensors must be efficient and reliable.

The IoT architecture illustrated in Fig. 1 displays the key layers in smart farming, which are: the physical layer, the network layer, the edge or fog layer and the application layer. The physical layer can be any type of device (such as actuators and sensors) connected to the IoT network. The network layer is responsible for data transmission from the physical layer to the data processing system. The data transmission may use any wired or wireless device, such as a router, access points, 4G or 5G network, Wi-Fi, Bluetooth, etc. The network layer has a high possibility of security flaws if there is connectivity via the internet. The probable attacks (such as identity theft, bullying or controlling/hacking) can be countered by implementing identity management and encryption schemes [14]. The next layer is the edge or fog layer consisting of various resources with computer processing capabilities. This layer can store a small amount of data and process that data. It can also be used for decision-making and security features. The edge or fog layer includes the in-out interface and the gateway used to manage the entire collected data from the sensor without transmitting it to the cloud. The application layer is the communication protocol and interface that provide services to users and data visualisation from the sensor network.

It is important to protect and safeguard connected devices in the IoT environment [2]. According to [14], the security protocols that should be applied in smart farming IoT security solutions are access control, authentication, firewall, anomaly detection system and cryptography. However, before applying those security protocols, we must address the security issues and potential attacks in each layer of smart farming. Study [15] has developed various security protocols and arranged them into different categories (access control protocols, authentication protocols, key management protocols and intrusion detection protocols) to support various IoT applications that suffer from possible attacks.

![Smart farming architecture](image)

Access control must be implemented to facilitate the process of data transfer in the physical layer. However, in IoT environment, security protocols (such as secure public key-based authentication and cryptography) are not suitable due to high computational power and storage capacity requirements [4]. Gupta et al. (2020) stated that edge layers may contain major security issues due to IoT devices and sensors that do not have their own security. This makes it easy for attackers to gain remote access to the system via unauthorised access, booting, flooding and signature wrapping. In the application layer, attacks have been categorised into two types: software attacks and encryption-based attacks. Software attacks generally use malicious software agents to acquire authentication credentials of users [14]. Encryption-based attacks apply extensive attacks to exploit the cryptographic protocols and mathematical models. Table I provides a summary of possible security attacks and issues in smart farming, along with the proposed countermeasure. In Table I, the type of attack is categorised according to the layers in the smart farming architecture.
TABLE I. SECURITY ATTACKS AND COUNTERMEASURES ACCORDING TO LAYERS

<table>
<thead>
<tr>
<th>Layer</th>
<th>Security goals</th>
<th>Security attacks</th>
<th>Countermeasure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical</td>
<td>Confidentiality [2]</td>
<td>Random sensor incidents, Autonomous system hijacking, optical deformation, Irregular measurement, Sensor weakening, Node capture, Fake node, Sleep deprivation [4], social engineering, jamming attack [18], eavesdropping, malicious code injection [18], Facility damage [7]</td>
<td>Data privacy, secure booting, data integrity, risk assessment, device authentication, secure physical design</td>
</tr>
</tbody>
</table>

B. Access Control in IoT

The basic element of access control is the ability of the subject and object to perform an action that includes interaction in the right manner [19]. In the IoT environment, access control plays a crucial role in ensuring that all resources, including actuators and devices, are protected using selective restrictions that control access to IoT devices [20]. The object is defined as the system resource that contains or stores information on IoT devices, sensors, directories, programs, etc. An object is secured by a set of access policies consisting of conditions and requirements for an object’s access to be granted. The subject can be defined as an entity (users or systems) that is capable of accessing an object. A subject must prove that it satisfies an access policy of a requested object before access is granted.

According to [21], four design components must be addressed based on the current access control problem in the IoT environment. Meanwhile, several approaches have been proposed for managing access control and associated privilege according to their access level in IoT systems [22], [23], [24], [25],[26],[27] Discretionary Access Control (DAC), Mandatory Access Control (MAC), ABAC and RBAC are the most conventional models used in smart farming. Based on the literature, two commonly employed access control mechanisms for IoT are RBAC and ABAC due to their strong features and flexibility in supporting the IoT environment [28], [29], [30], [31], [32], [33], [34], [35].

1) Basic concepts, advantages and disadvantages of the ABAC model: ABAC uses pre-defined policies for access permission. The policies consist of three attributes: subject, object and environment [8], [30]. The attributes are used to authorise access permission with specified access policies using a target function that determines whether or not sufficient privileges are present for access[36]. Specific access policies with selected attributes must have good management [32].

The advantages of ABAC include the flexibility of policies based on changing dynamic attributes, such as location and time. With its flexibility and scalability, the ABAC model is more suitable for access control in IoT [32], [34], [36], [37], [38]. In addition, the use of access control model language (XACML) as an extension of ABAC can be expressed as logical-based policies to define valid authorised access [21]. However, the drawback of XACML is the extensible markup language (XML), which makes it unsuitable for constrained devices, such as IoT applications. In ABAC, all attributes that have been defined must be managed and distributed to the right user for effective access management [32]. It can be a problem for IoT devices with less storage and computing power when the number of attributes and the number of users increase.

2) Basic concepts, advantages and disadvantages of the RBAC model: In RBAC, access control is based on the roles of subjects within an organisation who give permission. By associating the user with its roles and access permissions (e.g., read, write and execute), the roles are set to be active. They
can be structured in hierarchical order where senior roles are more powerful and have more permission for access as compared to junior roles. Another important aspect of RBAC is constrained enforcement. A constraint can be applied at either the system level or the application level. Restrictions to RBAC states with or without being event triggered are known as invariant and preconditions. These two restrictions are used as conditions when a role is assigned to a user in a user-role assignment and permission is assigned to a role in a permission-role assignment.

The advantages of RBAC are: a) the user can access resources based on the achieved tasks under suitable access mode and b) it is easier for the system administrator to redefine permissions for each user separately according to their roles [8]. The disadvantage of the RBAC mechanism is the inability to differentiate its role [28], leading to role-permission explosion problems in situations where the service-providing entities are unable to allow access permission to the user-role assignments of the role-providing entities due to a large number of objects [8]. Research [39] stated that service-providing entities must use an alternative to confirm if an unknown guest legitimately owns a certain role. The authors in [30] also noted that the disadvantages of the RBAC system are its lack of flexibility in adapting to changing users, maintain user-to-role assignment and role-to-permission assignments for dynamic applications or large-scale applications with a significant number of users or objects.

In summary, IoT has various limitations, including resource constraints, that prevent IoT from handling operations that require high computational power including managing complex access control [40], [41]. In [42], the authors use a combination of RBAC and ABAC models in the centralised environment. The authors proposed to divide the permissions assigned to a role according to their access actions. However, most research had proposed centralised decisions which can lead to the central point of failure and limited resources of IoT devices [43],[40]. Thus, the decentralised approach is more suitable for large-scale IoT environments.

### C. Blockchain and Smart Contracts

Blockchain is formally described as a digital, decentralised and distributed ledger that communicates transactions or sensitive data without trusted third parties, removing centralised authority and intermediaries, and enabling two parties to communicate and conduct business quickly, securely and reliably [44]. This technology is different from the traditional system where the conventional approach is centralised. The structure of chain in blockchain is shown in Fig. 2.

In contrast, the blockchain system implements a decentralised system with many possible physically scattered nodes [45]. Blockchain also has strong security features for securing IoT resources in the form of hashing ledger which guarantees high system trustworthiness and integrity [32]. Based on the literature, blockchain has various unique characteristics such as decentralisation, transparency, autonomy, security, immutability, traceability, integrity and programmability [46]. Due to blockchain’s characteristics, its application is relevant for access control in smart farming since complex approaches are required. In the meantime, for a successful transaction on a blockchain network, verification is required through a consensus algorithm to reach an agreement on the transaction or a smart contract between two parties. The adoption of a consensus mechanism is dependent on the types of networks and the roles of nodes. Blockchain networks can be public or private networks [47], and the roles can be permissionless and permissioned. In permissioned or private networks, only invited nodes can participate in the network. The nodes will be divided and assigned to their roles. Only the selector miner node can perform transactions [48].

Meanwhile, smart contracts are self-executing contracts in which the terms of an arrangement between two parties are expressed in computer codes. When the requirements of a smart contract are met, it will self-execute to a blockchain, removing the need for trusted third parties [49]. According to [50], smart contracts are one solution that responds to the transaction sent by a user. The transactions use code logic which is the Solidity language [51]. Once users agree to the agreement based on the contract, this code logic will be incorporated into the blockchain network and all users in the network will have copies of the contract.

![Fig. 2. The chain in blockchain.](image-url)
III. RELATED WORKS

This section presents the most relevant literature related to our study and proposes a solution for access control in the IoT environment. Table II displays several existing solutions with a list of required elements for developing access control solutions in the IoT environment. The researchers in [52] proposed RBAC as a strategy for device management by considering the limited user access strategy and protecting the IoT network using Software-Defined Networking (SDN). The proposed study was able to manage network flow and provide dynamic access control when the access network rule needed to change. This proposal can overcome the problem of unauthorised device in the system by authenticating the server and providing information, such as a network device and network identification, to detect malicious activity. However, this proposal requires a system administrator to carefully manage user access control and network rule exposed to the risk of vulnerabilities due to careless configuration. The study [53] proposed a framework by using event-based solutions for access control mechanisms in an IoT environment. To handle the event process, the authors employed a processing module as a policy module for managing and controlling the movement of event operators and calculating data to prevent starvation of resources during the computation process.

Researchers also suggested combining the access control model and blockchain since blockchain has been widely used in several domains for promoting decentralisation, dynamic access control and tamper-proof [54]. ABAC was proposed to be the access control model with advantages such as scalability and flexibility for securing and protecting IoT resources with excellent features. The research [55] suggested a Policy chain integrated blockchain-based ABAC framework to address the problem of securing shared resources in decentralisation. In this framework, the authors utilised the JSON + Script format as the policy expression and devised new ways to apply policies using “script interpreter”. The interpreter was constructed according to three evaluations: evalScript, evalRule and evalPolicy as well as a consensus protocol for executing decisions faster. The research proposes that off-chain resources can be accessed by IoT devices using the pre-determined on-chain policy. The authors used consortium blockchain and two different nodes: full nodes and lightweight nodes. It was noted that the consensus algorithm can be used for validating and storing transactions in full nodes. The synchronisation of current state networks was accomplished in light nodes.

<table>
<thead>
<tr>
<th>Product</th>
<th>Secure policies</th>
<th>Trusted authorisation</th>
<th>Secure communication</th>
<th>Flexibility</th>
<th>Security</th>
<th>Scalability</th>
<th>Decentralised (C) / Centralised (P)</th>
<th>Access control model</th>
<th>Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>[34]</td>
<td>/</td>
<td>/ X</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>D</td>
<td>ABAC</td>
<td>IoT</td>
<td></td>
</tr>
<tr>
<td>[56]</td>
<td>/</td>
<td>/ X</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>D</td>
<td>ABAC</td>
<td>IoT</td>
<td></td>
</tr>
<tr>
<td>[52]</td>
<td>X</td>
<td>/ X</td>
<td>/</td>
<td>/</td>
<td>X</td>
<td>C</td>
<td>RBAC</td>
<td>IoT</td>
<td></td>
</tr>
<tr>
<td>[21]</td>
<td>X X</td>
<td>X X</td>
<td>/</td>
<td>/</td>
<td>X</td>
<td>C</td>
<td>ABAC</td>
<td>IoT</td>
<td></td>
</tr>
<tr>
<td>[60]</td>
<td>X</td>
<td>/ /</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>P</td>
<td>ABAC, RBAC, CBAC</td>
<td>Health-care (IoT)</td>
<td></td>
</tr>
<tr>
<td>[55]</td>
<td>X</td>
<td>/ X</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>P</td>
<td>ABAC/XACML</td>
<td>IoT-ICS</td>
<td></td>
</tr>
<tr>
<td>[61]</td>
<td>/</td>
<td>/ X</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>D</td>
<td>CapBAC, ABAC</td>
<td>IoT</td>
<td></td>
</tr>
<tr>
<td>[62]</td>
<td>/</td>
<td>/ X</td>
<td>/</td>
<td>/</td>
<td>X</td>
<td>D</td>
<td>N/A</td>
<td>IoT</td>
<td></td>
</tr>
<tr>
<td>[58]</td>
<td>/</td>
<td>/ X</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>D</td>
<td>ABAC</td>
<td>Data sharing in IoT</td>
<td></td>
</tr>
<tr>
<td>[59]</td>
<td>N/A</td>
<td>/ X</td>
<td>X</td>
<td>/</td>
<td>/</td>
<td>D</td>
<td>N/A</td>
<td>IoT</td>
<td></td>
</tr>
<tr>
<td>[8]</td>
<td>X X</td>
<td>X X</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>C</td>
<td>ABAC, RBAC</td>
<td>Multi-domain</td>
<td></td>
</tr>
<tr>
<td>[53]</td>
<td>X</td>
<td>/ X</td>
<td>/</td>
<td>/</td>
<td>N/A</td>
<td>C</td>
<td>EBAC</td>
<td>IoT</td>
<td></td>
</tr>
</tbody>
</table>

TABLE II. COMPARISON OF EXISTING SOLUTION ACCESS CONTROL IN IoT ENVIRONMENT
Similarly, [56] proposed an access control framework based on the blockchain technology suitable for heterogeneous IoT by evaluating attributes, operations and environments according to requests. In this proposal, the researchers used four smart contracts for executing access control mechanisms: access control contract (ACC), subject contract (SC), object contract (OC) and multiple policy contracts (PCs). They ensure security and flexible access control in the IoT environment. The authors also utilised trust management for detection and evaluation of malicious behaviour from other devices. The authors [34] stated that the protection of critical resources in IoT can be done by replacing conventional centralised access control, which is insufficient in large-scale IoT environments. They suggested the Attribute-Based Distributed Access Control (ADAC) with a smart contract system. ADAC was proposed to manage and access attributes of IoT devices by using three smart contracts: ACC, OC and multiple PC. ADAC development was inspired by the ABAC model which can determine authorised users based on subject attribute, object attribute, environment attribute and policies. The study [57] also offered to solve the single point of failure issue by combining Accountable Subgroup Multi-Signature (ASM) algorithm with the ABAC model and smart contract policy in order to achieve fine-grained and reliable data access control. This paper uses access policies to specify whether users with certain subject attributes are permitted to perform certain actions on data with certain object attributes in a certain environment. The access policies consist of Subject Attributes Policy (SAP), Object Attribute Policy (OAP), Attributes Authorise Policy (AAP), Environment Attributes Policy (EAP) and Result. For policies, evaluation is based on the required attributes that meet with policy, and the result consists of three elements: permit, deny and not applicable. ABAC model for IoT-integrated blockchain technology to tamper-proof, store the attribute and eliminate a single point of failure were utilised in a study. For accessing data, the author applied four smart contract mechanisms implemented on the Ethereum blockchain: ACC, object attribute management contract (OAMC), subject attribute management contract (SAMC) and policy management contract (PMC). They are responsible for storing and managing access policies that consists of specified actions regarding the subject and object which must have their access request verified. However, the proposed framework lacks security and privacy protection of IoT data due to unauthenticated edge nodes which have no access decision at the edge. The researchers in [59] proposed the BorderChain application which allows IoT owners to authorise selective IoT services and devices that permit access at the IoT gateway before opening the endpoint to others via smart contracts. After the IoT owner grants access, an access token will be generated which can be used by legitimate IoT services and users to query IoT resources in IoT domains. This solution can convince IoT domain owners that the system will only authorise IoT requests that they approve. For scalability goals, the authors implemented off-chain (outside blockchain) which is cheaper and more efficient during the process of signature verification mechanism. The study [9] combined elements of access control methods, such as ABAC, RBAC and Capability-Based Access Control (CBAC), to establish fine-grained policy decisions in the healthcare environment. This framework reduces the number of policies by using the attribute to define roles as well as capabilities to provide only single attribute expressions that can access multiple resources. However, this framework is partially decentralised and stores access policy in a single database server based on a policy language (XACML) as well as policies generated by administrators. The blockchain will only allow if it reaches an agreement in the smart contract/consensus algorithm. It was also noticed that the development of security policies in access control mechanisms can be achieved via smart contracts where all users in the blockchain network will acquire a copy of policies and store them in blockchain. Flexibility and scalability can be achieved when using the combined access control model in an IoT environment since it can be utilised in heterogeneous IoT devices, further reducing the use of storage capacity for storing access policies in IoT devices.

Based on the literature, we identified that there is significant advantage for decentralised access control with blockchain technology integrated with the RBAC and ABAC models. RBAC can provide strong security by conducting role hierarchy and constraints to give permission, whereas ABAC is very flexible in granting access permission based on the three attributes. Therefore, in this paper, for our framework development, we propose the use of blockchain technology as a decentralised solution for managing and storing access policy information of subject and object that must verify their access request. We also utilise smart contracts for the automation of access decisions. For access policy development, we propose to implement a combination of the RBAC and ABAC models as an access control strategy. Our proposed framework is aiming to close the gaps for the access control focusing on enhancement of security and resource management using decentralized IoT mechanism that also considers the scalability factor.

IV. DECENTRALIZED ACCESS CONTROL FRAMEWORK FOR IOT SECURITY ENHANCEMENT USING BLOCKCHAIN TECHNOLOGY IN SMART FARMING

This section discusses our proposed decentralised access control framework for IoT security enhancement using blockchain technology. First, we present an extensive overview of our proposed framework, as illustrated in Fig. 3. This framework was developed with the primary aim of achieving security, while also efficiently managing resources and ensuring scalability to cope with the increasing demands of smart farming. This framework was developed by adapting the FRABAC model where the combination of RBAC and ABAC models with user-role permission and attributes are employed for the user, admin and resource owner through smart contracts [8]. The integration of blockchain and access control models is the novel element that can reduce the redundancy of several roles and rules of permission. It has a unique access without creating or implementing special roles or rules reserved for each user/device. This framework can help address the role permission explosion or role-explosion problems, which have complex role structure (hierarchy) and a large number of roles. Most of them have the same access permissions. Our framework includes a blockchain-based smart contract and P-2-P network. The network consists of
IoT node owner, full nodes, lightweight nodes and extra lightweight nodes which have their own responsibilities based on the ability to execute access control according to computing power and storage capacity that considered based on smart farming scenario.

In this framework, we propose the adoption of smart contracts for access permission request, access control rule management and for verifying the permitted decision by fulfilling the requirement of access rules.

Smart contract is also responsible for updating attributes and roles. Access permission provides transparent access permission and traceability since all nodes have a copy of the smart contract. In FRABAC model there are Access Control Contract, Object-Rule Management Contract and Subject-Role Management Contract. These three concepts were adopted as IoT_ACC, IoT_ORMC and IoT_SRMC in our framework. In the smart farming environment, to address heterogeneous IoT device authorisation matters, we propose that every device must authenticate itself by describing and identifying its own credentials including its attributes, such as address name, identification number, location and role. Thus, all authenticated devices must interact through smart contracts for access control execution which contributes to tamper-proof access rules. A set of rules was developed to define access permission that can be executed by a subject (IoT devices) to access the object (resources). This access decision is processed by checking the matching rule with the list of all attributes that meet the requirement. The rules consist of i) identifier role, ii) type of access request, iii) identifier access action and iv) the list of attributes. The attributes must have the same attribute values in the resource, rs, and the requestor, known as IoT devices, u. We defined V as value of attributes which can be presented as follows: $V_{rs,(r,att)} = V_{u,(u,att)}$.

![Diagram of Decentralized access control framework for IoT security enhancement using blockchain technology in smart farming.](image-url)
The flow of access control in the proposed framework was described by illustrating the interaction of network nodes with smart contracts, as illustrated in Fig. 4. The IoT owner nodes are responsible for managing access rules. The access rules consist of four factors: type of access, role, access action and a matching list of all attributes. Once rules are mined, they will be stored in IoT_ORMC (step 0.1). The IoT owner node is also responsible for storing all attributes that consist of three different nodes, including full nodes, light nodes and ultralight nodes. The IoT owner node must assign a role for each node based on its responsibility and it will be stored in IoT_SRMC (step 0.2). When IoT_ACC obtains a request from any node, such as light nodes (laptop), to access resources (step 1), the request will be evaluated by IoT_ACC. Evaluation is accomplished by obtaining the access rules from IoT_ORMC (step 2) and acquiring all attribute information as well as the roles from IoT_SRMC (step 3). Finally, IoT_ACC verifies the access request by matching the access rule in IoT_SRMC and the attribute in IoT_ORMC (step 4). If the request is sufficient for access privileges, the requestor (laptop) can access the resources based on its roles.

A. Blockchain Nodes

In this framework, public and permissioned blockchains are adopted where nodes will be added and removed from the network with their identity verification. Since every node has a role and permission, the blockchain nodes require more CPU processing power and memory requires significant storage space to maintain the ledger copy [59]. We propose using four different nodes that allow heterogeneous IoT devices to access the blockchain network. Two nodes used for access control are categorised according to their capabilities, storage capacity and computing power [63]. The types of nodes and their responsibilities are categorised in the blockchain network, as follows:

- IoT requestor node is a requester that runs smart contracts for requesting access to resources. In the smart farming scenario, the requestor nodes are IoT devices or IoT sensors. Each node requestor is added and authenticated to the blockchain network by the IoT owner node before requesting access to resources. Requestor nodes represent three different nodes: full node, light node and ultralight node.

Full nodes are devices that have sufficient computing power and storage capabilities such as computers, laptops and servers that can perform full transactions. Light nodes are devices that have limited storage capabilities and computing power and can only store blockchain headers and support services for themselves. Mobile phone is one example of light nodes. Ultralight nodes are devices that have insufficient storage capabilities and computing power. Sensors and actuators are examples of ultralight nodes that require connection from the IoT gateway to P2P networks through communication technologies, such as Wi-Fi and ZigBee.

![Fig. 4. The interaction between IoT requestor node with smart contracts to access a resource.](image-url)
• IoT owner node represents the owner of the IoT resources and devices in smart farming. An IoT owner node defines and deploys access control rules and permits requestor devices to enter the network through smart contracts. It can also add new IoT devices, manage node attributes as well as assign their roles that represent their responsibility.

B. Smart Contract-based Access Control Rules

In this research, for the verification mechanism in the blockchain network, we designed smart contract-based access control rules where the admin has the privilege to register devices to the blockchain network for the first time. Afterwards, all devices that request access to the network will be self-authorized. This is particularly significant since smart farming consists of heterogeneous sensors that require self-administration to obtain access to the system at any time. In our smart contract design, we propose three smart contracts to avoid complexity. The smart contracts are: IoT_ACC, IoT_SRMC and IoT_ORMC. IoT_ACC is responsible for enforcing rules and making access decisions, IoT_ORMC is responsible for managing and updating the rules and resource attributes and IoT_SRMC is responsible for managing and assigning device attributes and the role of IoT devices.

1) Access Control Contract (IoT_ACC): IoT_ACC evaluates requests and provides access decisions made by access requests from IoT devices and sensors (subjects) to access resources (objects) in the system. This contract is executed by IoT devices when checking the pre-condition rules. The pre-condition rules will be matched based on the rules made from ORMC to the ACC to determine whether the subject has the right to perform actions on the object. To evaluate an access decision, this contract has two steps:

Step 1: Identification step

In this step, IoT_ACC will identify the type of request by IoT devices, either unique or multiple, and verify whether the IoT devices have sufficient requirements for acquiring access privileges. If the devices identified have access privileges, then the request will be saved and evaluated, otherwise, the request will be ignored. This step consists of two functions:

- typeReq(): used for the identification of type request. The request must have three things: user, ui, resources, ri, that want access and access action, acci. In this identification process, the user, ui, must contain identification, userID, that uses an Ethereum account and the list of user attributes, userAtt (e.g., location, time). Meanwhile, resource, ri, must have object identification, objectID, identification of resources belonging, refer_to, the list of resource attributes (e.g., location, type), resourceAtt, and access action, acci.

- requestAction(): used for deciding the type of request. The request typeReq() will pass value where a decision is made based on the object refer_to attribute.

Step 2: Evaluate the request

After successfully identifying the type of request, the evaluation process request is accomplished by retrieving precondition and evaluation constraints. To evaluate the access request, IoT_ACC must recognize whether or not the requestor is an active role and has rules. There are two functions in this step:

- activeRole(): to identify active role by checking the subject/IoT device via registering all attributes of subject/IoT devices in blockchain.

- getRule(): to retrieve rules that are specified in the form of tuple (rolei, typeAcci, accModei, attribute index list, attribute user, attribute resources). We determined rolei as the identifier of the role, while typeAcci represents the type of access. 1 represents shared access, while 0 represents private access. accModei is set as the identifier of access action, and the list of attribute index is defined as matching values of attributes in the resource, ri, and the user, ui. In tuple, the attribute user defines the values of attributes of the user. The attribute resources represent the attribute values of resources.

After evaluating the rules and active roles, IoT_ACC is conducted to evaluate three constraints defined in RBAC and ABAC.

- User resource constraints were used to check whether the attributes in the object and user are the same values. If the values of attributes are the same, it will pass the value to currentRule() in the form of a Boolean function which is a true value.

- User constraints were used to check if attributes in devices are equal or the same values as the access rule. If the value of attributes is the same, it will pass the value to currentRule() in the form of a Boolean function which is a true value.

- Object constraints were used to check if attributes in resources are equal or same values as the access rule. If the value of attributes is the same, it will pass the value to currentRule() in the form of a Boolean function which is a true value.

After successfully validating the access request through several steps, the subject (the IoT device) verifies the results.

2) Object-Rule Management Contract (IoT_ORMC): IoT_ORMC specifies a policy by defining a set of access rules associated with each subject and resource based on two types of rules for resource access: shared access and private access, as shown in Fig. 5 the process of adding access rule. In this smart contract, only the IoT owner has the authority to execute the access rules. According to [8], these rules will be more efficient in reducing excessive permissions. Instead of checking user queries by using many rules, the model checks user queries by using only one rule. In this study, the set of access rules have four criteria: type of rule, access action, role and constraint, as shown in Table III.
and RBAC models as a strategy for accessing control. It determines all attributes of IoT devices that can be used as valuable information to assess resources and assign roles to IoT devices. Each IoT device has a unique identifier (Ethereum account address) and multiple attributes associated with its ID, including location and role. This contract has functions for managing subject attributes and roles, such as adding, deleting and updating, which can only be performed by the IoT owner. In Table IV, all information about the IoT device is shown.

### TABLE IV. SUBJECT REGISTRATION TABLE

<table>
<thead>
<tr>
<th>device</th>
<th>deviceID</th>
<th>deviceType</th>
<th>deviceRole</th>
<th>devicePlace</th>
</tr>
</thead>
<tbody>
<tr>
<td>Device A</td>
<td>0xA128F8</td>
<td>laptop</td>
<td>water</td>
<td>field A</td>
</tr>
<tr>
<td>Sensor B</td>
<td>0xA13458</td>
<td>temperature</td>
<td>water</td>
<td>field A</td>
</tr>
<tr>
<td>Gateway A</td>
<td>0xA122A8</td>
<td>gateway</td>
<td>soil</td>
<td>field A</td>
</tr>
</tbody>
</table>

C. Framework Flow

We present two types of form requests in this research. First part is the registration of new IoT devices and sensors; second part is the access request by IoT devices made through smart contracts. Fig. 6 illustrates the decentralised access control for IoT security enhancement. For the first part, the registration of new devices and sensors begin when an IoT owner issues a smart contract that implements a hybrid access control mechanism into the blockchain. Blockchain responds by issuing requests to the IoT owner and then creates a smart contract.

The IoT owner requests to register his own IoT devices and sensors, known as a subject, intended to authorise its device by providing all device and sensor attributes (i.e., name, location, identification, role, etc.). If no rule is made, the IoT owner must publish an access rule based on four criteria: i) types of access (shared, private), ii) role, iii) access action and iv) constraint. Lastly, after all access rules are complete, the transaction is stored in the blockchain.

For the second part, access is requested by IoT devices made through smart contracts where the IoT devices send a request for any service to access or update (i.e., data, file, storage unit) in the IoT network. Next, when the request of the subject is generated, IoT_ACC (main smart contract) is executed to control the overall access management. IoT_ACC will then obtain all information from IoT_ORMC and IoT_SRMC to match values between the access request, access rule and list of attributes to obtain the access decision for IoT devices. If all information shows the same values and authentication is successful, then access permission for IoT devices is complete. IoT_ACC then forwards back the return access result to IoT devices or corresponding objects. Finally, the result of access permission is stored in the blockchain network.

---

*Fig. 5. Process adding access rule function.*

---

<table>
<thead>
<tr>
<th>Type of Access Rule</th>
<th>Access Action</th>
<th>Role</th>
<th>Constraint</th>
</tr>
</thead>
<tbody>
<tr>
<td>unique</td>
<td>Update / write</td>
<td>Water</td>
<td>extension rs: docx place rs: A type rs: water V u(u,att) = V r(rs, att).</td>
</tr>
<tr>
<td>multiple</td>
<td>Read</td>
<td>Water</td>
<td>extension rs: pdf place rs: A type rs: water V u(u,att) = V r(rs, att).</td>
</tr>
</tbody>
</table>

- **Type of rule:** is the type to access resources. In this case, we divided access resources into two types: unique and multiple. Unique access is an editable resource, such as word (i.e., docx) and excel (i.e., xlsx). Multiple access is a non-editable source, such as portable document format (i.e., pdf), video (i.e., mp4, avi) and audio (i.e., wav, aif, mp3).
- **Access action:** is an action that performs by subject to access resources; for instance, read, write, view, control, etc.
- **Role:** is a character played by IoT devices (e.g., the device for watering plants is categorised under water group).
- **Constraints:** are access restrictions built on logical formula by donating the value function where the attribute value for the user is V u(u,att) and the attribute value for the resource is V r(rs, att). Constraints can also include other statements such as time or location which are environment attributes, V u(u,att).

3) **Subject-role Management Contract (IoT_SRMC):** In the process of access control, IoT devices can have their identity impersonated [64][64]. To address this security concern, IoT_SRMC is proposed to authenticate legitimate users who intend to access the IoT network by registering a new device in the IoT network. This contract adopts ABAC

---
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V. Evaluation

The main component of the proposed framework is the smart contracts that functioned as the verification mechanism. The deployment of smart contracts on the blockchain and the execution of associated contracts require payment of fees to the miner who mines the block. Thus, to evaluate our proposed framework, the smart contract cost consumption was measured by calculating the gas used for a transaction execution for the specific functions in smart contracts. The complexity of the task determines the quantity of gas consumed, with more gas being used for more complex tasks and the price of gas fluctuates over time. The fee required to perform a task is calculated by multiplying the consumed gas amount and the gas price. In this study, we run experiments for evaluation in the Ethereum network and the gas limit is set by the transaction initiator that determines the level of computational resources to be utilized in executing the transaction. In Ethereum, a unit called gas was employed to quantify the amount of work required to complete a task when deploying a smart contract. The initiator pays a fee for the gas used, which can vary depending on the gas limit set. The higher the amount paid, the easier the transaction will be executed [65] [66]. In this study, we determine cost per transaction by multiplying the gas price per unit with the gas limit (gasPrice X gasLimit) as per calculation in [51]. If the gas limit does not exceed the gas used, the execution of the transaction will be successful and it will be added or dropped in the blockchain network.

A. Simulation Setting

The experiments were conducted during the end of March 2023 when the value of 1 Ether is at the average of 1 eth ~ 1000000000 gwei. In this study, the simulation environment was set up in two layers with the hardware setting and the software setting, as displayed in Tables V and VI, respectively.

<table>
<thead>
<tr>
<th>Items</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operating system</td>
<td>Windows 10</td>
</tr>
<tr>
<td>Processor</td>
<td>AMD Ryzen 7 3700U with Radeon Vega Mobile Gfx 2.30 GHz</td>
</tr>
<tr>
<td>Memory</td>
<td>8 GB RAM</td>
</tr>
</tbody>
</table>

TABLE VI. SOFTWARE SETTING

<table>
<thead>
<tr>
<th>Items</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Language</td>
<td>Solidity</td>
</tr>
<tr>
<td>Platform</td>
<td>Ethereum Network</td>
</tr>
<tr>
<td>Compiler</td>
<td>Remix ide (version 0.5.17)</td>
</tr>
<tr>
<td>Test network</td>
<td>goerli testnet</td>
</tr>
<tr>
<td>Gas limit</td>
<td>3,000,000 units</td>
</tr>
</tbody>
</table>

B. Gas Usage and Cost per Operation in Smart Contracts

The costs and gas usage in different smart contract deployments of IoT_ACC, IoT_ORMC and IoT_SRMC are shown in Table VII. Deployment of IoT_ACC smart contract requires 1,487,367 gas units. The gas cost in IoT_ACC is less than other smart contracts since IoT_ACC smart contract is only used for enforcing access decisions. Meanwhile, in IoT_ORMC smart contract, 2,196,564 gas units are required to create access rules based on ABAC and RBAC that execute...
the checking steps to determine if the role is a one-to-one relationship and active. In the meantime, to deploy IoT_SRMC smart contract, 1,677,746 gas units are required. Then, using the experiment’s result, the cost of executing the IoT_ACC, IoT_ORMC and IoT_SRMC functions is calculated using Eq. (1).

\[
\text{TxFee} = \text{gas} \times \text{gasPrice} \times 10^{-9} \quad (1)
\]

where gas represents the amount of gas used by the transaction, gasPrice represents the price of each gas unit, and \(10^{-9}\) is a conversion factor to convert the result into Ether. Hence, in this study, we determine that the cost value of executing each of the proposed smart contracts for IoT_ACC, IoT_ORMC and IoT_SRMC are 0.007212, 0.020180 and 0.019921 ether. This value serves as a benchmark for the cost of preparing for the operation for the proposed framework application in smart farming settings.

<table>
<thead>
<tr>
<th>Smart Contract Deployment</th>
<th>Description</th>
<th>Gas used</th>
<th>Cost (ether)</th>
</tr>
</thead>
<tbody>
<tr>
<td>IoT_ACC Function</td>
<td>Responsible for enforcing rules and making access decisions</td>
<td>1,487,367</td>
<td>0.007212</td>
</tr>
<tr>
<td>IoT_ORMC Function</td>
<td>Responsible for managing and updating rules and resource attributes</td>
<td>2,196,564</td>
<td>0.020180</td>
</tr>
<tr>
<td>IoT_SRMC Function</td>
<td>Responsible for managing and assigning device attributes and the role of IoT devices</td>
<td>1,677,746</td>
<td>0.019921</td>
</tr>
</tbody>
</table>

VI. CONTRIBUTION

This paper proposes a novel decentralised access control framework for IoT security enhancement by adopting blockchain technology with the combination of ABAC and RBAC access control models. The aim of this proposed framework is to enhance the efficiency of access control management and secure IoT resources [8][9] with the scope of this study being smart farming. This framework aims to reduce the redundancy of permission required to authenticate devices to authorise and at the same time provide capacity for scalability. The pre-determined study objectives are as follows:

- We developed a decentralised access control framework embedded with blockchain technology to secure IoT resources from being accessed by unauthorised entities and scalable to cope with future expansion.
- We employed smart contracts as a fine-grained access control strategy to assign role-permission-based attributes that include object, subject and environment.
- We adopted two access control models (RBAC and ABAC) as an authentication element, including device attributes (name, location, type) and device roles in the smart farming environment.
- For validation, we applied Ethereum blockchain smart contract functionalities to issue, revoke or modify roles corresponding to a user, resource attributes and role permissions. The resource owner can further grant or deny access to resources.
- We conducted a simulation experiment to evaluate the framework component which is the smart contracts using gas cost measurements in the Ethereum network.

VII. CONCLUSION

The integration of IoT devices in smart farming facilitates the modernization of information and communication, resulting in increased productivity within the agricultural industry. To maintain the integrity of IoT resources and achieve security while also efficiently managing resources and ensuring scalability, a framework of decentralised access control using blockchain technology was developed in this study. The framework was developed based on findings from a detailed analysis published by researchers. Our proposed framework was developed by adopting blockchain technology to authenticate and authorize user and IoT device access while facilitating efficient resource management and scalability in IoT-enabled smart farming. The implementation of smart contracts is proposed to enhance the trust facilitated by the implementation of a ledger that is transparent and immutable. This study also suggests the implementation of the principle of role inheritance to reduce unnecessary user groups from accessing IoT resources that can control the separation of duties, the list of privileges and confidentiality. In the framework, we propose to combine blockchain technology as a decentralised approach with a hybrid access control model that consists of RBAC and ABAC. The proposed framework utilises a set of rules consisting of roles, access types, lists of attributes and actions that can be executed to obtain access permission by roles. The rules are divided into two types of access which are unique and multiple access. The proposed framework can resolve the challenge of role explosion, simplify management tasks, and reduce the complexity associated with traditional access control methods that rely on a centralized design. By doing so, the framework offers an effective solution to the limitations of current access control methods. It can enhance the overall security and resource management in decentralized IoT environments, thus improving the performance and efficiency of the access control mechanisms. The framework's main component which is the smart contracts was evaluated by measuring gas usage to determine cost operation using simulation. The finding can be used as a benchmark for comparison with the execution in the Mainnet network environment.

In future work, we will further evaluate the proposed framework using the measurement of the transaction throughput and network latency in blockchain by conducting more experiments. Also, an exploration towards a tokenised-based accelerating process for communication between smart contracts and IoT devices will be delivered to understand the effect of various attacks, such as DDOS attacks or man-in-the-middle attacks that compromise the integrity of data entry in smart farming.
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Abstract—In recent years, occupational accidents have been increasing, and it has been suggested that this increase is related to poor or no supervision of personal protective equipment (PPE) use. This study proposes developing a system capable of identifying the use of PPEs using artificial intelligence through a neural network called YOLO. The results obtained from the development of the system suggest that automatic recognition of PPEs using artificial intelligence is possible with high precision. The recognition of gloves is the only critical object that can give false positives, but it can be addressed with a redundant system that performs two or more consecutive recognitions. This study also involved the preparation of a custom dataset for training the YOLO neural network. The dataset includes images of workers wearing different types of PPEs, such as helmets, gloves, and safety shoes. The system was trained using this dataset and achieved a precision of 98.13% and a recall of 86.78%. The high precision and recall values indicate that the system can accurately identify the use of PPEs in real-world scenarios, which can help prevent occupational accidents and ensure worker safety.

Keywords—Personal protective equipment (PPE); artificial intelligence (AI); YOLO (You Only Look Once); object detection; neural network; custom PPE dataset

I. INTRODUCTION

Workplace accidents pose a serious threat to the safety and well-being of workers worldwide. The human cost of such accidents is immeasurable, with the victims and their families often enduring long-term physical, emotional, and financial consequences. Besides, accidents at work can also have significant economic impacts, such as lost productivity, increased healthcare costs, and legal liabilities for employers. Thus, preventing and mitigating the risks of occupational accidents should be a top priority for governments, organizations, and individuals alike.

Unfortunately, recent statistics indicate that the frequency of occupational accidents has been on the rise, leading to an increase in injuries and fatalities. For instance, the Ministry of Labor and Employment Promotion reported a staggering 23.7% increase in accidents in April 2022 [1] compared to the same period the previous year. The report showed that Lima had the highest number of accidents, with 2,132 cases, of which six were fatal. The most common types of accidents were due to object strikes and falls, with tools being the leading cause. Fingers and eyes were the most affected body parts.

In a recent study, it was determined that, on average, 87% of workers do not use PPE properly, linking the lack of PPE usage to both fatal and non-fatal accidents [2]. Furthermore, the use of PPE is a legal right for workers, who are obligated to protect their health and lives [3].

To address this alarming trend, researchers and practitioners have been exploring various solutions to prevent or mitigate the risks of occupational accidents. One promising approach is the use of artificial intelligence systems to detect the use of personal protective equipment in work environments. PPEs are essential safety devices that protect workers from hazards, such as falling objects, sharp tools, chemicals, or radiation. However, the effectiveness of PPEs relies on their proper use and maintenance, which is only sometimes guaranteed in practice.

AI-based systems can help monitor and enforce the proper use of PPEs in real-time, thus reducing the risk of accidents and injuries. However, an adequate and relevant dataset is a significant challenge in developing such systems. The performance of AI algorithms depends heavily on the quality and quantity of data used to train them. Collecting and labeling large and diverse datasets of workers wearing different types of PPEs in various work environments can be costly and time-consuming, so a pre-trained neural network such as YOLO can help reduce time in training and deploying a model [4].

Researchers had to create a step-by-step dataset using internet images to overcome this limitation, using various techniques, such as web scraping, data augmentation, and transfer learning, to generate a large and diverse dataset of workers wearing different types of PPEs in various work environments. Researchers must ensure a balanced and representative dataset of the real-world distribution of PPEs and work environments.

With a custom dataset of images obtained from github's user [5], an innovative AI-based system was developed that uses advanced image processing techniques, specifically convolutional neural networks and object detection, to detect the use of PPEs in work environments. The system can recognize various types of PPEs, such as hard hats, safety glasses, vests, shoes, and gloves, and their proper use and placement on the worker's body.

One of the advantages of this system is its non-invasiveness. The system can be used on cameras installed in
the work environment to capture images of workers wearing PPEs, without requiring physical contact or interference with their daily activities [6]. This feature makes the system more acceptable and practical for workers and supervisors, as it does not disrupt their workflow or privacy.

In this paper, a review was conducted to determine which neural network would perform most efficiently. Section III details how a neural network can be trained in the cloud, thus avoiding the need for powerful hardware. Section IV presents the results regarding precision and recall to provide a comprehensive understanding of the system's performance. Finally, Section V shows the conclusions about the findings.

II. LITERATURE REVIEW

"Design of an artificial vision system to determine the quality of mandarins" is a thesis about the development of an algorithm that classifies mandarins based on their size, shape, and colour using digital image processing and region-based segmentation through a webcam using MATLAB and Arduino, achieving an accuracy of 93.3% in classification [7].

Another thesis mentions that techniques such as You Only Look Once, Region proposals + CNN, Single Shot Detector, among others, can be used to detect objects based on computer vision, and these techniques are associated with deep learning. The advantages and disadvantages of each technique mentioned above are also discussed [8].

It is possible to classify lemons, using artificial vision, based on their shape and dimensions. The development of the algorithm follows the phases of an artificial vision solution acquisition, pre-processing, segmentation, description and recognition and interpretation, and the efficiency achieved by the system is 83.9% in "Development of an artificial vision system to perform a uniform classification of lemons" [9].

"Design of a classifier system for apples by colour, using artificial vision, for the company Fresh & Natural C.I." from Andrea Aguilar, developed an apple classifier using artificial vision, capturing images from a webcam and using MATLAB as a processing interface, obtaining an effectiveness of 100% for a number of 18 apples [12].

III. PROPOSED SYSTEM

The following is a general description of the network's operation, an explanation of the dataset used, the criteria used to select the neural network, the hardware and software used during this work, and considerations that must be considered.

A. System Overview

As illustrated in Fig. 1, the system is founded upon the state-of-the-art YoloV5s architecture to train a neural network that can accurately identify personal protective equipment in real time. To ensure optimal performance, a custom dataset is prepared, employing detailed image segmentation and data augmentation techniques to triple the number of images. The trained model is then deployed to evaluate frames captured by a webcam, seamlessly detecting PPEs worn by individuals in real time.

An article named "Real-time Personal Protective Equipment Detection Using YOLOv4 and TensorFlow" consists of developing a mask and face shield detector as preventive measures for COVID-19 in real-time using YOLOv4, obtaining a system effectiveness of 79% [10].

A thesis called "Electronic system for quality control of chicken eggs using image processing" from the Universidad Técnica de Ambato (Ecuador), consists in a quality control system for chicken eggs using image processing in Python with the OpenCV library, concluding that two factors mainly determine the efficiency of the system, the software used and the ambient lighting [11].

"Design of a classifier system for apples by colour, using artificial vision, for the company Fresh & Natural C.I." from Andrea Aguilar, developed an apple classifier using artificial vision, capturing images from a webcam and using MATLAB as a processing interface, obtaining an effectiveness of 100% for a number of 18 apples [12].

Fig. 1. Flowchart proposed system.
B. EPP Dataset

In this study, the classes to be recognized in the system were defined according to the Peruvian technical health standard for personal protective equipment, which is a ministerial resolution [13]. The classes were also defined based on the body parts involved in accidents. The classes to be detected were as follows: helmet, vest, goggles, gloves, shoes, and the person itself, resulting in six classes. This classification system was crucial for the training and testing of the deep learning model used in this study, as it allowed for accurate and reliable detection of the relevant personal protective equipment in real-time; in Fig. 2, the total object per class in the entire dataset is represented.

C. Software and Hardware Selection

After a long comparative investigation of different open-access neural networks [14], it was chosen to use the YOLO v5 neural network, because it is easy to train, it can be used directly with video and webcam source and is lightweight than older YOLO’s version. But in YOLOv5 there are some variants, because of that, two parameters were considered for selecting the neural network variant: the accuracy concerning a dataset called Common Objects in Context (COCO) and the processing speed in images per unit of time [15].

Below, in Table I, we show the different YOLOv5 variants with the established parameter data for comparison.

With a simple calculation, we can obtain ratings for each of the YOLO variants, shown in the following Table II, where a lower rating indicates a better relationship between processing time and system accuracy.

It is observed that v5n is the best option for a system where an optimal relationship between processing time and accuracy is desired, but in the present case, one used v5s because one wanted more accuracy, sacrificing some performance.

<table>
<thead>
<tr>
<th>YOLO variant</th>
<th>COCO accuracy (%)</th>
<th>Process time (ms/image)</th>
</tr>
</thead>
<tbody>
<tr>
<td>v5n</td>
<td>27.6</td>
<td>62.7</td>
</tr>
<tr>
<td>v5s</td>
<td>37.6</td>
<td>173.3</td>
</tr>
<tr>
<td>v5m</td>
<td>45.0</td>
<td>427.0</td>
</tr>
<tr>
<td>v5l</td>
<td>49.0</td>
<td>857.4</td>
</tr>
<tr>
<td>v5x</td>
<td>50.7</td>
<td>1579.2</td>
</tr>
</tbody>
</table>

Python 3.9.7 was used for training and implementing the neural network, as it has active community support and is compatible with a wide range of existing Python libraries. A cloud service called Google Colab is used for training due to the intensive GPU usage required, which can be expensive. Google Colab offers free access to GPUs for a few hours per week, and it also allows users to connect with Google Drive to save progress and resume when more hours are available on Google Colab, all Software and Hardware used is shown in Table III.

D. PPE Detector System

The YOLO source code has been analyzed, and it has been determined that the input image is resized to a resolution of 240 x 240 pixels, as per the information gleaned from the neural network’s source code. Moreover, it has been observed that YOLO employs a 6x6 initial kernel, and uses a 3x3 kernel in the deeper layers, every kernel means a convolution and every convolution makes the image smaller. In the final stage of training, the layers were modified to predict six classes that align with the prepared dataset. A detailed breakdown of the neural network layers can be found in Fig. 3, providing further insights into its inner workings.

Conv means a convolutional layer, C3 means three convolutional layers with same parameters, Up Sampling is used to resize the image to its original size, NMS is to keep the bounding box of each class with the highest confidence score.

Using YOLOv5s, training the neural network can be accomplished through simple steps. Firstly, the YOLOv5 GitHub repository must be cloned. Next, the necessary libraries located in requirements.txt must be installed. Finally, the training steps can be followed using the following arguments: --data data.yaml --epochs 200 --weights yolov5s.pt --batch-size 40.
IV. RESULTS AND EVALUATION

The results of a neural network system can be divided into two categories: training results and recognition results. Training results are observed during the training process and serve as an indicator of whether the neural network is performing well or not. Recognition results are custom metrics that allow us to evaluate the performance of the neural network.

A. Training Results

The system’s accuracy and losses should be examined first when training a neural network. While these are not directly related, they provide insight into the system’s overall behaviour shown in Fig. 4. System’s global accuracy is 80%, or 0.8, this can be interpreted as image recognition, but since the system will be used in video, in section C, experimental results are shown, due multiple images in a second can be processed in video. This situation indicates that many PPEs are being recognized. On the other hand, losses are less than 10%. This result suggests that the system only misclassifies a small fraction of the PPEs it encounters, and confusion with other categories is minimal. While this indicates good system performance, it should be noted that these are general observations.

B. Evaluation Metrics

The widely adopted mean average precision will be used (mAP) metric to evaluate the object detection model. The mAP[16] metric is a comprehensive measure of the effectiveness of object detection models, which considers both the precision (1) and recall (2) of the model across different levels of confidence. It is calculated by averaging the precision values at different levels of recall, where precision is the proportion of correctly classified objects among all objects classified at a certain level of confidence, and recall is the proportion of correctly classified objects among all objects that should have been classified:

\[
\text{Precision} = \frac{TP}{TP + FP} \quad (1) \\
\text{Recall} = \frac{TP}{TP + FN} \quad (2)
\]

Here, \(TP\) represents the number of true positives, which indicates the number of PPE objects correctly detected and classified by the model. \(FP\) represents the number of false positives, corresponding to the number of non-PPE objects incorrectly classified as PPE objects. \(FN\) represents the number of false negatives, which indicates the number of PPE objects that have been missed by the model and not detected.

Fig. 4. Accuracy and losses of the proposed system per epoch trained.
The mAP metric is a comprehensive measure of the effectiveness of object detection models, which considers both the precision and recall of the model across different levels of confidence. It is calculated by averaging the precision values at different levels of recall, where precision is the proportion of correctly classified objects among all objects classified at a certain level of confidence, and recall is the proportion of correctly classified objects among all objects that should have been classified.

The mAP metric is widely used in many applications, including workplace safety monitoring and quality control in manufacturing, where the reliable detection and classification of PPE objects is crucial for ensuring worker safety and product quality. By utilizing the mAP metric, we can obtain a comprehensive and quantitative assessment of the performance of the object detection model, which is essential for ensuring the effectiveness and reliability of the system in real-world applications.

C. Result Analysis

Using a threshold of 0.5 for each class identification, using 1080p webcam input source and 600 x 400 output video, the object detection model achieved a precision of 0.98130841 and a recall of 0.8677686 in identifying PPE objects, including helmets, gloves, vests, shoes, safety glasses, and people. The precision value indicates that the model accurately classified 98.13% of the detected PPE objects, while the recall value indicates that 86.78% of all PPE objects in the images were successfully detected and classified. The model's ability to identify multiple types of PPE objects suggests various features for object recognition, although gloves were the most challenging object to recognize. A frame is processed in around 0.075 seconds that means 13 frames per second using YOLO V5s (refer Fig. 5).

The closest better version of YOLO is 2x slower according to Table II, it means 7 frames per second, it wouldn't have been optimal for real-time applications.

These results suggest that the model performs well in identifying PPE objects, but further optimization may be needed to improve its accuracy in detecting and classifying gloves. Monitoring and evaluating the model's performance will be necessary for ensuring its reliability and effectiveness in real-world applications.

Fig. 5. Result of system's prediction.

V. DISCUSSION

To improve the performance of the model, it is recommended to experiment with different threshold values for detecting personal protective equipment, as this can help fine-tune the algorithm for optimal sensitivity and specificity. Additionally, using metrics such as precision and recall can provide a more comprehensive evaluation of the model's performance and highlight areas for improvement. Expanding the dataset to include more diverse and challenging scenarios can enhance the model's robustness and generalizability. By implementing these recommendations, the model can be optimized for more accurate and reliable detection of personal protective equipment in various real-world applications.

VI. CONCLUSION

The YOLOv5s neural network is lightweight enough to be used in real-time scenarios, as demonstrated by its successful performance on relatively old hardware while achieving efficient results. However, to further improve the present work, it is suggested to have a better distribution of classes in the dataset, with roughly the same number of objects per class, to enhance recall, especially for challenging objects.
Using CNN with a video source or webcam offers advantages compared to its application on static images. This is because it is not necessary to recognize the object immediately or in the first video frame. Instead, the object can be recognized within a specific period, even if it only appears in a few frames, and it will still be considered valid. This temporal recognition capability allows for capturing and recognizing objects in a video sequence, which is beneficial for applications such as object tracking or real-time object analysis. By leveraging the contextual information provided by consecutive frames, the CNN can improve recognition accuracy and provide more robust results in dynamic environments.

By augmenting the dataset, the model is exposed to a greater variety of images, which can improve its ability to generalize to new, unseen data. When working with limited data, these results in a better-trained model with higher precision and lower losses are often necessary. Furthermore, data augmentation can also help to reduce overfitting, a common problem in deep learning where the model becomes too specialized to the training data and performs poorly on new data. Therefore, performing data augmentation on the dataset is crucial in developing robust and accurate computer vision models.
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Abstract—Lung cancer is the most prevalent cancer in the world, accounting for 12.2% of all newly diagnosed cases in 2020 and has the highest mortality rate due to its late diagnosis and poor symptom detection. Currently, there are 4,319 lung cancer deaths in Malaysia, representing 2.57 percent of all mortality in 2020. The late diagnosis of lung cancer is common, which makes survival more difficult. In Malaysia, however, most cases are detected when the tumors have become too large, or cancer has spread to other body areas that cannot be removed surgically. This is a frequent situation due to the lack of public awareness among Malaysians regarding cancer-related symptoms. Malaysians must be acknowledged the high-risk symptoms of lung cancer to enhance the survival rate and reduce the mortality rate. This study aims to use a fuzzy linear regression model with heights of triangular fuzzy by Tanaka (1982), H-value ranging from 0.0 to 1.0, to predict high-risk symptoms of lung cancer in Malaysia. The secondary data is analyzed using the fuzzy linear regression model by collecting data from patients with lung cancer at Al-Sultan Abdullah Hospital (UiTM Hospital), Selangor. The results found that haemoptysis and chest pain has been proven to be the highest risk, among other symptoms obtained from the data analysis. It has been discovered that the H-value of 0.0 has the least measurement error, with mean square error (MSE) and root mean square error (RMSE) values of 1.455 and 1.206, respectively.
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I. INTRODUCTION

Cancer is a disease caused by uncontrolled cell division. Lung cancer develops when cancer originates in the lungs and spreads to lymph nodes or other organs, such as the brain. Moreover, lung cancer may spread from other organs. Lung cancer includes four stages which in Stage I, cancer has not grown to lymph nodes or other parts of the body, whereas in Stage II, the tumors may be bigger and/or have begun to spread to nearby lymph nodes. When cancer has advanced to the lymph nodes of the mediastinum, a diagnosis of stage III can be determined (the chest area between the lungs). In Stage IV, the cancer has spread to the lining of the lungs or to other organs [1].

Lung cancer (small and non-small cell) is the second-leading cause of cancer in both men and women (excluding skin cancer) in 2020 [2]. This kind of cancer is on the rise in several countries, particularly in Asia, where the rate increased from 56 percent in 2012 to 58 percent in 2018 [3]. In the year of 2020, lung cancer is the top cause of cancer-related mortality with 1.80 million deaths, followed by colon and rectum cancer with 935 thousand deaths, and liver cancer with 850,000 deaths. Lung cancer has killed 4,319 lives in Malaysia, or 2.57 percent of all mortality based on the latest WHO data published in 2020. Malaysia ranks 77th in the world with a death rate of 15.25 per 100,000 population [4].

Malaysia continues to have the lowest 5-year lung cancer survival rate. Symptoms of lung cancer are usually detected at an early stage, and more than half of lung cancer patients pass away within the first year after diagnosis. Currently, the main causes of lung cancer are unknown. Yet, certain risk factors and symptoms enhance the likelihood of a person developing lung cancer. There are also a few patients with lung cancer who exhibited no symptoms or identified risk factors [5]. Common lung cancer symptoms include persistent coughing, breathing difficulties, bloody coughing, and a sudden decrease in weight. All these symptoms may appear within one month after a lung cancer diagnosis [6].

This research presents a study on the prediction of high-risk symptoms of lung cancer in Malaysia using the fuzzy linear regression method. The primary goal of this study is to determine the highest-risk signs and symptoms of patients with early lung cancer detection to enhance the likelihood of diagnosing malignancy early and decrease lung cancer mortality. It is important for Malaysians to be aware and acknowledge the highest risk symptoms of lung cancer for them to get early treatment at early stages to increase the likelihood of survival. As for the proposed method, numerous researchers have utilized fuzzy modeling to investigate cases in various fields, including medicine, science, and engineering. Fuzzy modeling is typically used to evaluate more complex scenarios and is reliable. Since 1965, when Lotfi A. Zadeh devised the fuzzy set theory, numerous studies have utilized the fuzzy method. Fuzzy linear regression in 1982 is
recognized as the basic model for other fuzzy models. The model is conveyed as a dependable method since it does not need any assumptions to ensure the results obtained are applicable to society. Hence, the results will still be accurate even if the data of the sample is small.

The entirety of this article is structured as follows: Part II emphasizes significant studies on current challenges and ways to resolve them, while Section III outlines the research methodologies. Section IV includes the results and Section V presents the discussion. Section VI concludes the paper and proposes future work.

II. LITERATURE REVIEW

A. Lung Cancer in Malaysia

Lung cancer is the primary cause of cancer-related mortality globally and the most common cause of death in Malaysia, with males surpassing females regardless of the tumor’s size, location, or dissemination. Lung cancer contributes to around 15.13 percent of cancer deaths [7]. The reported 1-year survival rate is only 35.5 percent however, the relative 5-year survival rate is only 11.0 percent. The survival rate of lung cancer patients in Malaysia at 1 and 5 years is one of the lowest compared to other types of cancer, as shown in Chart A. This survival rate is one of the lowest in the world. The one-year and five-year survival rates are shown per stage in Chart B [8]. Fig. 1 displays Chart A and Chart B.

![Fig. 1. Relative survival of cancer patients in Malaysia.](image-url)

In Malaysia, the probability of getting lung cancer is approximately 1 in 60 for males and 1 in 138 for females, with patients often being diagnosed at the age of 70 or older (range 15 to 90 years). Nevertheless, most cases of lung cancer were not discovered until a very late stage, stage III or stage IV, which is above 90 percent for both sexes. Early-stage disease (I, II, and chosen IIIa) is amenable to curative surgery, which offers the best possibility of long-term cure and disease-free survival [9]. However, most patients (about 75 percent) are diagnosed with advanced cancer (stage III/IV). Despite significant advances in late-stage lung cancer oncological treatment in recent years, survival rates remain poor [10].

There are two distinct diagnostic presentations for lung cancer patients: symptomatic and incidental. Most cases were inadvertently diagnosed through chest X-rays and CT scans. According to the Malaysian Health Technology Assessment Section, a CT scan known as low-dose computed tomography (LDCT) is currently used for lung cancer screening and improved lung cancer diagnosis. Unfortunately, it does not apply to lung cancer patients at high risk. Screening high-risk individuals through screening results is critical since it enhances the likelihood of early cancer detection and decreases lung cancer mortality [11].

While among symptomatic patients, the most often reported complaints that resulted in an imaging referral were the development of a new cough or the worsening of a previously expressed clinical picture suggestive of pneumonia and haemoptysis [12]. It has been proven that cough is the symptom that appears most frequently in lung cancer patients based on the results [13] which frequently reported lung cancer symptoms to include shortness of breath, cough, and anxiety. The study [14] also stressed that fever and cough were the most prominent early symptoms, and respiratory symptoms were prevalent among lung cancer patients. Research [15] reported that cough has the highest number which is 62.0% of patients, followed by chest pain (51.8%) was the most prevalent symptom present at the time of diagnosis. Studies [16] and [17] discovered that haemoptysis had the highest diagnostic value for lung cancer.

B. Background of Fuzzy Linear Regression

Regression analysis is a statistical technique used to determine the cause-and-effect relationship between two variables. Regression analysis is a potent method for comprehending (including forecasting and explaining) the causal factors underlying a population outcome [18]. However, regression models are particularly susceptible to outliers. An outlier is a data point that deviates significantly from most other observations. Variability in measurement may result in an experimental error, whereas an outlier in regression analysis may cause a significant issue. Although data are infrequently linearly separable, regression analysis methods also oversimplify real-world data and issues.

Fuzzy linear regression analysis on the other hand is a significant alternative to conventional regression methods based on statistics. In fuzzy linear regression analysis, a wide variety of fuzzy linear models can be used to approximate a linear dependence based on a set of observations. There are two types of fuzzy regression. The researchers in [19] created ‘possibilistic’ fuzzy regression, a linear programming method that aims to reduce the fuzziness of a system. The second approach is a fuzzy least-squares method that minimizes the distance between two fuzzy numbers. The approaches are designed to handle fuzzy data to satisfy a particular requirement [20].

In a fuzzy environment, a fuzzy regression model is applied to evaluate the functional relationship between the dependent and independent variables. In the literature, numerous fuzzy regression models and methods for estimating the fuzzy parameters of these models have been developed. The possibilistic approach and fuzzy least squares model are the
two most frequent methods for assessing fuzzy regression models [21]. Fuzzy methodology surpasses conventional regression methodology when it is required to predict an outcome variable based on many interrelated factors. Furthermore, it is proved that fuzzy linear regression is more effective relative to simple and multiple linear regression methods [22].

III. METHODOLOGY

Fuzzy sets can be used to account for data inaccuracy and ambiguity. For example, rather than just assigning a binary value to a symptom, such as "present" or "absent," a fuzzy set may be used to represent the degree to which a patient exhibits a specific symptom. This would be preferable to the traditional approach of assigning a binary value [23].

The fuzzy linear regression approach is simpler and more transparent to calculate than classical regression but does not significantly differ from classical regression. Furthermore, these results provide support for the concept of fuzzy linear regression prediction, especially when it comes to fuzzy data [24]. The high-risk symptoms of lung cancer can be detected with greater precision by using the fuzzy linear regression method, which provides a better prediction of imprecise data than regression analysis.

Statistical analysis is adaptable and useful to numerous domains, especially the linear regression technique. Several model elements are represented by fuzzy numbers in fuzzy linear regression, which is a kind of regression analysis. It has been demonstrated that fuzzy linear functions are a good approach for unclear occurrences in linear regression models [25]. The data were analyzed using the statistical software Matlab and Microsoft Excel.

A. Fuzzy Linear Regression (Tanaka, 1982)

To formulate a fuzzy linear regression model, the following were assumed to hold (Tanaka, 1982):

1. The data can be represented by a fuzzy linear model:

   \[Y_e^* = A_1^* x_{e1} + \ldots + A_g^* x_{eg} \leq A^* x_e\]

   Where,

   Fuzzy parameter \(A_g\)

   The variable of fuzzy parameter \(x_e\)

   Equation of the fuzzy parameter \(Y_e^*\)

   \[
   \mu_{Y_e^*}(y) = 1 - \frac{|y_{e} - x_{eg}^T a|}{\sum|y_{e} - x_{eg}^T a|} \tag{2}
   \]

2. The degree of the fitting of the estimated fuzzy linear model \(Y_e^* = A^* x_e\) to the given data \(Y_e = (y_e, \varepsilon_e)\) was measured by the following index \(h_e\), which maximizes \(h\) subject to \(Y_e^h \subset Y_e^s\), where:

   \[Y_e^h = \{y | \mu_{Y_e}(y) \geq h\}\]

   \[Y_e^s = \{y | \mu_{Y_e}(y) \geq h\}\]

   Which are \(h\)-level sets. This index \(h_e\) is illustrated in Fig. 2. The degree of the fitting of the fuzzy linear model for all data \(Y_1, \ldots, Y_N\) is defined by \(\min f[h_e]\). Fig. 2 portrays the fitting degree of \(Y_e^*\) to a fuzzy data of \(Y_e^*\).

![Diagram showing degree of fitting](image)

\(\text{Fig. 2. } \text{Degree of fitting of } Y_e^* \text{ to a given fuzzy data } Y_e^*\)

3. The vagueness of the fuzzy linear model is defined by:

   \[JJ = \zeta_1 + \ldots + \zeta_g \tag{4}\]

   The problem was elucidated by acquiring fuzzy parameters \(A^*\) which minimized \(JJ\) subject to \(h_e \geq H\) for all \(e\), where \(H\) was selected by the decision maker as the degree of fit of the fuzzy linear model. The \(h_e\) can be acquired by utilizing:

   \[h_e = 1 - \frac{|y_{e} - x_{eg}^T a|}{\sum|y_{e} - x_{eg}^T a|} \tag{5}\]

   Tanaka (1982) model estimated the fuzzy parameter \(A_e^* = (a_e^*, \zeta_e^*), \) which are the solutions of the following linear programming problem:

   \[\min_{a_e^*, \zeta_e^*} = \zeta_1 + \ldots + \zeta_g\]

   Subject to \(\zeta \geq 0\) and

   \[-a^T x_e + (1 - H) \sum_f \zeta_f |x_{ef}| \geq -y_e + (1 - H) \varepsilon_e \tag{6}\]

   The best fitting model for the given data may be obtained by solving the conventional linear programming problem in (6). The number of constraints, \(2 N\), was generally substantially greater than the number of variables, \(g\). As a result, solving the dual problem of (6) was easier than solving the primal problem of (6).

   The fuzzy linear regression model (FLRM) can be stated as:

   \[Y = A_0 (\alpha_0, \zeta_0) + A (\alpha, \zeta) x + \ldots + A (\alpha, \zeta) x_g \tag{7}\]

IV. RESULTS

Hideo Tanaka presented a fuzzy approach for linear regression analysis in 1982. There is a fuzzy model in which human estimation and some systems play a role and must deal with a fuzzy structure. Tanaka’s fuzzy linear regression was used in the study to estimate the size of lung cancer patients’ tumors. In total, 124 patients were used. Gender, ethnic, age,
tumor size, cough, haemoptysis, weight loss, appetite loss, chest pain, comorbidities, smoking habit, and stage of cancer were the most key factors. The data were obtained using Microsoft Excel and MATLAB software. H-values ranging from 0.0 to 1.0 were utilised to calculate the center, $a_i$, and width, $c_i$, of each fuzzy parameter. $a_i$ is the center of a fuzzy parameter, while $c_i$ represents the parameter's fuzziness (width). The results of this H-value are shown in the Tables I.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Fuzzy Parameter</th>
<th>$a_i$</th>
<th>$c_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>0.3332</td>
<td>0.6097</td>
<td></td>
</tr>
<tr>
<td>Ethnic</td>
<td>2.3085</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Cough ($A_{i*}$)</td>
<td>14.5494</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Weight loss ($A_{i*}$)</td>
<td>5.3752</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Appetite loss ($A_{i*}$)</td>
<td>-6.6669</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Chest pain ($A_{i*}$)</td>
<td>10.6765</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Smoking habit ($A_{i*}$)</td>
<td>-0.0589</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Comorbidity ($A_{i*}$)</td>
<td>-4.8611</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

**Table I.** Fuzzy Parameter of H=0.0

The following is the estimated fuzzy linear regression model for lung cancer patients:

$$\hat{Y} = 0.6719 + (0.3336, 0.6719) \text{ age} + (3.1988, 0) \text{ ethnic} + (2.5589, 0) \text{ cough} + (14.5031, 0) \text{ haemoptysis} + (5.1294, 0) \text{ weight loss} - (6.3314, 0) \text{ loss of appetite} + (10.4874, 0) \text{ chest pain} - (0.0555, 0) \text{ smoking} - (4.7618, 0) \text{ comorbidity}. \quad (9)$$

<table>
<thead>
<tr>
<th>Variables</th>
<th>Fuzzy Parameter</th>
<th>$a_i$</th>
<th>$c_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>0.3340</td>
<td>0.7498</td>
<td></td>
</tr>
<tr>
<td>Ethnic</td>
<td>3.0827</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Cough ($A_{i*}$)</td>
<td>2.8094</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Haemoptysis ($A_{i*}$)</td>
<td>14.4567</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Weight loss ($A_{i*}$)</td>
<td>2.5344</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Appetite loss ($A_{i*}$)</td>
<td>-3.6466</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Chest pain ($A_{i*}$)</td>
<td>10.2983</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Smoking habit ($A_{i*}$)</td>
<td>-0.0521</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Comorbidity ($A_{i*}$)</td>
<td>-4.7618</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

**Table III.** Fuzzy Parameter of H=0.2

The following is the estimated fuzzy linear regression model for lung cancer patients:

$$\hat{Y} = 0.7498 + (0.3340, 0.7498) \text{ age} + (3.0827, 0) \text{ ethnic} + (2.8094, 0) \text{ cough} + (14.4567, 0) \text{ haemoptysis} + (2.5344, 0) \text{ weight loss} - (3.6466, 0) \text{ loss of appetite} + (10.2983, 0) \text{ chest pain} - (0.0521, 0) \text{ smoking} - (4.6624, 0) \text{ comorbidity}. \quad (10)$$

<table>
<thead>
<tr>
<th>Variables</th>
<th>Fuzzy Parameter</th>
<th>$a_i$</th>
<th>$c_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>0.3344</td>
<td>0.8498</td>
<td></td>
</tr>
<tr>
<td>Ethnic</td>
<td>2.9667</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Cough ($A_{i*}$)</td>
<td>3.0599</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Haemoptysis ($A_{i*}$)</td>
<td>14.4104</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Weight loss ($A_{i*}$)</td>
<td>4.6379</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Appetite loss ($A_{i*}$)</td>
<td>-5.6603</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

**Table IV.** Fuzzy Parameter of H=0.3

The following is the estimated fuzzy linear regression model for lung cancer patients:

$$\hat{Y} = 0.7498 + (0.3340, 0.7498) \text{ age} + (3.0827, 0) \text{ ethnic} + (2.8094, 0) \text{ cough} + (14.4567, 0) \text{ haemoptysis} + (2.5344, 0) \text{ weight loss} - (3.6466, 0) \text{ loss of appetite} + (10.2983, 0) \text{ chest pain} - (0.0521, 0) \text{ smoking} - (4.6624, 0) \text{ comorbidity}. \quad (10)$$

**Table II.** Fuzzy Parameter of H=0.1

**Table IV.** Fuzzy Parameter of H=0.3
The following is the estimated fuzzy linear regression model for lung cancer patients:

\[
\hat{y} = 0.8498 + (0.3344, 0.8498) \text{age} + (2.9667, 0) \text{ethnic} + (3.0599, 0) \text{cough} + (14.4104, 0) \text{haemoptysis} + (4.6379, 0) \text{weight loss} - (5.6603, 0) \text{loss of appetite} + (10.1093, 0) \text{chest pain} - (0.0487, 0) \text{smoking} - (4.5630, 0) \text{comorbidity}. \quad (11)
\]

<table>
<thead>
<tr>
<th>Variables</th>
<th>Fuzzy Parameter</th>
<th>Center (a_i)</th>
<th>Width (c_i)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chest pain ((A_{c}))</td>
<td>10.1093</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Smoking habit ((A_{a}))</td>
<td>-0.0487</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Comorbidity ((A_{c}))</td>
<td>-4.5630</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variables</th>
<th>Fuzzy Parameter</th>
<th>Center (a_i)</th>
<th>Width (c_i)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>0.3348</td>
<td>0.9833</td>
<td></td>
</tr>
<tr>
<td>Ethnic</td>
<td>2.8506</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Cough ((A_{c}))</td>
<td>3.3103</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Haemoptysis ((A_{a}))</td>
<td>14.3640</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Weight loss ((A_{c}))</td>
<td>4.3922</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Appetite loss ((A_{a}))</td>
<td>-5.3248</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Chest pain ((A_{c}))</td>
<td>9.9202</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Smoking habit ((A_{a}))</td>
<td>-0.0453</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Comorbidity ((A_{c}))</td>
<td>-4.4636</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variables</th>
<th>Fuzzy Parameter</th>
<th>Center (a_i)</th>
<th>Width (c_i)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>0.3278</td>
<td>1.4551</td>
<td></td>
</tr>
<tr>
<td>Ethnic</td>
<td>2.7459</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Cough ((A_{c}))</td>
<td>3.5973</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Haemoptysis ((A_{a}))</td>
<td>14.4555</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Weight loss ((A_{c}))</td>
<td>2.1314</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Appetite loss ((A_{a}))</td>
<td>-2.9434</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Chest pain ((A_{c}))</td>
<td>9.8084</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Smoking habit ((A_{a}))</td>
<td>-0.0397</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Comorbidity ((A_{c}))</td>
<td>-4.3334</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

The following is the estimated fuzzy linear regression model for lung cancer patients:

\[
\hat{y} = 1.4551 + (0.3278, 1.4551) \text{age} + (2.7459, 0) \text{ethnic} + (3.973, 0) \text{cough} + (14.4555, 0) \text{haemoptysis} + (2.1314, 0) \text{weight loss} - (2.9434, 0) \text{loss of appetite} + (9.8084, 0) \text{chest pain} - (0.0397, 0) \text{smoking} - (4.3334, 0) \text{comorbidity}. \quad (12)
\]

<table>
<thead>
<tr>
<th>Variables</th>
<th>Fuzzy Parameter</th>
<th>Center (a_i)</th>
<th>Width (c_i)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>0.3238</td>
<td>1.9273</td>
<td></td>
</tr>
<tr>
<td>Ethnic</td>
<td>2.7009</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Cough ((A_{c}))</td>
<td>3.7285</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Haemoptysis ((A_{a}))</td>
<td>14.5119</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Weight loss ((A_{c}))</td>
<td>1.9619</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Appetite loss ((A_{a}))</td>
<td>-2.7169</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Chest pain ((A_{c}))</td>
<td>9.7678</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Smoking habit ((A_{a}))</td>
<td>-0.0370</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Comorbidity ((A_{c}))</td>
<td>-4.2723</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

The following is the estimated fuzzy linear regression model for lung cancer patients:

\[
\hat{y} = 1.9273 + (0.3238, 1.9273) \text{age} + (2.7009, 0) \text{ethnic} + (3.7285, 0) \text{cough} + (14.5119, 0) \text{haemoptysis} + (1.9619, 0) \text{weight loss} - (2.7169, 0) \text{loss of appetite} + (9.7678, 0) \text{chest pain} - (0.0370, 0) \text{smoking} - (4.2723, 0) \text{comorbidity}. \quad (13)
\]
The following is the estimated fuzzy linear regression model for lung cancer patients:

\[ \hat{Y} = 2.8718 + (0.3198, 2.8718) \text{age} + (2.6559, 0) \text{ethnic} + (3.8598, 0) \text{cough} + (14.5682, 0) \text{haemoptysis} + (4.1194, 0) \text{weight loss} + (9.7272, 0) \text{chest pain} + (0.0315, 0) \text{smoking} - (4.2111, 0) \text{comorbidity}. \tag{16} \]

### TABLE IX. FUZZY PARAMETER OF H=0.8

<table>
<thead>
<tr>
<th>Variables</th>
<th>Fuzzy Parameter</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Center (a_i)</td>
<td>Width (c_i)</td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>0.3198</td>
<td>2.8718</td>
<td></td>
</tr>
<tr>
<td>Ethnic</td>
<td>2.6559</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Cough ((A_r^*))</td>
<td>3.8598</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Haemoptysis ((A_r^*))</td>
<td>14.5682</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Weight loss ((A_r^*))</td>
<td>4.1194</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Appetite loss ((A_r^*))</td>
<td>-4.8174</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Chest pain ((A_r^*))</td>
<td>9.7272</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Smoking habit ((A_r^*))</td>
<td>-0.0315</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Comorbidity ((A_r^*))</td>
<td>-4.2111</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

The following is the estimated fuzzy linear regression model for lung cancer patients:

\[ \hat{Y} = 5.7051 + (0.3158, 5.7051) \text{age} + (2.6109, 0) \text{ethnic} + (3.9910, 0) \text{cough} + (14.6245, 0) \text{haemoptysis} + (4.0024, 0) \text{weight loss} + (9.6866, 0) \text{chest pain} + (0.0315, 0) \text{smoking} - (4.1500, 0) \text{comorbidity}. \tag{17} \]

### TABLE X. FUZZY PARAMETER OF H=0.9

<table>
<thead>
<tr>
<th>Variables</th>
<th>Fuzzy Parameter</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Center (a_i)</td>
<td>Width (c_i)</td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>0.3158</td>
<td>5.7051</td>
<td></td>
</tr>
<tr>
<td>Ethnic</td>
<td>2.6109</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Cough ((A_r^*))</td>
<td>3.9910</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Haemoptysis ((A_r^*))</td>
<td>14.6245</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Weight loss ((A_r^*))</td>
<td>4.0609</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Appetite loss ((A_r^*))</td>
<td>-4.7019</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Chest pain ((A_r^*))</td>
<td>9.6866</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Smoking habit ((A_r^*))</td>
<td>-0.0315</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Comorbidity ((A_r^*))</td>
<td>-4.1500</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

The following is the estimated fuzzy linear regression model for lung cancer patients:

\[ \hat{Y} = 5.9810 + (0.3128, 5.9810) \text{age} + (2.5509, 0) \text{ethnic} + (4.1223, 0) \text{cough} + (14.6450, 0) \text{haemoptysis} + (4.1034, 0) \text{weight loss} + (9.6400, 0) \text{chest pain} + (0.0315, 0) \text{smoking} - (4.2111, 0) \text{comorbidity}. \tag{18} \]

Table II to Table XI show the centre, \(a_i\), and width, \(c_i\) values for the fuzzy parameters when \(H = 0.1\) until \(H = 1.0\). The following is the estimated fuzzy linear regression model for lung cancer patients:

\[ \hat{Y} = 5.9810 + (0.3128, 5.9810) \text{age} + (2.5509, 0) \text{ethnic} + (4.1223, 0) \text{cough} + (14.6450, 0) \text{haemoptysis} + (4.0024, 0) \text{weight loss} + (4.6237, 0) \text{loss of appetite} + (9.6400, 0) \text{chest pain} + (0.0315, 0) \text{smoking} + (4.1034, 0) \text{comorbidity}. \tag{18} \]

1) Measuring mean square error (MSE): Table XII displays the mean square error (MSE) values for those H-values. The observed Y is determined by the responses of 124 patients with lung cancer. The H-value with the smallest MSE is 0.0. Since the MSE value of the H-value of 0.0 is the lowest when compared to other values, it has been concluded that this model is the most suited and effective model for predicting the high-risk symptoms of lung cancer.

### TABLE XII. MEAN SQUARE ERROR VALUES

<table>
<thead>
<tr>
<th>H-values</th>
<th>Mean Square Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>1.455</td>
</tr>
<tr>
<td>0.1</td>
<td>1.467</td>
</tr>
<tr>
<td>0.2</td>
<td>1.481</td>
</tr>
<tr>
<td>0.3</td>
<td>1.497</td>
</tr>
<tr>
<td>0.4</td>
<td>1.517</td>
</tr>
<tr>
<td>0.5</td>
<td>1.549</td>
</tr>
<tr>
<td>0.6</td>
<td>1.592</td>
</tr>
<tr>
<td>0.7</td>
<td>1.657</td>
</tr>
<tr>
<td>0.8</td>
<td>1.774</td>
</tr>
<tr>
<td>0.9</td>
<td>2.101</td>
</tr>
<tr>
<td>1.0</td>
<td>2.138</td>
</tr>
</tbody>
</table>

2) Measuring root mean square error (RMSE): Table XIII shows the root mean square error, which is computed by calculating the square root of the total mean square error to achieve the least error value. The models were tested using mean square error. H-values of 0.0 and 1.0 have RMSE values of 1.206 and 1.462, respectively. The fuzzy linear regression model with H-value of 0.0 proves to be the most precise model.
The best parameter for fuzzy linear regression was discovered using the values of mean square error and root mean square error. This study found that haemoptysis was the most impactful symptom in diagnosing lung cancer high-risk symptoms, as it has the highest fuzzy mean parameter in the model with an H-value of 0.0 and a value of 14.5494, as shown in Table I. The findings similar to the [26] stated that individuals diagnosed with lung cancer showed a significantly greater prevalence of persistent haemoptysis. [27] and [28] also emphasized that haemoptysis is the most prevalent cause of lung cancer across all age groups. Chest pain is the second highest risk symptom of lung cancer as it has the value of fuzzy mean parameter of 10.6765 based on Table I. The results are also akin to the study by [29] found that the frequency of haemoptysis, cough, and chest pain was significantly higher than in other samples in all stages. According to [30] chest pain was the top five major complaints when it comes to lung cancer symptoms. Age, ethnicity, cough and weight loss are the other variables that are closely related to the high-risk symptoms of lung cancer as it has positive values of fuzzy mean parameter. In addition, the high-risk symptoms of lung cancer are inversely proportional to the female gender, Chinese ethnicity and other ethnicities, appetite loss, smoking habit, and the presence of other diseases (comorbidity) as it has negative values of fuzzy mean parameters. The lowest mean square error is 1.455, and the least root mean square error is 1.206.

The purpose of this study was to predict the high-risk symptoms of lung cancer in the early stage to initiate preventative measures for lung cancer patients. It was determined that haemoptysis and chest pain are high-risk symptoms for lung cancer patients at Hospital Al-Sultan Abdullah (UiTM Hospital). However, most of the patient data collected from Al-Sultan Abdullah hospital (UiTM Hospital) was from patients with advanced lung cancer (stages 3 and 4). It is difficult to detect symptoms for the earlier stage of lung cancer due to the tumor size in stages I and II is smaller in size since the small tumors convey less texture and shape information than those larger tumors in late stages [31]. It is stated that the bigger the diameter of the tumor size, the more advanced the stage of lung cancer, and the symptoms of lung cancer will begin to appear one by one such as haemoptysis and chest pain. Even though the symptoms are recognized at a late stage, the doctors or patients can still take the initiative or precautions at earlier stages for more particular symptoms as revealed by the results rather than any random symptoms.

VI. CONCLUSION

The aim of this study was to determine high-risk lung cancer symptoms in order to initiate preventative actions. It was concluded that haemoptysis and chest pain are high-risk symptoms for lung cancer patients at Hospital Al-Sultan Abdullah (UiTM Hospital). Both high-risk symptoms can be presented to medical doctors and nurses at the UiTM Hospital so that they can apply them to patients at an early stage. Extreme weight loss, loss of appetite, and comorbidity are the further lung cancer symptoms. Fuzzy linear regression with H-value of 0.0 is the best model for predicting the high-risk symptoms of lung cancer in patients at Hospital Al-Sultan Abdullah (UiTM Hospital) as it has the least measurement error.
error, with mean square error (MSE) and root mean square error (RMSE) values of 1.45 and 1.206, respectively.

In future studies, other researchers should resolve the issue of determining the stages of lung cancer among patients at Selangor’s general hospitals. The study should be expanded to include other public hospitals in each state of Malaysia. In that scenario, the lung cancer study may be thoroughly explored in Malaysia and other countries.
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Abstract—Distributed Denial of Service (DDoS) is a major attack carried out by attackers leveraging critical cloud computing technologies. DDoS attacks are carried out by flooding the victim servers with a massive volume of malicious traffic over a short period, because of the enormous amount of malicious traffic, such assaults are easily detected. As a result, DDoS operations are increasingly appealing to attackers due to their stealth and low traffic rates, DDoS assaults with low traffic rates are also difficult to detect. In recent years, there has been a lot of focus on defense against low-rate DDoS attacks. This paper presents a two-phase detection technique for mitigating and reducing LRDDoS threats in a cloud environment. The proposed model includes two phases: one for calculating predicted packet size and entropy, and another for calculating the covariance vector. In this model, each cloud user accesses the cloud using the virtual machine, which has a unique session ID. This model identifies all LRDDoS assaults that take place by using different protocols (TCP, UDP, ICMP). The experiment's findings demonstrate how the suggested data packet size, IP address, and flow behavior are used to identify attacks and prevent hostile users from using cloud services. The VM instances used by different users are controlled by this dynamic mitigation mechanism, which also upholds the cloud service quality. The results of the experiments reveal that the suggested method identifies LRDDoS attacks with excellent accuracy and scalability.

Keywords—LRDDoS attack; distance deviation; covariance vector; threshold

I. INTRODUCTION

As next-generation Internet technologies are devised and developed, distributed denial of service (DDoS) attacks on the internet have become exceedingly dangerous. The traditional technique of executing DDoS attack is to flood the network with a high number of packets, straining the server's bandwidth, computational power, memory and delaying legitimate users' access to resources. In 2001, Asta networks observed a new sort of attack on the internet backbone: a denial-of-service attack. Kuzmanovic and Knightly discussed the idea at the SIG conference in 2003 [1]. They assumed the attacks were conventional DoS attacks, which may significantly limit and restrict network traffic. Furthermore, the attacks are called "Shreww Attacks" because they cannot be detected by the methodologies. The attacks were known as Low Rate Distributed Denial of Service (LRDDoS) attacks by other researchers. [2]. Unlike classic assaults, LRDDoS attacks send intermittent high-volume queries and use weakness in the network protocol [3] to actively minimize resource requirements for normal users. The attacks have a substantial impact on network performance.

An average attack traffic, on the other hand, is quite minimal due to the short duration of each assault burst, which is remarkably comparable to the burst traffic generated by many conventional application services. LRDDoS attacks are difficult to identify and mitigate because of their stealth and destructiveness. If the device requires new functionalities, the new protocols or regulations must be redesigned. As a result, existing network detection mechanisms for LRDDoS assaults are often down.

DDoS assaults are classified by the network into two sorts based on their behaviour: "Low Rate DDoS" and "High Rate DDoS" (LRDDoS & HRDDoS attacks) [4][17]. The HRDDoS attack's goal is to block legitimate users from accessing services. These attacks are carried out by transferring a large volume of traffic in order to take advantage of network capacity. The fundamental weakness of the HRDDoS assault is its traffic characteristics, which is why the attackers prefer the LRDDoS approach [5]. LRDDoS attacks are difficult to detect since the assault traffic resembles normal traffic.

Instead of depleting network bandwidth and resources throughout, an LRDDoS attack targets protocol stack flaws. The attacker emits malicious packets at a low rate, because of which the security systems built on network-level are not able to detect the characteristics of the attack. The attacker's goal is basically degrading the "Quality-of-Service (QoS)" being experienced by a legal end user rather than disrupting the network services delivered to them. Many approaches to detecting DDoS attacks have been developed, including the Anomaly Detection System (ADS). However, LRDDoS attacks involve regular behavior as normal traffic deliberately, as a result of which, it is difficult to identify.

The goal of an LRDDoS attack is to continuously drain resources and bandwidth [4]. This form of assault generates adequate traffic in the network. Fig. 1 depicts the LRDDoS assault scenario. The network time duration (Δt), burst rate (br) and burst width (bw) are used to describe these assaults. LRDDoS attacks operate differently than traditional DDoS attacks. Since TCP vulnerabilities are the main targets of LRDDoS attacks, it can be difficult and complex to identify these attacks.

LRDDoS attacks differ significantly from traditional kinds of assault detected via anomaly detection techniques. This attack makes use of TCP congestion by transmitting malicious traffic in small bursts over a short period of time, known as a pulsing assault, or by sending packets at a steady pace, known as a constant attack. On average, present LRDDoS detection
algorithms can identify just a small percentage of attack packets. Because the difference between regular traffic and LRDDoS traffic is so small, it is extremely difficult to recognize and discriminate.

The present cloud security solutions are non-adaptive and insufficient for detecting LRDDoS attacks. To address this issue, a two-phase detection approach is used to distinguish between legitimate and malicious communication in the cloud computing environment. The suggested approach is independent of the assay pattern. It may achieve a significant distance barrier, leading to a low false positive rate.

The following is the contribution:

Examine the difference in packet size distribution between legitimate and malicious assaults.

A system that incorporates quick access to cloud services is recommended.

The suggested approach adapts to both internal and external network traffic, allowing for the detection of the attack and the reduction of LRDDoS recurrence in the future.

II. RELATED WORK

Wang et al. [6] introduced METER, an “enseMbле discrЕte wavelet Transform-based technique for detecting low-frequency DDoS assaults in SDN”. This model assists in identifying the assault by computing the wavelet coefficients matrix and the associated entropy. Yu et al. [7], devised a methodology to identify DDoS attack using dynamic resource allocation approach and queueing theory. Xiang et al. [8] used information metrics such as generalized entropy and information distance to network traffic-based algorithms to detect low-rate DDoS attacks.

A mathematical model for recognizing low-rate DDoS assaults was developed by Luo et al. [9] based on the congestion characteristics of victim TCPs. Wu et al. [10] also developed a mathematical model that combines the MF-DFA algorithm with the holder exponent to distinguish between malicious and non-malicious traffic in a low-rate DDoS assault.

Takahashi et al. [11] developed a method for detecting a shrew DDoS assault that has already been initiated in a home network setting employing a bottleneck connection with unknown bandwidth and buffer capacity. The proposed attack detection method reduces downstream traffic from targeting network to keep the quality, while keeping the attack traffic covert by increasing the pulse rate exploratorily and measure the attack effect by deploying bot nodes in the home network.

By monitoring the pace at which flow table rules are applied, Dhawan et al. [12] suggested a technique for identifying DoS assaults. The network is alerted that it may be attacked when the rate of flow rule installation rises over a certain threshold, and the defensive mechanism is then turned on.

H. Chen et al. [13] offer a hybrid approach for detecting LDDoS attacks that incorporates trust evaluation with the Hilbert-Huang Transformation. An intrinsic mode function (IMF) is implemented using a hybrid method which includes the correlation and Kolmogorov-Smirnov values, and if these values are more than 0.4 and 0.3, respectively, and the static point shows a higher degree of confidence in the network, it will help in detecting LDoS assaults.

Kieu et al. [14] suggested a technique for detecting LDDoS attacks by estimating TCP throughput and using the TCP congestion window. Wu et al. [15] identify and filter out DDoS traffic using temporal frequency analysis. The filtering technique is developed as a system in the real world.

Florea et al. [16] advocated adopting a unified detection architecture to overcome the challenge of detection against low-rate DDoS attacks.

III. SYSTEM MODELING AND ASSUMPTIONS

The proposed model is a dynamic mitigation strategy for detecting LRDDoS attacks and optimizing QoS while working with constrained system resources. Both lawful packets and attack packets supplied by the legitimate user and the attacker may be easily sent to the current network detection system since the internet was created for openness and best effort transmission. In the event of an LRDDoS assault, when compared to lawful traffic, the attack packet shows several odd properties, such as the quantity of traffic flows and packets with unusual distributions or statistics [18]. LRDDoS packets have higher features than legitimate traffic since they are purposefully manufactured by prebuilt programme. As a result, the packet size in each request may be used to measure the distribution difference between regular traffic and malicious traffic [18]. While considering an LRDDoS attack, each and every packet transferred to the network is regarded a lawful request packet since all of the header information is acceptable. This helps the attacker to purposefully aggregate the packets and attack the victim’s server which leads to the display of abnormal deviations in its network [5].

The technique focuses on the differences between the distribution of packet sizes and between legitimate and attack packets. This measured difference allows for the identification of the traffic.
As seen in Fig. 2, each legal cloud user (cc_i) is given access to a virtual machine (VM_i). The cloud architecture is split into two portions, one to offer service and the other to verify and identify DDoS attacks. The cloud user’s virtual machine (VM_i) is the source of the verification and detection process, where the LRDM algorithm is put and from which the predicted packet size of each traffic is calculated. The Low-rate detection method receives the network traffic from each virtual machine VM from which session ID s_id is retrieved.

A. PHASE I Algorithm

The LRDM method is split into two stages; the first stage examines the packet size and flags communication as malicious if it exceeds a certain threshold. Each user (cc_i) connects to the network and sends the (Rq_i) request packet to the cloud. Let Rq_i(t) represent the collection of network flows in the cloud over the t interval.

\[ Rq_i(t) = \{ Rq_1(t), Rq_2(t), Rq_3(t), Rq_4(t), \ldots \ldots \ldots Rq_{n}(t) \} \]

The cloud user CC_i sends a request Rq_i with a packet size PS_i for a particular time interval Δt. The maximum packet size that can be sent across the network is set to PS_{max} = 1514. As a result, the network flow at the moment Δt for each cloud user will be Rq_i(Δt).

\[ Rq_i(Δt) = \{ Rq_1(PS_1), Rq_2(PS_2), \ldots \ldots \ldots Rq_{n}(PS_n) \} \]

It should be remembered that the network protocol limits packet size. As a result, TCP traffic during an LRDDoS assault will enter a malicious series of drop-recovery-drop. In LRDDoS attack situations, TCP transmission becomes more discontinuous and unsteady as compared to TCP traffic in normal network settings. The packet size received should satisfy the range 60 ≤ PS_k ≤ 1514. Each cloud user sends a N_i network request to the cloud server at Δt time interval.

In order to create a collection of packet size arrays PA_i(Δt), the packet size is directly retrieved from the packet header,

\[ PA_i(Δt) = \{ P A_1, P A_2, \ldots \ldots \ldots \ldots \ldots \ldots P A_n \} \]

The mean packet size is calculated for the network over a time interval (Δt).

\[ MP_A = \frac{1}{N} \sum_{k=1}^{N_i} PA_i, such that 60 \leq PA_k \leq 1514 \]

The probability of occurrences of Rq_i(Δt) is calculated as,

\[ p(Rq_i(Δt)) = \frac{N_i}{\sum_{i=1}^{N_i} N_i}, where p(Rq_i(Δt)) \geq 0 and \sum_{i=1}^{N_i} p(Rq_i(Δt)) = 1 \]

The packet size expected for each network flow of CC_i is calculated as,

\[ Ep'(x) = \sum_{i=1}^{N} p(Rq_i(Δt)) * MP_A \]

Next, compute the distance deviation between the calculated packet size (Ep'(x)) and default packet size (Ep_i(x)), this distance gap help to identify the inequality between the legitimate traffic and normal traffic.

\[ \partial(\alpha, Δt) = Ep'(x) - Ep_i(x) \]

Suppose Rq = \{r_1 ', r_2 ', r_3 ', r_4 ' \} is the ordered flow of traffic in the network at the sample time period Δt. Let the probability of each flow will be P = \{p_1, p_2, p_3, p_4\}. The mean packet size MP_A = \{m_1, m_2, m_3, m_4\} for all value of Rq. The obtained and stored value of the normal expected packet size will show a loss of generality as,

\[ Ep'(r_1 ', r_2 ', r_3 ', r_4 ') = Ep'(r_4 ', r_3 ', r_2 ', r_1 ') \]

The symmetry of the attack is independent of the arrival pattern and pulse pattern; therefore the accuracy will be overwhelmed by the distance deviation caused by the LRDDoS attack in the network.

\[ A t t_{flag} = \begin{cases} 1, & \partial(\alpha, Δt) \geq 0 \\ 0, & \partial(\alpha, Δt) < 0 \end{cases} \]
Fig. 3 depicts the flow diagram illustrating the Algorithm of phase 1.

**Algorithm of Phase 1**

**Input:**
Set of requests $R_q(\Delta t)$ and an array of packet size $p_{\text{max}}$

**Output:**
Attack Detection or setting the packet with a flag $At_{\text{flag}}$

**Procedure VV():**
Retrieve the request’s session id $S_{id}$

**AnalysisLRDDoS():**
if $n_{rin} > 100$ then
Stop executing all requests with the same session ID $S_{id}$
else
Generate an array $PA_i(\Delta t)$
Calculate the mean packet size

$$\overline{MPA} = \frac{1}{N} \sum_{k=1}^{N_i} PA_i$$

Calculate the probability occurrences $R_q(\Delta t)$,

$$p(R_q(\Delta t)) = \sum_{i=1}^{N} N_i$$

Compute the expected packet size of the network for the cloud user $CC_i$,

$$Ep'(x) = \sum_{i=1}^{N} p(R_q(\Delta t)) * \overline{MPA}$$

Distance deviation is calculated:

$$\delta(\delta, \Delta t) = Ep'(x) - Ep'_i(x)$$

if $\delta(\delta, \Delta t) \geq 0$ then
set the attack flag as $At_{\text{flag}} = 1$ (i.e, LRDDoS attack is detected)
else
set the attack flag as $At_{\text{flag}} = 0$ (i.e, Normal traffic)

**Fig. 3.** Phase I flow algorithm.
B. PHASE II Algorithm

In this phase II process, a usage of covariance vector to identify LRDDoS assaults; if the LRDDoS assault pulse is perceived as a significant signal, the network background traffic acts as the sender's noise. During transmission, attack flows are masked by genuine traffic; nevertheless, covariance vector detection is used to identify attack flows at the receiving end.

1) The covariance vector principle: A random vector's covariance matrix is a square matrix that contains all of the covariances between the vector's entries. Consider the two vectors \( \hat{x} \) and \( \hat{y} \) which are used as random vector as,

\[
\hat{x} = \{x_1, x_2, \ldots, x_n\}^t
\]

\[
\hat{y} = \{y_1, y_2, \ldots, y_n\}^t
\]

\[
cov[\hat{x}, \hat{y}] = E[(x_i - E[x_i])(y_j - E[y_j])]
\]

\( \text{cov}[\hat{x}, \hat{y}] \) is known as cross covariance vector. A cross-covariance matrix is one in which the element at the \( i, j \) positions represent the covariance between the \( i^{th} \) element of one random vector and the \( j^{th} \) element of another random vector variable with several dimensions. All of the scalar random variables in the vector are its elements. There is finite or an infinite number of potential values for each element, as well as a finite or an unlimited number of values that may be experimentally observed. The cross-covariance matrix logically adds more dimensions to the idea of covariance. Typically, the cross-variance vector mean of the two vectors \( x \) and \( y \) is expressed as,

\[
K_{xy} = \text{cov}[\hat{x}, \hat{y}] \equiv E[p(x_i - E(x'_i)) - (y_i - E(y'_i))]\]

In the phase II algorithm, some initial vectors are used to perform the calculations for each request coming from the cloud user \( CG_i \). A normal traffic vector is generated \( R_{nor} = \{RN_1, RN_2, \ldots, RN_n\} \), mean vector value of the normal traffic as \( M_{nor} \) and threshold value \( \delta_{nor} \). In this phase the covariance vector mean value is subtracted by predefined mean vector value and then compared with the 3-phase threshold and 4-phase threshold value to detect the LRDDoS attack in depth. The request \( R_q \) which is detected will be put on hold for a specific time period and the IP address (IP), protocol used(P), attack duration (D), attack period (Δt), attacking rate \( r \) is blacklisted which is indicated as \( B_{list} \). Fig. 4 depicts the flow diagram illustrating the Algorithm of phase II.

<table>
<thead>
<tr>
<th>Algorithm of Phase II</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong></td>
</tr>
<tr>
<td>Set of request ( R_i(\Delta t) )</td>
</tr>
<tr>
<td>( R_{nor} ) mean vector value of the normal traffic as ( M_{nor} )</td>
</tr>
<tr>
<td>Threshold value ( \delta_{nor} )</td>
</tr>
<tr>
<td><strong>Output:</strong></td>
</tr>
<tr>
<td>( B_{list} ) and time of halt</td>
</tr>
<tr>
<td><strong>Procedure:</strong></td>
</tr>
<tr>
<td>Convert the request obtained from the network to a vector form ( R_{vec} )</td>
</tr>
<tr>
<td>Check the result obtained from the from phase I algorithm</td>
</tr>
<tr>
<td>If ( Attr_{flag} = 1 )</td>
</tr>
<tr>
<td>Blacklist the request ( R_i(\Delta t) ) in ( B_{list} ) file by capturing the information as IP address (IP),Protocol used(P),attack duration (D), attack period (Δt), attack rate ( r ) and halt the cloud user for ( \frac{1}{2n} \Delta t ).</td>
</tr>
<tr>
<td>Otherwise</td>
</tr>
<tr>
<td>Compute the covariance vector mean as,</td>
</tr>
<tr>
<td>( K_{rec} = E[</td>
</tr>
<tr>
<td>If ( K_{rec} = M_{nor} \leq 3\delta_{nor} ) or ( 4\delta_{nor} ) then,</td>
</tr>
<tr>
<td>Set ( Attr_{flag} = 0 ), consider as normal traffic</td>
</tr>
<tr>
<td>Else</td>
</tr>
<tr>
<td>Set ( Attr_{flag} = 1 ) and Blacklist the request ( R_i(\Delta t) ) in ( B_{list} ) file by capturing the information as IP address (IP),Protocol used(P),attack duration (D), attack period (Δt), attack rate ( r ) and halt the cloud user for ( \frac{1}{2n} \Delta t )</td>
</tr>
</tbody>
</table>
IV. EXPERIMENTAL OUTCOME AND ANALYSIS

The experiment is made by establishing some crucial criteria depending on the outcomes of available resources in order to assess how well the suggested system performs when subjected to an LRDDoS attack, identify the attack’s features, and creates a blacklist of the attacker. The primary justification for looking into the assault is the design of the communication protocols, which enable successful end-to-end service delivery. The proposed system mitigates LRDDoS attacks in a cloud computing environment using a two-phase detection method. Attackers however, use the protocols to change how cloud services and apps are accessible. According to the suggested strategy, the three main flooding assaults are TCP SYN, UDP, and ICMP. In this case, the victim end of the attack experiences one-way attack traffic and disproportionately high levels of unauthorized resource use.

The experimental setup uses the following configuration. One server with \( m + n \) virtual machines is used, where \( m \) stands for legitimate users and \( n \) stands for malicious users. The configuration includes Windows 10 operating system, Intel (R) Core (TM) i7-4790 CPU running at 3.60 GHz, 500 GB of storage, 16 GB of RAM for desktops and 72 GB for server. The scenarios of low-rate DDoS attacks and non-attack traffic are created for the experiment. In the absence of an attack, authorized users (\( m \) virtual system) contact the cloud server to request access to services or files kept on the server. A malicious user (\( n \) virtual machine) sends attack packets to the cloud server in an attack scenario. In contrast, in an attack scenario, the cloud server will simultaneously receive requests from both legitimate users and malevolent users. To identify the LRDDoS attack sources per source IP throughout the observed period, the correlation 1 query is run on the input stream. By combining the source addresses that come from the user group (\( m + n \) users), correlation is achieved. At the selected time interval, network flows are gathered. Attack packets are added to the Backlist along with the session ID of the virtual machine source when the individual source IP crosses the threshold value.

The two-phase detection system captures the stream processing quite well. Data from the baseline profile are used to calculate the threshold value. The cloud's statistics and behavior while it is not under assault are examined. The baseline profiling is done for a period of time that varies from daily to weekly to monthly. The baseline is periodically updated to reflect any alterations to the cloud usage. The Slowloris attack tool is used to simulate low-rate attack situations. It is a DDoS attack programme that creates irregular HTTP connections using the Hyper Text Transfer Protocol (HTTP). By absorbing all connections of the server, the tool attempts to maintain HTTP connections for an...
extended period of time while slowing down the cloud server (such as Apache and dhttpd). The Apache web server's timeout setting is 250 seconds by default; however, it can be changed depending on how the attack packets are transmitted.

Incomplete HTTP connections are opened by the Slowloris to launch low-volume assaults. It performs data requests and, once all connections have been used, resets the timeout counter value to 1. Using $x + y$ malicious nodes, the assault begins with the command `perl slowloris.pl –dns s 192.169.60.1 – 250 www.abcexample.com – timeout 3 – num 60 – port 80`. By claiming to be IP addresses in the subnet from 192.169.60.1 to 192.169.60.250, the malicious nodes create 60 connections and maintain them by making data requests every 5 seconds. The low acquisition rate timeout of 5 seconds is selected. In low-rate attack scenarios, the legitimate nodes submit request packets to the cloud server concurrently with the malicious nodes. At the CC, the traffic is recorded for each scenario, and a matching Traffic flow behavior graph (TFBG) is created. In Fig. 5, the TFBGs are shown. Fig. 5(a) demonstrates the steady traffic flow that was present when there was no threat of assault, while Fig. 5(b) depicts the periodic and pulsating traffic streams seen during an LRDDoS assault.

The detection precision of each assault is displayed in Table I below. The total detection accuracy for a TCP SYN flooding attack is stated to be 99.97% in a time window of 60 seconds. For different threshold values, such as 100, 1000, 5000, 10,000, and 15,000, the accuracy of the attack detection is accordingly 99.85%, 99.98%, 99.99%, 99.99%, and 99.99%. The overall detection accuracy for a UDP flooding attack is reported to be 99.96% during a time window of 60 seconds. Attack detection accuracy ranges from 99.81%, 99.98%, 99.99%, and 99.99% for threshold values of 100, 1000, 5000, 10,000 and 15,000, respectively. For an ICMP flooding assault, the total detection accuracy was 99.84% within a 60-second time window. The accuracy with which the assault is detected is 99.32%, 99.93%, 99.98%, 99.99% and 99.99% for various threshold values, such as 100, 1000, 5000, 10,000 and 15,000, respectively.

In accordance with the IP addresses, the received packets are counted. The non-attack scenario had an average flow count of 2982; the low-rate assault scenario had an average flow count of 610. Table II provides an overview of the values for the selected parameters. According to Fig. 6, legitimate requests in the system under the nonattack scenario last a little bit longer than malicious ones under the LRDDoS attack scenario. The resource isolation means that the LRDDoS assault won't have an effect on the container instances handling malicious requests that have been blacklisted. Fig. 6 demonstrates the flow of requests within the network, showcasing both normal traffic and malicious traffic.

![Traffic flow behavior graphs](image)

Table I: LRDDoS Attack Detection Precision

<table>
<thead>
<tr>
<th>Attack Source</th>
<th>Threshold</th>
<th>TCP SYN</th>
<th>UDP</th>
<th>ICMP</th>
</tr>
</thead>
<tbody>
<tr>
<td>SET 1</td>
<td>100</td>
<td>99.85</td>
<td>99.81</td>
<td>99.32</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>99.98</td>
<td>99.98</td>
<td>99.93</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>99.97%</td>
<td>99.96%</td>
<td>99.84%</td>
</tr>
</tbody>
</table>
Table II. Parameter Experimental Values

<table>
<thead>
<tr>
<th>Traffic scenario</th>
<th>Behavior graph pattern</th>
<th>Average flow count</th>
<th>Response time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal Traffic</td>
<td>Uniform pattern</td>
<td>2982</td>
<td>60 seconds</td>
</tr>
<tr>
<td>LRDDoS attack traffic</td>
<td>Periodic and pulsing</td>
<td>610</td>
<td>60 seconds</td>
</tr>
</tbody>
</table>

Fig. 6. Combined traffic flow behavior.

Table III provides a comparison of the suggested technique to the current approaches. When comparing approaches, it is taken into account how well they can identify DDoS attacks with low attack rates, as well as how quickly they can respond. To evaluate the correctness of the proposed technique, two metrics are used: True Negative Rate (TNR) and True Positive Rate (TPR), also known as specificity and sensitivity, respectively. TPR and TNR are calculated as follows:

\[
TPR = \frac{x'}{x' + y'}
\]

and

\[
TNR = \frac{a'}{a' + b'}
\]

where,

\[x' = \text{signifies properly identifying malicious users.}\]

\[y' = \text{Unauthorized users.}\]

\[a' = \text{Accurately detected authorised users.}\]

\[b' = \text{Authorized users who were mistakenly labelled malevolent.}\]

The following metrics are used to assess the proposed method's accuracy:

\[
\text{Accuracy} = \frac{x' + a'}{x' + y' + a' + b'}
\]

The experiment was repeated multiple times with various combinations of reliable \((x + p)\) and malicious \((y + q)\) nodes selected from the set of 16, 32, 64, 128, 256, and 512 in order to evaluate performance. Table III displays the comparative analysis of the experimental outcomes. For a high number of nodes, there is only a little change in the flow count. Therefore, only the results for up to 128 nodes are displayed. Based on the response time, average flow count, and traffic flow behavior, the study is carried out. Based on the trials, 99.1% and 99.5%, respectively, are the average values for TPR and TNRs shown in Fig. 7. The proposed technique has a 99.4% total accuracy rate as shown in the below Table III.

Table III. Comparison of Proposed System with Existing System

<table>
<thead>
<tr>
<th>Methodology</th>
<th>Normal</th>
<th>LowRate</th>
<th>Response time</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>FR-Red [a]</td>
<td>Yes</td>
<td>Yes</td>
<td>(15.1-125.8) sec</td>
<td>98%</td>
</tr>
<tr>
<td>Queue based model[b]</td>
<td>Yes</td>
<td>Yes</td>
<td>Medium</td>
<td>99.1%</td>
</tr>
<tr>
<td>LORD [c]</td>
<td>Yes</td>
<td>Yes</td>
<td>75 sec</td>
<td>99.1%</td>
</tr>
<tr>
<td>MPTCP [d]</td>
<td>Yes</td>
<td>Yes</td>
<td>33 sec</td>
<td>98.9%</td>
</tr>
<tr>
<td>Proposed Methodology</td>
<td>Yes</td>
<td>Yes</td>
<td>(60-65) sec</td>
<td>99.4%</td>
</tr>
</tbody>
</table>

*NA= Not Available
Fig. 7. A comparison between the proposed methodology and existing methodology.

V. CONCLUSION AND FUTURE RESEARCH PROSPECTS

This work proposes a simple and effective two-phase detection methodology for detecting LRDDoS attacks in a cloud domain. The suggested model incorporates the 3D Threshold and covariance vector notions as well as the packet size of each request and the network flow count. Based on the concept, a faulty LRDDoS attack in a network with restricted resources is possible. The model's performance demonstrates a 99.97%, 99.96%, and 99.84% accuracy in identifying the LRDDoS attack, which is carried out utilizing the TCP, UDP, and ICMP protocol. By establishing a variety of threshold values, the testing results show an average detection of 99.8%. Using this method, a cloud user’s virtual machine may be optimized and system resources can be dynamically reassigned. The suggested approach entirely eliminates the effect of LRDDoS attack by blacklisting the user for a particular time period and increase the ability of the other user to utilize the service of cloud without getting affected by the attack.

As part of future work, it is necessary to investigate techniques to counteract LRDDoS attacks on the assumption that virtual machines may expand with limitless resources. Furthermore, in the limitless resources scenario, an attempt is made to investigate pricing difficulties in a VM-based cloud system when defending against an LRDDoS assault.
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Abstract—Abnormal detection of pig behaviors in pig farms is important for monitoring pig health and welfare. Pigs with health problems often have behavioral abnormalities. Observing pig behaviors can help detect pig health problems and take early treatment to prevent disease from spreading. This paper proposes a method using deep learning for automatically monitoring and detecting abnormalities in pig behaviors from cameras in pig farms based on pig behavior patterns comparison in activity periods. The approach consists of a pipeline of methods, including individual pig detection and localization, pig tracking, and behavioral abnormality analysis. From pig behaviors measured during the detection and tracking process, the behavior patterns of healthy pigs in different activity periods of the day, such as resting, eating, and playing periods, were built. Behavioral abnormalities can be detected if pigs behave differently from the normal patterns in the same activity period. The experiments showed that pig behavior patterns built in 30-minute time duration can help detect behavioral abnormalities with over 90% accuracy when applying the activity period-based approach.
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I. INTRODUCTION

Pig tracking plays an important role in the early detection of problems in pig health and welfare. Traditionally, this job is done by workers on pig farms. This manual method has a number of disadvantages. Firstly, workers cannot monitor all pigs continuously and all the time, because they have many other jobs to do. Secondly, they lack the capability to remember and associate the behaviors of each individual pig over a long period of time to detect behavioral abnormalities. In addition, on large pig farms, this task requires a lot of labor.

Tracking pigs automatically not only reduces labor costs, but can also provide better performance since pig behaviors can be observed and associated over a longer period of time. By recording pig behavior measurements over a long period of time, the changes in behavior patterns of pigs can be detected, and these can be used as early signs of disease. If the decision can be made only at the observing time and can not be associated with other observations in the past, only serious clinical signs can be detected, which may result in a late intervention [1].

Pig tracking can be performed in groups or at the individual level. Although group behavior measurement has been proven to have usefulness in pig health and welfare monitoring, individual behavior detection and tracking has more advantages as it can enable personalized abnormal detection and treatment [1]. Obviously, tracking individual pigs is a more challenging task than tracking group of pigs because of the potential errors in individual pig detection and identification. Recently, with improvements in object detection and tracking techniques, pig tracking has been focused on individual-level.

Tracking pigs from surveillance cameras is a widely used method due to its low cost and simplicity of installation when compared to wearable methods. Depth sensors such as 3D cameras have been used to measure the depth of pig images detected to identify if a pig is standing or lying [2, 3, 4, 5], but this kind of device is expensive, and this method cannot be used to identify other postures such as eating or drinking. Recently, deep learning approaches have been utilized to detect, track, and identify exact behaviors of individual pigs. Based on the convolutional neural network (CNN) architecture, a number of multi-object detection algorithms have been introduced, such as Faster R-CNN [6], SSD [7], YOLO [8]. These algorithms can help locate and classify objects in images, which can be used for pig localization and posture classification in video frames from surveillance cameras. This approach worked on inexpensive 2D RGB cameras and has the ability to identify various pig behaviors such as standing, lying, eating, drinking, foraging, etc. [4, 5, 9, 10, 11, 12, 13] or identify moving, non-moving behaviors [1](1). Non-moving behaviors can be identified in the detection phase by dividing pig classes of the detection model into sub-classes such as pig standing, pig lying, pig eating, etc. [1, 10, 11] or using an additional image classification model to classify the detected pig images into different behavior classes [13]. Moving behaviors, such as walking or running, can be identified in the tracking process by measuring the distance that a pig traveled between continuous frames [1, 13]. In addition to basic postures and behaviors, some researchers tried to identify more complex postures, such as sitting, lateral lying, sternal lying, etc. [11]. When the behaviors can be identified during the tracking process, changes in pig behaviors can be detected by considering the time for each behavior [10, 13] or time spent moving, being idle, and distance traveled [1].

One of the most challenging issues in pig tracking is identification errors caused by identity switching or changing problems during the multi-object tracking process. Some previous works have tried to improve this problem by using additional methods, such as a correlation filter-based tracker via a novel hierarchical data association algorithm [15] or trajectory processing and data association [16]. However, due to the natural conditions of commercial pig farms, such as high
pig density, low light, similar appearances of pigs, or wide covering area of cameras, tracking each individual pig for a long time with low identification error rate is still a difficult task.

In this paper, we propose a pipeline of methods, including detection, tracking, building healthy pig behavior patterns, and behavior abnormality detection based on comparison of new pig behaviors and healthy pig behavior patterns. We tried to reduce the impact of identification errors by calculating the behavior patterns in 30-minute-long videos. Moreover, to make the behavior patterns built in only a 30-minute time duration but still have capabilities for detecting behavioral abnormalities, we built different behavior patterns for each activity period in a day. According to our studies, pigs have typical behaviors during different activity periods in a day, such as resting time, eating time, playing time, and building different behavior patterns for each activity period can improve the behavioral abnormality detection performance.

In our method, videos from cameras installed on pig pens will be streamed to the Yolo v7 model [17] to detect pig locations and postures. In the detection phase, pigs detected will also be classified into different posture classes, such as standing, lying, and eating. Pig locations in continuous video frames will be used to identify the individual pigs and track their movements using the DeepSORT algorithm [18]. While lying and eating behaviors are identified in the detection phase, standing and moving behaviors need to be determined in the tracking phase. In the tracking phase, we can measure the distance between the locations of each individual pig in continuous frames. If the distance between locations of a pig is less than a threshold number in some continuous frames, the pig can be determined to be idle rather than moving. Based on the behaviors recognized in the detection and tracking processes, behavior patterns can be built for different activity periods of a day. The experiments showed that the behavior patterns, which were built from 30-minute time duration, could reduce the identification error but still show behavioral characteristics in each activity period.

The main contributions of our method are:

- Proposed an end-to-end method for detecting and tracking pigs individually, measuring their behaviors and building behavior patterns, detecting behavioral abnormalities.

- Proposed an approach for building healthy pig behavior patterns in different periods of time in a day, such as rest time, eating time, and playing time. With this approach, we can build behavior patterns in only 30 minutes to reduce the identification error. Based on the behavior patterns, abnormalities can be detected by calculating the difference between the tracked pig behavior set and the behavior patterns. We tested our approach on both healthy and sick pig datasets.

The rest of the paper will be structured into the following sections. Section II describes the materials and methods for pig detection, tracking, and behavior analysis. Section III describes the experiments and results. Section IV finalizes a conclusion.

II. MATERIALS AND METHODS

A. Datasets

The datasets used in this paper were collected from two pens on a commercial pig farm. One pen (Pen 1) contains healthy pigs, and the other one (Pen 2) contains sick pigs (which were collected from other pens for quarantine purposes). Videos from both pens were used to create the pig detection and tracking datasets. Videos from Pen 1 were used to build healthy pig behavior patterns, and videos from Pen 1 and Pen 2 were used to build test datasets for behavioral abnormality detection.

The video was recorded using one EZVIZ (resolution: 1920 x 1080, focal length: 4.0mm, max frame rate: 15 FPS) on pens containing 15-18 pigs with ages from 3 months to 4 months and weights from 40 kg to 50 kg.

The videos were recorded across different days and times to collect the data in different conditions. Fig. 1 shows the sample images from the experimental pens.

![Sample images from experimental pens.](image.jpg)

From this raw dataset, we created pig detection, pig tracking, pig re-identification, and pig behavior analysis datasets for our experiments. The details of these datasets are described in the next sections.

1) Detection dataset: To create the detection dataset, we extracted image frames from captured videos and manually annotated them using the LabelImg tool [19]. Using this tool, we created a bounding box for each pig in the images and assigned it one of three classes: standing, lying, or eating (to annotate the eating behavior, we need to create a bounding box covering not only the pig but also the feeder as well, so
that the model can learn if it is eating food in the feeder trough or not).

Totally, 3,069 images were extracted from recorded videos and annotated for training and testing the detection model (48,522 annotations). The images were extracted from videos captured at different times in order to test the detection and tracking performance in various illumination and weather conditions.

2) Tracking dataset: To create the detection dataset, we just need to create a bounding box for each pig and assign it a behavior class, as mentioned above. But to create the tracking dataset, we need to assign each pig the same identification number (ID) from frame to frame.

The frames in the tracking dataset are selected in the order they appear in the video but don’t need to be continuous because the frame rate of videos is very high. On average, we just selected and annotated one-fourth of the frames on each testing video. To test the tracking performance of both pens, we create two tracking subsets on videos from Pen 1 and Pen 2, as described in Table I. As mentioned above, the frames in a tracking subset must be put in order, so it can be seen as a sequence of frames.

### Table I. Summary of Tracking Dataset

<table>
<thead>
<tr>
<th>Sequence Length (seconds)</th>
<th>Number of frames</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sequence from Pen 1</td>
<td>300</td>
</tr>
<tr>
<td>Sequence from Pen 2</td>
<td>300</td>
</tr>
</tbody>
</table>

3) Pig re-identification dataset: The pig re-identification dataset contains individual pig images for the purpose of recognizing the individual pig without consideration for its behaviors. Therefore, it includes all the pig images in the pig behavior dataset plus other pig images we collected by using the detection model. Totally, we obtained 5,460 images for 30 pig identities for our pig re-identification dataset.

4) Pig behavior analysis dataset: This dataset includes 30-minute videos collected from both pens to build behavior patterns and test abnormality detection based on behavioral analysis. In particular, the dataset consists of the following videos:

- Nine videos collected from the healthy pig pen in three activity periods, as mentioned above. Three videos were collected randomly in each activity period to build the behavior pattern for that period.
- Three videos collected from the healthy pig pen in three activity periods for testing purposes.
- Three videos collected from the sick pig pen in three activity periods for testing purposes.

B. Method

In order to build the behavior patterns of pigs in a video, they first need to be detected in each video frame. The detections obtained in continuous video frames are used for tracking the pigs and identifying their behaviors. In our method, the detections can be used to identify non-moving behaviors such as lying, standing, or eating with corresponding class labels. However, to determine the moving behavior, we need to consider the distance between pig locations in continuous frames during the tracking process.

Fig. 2 shows the overall architecture of our system. The methods applied in each module are described in the following sections.

1) Pig detection: In this phase, the YOLO v7 model was used to detect the pigs. The YOLO is a popular object detection algorithm and is widely used today due to its speed and accuracy. It is a single-state object detection scheme that divides images into a grid, in which each cell in the grid is responsible for detecting objects itself.

YOLO v7 is an object detection architecture entirely written in Pytorch with models pretrained on the COCO [20] dataset. We chose to use YOLO v7 because it is significantly faster and more accurate compared to the previous versions. We first pre-trained the model with the COCO dataset, and followed by our own dataset as a fine-tuning task. The pre-training step is necessary when training most CNNs for image classification or detection to obtain good initial weights on an extremely large dataset (millions of images).

In the following stage, we fine-tuned the model using our detection dataset. The purpose of the model is not only to detect the pigs but also to identify non-moving pig behaviors such as standing, lying, and eating.

![Fig. 2. Overall architecture of our method and system.](image_url)
as an additional metric. This greatly reduces the number of misidentified objects and can help re-identify the objects that have not been tracked in the previous frame (in the pig tracking task, this can be caused by the bad illumination conditions). To measure the image similarity, we used the OSNet (Omnı-Scale Network) [23] model, pre-trained on the person re-identification dataset and followed by our own pig re-identification dataset.

The original DeepSORT was developed for a general multi-object tracking context in which the number of targets is unknown. When applying it to the group-housed pig tracking task where the number of pigs is stable, DeepSORT can assign a different ID to the same pig target as the video frames grow and the pig goes far from camera or changes the behavior. This will cause the identification switch errors and increase the ID beyond the real pig’s numbers, making the behavior extraction task for individual pigs not stable. To solve this problem, we employed the improved DeepSORT algorithm proposed by S. Tu et al. [16], in which we added an additional re-matching step for lost and new tracks using both trajectory and data association processing. This remarkably improves the tracking performance and reduce the identification errors as described in the tracking results section.

3) Behavioral abnormality analysis: In this phase, we used the results of the detection and tracking phases to determine the behaviors of each individual pig. In particular, if the posture of a pig recognized in the detection phase is lying or eating, its behavior is determined to be the same. If the posture of a pig recognized in the detection phase is standing, the change in its position in the tracking phase (if any) will be used to determine if it is standing or moving. We set a threshold for the distance between positions of the pig in continuous frames. If the distance is greater than the threshold, the pig is determined to be moving; otherwise it is standing.

Based on that scheme, all four behaviors of pigs will be identified during the detection and tracking phases. From the behaviors identified in the frame sequences, the total amount of time for each behavior will be calculated over a period of time to build the behavior patterns of pigs in each activity period. In this research, we introduce the term “activity period”, which implies a period of time in a day that the pigs mainly perform some typical behaviors. In our experiment, we set the time for each activity period as in Table II. Please note that the times for activity periods may vary on different farms. But in commercial settings, farm owners can set the times for them, and system can collect data and build the behavior patterns accordingly.

### TABLE II.  \hspace{1cm} TIME FOR ACTIVITY PERIODS

<table>
<thead>
<tr>
<th>Activity Periods</th>
<th>Time</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resting period</td>
<td>0h-7h, 8h-10h, 14h-16h, 18h-24h</td>
<td>Pigs mostly spend time for resting, sleeping</td>
</tr>
<tr>
<td>Eating period</td>
<td>7h-8h, 13h-14h, 17h-18h</td>
<td>Pigs mostly spend time for eating</td>
</tr>
<tr>
<td>Playing period</td>
<td>6h-7h, 16-17h</td>
<td>Pigs mostly spend time for playing, looking for food</td>
</tr>
</tbody>
</table>

We chose the time duration to build behavior patterns is 30 minutes and the behavior patterns will be calculated for three activity periods in a day, as mentioned above. The 30-minute time duration was chosen to balance the identification errors and the abnormality detection abilities of behavioral patterns. If the time duration is shorter, identification errors can be reduced, but the behavior patterns may not be sufficient to represent the activity periods. While a longer time duration may produce a better behavior pattern, identification errors will increase. Since the current farm’s natural conditions do not guarantee accurate long-term tracking, a 30-minute time duration for building behavior patterns is a reasonable choice.

The healthy pig behavior patterns in each activity period will be calculated as follows:

- Calculating the time for each behavior of each individual pig in each 30 minutes.
- Building the behavior patterns of healthy pigs by averaging the time for each behavior in the same activity period.
- Building the daily behavior patterns of healthy pigs by averaging the 30-minute behavior patterns in the same activity period.
- Behavior patterns will be calculated for three activity periods, as mentioned above.

Behavior patterns will be built and updated on a daily basis. The behaviors of tracked pigs will be calculated using the same formula and compared to the behavior patterns. The difference between them will be calculated using the Euclidean distance, and a threshold will be set for abnormality detection.

During the tracking process, some tracks may be lost and reappear, and their behaviors will not be recorded during that time. To make the behavior patterns and extracted behavior set have a consistent time, we assign the behaviors in lost time according to the previous and subsequent behaviors (half of time for the previous and half of time for the subsequent). Therefore, the total time for all behaviors in behavior patterns and behavior sets is always 30 minutes.

### III. RESULTS AND DISCUSSION

A. Evaluation Metric

1) Detection evaluation: To evaluate the performance of the detection model, we used the mAP (mean Average Precision) metric, which is a standard metric to evaluate the performance of most common object detection methods. We first compute the IoU of the ground-truth bounding boxes with detected boxes as in Eq. (1).

\[
\text{IoU} = \frac{\text{Area of Overlap}}{\text{Area of Union}}
\]  

From the IoU metric of each bounding box pair, we computed the AP (Average Precision) metric for each class, and mAP is the mean of all APs as in Eq. (2) and (3).

\[
\text{AP}(c) = \frac{T_P(c)}{T_P(c) + F_P(c)}
\]
\[
mAP = \frac{1}{\text{classes}} \sum_{\text{classes}} AP(c) \tag{3}
\]

Where \( TP(c) \), \( FP(c) \) are True Positive, False Positive, respectively and \( AP(c) \) is the AP score of class \( c \).

2) Tracking evaluation: The tracking performance metric used in our experiments is MOTA (Multi-Object Tracking Accuracy) [24]. This metric is calculated based on three types of errors: FN (False Negative), FP (False Positive), and IDSW (Identity Switch) as in Eq. (4).

\[
MOTA = 1 - \frac{\sum_{i} FN_{i} + FP_{i} + IDSW_{i}}{\sum_{i} GT_{i}} \tag{4}
\]

Where \( FN_{i} \) is a real object but the tracker for it was not generated, \( FP_{i} \) is a non-existing object in ground truth but the tracker for it was generated wrongly, \( IDSW_{i} \) is a mismatch, and \( GT_{i} \) is ground truth.

We also used \( IDF1 \) as a second metric to evaluate the tracking model. This metric focuses on the identity switch, which evaluates the ability to track identities.

\[
IDF1_{i} = \frac{2 \times IDTP_{i}}{2 \times IDTP_{i} + IDF_{i} + IDFN_{i}} \tag{5}
\]

Where \( IDTP_{i} \), \( IDF_{i} \), \( IDFN_{i} \) are True Positive, False Positive, False Negative on identity switches.

3) Behavioral abnormality detection evaluation: Each pig tracked will be assigned a unique identification (ID) with four behavior metrics, which are the time for each behavior in 30 minutes. These metrics will be compared to the behavior pattern in the same activity period using Euclidean distance as in Eq. (6).

\[
d(Y, \hat{Y}) = \sum_{i=1}^{n} (Y_{i} - \hat{Y}_{i})^{2} \tag{6}
\]

Where \( Y \) is the behavior pattern and \( \hat{Y} \) is the behavior set of the tracked pig.

If the distance is greater than the threshold number, a behavioral abnormality is detected. In the testing process, if an abnormality is detected in a sick pig, the prediction is correct, and vice versa. The performance of behavioral abnormality detection can be evaluated by dividing the number of correct predictions by the total prediction number (Accuracy score).

B. Detection Results

The results of the detection phase are shown in Table III. Please note that besides mAP, we also reported the Precision and Recall scores for the detection model.

### TABLE III. RESULTS OF PIG DETECTION MODEL

<table>
<thead>
<tr>
<th>Class</th>
<th>mAP</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stand</td>
<td>99.3</td>
<td>98.3</td>
<td>98.5</td>
</tr>
<tr>
<td>Lie</td>
<td>99.6</td>
<td>98.6</td>
<td>99.1</td>
</tr>
<tr>
<td>Eut</td>
<td>98.9</td>
<td>97.0</td>
<td>97.0</td>
</tr>
<tr>
<td>All</td>
<td>99.3</td>
<td>97.9</td>
<td>98.2</td>
</tr>
</tbody>
</table>

The reported detection results are very good in all metrics, considering the natural conditions of the commercial pig farm in our dataset. The cameras do not have a good viewing angle due to the low ceiling of pens, which was designed for human monitoring and also for saving purposes. For this reason, some pigs are overlapped in videos when they stay close to each other and far from the camera. If pens are designed to support the automatic tracking task with a higher ceiling, the detection results will be better. Fig. 3 shows a case where a pig was hidden by the feeder due to the low camera viewing angle and could not be detected.

Fig. 3. Sample image for a detection error when a pig was hidden by the feeder due to the low camera viewing angle.

C. Tracking Results

Table IV shows the results of the tracking model in MOTA and IDF1 scores. We also reported the number of identity switches (IDS), which calculates the times when trackers swap from one to another. This metric is also important because it shows the number of identification errors during the tracking process.

### TABLE IV. RESULTS OF PIG TRACKING MODEL

<table>
<thead>
<tr>
<th>Validation set</th>
<th>Original DeepSORT</th>
<th>Improved DeepSORT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MOTA (%)</td>
<td>IDF1 (%)</td>
</tr>
<tr>
<td>Sequence 1</td>
<td>91.5</td>
<td>93.4</td>
</tr>
<tr>
<td>Sequence 2</td>
<td>92.5</td>
<td>94.0</td>
</tr>
<tr>
<td>Avg.</td>
<td>92.0</td>
<td>93.7</td>
</tr>
</tbody>
</table>

The overall MOTA (93.6 %) and IDF1 (95.9 %) are satisfactory. Results for Sequence 2 are slightly higher because it was collected from the sick pig pen, where pigs move less than in the healthy pig pen.

The average number of IDS is 9, meaning that each pig changed its identification only about 0.4 times on average during the tracking process. In our object tracking algorithm, the objects are tracked not only based on their trajectory but also on their visual similarity. And the object in the current frame will be associated with the object in some frames before it. Therefore, even though the pigs in the previous frames and the current frame are predicted to have different class labels, they will be assigned the same ID. This is important for the tracking process because it will not cause identification errors.

Fig. 4 illustrates the cases where pigs change behaviors during the tracking process but their IDs remain unchanged.
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D. Behavioral Abnormality Detection Results

Based on the pig behavior analysis datasets, the experimental process of behavior analysis and abnormality detection is as follows:

- **Building healthy pig behavior patterns:** Nine videos from the healthy pig pen for behavior pattern building purposes are fed through the detection and tracking models. The time for behaviors of individual pigs in these videos is calculated and averaged to build three behavior patterns of healthy pigs in three activity periods in a day. Please note that in commercial settings, the behavior patterns can be built using more 30-minute videos collected from tracking cameras. We just used three videos for each activity period for experiment purposes.

- **Testing on the videos collected for testing purposes:** Six videos from the healthy pig pen and sick pig pen (two for each activity period) are fed through the detection and tracking models. The behavior of each individual pig will be calculated and compared to the healthy pig behavior pattern in the same period built in the previous step using the Euclidean distance formula.

Table V shows the healthy pig behavior patterns built from videos.

<table>
<thead>
<tr>
<th>Activity period</th>
<th>Moving Time</th>
<th>Standing Time</th>
<th>Lying Time</th>
<th>Eating Time</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resting</td>
<td>0.4</td>
<td>0.4</td>
<td>29.2</td>
<td>0</td>
<td>30</td>
</tr>
<tr>
<td>Eating</td>
<td>3.3</td>
<td>5.2</td>
<td>0.5</td>
<td>19.0</td>
<td>30</td>
</tr>
<tr>
<td>Playing</td>
<td>23.1</td>
<td>4.5</td>
<td>1.8</td>
<td>0.5</td>
<td>30</td>
</tr>
</tbody>
</table>

From the behavior patterns shown in the above table, we can see the typical behaviors of healthy pigs during each activity period of a day. For example, in the resting period, pigs spend most of their time lying while in the playing time, they mostly move around the pen (for playing or searching for food).

Table VI shows the time of each behavior for each pig in testing videos and the Euclidean distance between each pig behavior set and the healthy pig behavior pattern in the same activity period.

<table>
<thead>
<tr>
<th>Pig ID</th>
<th>Running Time (s)</th>
<th>Standing Time (s)</th>
<th>Lying Time (s)</th>
<th>Eating Time (s)</th>
<th>Euclidean Distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>30</td>
<td>0</td>
<td>0.9</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>30</td>
<td>0</td>
<td>0.9</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>29.5</td>
<td>0</td>
<td>0.9</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>30</td>
<td>0</td>
<td>0.9</td>
</tr>
<tr>
<td>5</td>
<td>0.5</td>
<td>1</td>
<td>28.5</td>
<td>0</td>
<td>1.0</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>1</td>
<td>28</td>
<td>0</td>
<td>1.5</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0</td>
<td>30</td>
<td>0</td>
<td>0.9</td>
</tr>
<tr>
<td>8</td>
<td>1.5</td>
<td>2</td>
<td>26.5</td>
<td>0</td>
<td>3.4</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0</td>
<td>30</td>
<td>0</td>
<td>0.9</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>0</td>
<td>30</td>
<td>0</td>
<td>0.9</td>
</tr>
<tr>
<td>11</td>
<td>0</td>
<td>0</td>
<td>30</td>
<td>0</td>
<td>0.9</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>1</td>
<td>28</td>
<td>0</td>
<td>1.5</td>
</tr>
<tr>
<td>13</td>
<td>0</td>
<td>0</td>
<td>30</td>
<td>0</td>
<td>0.9</td>
</tr>
<tr>
<td>14</td>
<td>2</td>
<td>3</td>
<td>25</td>
<td>0</td>
<td>5.2</td>
</tr>
<tr>
<td>15</td>
<td>0</td>
<td>0</td>
<td>30</td>
<td>0</td>
<td>0.9</td>
</tr>
<tr>
<td>16</td>
<td>1</td>
<td>2</td>
<td>27</td>
<td>0</td>
<td>2.8</td>
</tr>
</tbody>
</table>

**TABLE VI. Behavior Time for Pigs in Testing Videos**

**A) Results on a Healthy Pig Video in the Resting Period**

**B) Results on a Sick Pig Video in the Resting Period**
As shown in Tables VI(A) and VI(B), pigs spend almost all of their time lying in both healthy and sick pig videos in resting period. Therefore, it is difficult to detect behavioral abnormalities in this period. We may only detect the pigs infected with a disease that makes them excited and move or run continuously, even in the resting period. However, there is no pig with that kind of disease in our datasets, so we cannot draw conclusions about that case.

The detection of behavioral abnormalities is much better in the two remaining activity periods. Results from Tables VI(C) and VI(D) showed that the healthy pigs spent most of their time eating, but the sick pigs also spent a considerable amount of time lying during the eating period. Therefore, if we set a threshold for Euclidean distance to 9, we can detect behavioral abnormalities with accuracy around 90% on average (15/16 are correct predictions for healthy pigs and 12/14 are correct predictions for sick pigs). Similarly, if we set the Euclidean distance threshold to 12 in the playing period, the accuracy on average is around 93% (15/16 correct predictions for healthy pigs and 14/15 correct predictions for sick pigs).

In our experiments, due to the regulations in the livestock sector, we had difficulties infecting the healthy pigs with the viruses to make them sick. Instead, we used the sick pigs collected from other pens to collect data for testing. Therefore, the pigs in sick pig videos are different from the pigs in healthy pig videos, which are used to build behavior patterns. The abnormality detection performance for sick pigs will be better if behavior patterns are built on the same pigs that are tracked. This is feasible in commercial settings, in which behavior patterns are built in the same pen with tracked pigs (abnormality detection for pigs today can use the behavior patterns built yesterday).
IV. CONCLUSION

We proposed a method for pig behavior detection, tracking, and behavioral abnormality analysis based on behavior patterns built from 30-minute videos in different activity periods under the natural conditions of pig farms using deep learning. We conducted various experiments to illustrate our method on our own datasets collected from a commercial pig farm, including healthy pig and sick pig datasets.

The experiment results showed that the behavior patterns built using the activity period-based approach can capture the typical characteristics of pigs in each activity period and can be used to detect behavioral abnormalities in pigs.

The activity period-based approach also has a lot of potential for future improvements. For example, more activity periods can be studied and used rather than only three, or weights can be assigned for behavior metrics to indicate the importance of typical behaviors in each activity period. We can also add more metrics to the behavior patterns and develop a more sophisticated method for abnormality detection based on the behavior patterns.
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Forecasting Model of Corn Commodity Productivity in Indonesia: Production and Operations Management, Quantitative Method (POM-QM) Software
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Abstract—Food is an essential ingredient needed by humans. In addition to being consumed, it can also be a valuable commodity for economic purposes through productivity of food crops. Therefore, this study aims to model the forecasting of maize productivity in Indonesia using Production and Operations Management-Quantitative Method (POM-QM) software. The data collected on productivity of corn commodities in Indonesia between 1980-2019 shows fluctuations, with both deficit and surplus periods. This study uses a time series data-based forecasting model consisting of three methods, namely Double Moving Average (DMA), Weighted Moving Average (WMA), and Single Exponential Smoothing (SES). The selection of the best model was conducted based on the Mean Absolute Deviation (MAD), Mean Square Error (MSE), and Mean Absolute Percent Error (MAPE). SES emerged as the most preferred, with a lower MAPE value of 4.913%. The predicted productivity of corn in Indonesia is estimated at 5.28 tons/ha/year, sufficient to meet consumers’ demand. Therefore, governments are recommended to use this information in predicting corn productivity to meet the national demand in the future.

Keywords—Forecasting model; productivity; corn commodity; POM-QM

I. INTRODUCTION

Food security is a vital issue in Indonesia. Furthermore, it is essential to make sufficient food available to meet the population's needs, to avoid prolonged political and social turmoil. Food security is also an indicator of a country’s economic growth and can reflect prosperity and a benchmark for the level of welfare, especially in terms of people’s productivity and consumption [1]. Therefore, to optimize the utilization of natural resources in each region, it is imperative to implement management strategies tailored to each region's unique characteristics [2-6].

The government's commitment to addressing food security is evidenced by recognizing food as a human right for Indonesian citizens, as stipulated in Law Number 18 of 2012. This aligns with the first and second goals of the Sustainable Development Goals (SDGs), which aim to end poverty worldwide and achieve food security and improved nutrition while promoting sustainable agriculture.

The commodity corn (Zea mays L.) is an alternative staple food and a grain plant from the grass family (Graminaceae). In Indonesia, the main maize-producing regions include Central Java, West Java, East Java, Madura, Special Region of Yogyakarta, East Nusa Tenggara, North Sulawesi, South Sulawesi, and Maluku. Especially in East Java and Madura, corn plants are cultivated intensively due to the favorable soil and climate conditions that support their growth [7].

Corn is a food commodity that plays an essential and strategic role in national development [8], and its contribution to the Gross Domestic Product (GDP) continues to increase yearly, even during an economic crisis [9]. It is one of the most important staple foods in Indonesia. Furthermore, this crop, alongside two other commodities, namely rice and soybeans, is the main target of the Ministry of Agriculture in achieving food self-sufficiency.

Corn is also widely used for multiple purposes, including as a food and feed ingredient. It is being adopted as an alternative fuel source domestically and internationally [8]. However, the demand for this crop remains high since it serves as an ingredient for animal feed companies and other food processing industries [10]. The Ministry of Agriculture considers five commodities such as corn, rice, soybeans, sugar, and beef, as the main food items [11].

As the second most produced food after rice, corn's high demand as animal feed and for industrial purposes poses challenges such as depletion of natural resources and the impact of climate change. Cooperation and collaboration are required to support the development of sustainable corn commodities [12]. However, the problem of land-carrying capacity is a constraint for Indonesian agriculture. As the population increases, more land is needed to meet housing demands, leading to the conversion of agricultural land and affecting corn productivity in the country. Despite a fluctuating rise in production in Indonesia between 1980 and 2019, the overall increase was only 3.98 tons/ha/year or 0.102% per year [11]. There are high fluctuations in productivity of corn commodities. This fluctuation is attributed to internal and external factors such as climate, weather, and government policies.

Thirty years ago, maize was primarily consumed as food. However, with the development of the poultry industry in the early 1970s, corn began to be used as an energy source for modern poultry feed [13]. Before 1990, it was shown that 86% of this crop in Indonesia was consumed directly, and only about 6% was used in the feed industry. Despite this, the adoption of maize in the food industry remains low, accounting for only 7.5% [6]. The availability of this commodity is wider in the rainy than dry season [14].
crop is typically cultivated on dry land and planted during the rainy season. The limited harvest area during the dry season results in the low availability of corn to meet the domestic industry's needs [9].

According to Purwanto [14], from 1989-2002, there was a shift in the use of maize, with a continued dominance for direct consumption. After 2002, a greater proportion was employed to meet the demand of the feed industry. The use of this commodity in the food industry has also been on the rise. This change has transformed maize from a staple food commodity into an industrial raw material [15]. The demand for the commodity continues to grow yearly with the increasing population and industry [14]. Additionally, rising oil prices also impact the dynamic demand. The increase in the use of maize as an alternative energy and raw material for the feed and food industries is expected to persist. Furthermore, the rise in per capita income causes an increase in demand for corn commodity derivative products [9].

Forecasting involves estimating future requirements, including the quality of goods, time, and location needed to meet demand [16]. It is the art and science of predicting events yet to occur by always using data from the past [17-18]. According to [19-20], as a crucial component of decision-making, forecasting requires predicting future events to inform effective decisions. Inaccurate forecasting results pose a persistent challenge [16].

Time series analysis and forecasting are active study areas [21]. The accuracy of time series forecasting plays a crucial role in the decision-making process. The several methods used in prediction include the time series method, which is grouped into the average (Single Moving Average (SMA) and Double Moving Average (DMA)), the smoothing (Single Exponential Smoothing (SES), double exponential smoothing from Brown and Holt), and the regression method, namely time series regression [22-23-24].

Method used in forecasting vary widely but are adapted to the pattern of data. Generally, there are three types of method to determining the level of the error. These include MAD, MSE, and MAPE, which calculate the average absolute difference, average difference in rank, and average absolute difference percentage, respectively [25]. In utilizing the time series method, it is important to identify the data pattern type, which includes trend, cyclical, seasonal, and horizontal [26].

The availability of several statistical softwares supports the selection of forecasting method. Various study analysts have conducted forecasting models using software assistance to facilitate calculations [27]. For instance, POM-QM software has been studied for product sales forecasting [28]. Furthermore, this method provides module options for mathematical calculations. Its forecasting model has several method, including Naïve, Moving Average, Weighted Moving Average (WMA), Exponential Smoothing, Trend Analysis (regression over time), Linear Regression/Least Square, Multiplicative Decomposition (seasonal), and Additive Decomposition (seasonal). Given these considerations, it is necessary to have a model to predict productivity of corn commodities. Therefore, this study aims to establish a forecasting model for corn commodity productivity in Indonesia using Production and Operation Management-Quantitative Method (POM-QM) software.

II. MATERIALS AND METHOD

The variable used was the harvested area of corn per year from 1980-2019. Secondary data in the form of time series sourced from the data and information center (Pusdatin) under the Ministry of Agriculture and the Central Bureau of Statistics (BPS) were used in this study. The population consists of information on productivity of corn commodities from 1980-2019. A saturated sampling method was employed, where all population members were used as samples.

Forecasting model for corn commodity productivity in Indonesia:

A. Forecasting Model of Corn Commodity Productivity with DMA

Double-moving average is used to forecast time series data with a linear trend [26]. Multiple moving averages, also known as linear moving averages, deal with time series data with patterns that tend to experience a linear trend. Furthermore, the double-moving average is a method that simultaneously uses single-moving average data with adjustments between the first and second moving averages and trend adjustments [29].

DMA is a method in which the first and second moving average groups are calculated. It is symbolized by (k×k), meaning that the moving average is calculated using the k periods [23]. The moving average method has no objective basis for determining the number of moving average orders [30].

Many methods can be used in forecasting, including DMA. The data used for calculations do not have elements of trend or seasonal factors. DMA is a forecasting method performed on past data for two periods with an average pattern [31], which is suitable for long-term data [32]. The mathematical equation of DMA is presented in Equation 1:

\[ F_{t+1} = X_1 + X_2 + \ldots + X_T \]

Information:

- \(F_{t+1}\) = Forecast for period \(t+1\)
- \(X_T\) = True value of \(t\) period
- \(T\) = Timeframe of moving average

The process data analysis in forecasting model for corn commodity productivity using DMA involve several steps, including (a) identify time series data patterns, (b) determine the value of the first moving average, (c) determine the value of the second moving average, (d) determine the value of the constant \((at)\), (e) determine the value of the trend coefficient \((bt)\), (f) select the best model based on the criteria for forecasting accuracy, and (g) determine forecast results for future periods. The data analysis was performed using the help of POM-QM software to facilitate the computation process.
B. Forecasting Model of Corn Commodity Productivity with WMA

WMA forecasting method develops the moving average method with additional weights in the calculation. It is calculated by assigning greater influence to certain values in a data set based on their attributes. In contrast, the average is determined by giving weights. WMA forecasting method is an advanced version of the moving average method in which each time series is given a certain and different weight [33]. In simple terms, WMA is a moving average given weight in each data [34].

Determination of weight is subjective, depending on the experience and opinion of the data analyst. For instance, the analyst may give more weight to the last observation or vice versa. The weighted factor will be greater in the final period than in the early period when the weighting opportunity is higher in the previous observation. The longer the period specified, the greater the weighting given to the most recent data, and the number of weighted opportunities equals one [35]. Finally, the formula used in forecasting model of corn commodity productivity with WMA is presented in Equation 2.

\[ \text{WMA}_{t+1} = k X_t + (k - 1) X_{t-1} + \ldots + X_{t- (n-1)} / k + (k - 1) + \ldots + 1 \]  
(2)

Information:
- \( k \) number of periods or ranges of forecasting numbers,
- \( X_t \) is the time series data value at point \( t \).

C. Forecasting Model for Corn Commodity Productivity with SES

SES is a simple method that requires estimating a single parameter. It assigns Exponential Moving Average (EMA) weights to all historical data. The exponential smoothing forecasting method is an iterative procedure of repeating calculations that improves the forecast (smoothing) by calculating the average of past values in a time series in an exponential manner [36-37-38]. SES is appropriate for data without extreme trends and is usually for forecasting one period in the future. The goal is to estimate the current level and use it to forecast preceding values. Forecasting model for corn productivity with SES employs the formula in equation 3 [39].

\[ F_{t+1} = \alpha X_t + (1 - \alpha) F_t \]  
(3)

Information:
- \( F_{t+1} \) is the forecast for the next period, \( \alpha \) is the smoothing constant, \( X_t \) is the \( t \)-th data or observation, and \( F_t \) is the \( t \)-th period data. The \( F_{t+1} \) forecast is based on the weighting of the latest \( X_t \) data with a weight of \( \alpha \) and the newest forecasting weighting of \( F_t \) with a weight of \( 1 - \alpha \). By repeating this process and replacing \( F_{t+1} \) and \( F_{t+2} \) with their components, the result in Equation 4 is obtained:

\[ F_{t+1} = \alpha X_t + (1 - \alpha) F_t \]  
(4)

\[ = \alpha X_t + (1 - \alpha)[\alpha X_{t+1} + (1 - \alpha) F_{t+1}] \]

\[ = \alpha X_t + \alpha (1 - \alpha) X_{t+1} + (1 - \alpha) F_{t+1} \]

Therefore, \( F_{t+1} \) is WMA of all historical data. As \( t \) increases, the value of \((1-\alpha)^2\) decreases, leading to a smaller contribution from \( F(1) \). Since \( F1 \) is not known, the initial value can be estimated. For volatile initial data, one method is to set the first forecast equal to the first observation, \( F_{1}=y_1 \). Furthermore, for initial data that is quite constant, the average of the first five or six data points can be used as the first forecast \( F1=MA(5) \) or \( F1=MA(6) \). The exponential smoothing equation can be rewritten in a form that describes the role of the weighting factor \( \alpha \), as shown in Equation 5:

\[ F_{t+1} = F_t + \alpha(X_t - F_t) \]  
(5)

Exponential smoothing is used to adjust a previous forecast (\( F_t \)) by incorporating adjustments for errors. The value of \( \alpha \), which ranges between 0 and 1, cannot be equal to 0 or 1. To obtain a stable forecast with random smoothing, a small \( \alpha \) value should be used for data that does not fluctuate too much. In contrast, a large \( \alpha \) value is more appropriate for data that fluctuates significantly and requires a fast response to changes. To determine the optimal \( \alpha \) value, one can estimate it using trial and error, testing values of 0.1, 0.2, 0.3, ..., 0.9, and selecting the value with the smallest MSE for the next forecast.

Selection of the best model for forecasting productivity of corn commodities

The accuracy of calculations in the forecasting method is often subject to variations in data patterns. Therefore, selecting the right method is imperative to minimize errors in the forecasting results [40]. Each method has its level of accuracy that needs to be considered. As a result, it is essential to choose a method that can minimize forecasting errors. According to [41-42], forecast facts are expected to have small values and errors. The error value is inversely proportional to the accuracy of the prediction result.

The selection of the best forecasting model depends on the resulting error. Some of the criteria that are often used to calculate the accuracy of the model forecasting time series include: (a) Mean Absolute Deviation (MAD), (b) Mean Square Error (MSE), and (c) Mean Absolute Percent Error (MAPE). The smaller the criterion value, the better the prediction results obtained [43-45].

1) MAD: Method for determining the overall forecast error is MAD, which is obtained by dividing the sum of the absolute values of each error by the sample size (number of forecast periods) [43-44]. Finally, the mathematical formula of MAD is presented in Equation 6:

\[ \text{MAD} = \frac{\sum_{t=1}^{n} |F_t - A_t|}{n} \]  
(6)

Information:
- \( A_t \) = Actual demand in period \( t \)
- \( F_t \) = Forecasting demand in period \( t \)
- \( n \) = Number of forecasting periods involved
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2) **MSE**: MSE is calculated by adding the squares of all errors in each period and dividing them by the number of forecasting periods [43-44]. The mathematical expression of MSE is presented in Equation 7:

\[
MSE = \sum_{t=1}^{n} (At - Ft)^2
\]

(7)

Information:
- \(A_t\) = Actual demand in period \(t\)
- \(F_t\) = Forecasting demand in period \(t\)
- \(n\) = Number of forecasting periods involved

3) **MAPE**: MAPE is an evaluation calculation used to measure the accuracy of prediction [45-46-47]. It [48-49] was chosen as the performance metric and was employed to assess forecasting method accurately. Furthermore, MAPE is not influenced by the predicted time series magnitude [50-51]. Also, it is frequently used in practice [52], independent of scale, and easy to interpret, which makes it popular among industry practitioners [53-54]. MAPE measures the average of absolute errors as a percentage of the average absolute error rate of the actual data period. The mathematical expression is shown in Equation 8:

\[
MAPE = \frac{\sum_{t=1}^{n} |A_t - F_t|}{n}
\]

(8)

Information:
- \(A_t\) = Actual demand in period \(t\)
- \(F_t\) = Forecasting demand in period \(t\)
- \(n\) = Number of forecasting periods involved

MAPE measures the average of absolute errors as a percentage of the average value total error rate of the actual data period. Its criteria explain that the smaller the MAPE value, the better the accuracy. Table I shows the score criteria [55].

<table>
<thead>
<tr>
<th>MAPE value</th>
<th>Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt; 10</td>
<td>Very good</td>
</tr>
<tr>
<td>10 - 20</td>
<td>Well</td>
</tr>
<tr>
<td>20 - 50</td>
<td>Enough</td>
</tr>
<tr>
<td>&gt; 50</td>
<td>Bad</td>
</tr>
</tbody>
</table>

Productivity data processing of corn commodities is carried out using POM-QM software.

The subsequent stage involves describing and processing data on productivity of corn commodities. The POM-QM software application was employed to process corn commodity productivity data from 1980-2019. Several forecasting method in the POM-QM application were utilized, resulting in the generation of anticipated forecast outcomes.

To apply the POM-QM software in forecasting productivity of corn commodities, the steps to be followed include: (a) run the QM program and select the module-forecasting; (b) select the menu File-New-Time series Analysis and a dialogue box titled “Create data set for Forecasting/Time-series Analysis” will appear (c) in the dialog box, provide the title of the forecast, "Productivity of corn commodities," along with the number of time series data periods to be used as training data, starting from 1980-2019. Specify the name that will appear for each row period name, either using numbers, letters, or months. After completing the above steps, press the OK button. The data settings in QM for Windows are shown in Fig. 1.

Forecasting is crucial for companies as it aids in managing productivity, inventory, and planning decisions [56]. According to [57], relying on a single forecasting model is insufficient. Several choices of forecasting models should be considered to arrive at the most accurate prediction. The forecasting results for productivity of corn from each method are then collected and analyzed for accuracy. Therefore, it is important to choose the appropriate forecasting method, as using an inappropriate one may reduce the forecast’s accuracy.

### III. RESULTS AND DISCUSSION

#### A. Forecasting Model of Corn Commodity Productivity with DMA

DMA is a forecasting method conducted by adding corn commodity productivity data in the two previous periods and dividing the sum by two. It can also be performed by calculating the average of corn commodity productivity data in the two previous periods. The results of moving average forecasting are shown in Table II.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error Measures</td>
<td></td>
</tr>
<tr>
<td>Bias (Mean Error)</td>
<td>1.54</td>
</tr>
<tr>
<td>MAD (Mean Absolute Deviation)</td>
<td>1.54</td>
</tr>
<tr>
<td>MSE (Mean Squared Error)</td>
<td>0.037</td>
</tr>
<tr>
<td>Standard Error (denom=n=2=35)</td>
<td>0.199</td>
</tr>
<tr>
<td>MAPE (Mean Absolute Percent Error)</td>
<td>4.913%</td>
</tr>
<tr>
<td>Forecast</td>
<td></td>
</tr>
<tr>
<td>next period</td>
<td>5.28</td>
</tr>
</tbody>
</table>

![Fig. 1. Data settings in QM for windows.](image-url)
Based on DMA applied to forecast corn commodity productivity, Table II presents the results of the bias or average error, which are 0.154. MAD is also 0.154, while MSE (Mean Squared Error) is 0.037. Fig. 2 shows the forecasting graph of productivity of corn commodities using this method.

Fig. 2 shows that the forecasting results for corn commodity productivity from DMA appear different from the actual data. This is because the standard error of this method is 0.199 deviations.

B. Forecasting Model for Productivity of Corn Commodity with WMA

WMA 2 is performed by assigning weight to corn commodity productivity data for the last two years. The forecasting of corn commodity productivity began in 1980-2019. The calculation process of this forecasting method is presented in Table III.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error Measures</td>
<td></td>
</tr>
<tr>
<td>Bias (Mean Error)</td>
<td>.205</td>
</tr>
<tr>
<td>MAD (Mean Absolute Deviation)</td>
<td>.205</td>
</tr>
<tr>
<td>MSE (Mean Squared Error)</td>
<td>.065</td>
</tr>
<tr>
<td>Standard Error (denom=n-2=35)</td>
<td>.261</td>
</tr>
<tr>
<td>MAPE (Mean Absolute Percent Error)</td>
<td>6.517%</td>
</tr>
<tr>
<td>Forecast</td>
<td></td>
</tr>
<tr>
<td>next period</td>
<td>5.23</td>
</tr>
</tbody>
</table>

Based on WMA applied to forecast corn commodity productivity, Table III presents the results of the bias or average error, which are 0.205. MAD is also 0.205, while MSE is 0.056. Fig. 3 shows the forecasting Graph with WMA for productivity of corn commodities.

Fig. 3 shows that the forecasting results for corn commodity productivity using WMA display a slight increase towards the end of the period in comparison to DMA. However, it should be noted that this increase is attributed to the standard error of 0.261 deviation, as evidenced by the actual data.

C. Forecasting Model of Corn Commodity Productivity with SES

To calculate the forecasting of corn commodity productivity using SES, the α coefficient is first determined. This is performed by multiplying α by the actual demand. Afterwards, the result is added with the outcome of 1 minus α multiplied by corn commodity productivity forecast in the previous period. The value of α is assumed to be 0.5 in this model. The forecasting process using SES is presented in Table IV.

Table IV shows that from the results of forecasting productivity of corn commodities using SES, the bias or average error of this forecast are 0.2. MAD is also 0.2, while MSE is 0.056. Fig. 4 shows the forecasting Graph of SES.

Fig. 4 shows that the forecasting results for corn commodity productivity from WMA appears to be more stable than SES. This is because the standard error of this method is 0.244 deviations.
Table V presents the forecasted corn commodity productivity using method such as (a) DMA, (b) WMA, and (c) SES in the next (year). The data used in the analysis consist of 39 years productivity, spanning from 1980-2019.

<table>
<thead>
<tr>
<th>Method</th>
<th>Value Measurement Error</th>
<th>MAD</th>
<th>MSE</th>
<th>SEE</th>
<th>MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Double Moving Average</td>
<td></td>
<td>0.154</td>
<td>0.037</td>
<td>0.199</td>
<td>4.913%</td>
</tr>
<tr>
<td>Weighted Moving Average</td>
<td></td>
<td>0.205</td>
<td>0.065</td>
<td>0.261</td>
<td>6.517%</td>
</tr>
<tr>
<td>Singel Exponential Smooting</td>
<td></td>
<td>0.2</td>
<td>0.056</td>
<td>0.244</td>
<td>6.356%</td>
</tr>
</tbody>
</table>

The analysis in Table V compares the error rates of the three different methods for forecasting corn productivity. Based on the results, DMA outperforms the other method with an MAPE value of 4.913%, which is very close to zero. Therefore, DMA is chosen for forecasting corn commodity productivity. The forecasting values for the upcoming period are presented in Table VI.

<table>
<thead>
<tr>
<th>Method</th>
<th>Forecasting Next Period's Measurement Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Double Moving Average</td>
<td>5.28</td>
</tr>
<tr>
<td>Weighted Moving Average</td>
<td>5.23</td>
</tr>
<tr>
<td>Singel Exponential Smooting</td>
<td>5.263</td>
</tr>
</tbody>
</table>

Table VI indicates that the forecasted corn commodity productivity for the next period is 5.28 tons/ha/year. This implies that corn commodity production in Indonesia is expected to satisfy the entire consumer demand.

IV. CONCLUSIONS

Forecasting results of corn commodity productivity, using the following methods: (a) Double Moving Average, (b) Weighted Moving Average, and (c) Single Exponential Smoothing in the next (year), from 1980 – 2019: Forecasting model for corn commodity productivity The selected method, namely the Single Exponential Smoothing method, has a lower error rate than other forecasting models, the MAPE value is 4.913%. The forecasting model for corn commodity productivity is 5.28 ton/ha/year, meaning that corn commodity productivity in Indonesia is expected to meet all consumer demands for corn commodities. The results of this study are expected to assist the government in predicting the amount of corn commodity productivity in the next period by national corn needs.
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Abstract—In today’s digital environment, recommendation systems are essential as they provide personalised content to users, increasing user engagement and enhancing user satisfaction. This paper proposes a double ensemble recommendation model that combines two collaborative filtering algorithms, K Nearest Neighbour (KNN) and Matrix Factorization (MF). KNN is a neighbourhood-based algorithm that uses the similarity between users or items to make recommendations. At the same time, MF is a model-based algorithm that decomposes the user-item rating matrix into lower-dimensional matrices representing the latent user and item factors. The proposed double ensemble model uses KNN and MF to predict missing ratings matrix and combines their predictions using stacking. To evaluate the performance of the proposed ensemble model, we conducted experiments on three datasets i.e., Movielens, BookCrossing dataset and Hindi Movie dataset and compared the results with those of single algorithm approaches. The experimental results demonstrate that the double ensemble model outperforms the single algorithm approaches regarding accuracy metrics such as Mean Square Error (MSE), Root Mean Squared Error (RMSE), Mean Absolute Error (MAE). The results indicate that stacked KNN and MF lead to a more robust and more accurate recommendation system.

Keywords—Recommendation system; k nearest neighbour; matrix factorization; predictions using stacking; ensemble model

I. INTRODUCTION

A recommendation system is essential in everyone’s life since it allows people to choose from all available possibilities. A recommendation system is an integral component of machine learning algorithms that provides meaningful recommendations to users. There are two popular types of recommendation systems:

- Content-based.
- Collaborative Filtering.

Content-based recommendations are insufficient since they evaluate the user’s history when making suggestions. A collaborative filtering strategy is being utilised to address such issues, in which it seeks comparable groups of users to make judgments. The content based recommendation system is a supervised machine learning technique, which is used to induce a classifier to discriminate between interesting and uninteresting items for the customer.

Filtering is estimating a consumer’s interest by recognising predictions and information from a huge number of users. This is done by using strategies that need cooperation between several data sources, agents, etc., for data filtering to fetch information or patterns. According to the central tenet of collaborative Filtering, two clients, X and Y, may have similar choices in one product if they have a similar option in other products.

Examples of collaborative filtering algorithms:

- YouTube content suggestion to users — It proposes videos to you based on other users who have followed or viewed similar videos as you.
- Coursera course recommendation — It proposes courses based on the completion of existing courses by others.

The collaborative filtering focus on past experience, past knowledge and user behaviour. The collaborative filtering recommends items based on similarity measures between users and items. The basic purpose of such approach is to identify users with similar interests or common preferences about any product or item. The collaborative filtering approach's main advantage is its extensive coverage. The objective of any recommendation system is to make user-relevant product recommendations. Understanding item content is not always necessary; for instance, a movie’s genre does not always contain the complete story. No cold-start issue allows us to predict item ratings without prior information about that item and without waiting for a user to purchase. It displays how user preferences have changed over time. Latent factor models, which capture minor intrinsic qualities if most customers buy two unrelated, are particularly susceptible to Filtering.

The main weakness of this strategy is that it is unfriendly for suggesting new things because there is no item interaction with it. Memory-based approaches are infamous for having poor performance on highly sparse datasets.

The cold-start problem is caused by collaborative filtering systems’ reliance on the utilisation of publicly available data from similar users. If you were creating a brand-new recommendation system, you wouldn’t have any helpful information. Scalability problems of the algorithm arise as the number of users increases. We would have to build a sparse matrix with tons of elements if we had millions of clients and many thousands of films.

Lack of reliable; Input data may not always be accurate because human rating performance is not always dependable.
Ratings are not as crucial as user participation. Item-based suggestions provide a superior answer in this case.

In this paper, we have presented a double ensemble model for recommendation using KNN and MF. Overall, the proposed double ensemble recommendation model provides a promising approach for improving the accuracy of recommendation systems by combining different algorithms. This model can be applied to various domains, including e-commerce, social networks, and multimedia.

The organisation of this paper is as follows:

Section II throws light on work already being done in the field. Section III represents the proposed work. The experiment setup and result is discussed in Section IV. Section V concludes with future directions.

II. RELATED WORK

Lots of work has been done in the last decade in the field of recommendation systems. We have considered the recent work of the previous 5-6 years.

Wu et al. present a novel deep learning-based collaborative filtering (CF) approach that utilises a marginalised denoising auto-encoder (MDAE) to capture high-order interactions among users and items. They have experimented on three real-world datasets to demonstrate that the proposed method outperforms several state-of-the-art CF methods[1].

A novel CF approach based on Recurrent Neural Networks (RNNs) is presented by Hidasi et al., which can model sequential user behaviour. The proposed method outperforms traditional CF methods on two benchmark datasets and also shows promising results on a real-world dataset[2].

Tan and Wang proposed a new factorisation machine-based CF approach that utilises funnel-structured embeddings to capture both the sequential and holistic user behaviour information for the session-based recommendation. Experimental results on three real-world datasets show that the proposed method outperforms several state-of-the-art approaches[3].

Kaur and Singh presented a comprehensive survey of neighbourhood-based CF methods, which are the most commonly used CF methods in practice. The paper provides a detailed overview of the existing methods, their variants, and their strengths and weaknesses[4].

A novel CF approach is presented by Zhou et al. for implicit feedback datasets that utilise adaptive regularisation to handle the sparsity and noise of the data. Experimental results on three real-world datasets demonstrate the superiority of their method[5].

Yuan et al. propose a novel CF approach incorporating temporal dynamics into the recommendation process. The proposed method uses a recurrent neural network (RNN) to model the temporal patterns of user-item interactions and achieves better performance on two datasets[6].

A deep Bayesian CF approach is presented by Wang et al. that can handle cross-domain recommendations. The proposed method uses a hierarchical Bayesian model to capture the relationships between different domains and performs better than several other CF methods on different datasets[7].

Wang et al. propose a deep learning-based clustering method to improve the performance of CF. The proposed method utilises a neural network to learn user and item representations and then performs clustering on these representations to group similar users and items. Experimental results on two datasets show that the proposed method leads to better results than others[8].

Ma et al. presented a joint embedding method for CF that uses orthogonal regularisation to improve the quality of user and item representations. The proposed method achieves state-of-the-art performance on two benchmark datasets[9].

Jia et al. proposed a hybrid CF model that combines reinforcement learning with traditional CF methods to improve personalised recommendations. Experimental results on a real-world dataset show that the proposed method outperforms several state-of-the-art CF methods[10].

In this paper, Chen et al. propose a user modelling method for recurrent neural network (RNN) based CF, which uses a hierarchical attention network to capture the user preferences and generates personalised user representations for better recommendation accuracy[11].

Hu et al. presented an Attentional factorisation machine-based CF approach for a session-based recommendation. The proposed method uses attention mechanisms to capture the importance of different items in a session and performs better on two considered datasets[12].

Li et al. presented a multi-relational graph convolutional network-based CF approach for a cross-domain recommendation. The proposed method uses graph convolutional networks to learn user and item representations across multiple domains and achieves better performance than several state-of-the-art CF methods on a real-world dataset[13].

Li et al. presented a neural collaborative filtering (NCF) approach using long-term and short-term user representations to capture user preferences. The proposed method achieves better accuracy when tested with two datasets[14].

Wu et al. provide a comprehensive survey of the literature on bias and fairness in recommendation systems in this paper. It discusses the various types of bias in such systems, the methods used to detect and mitigate bias, and the ethical and legal considerations associated with fair recommendation[15].

Zhang et al. proposed a graph neural network-based recommendation algorithm that uses graph convolutional networks to model user-item interactions. The authors evaluated their approach on several benchmark datasets and showed that it outperforms several state-of-the-art recommendation algorithms[16].

Ricci et al. wrote a recommender system handbook covering various aspects of recommendation, including algorithms, evaluation, and applications[17].
We can conclude that ensemble models can improve the performance of recommendation systems. KNN and MF approach combining can perform better.

III. PROPOSED METHOD

This study developed a CF technique based on KNN and SVD. Generally, SVD provides a more accurate prediction compared with KNN. KNN method is based on k nearest neighbour users or items followed by top K users, and items are chosen. The accuracy depends on the source of the data and the target objective. Usually, KNN is better in data sets with low missing data proportions. SVD is better in massive-size data sets.

This research attempted to go beyond traditional ensemble learning by investigating multi-level ensemble learning concerning recommender systems. We concentrated on stacking generalisation when developing the Recommender System. We tried to examine the impact of the shift from single-level to multi-level ensemble learning on overall accuracy. We used the three datasets and three ensemble approaches based on Collaborative Filtering to evaluate accuracy. The results reveal that 2-level stacking outperforms single-level stacking and any individual recommender system.

This work integrates the approaches mentioned earlier and presents three ensemble recommendation algorithms:

1) Ensemble K-Nearest Neighbors (E-KNN).
2) Ensemble Matrix Factorization (E-MF).
3) Stacked Nearest Neighbors- Matrix Factorization (S-KNNMF).

Algorithm 1: E-KNN (Ensemble K Nearest Neighbour Algorithm)

We have implemented the vanilla KNN algorithm and then taken its three variants by varying the parameters like K and distance. After that, through stacking, we made self ensemble model of KNN. The flowchart of the proposed work is given in Fig. 1. The steps are as follows:

Step 1: Input Datasets
The input of this algorithm is recommendation datasets. We have considered three datasets. The three datasets are taken to check the coverage and better performance check.

Step 2: Determine Similarity Using the Distance Function.

We have to take distance as a Euclidean distance, and another is manhattan distance. There are different distance functions, but Euclidean is the most often used. It is most commonly utilised when the data is continuous. For continuous variables, the Manhattan distance is also quite popular.

**Euclidean distance**

\[ d(x, y) = \sqrt{\sum_{i=1}^{m} (x_i - y_i)^2} \]

**Manhattan distance**

\[ d(x, y) = \sum_{i=1}^{m} |x_i - y_i| \]

Step 3: Determining the Best K value.

The lower value of K is sensitive to outliers; at the same time, a higher K-value is more immune to outliers since it considers more votes when projecting. Cross-validation is an effective method for determining the best K value. It calculates the validation error rate by excluding a subset of the training data from the model construction process. Cross-validation (say, 10-fold validation) entails randomly splitting the training set into ten groups, or folds, of about similar size. 90% of the data is utilised for training the model, with the remaining 10% used to validate it. Based on the 10% validation data, the misclassification rate is calculated. This method is repeated ten times. Every ten times, a different collection of observations is handled as a validation set. It yields ten validation error estimates, which are then averaged out.

Step 4: Ensemble of the KNN Model

For the ensemble, we have used the stacking method. The primary distinction between voting and stacking is how the final aggregate is accomplished. In voting, user-specified weights aggregate the classifiers, whereas stacking uses a blender/meta classifier to do this aggregation. As we have used the self-ensemble model, we have used stacking for the ensemble.

Step 5: Assessing the Model Performance.

We have evaluated model performance on the error terms MSE, RMSE, and MAE.

Step 6: Final Output is Prediction

Finally, we would want to make predictions using the proposed model. We have considered the three variants of KNN and ensemble them using the stacking method. We have applied three different datasets to evaluate the performance of this model.

Fig. 2 represents the block diagram showing the ensemble of KNN using the stacking approach.

---

**Algorithm 2: E-MF(Ensemble Matrix Factorization Algorithm)**

We have implemented the Various Matrix algorithms. We have considered the three variants of matrix factorisation NMF, SVD and SVD++. After that, we made a self-ensemble model of MF through stacking.

E-MF algorithm for a stacking ensemble model that combines NMF, SVD, and SVD++ models for recommendation:

**Step 1** Split the user-item rating matrix into training and validation sets.

**Step 2** Train an NMF model on the training set using gradient descent to minimise the reconstruction error.
error between the actual ratings and the low-rank approximation of the matrix.

**Step 3** Train an SVD model on the training set using gradient descent to minimise the MSE between the actual ratings and the predictions of the model.

**Step 4** Train an SVD++ model on the training set using gradient descent to minimise the MSE between the actual ratings and the predictions of the model.

**Step 5** Use the NMF, SVD, and SVD++ models to generate predictions for the validation set.

**Step 6** Combine the predictions of all models using stacking ensemble method.

**Step 7** Calculate the MSE between the actual ratings and the combined predictions for the validation set.

**Step 8** Choose the best ensemble model based on the validation MSE.

**Step 9** Use the chosen ensemble model to generate predictions for new users or items.

---

**Algorithm 3: Proposed Double Ensemble Algorithm Based on KNN and MF**

We have taken KNN and MF as reference models in this proposed work. Firstly we have implemented KNN and computed the results for various configurations like change in K etc. After taking multiple configurations, we have performed self ensemble model of KNN. We call it self-ensemble because we have considered the single base model and ensemble its variations for better performance.

After this, we considered the Matrix factorisation model and computed the results on its variations like SVD and SVD++. Similar to the previous one here, we also perform self-ensemble for MF. Now finally, we have proposed the double ensemble hybrid model. Hybrid as it uses both KNN and MF. We are here stacking both these models, so we named it Double ensemble.

The KNN-MF-based double ensemble recommendation system is a double ensemble MF algorithm variation that combines matrix factorisation with KNN for better recommendation accuracy. Here are the steps of the algorithm:

**Input:**
- User-item interaction matrix (R), where each element r_ij represents the rating or preference of user i for item j.
- Number of factors (k) to use for matrix factorisation.
- Number of matrix factorisation algorithms to use (m).
- Number of ensemble methods to use (n).
- Number of neighbors (K) to use for KNN.

**Output:**
- A set of recommendations for each user.

**Steps:**
1. Split the data into training and test sets.
2. For each matrix factorization algorithm (i = 1 to m):
   a. Apply matrix factorisation to the training data using algorithm i to generate a set of recommendations (R_i).
   b. Compute the prediction error of R_i on the test set using a suitable evaluation metric (e.g., RMSE, MAE).
3. For each ensemble method (j = 1 to n):
   a. Combine the recommendations from all matrix factorisation algorithms using ensemble method j to generate a set of ensemble recommendations (R_j).
   b. Compute the prediction error of R_j on the test set using the same evaluation metric as step 2.
4. Choose the combination of the matrix factorisation algorithm and ensemble method that produces the lowest prediction error on the test set.
5. For each user:
   a. Compute the K nearest neighbours based on the user's rating history using a suitable similarity measure (e.g., cosine similarity, Pearson correlation).
   b. For each item not yet rated by the user, predict a rating using a weighted average of the ratings of the K nearest neighbours.
c. Combine the KNN predictions with the predictions from the chosen combination of matrix factorisation algorithm and ensemble method using stacking.
d. Use the final set of combined predictions as the recommendations for each user.

Matrix factorisation, ensemble methods, and evaluation metrics are the same as described in the Double Ensemble Matrix Factorization algorithm. The KNN component adds a neighbourhood-based approach to the recommendation process, which can capture local and non-linear patterns in the data and improve the accuracy of recommendations, especially for cold-start users.

Fig. 3 shows the block diagram of our proposed S-KNNMF algorithm.

The proposed model performs better than the other two considered ensemble models.

IV. EXPERIMENTAL SETUP

The experiment was conducted on a 64-bit Windows 8 machine with 8 GB RAM and an Intel Core i5-4200M processor with a 2.50 GHz clock speed. Algorithms were implemented in python using Anaconda. For visualisation, various tools are used that are part of the Anaconda. In a few cases, Google-Colab is also used for running our models.

A. Datasets

We have used three datasets to test our proposed algorithms’ performance in this work. The reason for taking multiple datasets is that it will cover all possible dependencies of the dataset’s nature, like biased, sparsity, etc. They are as follows:

1) Hindi Movie.
2) Book Cross.
3) Movielens.

B. Results

We have taken three datasets for comparative analysis. We have evaluated the performance of our proposed model based on the error scores, namely MSE, RMSE and MAE. We have compared all three models, i.e. ensemble KNN, ensemble matrix factorisation, and stacked KNN-MF model. Table I represents the evaluation result on Hindi Movie datasets.

The table shows that our proposed method gives better results than the other two ensemble models. Fig. 4 graphically represents the comparative analysis of all three considered models for better representation.

Table II shows our proposed method’s superiority over the other two ensemble models. Fig. 4 graphically represents the comparative analysis of all three considered models for better representation.

### TABLE I. COMPARATIVE ANALYSIS OF THE HINDI MOVIE DATASET

<table>
<thead>
<tr>
<th>Model</th>
<th>MSE</th>
<th>RMSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>E-KNN</td>
<td>0.900161946</td>
<td>0.948769</td>
<td>0.719056</td>
</tr>
<tr>
<td>E-MF</td>
<td>0.827225923</td>
<td>0.910843</td>
<td>0.696308</td>
</tr>
<tr>
<td>S-KNNMF</td>
<td>0.65895524</td>
<td>0.888636</td>
<td>0.681319</td>
</tr>
</tbody>
</table>

Table II represents the evaluation result of the Book-Crossing Dataset. It also shows our proposed algorithm’s superiority over other considered algorithms.

### TABLE II. COMPARATIVE ANALYSIS OF THE BOOK-CROSSING DATASET

<table>
<thead>
<tr>
<th>Model</th>
<th>MSE</th>
<th>RMSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>E-KNN</td>
<td>0.859679</td>
<td>0.927189</td>
<td>0.70268</td>
</tr>
<tr>
<td>E-MF</td>
<td>0.829634</td>
<td>0.910843</td>
<td>0.696308</td>
</tr>
<tr>
<td>S-KNNMF</td>
<td>0.789674</td>
<td>0.888636</td>
<td>0.681319</td>
</tr>
</tbody>
</table>

Fig. 4. Comparative graph for hindi movie dataset.

Fig. 5. Comparative graph for book-crossing dataset.
Fig. 6. Block diagram of an ensemble model.

Fig. 5 graphically represents the comparative analysis of all three approaches using Bookcrossing dataset. The Movielens dataset is very popular for performance analysis of recommendation systems. We have also used it for the evaluation of our proposed model. Fig. 6 is representing a block diagram of KNN and MF approaches. Table III represents the evaluation results of all considered algorithms on the Movielens dataset.

<table>
<thead>
<tr>
<th>Model</th>
<th>MSE</th>
<th>RMSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>E-KNN</td>
<td>0.7293</td>
<td>0.8539</td>
<td>0.6522</td>
</tr>
<tr>
<td>E-MF</td>
<td>0.7198</td>
<td>0.8484</td>
<td>0.6481</td>
</tr>
<tr>
<td>S-KNNMF</td>
<td>0.6589</td>
<td>0.8118</td>
<td>0.6245</td>
</tr>
</tbody>
</table>

Table III supports our proposed method’s superiority over the other two ensemble models. Fig. 7 is representing the ensemble model of KNN and MF approaches for better representation of recommendation.

It is clear from Tables I to III that the Ensemble model performs better than the normal models. Double ensemble further improves the performance of the model. Our proposed model gives a minimum error value when evaluated based on MSE, RMSE, and MAE.

V. CONCLUSION AND FUTURE DIRECTION

Double ensemble recommendation models that combine collaborative filtering methods like K-Nearest Neighbors (KNN) and matrix factorisation (MF) can offer improved accuracy and diversity in the recommended items.

KNN is a user-based collaborative filtering technique that recommends items based on user similarity. It suffers from the sparsity problem and is less effective for cold start problems. Conversely, MF is a matrix-based technique that learns latent factors for users and items and can address the sparsity problem. However, it may struggle with long-tail recommendations.

Combining KNN and MF can address the limitations of both techniques, leading to better performance. By leveraging the strengths of both models, the double ensemble approach can generate more diverse and accurate recommendations, especially for cold-start scenarios and long-tail items.

Overall the double ensemble approach of KNN and MF is a promising solution for improving the accuracy and diversity of recommendation systems. In the future, NN-based algorithms are also combined to get better performance. Other ensemble methods can also be applied.
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Integrating Regression Models and Climatological Data for Improved Precipitation Forecast in Southern India
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Abstract—Modern technologies like Artificial Intelligence (AI) and Machine Learning (ML) replicate intelligent human behavior and offer solutions in all domains, especially for human protection and disaster management. Nowadays, in both rural and urban areas, flood control is a serious issue to overcome the vast disaster to life and property. The work proposes to identify an appropriate ML based precipitation forecast model for the flood-prone southern states of India namely Tamil Nadu, Karnataka, and Kerala which receive most precipitation using the climatological information obtained from the NASA POWER platform. The work investigates the effectiveness of ML forecasting models: Multiple Linear Regression (MLR), Support Vector Regression (SVR), Decision Tree Regression (DTR), Random Forest Regression (RFR) and Ensemble (E) learning approaches of E-MLR-SVR, E-MLR-DTR, E-MLR-RFR, E-SVR-DTR, E-SVR-RFR, E-DTR-RFR, E-MLR-SVR-RFR, E-MLR-DTR-RFR and E-SVR-DTR-RFR in forecasting precipitation. The E-MLR-RFR model produces improved and most precise precipitation forecast in terms of Mean Absolute Error (MAE), Mean Square Error (MSE), Root Mean Square Error (RMSE) and $R^2$ values. A higher precipitation forecast can be used to provide early warning about the possible flood in any region.

Keywords—Ensemble models; machine learning models; rainfall precipitation forecast; R-squared value

I. INTRODUCTION

Flood control is an important matter of concern to confront casualties and rehabilitation [1]-[2]. Even though many advanced techniques have been utilized to control flood, concerned authorities still struggle to safeguard citizens and to quickly update estimates of the damage caused by floods. The incidents which happened in Chennai, Kerala, Assam and Bangladesh due to continuous heavy rainfall during the monsoon season [3]-[7] show that protecting all lives and physical resources is a critical matter. In India, monsoon rainfall accounts for 80% of annual precipitation [8]-[9]. Floods which occurred in Kerala in the years 2018, 2019 and 2020 led to death of around 483, 121 and 104 people respectively and immersion of many villages [10]-[11]. The majority of people were then stranded in their houses without access to enough food and water.

Also, such flood hazards have affected most other countries like Bangladesh, Nepal, Pakistan, Afghanistan, Saudi Arabia and Iran [43]-[44]. Among the notable causes of flood, sudden and enduring heavy rain is the most important cause in all countries [12]. Forecast models published in [13]-[16], [19] are helpful to safeguard citizens, manage floods, operating reservoirs at critical situations by predicting floods and disseminating flood alerts. Hitherto, most flood forecasting systems relied either on monitored data or those retrieved from satellites [17]-[18], [20]-[21]. In [21]-[22], precipitation forecast is performed by interpreting such dynamically changing atmospheric data such as temperature, rainfall, humidity and wind direction. Predicting rainfall/precipitation from this large volume of unstructured weather data [22] is not a facile task. So, the work proposes to identify suitable climatological data pre-processing stages and ML models for an automated warning of flood to the public and authorities based on a precipitation forecast. ML models are producing remarkable solutions in the domain of weather forecast and disaster management [45]-[48]

So, the paper proposes a study to identify stand-alone and ensemble Machine Learning models, MLR, SVR, DTR, RFR, E-MLR-SVR, E-MLR-DTR, E-MLR-RFR, E-SVR-DTR, E-SVR-RFR, E-DTR-RFR, E-MLR-SVR-RFR, E-MLR-DTR-RFR and E-SVR-DTR-RFR towards flood prediction via heavy precipitation forecast for the flood-prone south Indian states like Tamil Nadu, Karnataka and Kerala. These states which receive most heavy rainfall have been prone to major floods [8]-[9], [11]. This proposed work focuses on identifying a precipitation forecasting system for the states by integrating climatological data in the ML framework. The climatological data of the highest precipitation receiving geo-spatial locations of those states are captured from the NASA POWER platform [30]. The work also analyses the results of ML based flood/precipitation forecasting models in literature prior to the selection of stand-alone ML models MLR, SVR, DTR, RFR and ensemble ML models, E-MLR-SVR, E-MLR-DTR, E-MLR-RFR, E-SVR-DTR, E-SVR-RFR, E-DTR-RFR, E-MLR-SVR-DTR, E-MLR-SVR-RFR, E-MLR-DTR-RFR and E-SVR-DTR-RFR to work with the climatological data for precipitation forecast. It also attempts the effectiveness of pairwise correlation for feature selection before selecting the independent features for training the ML models. The ensemble model, E-MLR-RFR produces the improved and highest $R^2$ value to precipitation forecast.

This paper is organized in five sections. Section II outlines the literature in terms of related climatological datasets,
models and results predicted. Section III elaborates the data pre-processing, feature selection stages and the ML algorithms used for precipitation forecast. Section IV presents the results and discussion upon results and Section V concludes the paper.

II. RELATED WORKS

ML based papers, studies published by researchers to increase the accuracy of precipitation/flood forecast are discussed in this section. Barrera-Animas, A.Y., et al. [23] presented a comparison of rainfall forecast models based on ML and Deep Learning (DL) architectures, Long-Short Term Memory (LSTM), Stacked-LSTM, Bidirectional-LSTM Networks, Extreme Gradient Boost (XGBoost), an ensemble of Gradient Boosting Regressor, Linear Support Vector Regression, and an Extra-trees Regressor to project hourly rainfall volumes using time-series data from five major cities of the United Kingdom (UK). The performance of the models is assessed using the assessment metrics, Root Mean Squared Error, Mean Absolute Error, and Root Mean Squared Logarithmic Error to identify the bidirectional-LSTM Network as a best rainfall forecast model out of all the models examined. Aftab, S., et al [24] used data mining approaches by identifying hidden patterns within the available elements of historical weather data to estimate the amount of rainfall. Velasco, L. C., et al. [25] forecasted the rainfall of Iliigan city in Southern Philippines using Support Vector Regression Machine (SVRM) based on a 4-year and 17-month rainfall dataset collected using an Automated Rain Gauge (ARG). The forecasting model demonstrated a Mean Square Error (MSE) of 3.46. Khan, T. A., et al. (2019) [26] made classifier and regression models for the investigation of flash floods based on data gathered from the Kund Malir seashore by sensors. For forecasting, the dataset was subjected to Logistic Regression, Quadratic Support Vector Machine, K-Nearest Neighbors (K-NN), Exponential Gaussian Process Regression (GPR) and Ensemble Bagged Tree. The GPR outperformed all other methods with a minimal RMSE of 0.0002 and a prediction speed of 35000 observations per second. Abdullah, A. S., et.al. (2021) [28] used Seasonal Autoregressive Integrated Moving Average (SARIMA) and SVM for rainfall/prediction forecast in Bogor City, Indonesia. The SVM delivered an accurate result with a minimal Mean Absolute Percentage Error (MAPE) for predicting rainfall. Sreehari, E., et. al. (2018) [29] used MLR to forecast the amount of rainfall using the dataset from the Nellore district of Andhra Pradesh, India. The MLR approach produced more accurate findings for the amount of rainfall than Simple Linear Regression (SLR). De Castro, J.T., et al. (2013) [31] developed a technique for a flash flood warning system using Short Message Service (SMS) with improved warning information based on rising water level and water velocity. The regression equation was created based on velocity and water level data that was collected over a seven-day period since they were thought to be flash-flood causes. In order to provide registered users with an early warning, the system computes the present and future risk of flooding based on the model. Rezaeianzadeh, M., et al. (2014) [32] did flood flow forecasting at the outlet of the Khosrow Shirin watershed in the Fars Province of Iran using Artificial Neural Networks (ANN), Adaptive Neuro-Fuzzy Inference Systems (ANFIS), MLR, and Multiple Nonlinear Regression (MNLR). The MNLR models outperformed the ANN, ANFIS, and MLR models with smaller RMSE values. Saha, A., et al. (2021) [33] assessed the performance of flood susceptibility (FS) mapping predictions in the Koiya River basin in Eastern India. Eight flood conditioning variables based on the topography and hydro-climatological conditions were used to create a flood inventory map using the novel ensemble approach of Hyperpipes (HP) [47] and Support Vector Regression (SVR). The ensemble technique produced a higher accuracy of 0.915. The summary of the related works in terms of ML models, precipitation and watershed datasets used and prediction results in terms of MAE/ MSE/ RMSE/ Accuracy is presented in Table I.

<table>
<thead>
<tr>
<th>Authors / Years</th>
<th>Title and Study Regions</th>
<th>Models</th>
<th>Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>[23]</td>
<td>Rainfall prediction: A comparative analysis of modern machine learning algorithms for time-series forecasting, Machine Learning with Applications – UK cities</td>
<td>LSTM, SLSTM, BLSTM, XGBoost, LSVR</td>
<td>RMSE-0.0084</td>
</tr>
<tr>
<td>[24]</td>
<td>Rainfall prediction using data mining techniques: A systematic literature review</td>
<td>ML, DL</td>
<td>-</td>
</tr>
<tr>
<td>[26]</td>
<td>A comparison review based on classifiers and regression models for the investigation of flash floods – Kund Malir, Pakistan</td>
<td>LR, QSVR, KNN, EGPR</td>
<td>RMSE-0.0002</td>
</tr>
<tr>
<td>[28]</td>
<td>Comparison of SARIMA and SVM model for rainfall forecasting in Bogor city, Indonesia</td>
<td>SARIMA, SVM</td>
<td>RMSE 63.25</td>
</tr>
<tr>
<td>[29]</td>
<td>Prediction of climate variable using multiple linear regression- AP, India</td>
<td>MLR, SLR</td>
<td>-</td>
</tr>
<tr>
<td>[31]</td>
<td>Flash flood prediction model based on multiple regression analysis for decision support system – Garang River, Semarang</td>
<td>Multiple Regression Technique</td>
<td>-</td>
</tr>
<tr>
<td>[32]</td>
<td>Flood flow forecasting using ANN, ANFIS and regression models- Shirin watershed, Iran</td>
<td>ANN, ANFIS, MLR, MNLR</td>
<td>R² – 0.81</td>
</tr>
<tr>
<td>[33]</td>
<td>Flood susceptibility assessment using novel ensemble of hyperpipes and support vector regression algorithms – Koiya River Basin - India</td>
<td>HP, SVR, HP-SVR, Ensemble Technique</td>
<td>Accuracy-0.915</td>
</tr>
</tbody>
</table>

From Table I, it is clear that knowing and evaluating variations in rainfall is essential for forecasting flood calamities. So, this paper proposes to use climatological data gathered from the NASAPower dataset [30] for the years from 2001 to 2020 in identifying a better ML based model to forecast precipitation in various flood-prone geographic areas across the southern states of the country namely Tamil Nadu,
Karnataka and Kerala. The work also investigates the improvement in precipitation forecast via pairwise correlation in the feature selection stage of the ML workflow. An accurate forecast precipitation can be used to alarm associated flood and plan relevant precautionary measures.

III. PROPOSED SYSTEM

The focus of this paper includes (i) gathering climatological data from the platform https://power.larc.nasa.gov/ [30] (ii) utilization of ML models in predicting the weather data-based day-wise and month-wise precipitation and (iii) evaluation of results. For the purpose of making an early flood warning from precipitation forecast in a southern region of India, the daily and monthly based climatological features are used in this work. Relevant climatological features are scaled using Standardization to the range from 0 to 1. Following this process, relevant independent features in the dataset are identified using pairwise correlation [52] and then subjected to ML regression models and ensemble models to forecast precipitation. Methodology of the work as illustrated in Fig. 1 is explained in upcoming sub-sections.

A. Data Collection

The climatological data is acquired from the website, https://power.larc.nasa.gov/ [30] to forecast precipitation using the ML functions in scikit learn package of Python. This site provides solar and meteorological data sets from satellite observations for renewable energy and agricultural needs. For user-selected grids, the solar and meteorological characteristics are offered in monthly and daily basis. This climatological dataset is gathered for the three distinct southern Indian states, Tamil Nadu, Karnataka and Kerala of India. The day-wise and month-wise precipitation data is collected for the years from 2001 to 2020 in this region in Comma Separated Values [CSV] file format. The dataset for each region consists of 7305 records and 21 features. The details of the features in the dataset are mentioned in Table II.

TABLE II. ATTRIBUTES IN DATASETS

<table>
<thead>
<tr>
<th>Features Name</th>
<th>Description</th>
<th>Units</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>YEAR</td>
<td>Year</td>
<td>Integer</td>
<td>2001-2020</td>
</tr>
<tr>
<td>DOY</td>
<td>Month/ Day of Year</td>
<td>Integer</td>
<td>1-366</td>
</tr>
<tr>
<td>PS</td>
<td>Surface pressure</td>
<td>(kPa)</td>
<td>15.81-31.98</td>
</tr>
<tr>
<td>TS</td>
<td>Earth skin temperature</td>
<td>C</td>
<td>0.92-22.95</td>
</tr>
<tr>
<td>T2M</td>
<td>Temperature at 2 meters</td>
<td>C</td>
<td>14.68-34.80</td>
</tr>
<tr>
<td>QV2M</td>
<td>Specific humidity at 2 meters</td>
<td>(g/kg)</td>
<td>1.82-22.40</td>
</tr>
<tr>
<td>RH2M</td>
<td>Relative humidity at 2 meters</td>
<td>%</td>
<td>21.54-41.12</td>
</tr>
<tr>
<td>WD2M</td>
<td>Wind direction at 2 meters</td>
<td>(degrees)</td>
<td>8.83-25.23</td>
</tr>
<tr>
<td>WS2M</td>
<td>Wind speed at 2 meters</td>
<td>(m/s)</td>
<td>298.38-414.70</td>
</tr>
<tr>
<td>WDI10M</td>
<td>Wind direction at 10 meters</td>
<td>(degrees)</td>
<td>4.15-18.92</td>
</tr>
<tr>
<td>WS10M</td>
<td>Wind speed at 10 meters</td>
<td>(m/s)</td>
<td>21.75-95.88</td>
</tr>
<tr>
<td>T2MDEW</td>
<td>Dew/Frost point at 2 meters</td>
<td>C</td>
<td>92.53-94.27</td>
</tr>
<tr>
<td>T2M_MAX</td>
<td>Temperature at 2 meters maximum</td>
<td>C</td>
<td>0.48-7.52</td>
</tr>
<tr>
<td>T2M_MIN</td>
<td>Temperature at 2 meters minimum</td>
<td>C</td>
<td>0.78-9.41</td>
</tr>
<tr>
<td>WS2M_MAX</td>
<td>Wind speed at 2 meters maximum</td>
<td>(m/s)</td>
<td>0.60-3.90</td>
</tr>
<tr>
<td>WS2M_MIN</td>
<td>Wind speed at 2 meters minimum</td>
<td>(m/s)</td>
<td>20.94-336.88</td>
</tr>
<tr>
<td>T2M_RANGE</td>
<td>Temperature at 2 meters range</td>
<td>C</td>
<td>0.74-10.76</td>
</tr>
<tr>
<td>WS10M_MAX</td>
<td>Wind speed at 10 meters maximum</td>
<td>m/s</td>
<td>1.2-13.03</td>
</tr>
<tr>
<td>WS10M_MIN</td>
<td>Wind speed at 10 meters minimum</td>
<td>m/s</td>
<td>0.02-9.22</td>
</tr>
<tr>
<td>ALLSKY_SFC_LW_DWN</td>
<td>All sky surface longwave downward Irradiance</td>
<td>(w/m²/2)</td>
<td>21.62-336.19</td>
</tr>
<tr>
<td>PRECOTCORR</td>
<td>Precipitation corrected</td>
<td>(mm/day)</td>
<td>0-88.46</td>
</tr>
</tbody>
</table>

B. Data Pre-Processing

After data acquisition, data pre-processing is carried out to remove any null, empty or outlier data and to restore them with appropriate data for Machine Learning. Outliers are extreme data values which are out of observation ranges. The outliers/ missing values are rectified/ filled out to remove data irregularities and finally the entire data is transformed to the required format.

The climatological data obtained for the southern states, Tamil Nadu, Karnataka, and Kerala from [30] are devoid of missing values and outliers and so no pre-processing steps were necessary. The dataset is subjected to Data analysis and Feature Engineering to identify more relevant climatological features for training the different ML algorithms for forecasting rainfall. The later data analysis and feature engineering stages are detailed in the upcoming sub-sections.
C. Data Analysis

The climatological dataset used in the work is a high-resolution climatological data for a period of 20 years from 2001 to 2020. It is analyzed prior feature engineering using visualization tools of Python packages namely seaborn and matplotlib. The mean precipitation of Tamil Nadu, Karnataka, and Kerala over a period of time from 2016 to 2020 is shown in Fig. 2(a) to 2(c).

![Monthly Average Rainfall in mm from Year 2016 to 2020](image)

Fig. 2. Line plots showing average monthly precipitation from 2016 to 2020 (a) Tamil Nadu (b) Karnataka (c) Kerala.

The Fig. 2(a) clearly shows nine peak points from the climatological data of Tamil Nadu for the months July 2016, June 2017, September 2017, July 2018, October 2018, August 2019, October 2019, July 2020 and October 2020. Fig. 2(b) shows seven rainfall peak points of Karnataka which occurred in the months June 2016, July 2017 and 2018, August 2019, October 2019, July 2020 and September 2020.

Fig. 2(c) clearly shows ten peak precipitation points of Kerala in June and October of 2016, June and September of 2017, July and October of 2018, August and October of 2019 and July and September of 2020. Fig. 2(a) to (c) clearly indicate that there is maximum probability of precipitation and hence flood in monsoon season. Floods in these states have occurred during these high precipitation months [10], [66]-[67]. So, these months need special flood attention.

D. Feature Engineering

The goal of feature engineering in ML is to identify relevant independent features to make the models perform better. Scaling is one of the main goals of feature engineering which identifies the most pertinent quartiles of the data. In this work, the independent features in the respective ranges as shown in Table II are scaled using Standardization [49] to the range from 0 to 1. The scaling operation used to find the new independent feature value, \( x_{\text{new}} \) is shown mathematically in Eq. (1).

\[
 x_{\text{new}} = \frac{x - \mu}{\sigma}
\]

(1)

where \( x \) is the independent feature, \( \mu = \frac{1}{N} \sum_{i=1}^{N} x_i \) is the mean of the \( N \) values of the independent feature \( x_i \) and \( \sigma \) is the standard deviation represented mathematically as \( \sqrt{\frac{1}{N} \sum_{i=1}^{N} (x_i - \mu)^2} \).

Correlation analysis helps to collect essential features from the dataset. First, the correlation coefficients between independent features are determined and recorded in a table called a correlation matrix. The correlation between two features is represented in each cell of the correlation table from -1 to 1. If the value is positive, then there is a normal correlation; while bigger positive values indicate a stronger correlation between features. There is an inverse correlation when the matrix values are negative. Relationship between feature pairs in a dataset is determined using the corr() function in python as a heat map in Fig. 3. The correlation heat map for Tamil Nadu state is shown in Fig. 3. It clearly demonstrates correlations between independent features with same cell colour and value. The feature T2M is highly correlated with TS, T2M_MAX. Also, the feature T2M_DEW is highly correlated with TS, T2M_RANGE, T2M_MIN, QV2M, RH2M_ALLSKY_SFC_LW_DWN etc.

The range of correlation from 1 to -1 is shown by the colour intensity variations from green to blue. An independent feature is chosen from each pairwise correlated group to be included in model design phase [52]. This helps to reduce the number of features in the dataset which in turn can improve the performance of ML modeling [49] - [53]. The effectiveness and interpretability of model can be increased by the new collection of uncorrelated features.

Following the feature selection stage, the dataset for Tamil Nadu state has the features: RH2M, PS, WS10M_MAX, ALLSKY_SFC_LW_DWN and WD10M. The feature engineered dataset with the relevant set of independent and dependent features as shown in Table III is subjected to the model building stage.
TABLE III. Features Obtained from the Feature Engineering Stage

<table>
<thead>
<tr>
<th>State</th>
<th>Tamil Nadu</th>
<th>Karnataka</th>
<th>Kerala</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dependent Feature</td>
<td>PRECTOTCORR</td>
<td>PRECTOTCORR</td>
<td>PRECTOTCORR</td>
</tr>
</tbody>
</table>

Fig. 3. Correlation heat map for Tamil Nadu state.

E. Model Building

This work proposes to identify the effectiveness of the standalone ML models: MLR, SVR, DTR, RFR and ensemble ML models: E-MLR-SVR, E-MLR-DTR, E-MLR-RFR, E-SVR-DTR, E-SVR-RFR, E-DTR-RFR, E-SVR-RFR, E-MLR-DTR-RFR and E-SVR-DTR-RFR in forecasting precipitation using the independent features obtained from the NASAPOWER dataset for the flood-prone south Indian states of Tamil Nadu, Karnataka and Kerala. The dataset with features as in Table III is split into training and testing datasets in the ratio, 8:2 and the training dataset is subjected to the training phases of the above mentioned standalone and ensemble ML models [36]-[37]. In ensemble models, the final prediction is made by averaging the results of all the base models. General training phase of these ML and ensemble algorithms are briefed as follows:

1) Machine learning models: Machine Learning (ML) [38]-[41] is the science of creating regression/ classification models using algorithms that can draw knowledge from prior instances. The general data flow diagram of a ML based regression algorithm for forecasting rainfall is as shown in Fig. 4. Fig. 4 depicts the typical data flow diagram of the regression algorithm where the independent features from the dataset in Table III are subjected to the training phase of the ML algorithms, both stand-alone algorithms: MLR, SVR, DTR, RFR and ensemble algorithms: E-MLR-SVR, E-MLR-DTR, E-MLR-RFR, E-SVR-DTR, E-SVR-RFR, E-DTR-RFR, E-SVR-RFR, E-MLR-DTR-RFR and E-SVR-DTR-RFR to produce the model to forecast precipitation. The precipitation forecast is obtained from these models using the test data. The working of different ML and ensemble algorithms are briefed in sub-sections below.
2) **Multi linear regression**: Multiple Linear Regression [6], [41] determines the relation between dependent feature and many independent features to forecast the values of the continuous dependent feature. In MLR, the relationship between the independent features, \( x \) and dependent feature, \( y \) is modeled in the training phase as a linear equation shown in Eq. (2) by minimizing the sum of squares of error between the actual and predicted dependent feature values or residuals using Least Squares optimization [54]-[55].

\[
y_{pi} = b_0 + b_1 x_1 + b_2 x_2 + \cdots + b_n x_n \tag{2}
\]

Here the indices 1,2,3,...,n correspond to the ‘n’ independent features, \( y_{pi} \) is the dependent feature, \( b_0 \) is the \( y \)-intercept, and \( b_1 \), \( b_2 \), ... , \( b_n \) are the coefficients of the independent features \( x_1 \), \( x_2 \), ... , \( x_n \) respectively. The illustration is shown in Fig. 5. In this work, MLR is trained using the training set Tamil Nadu, Karnataka and Kerala states and the model is used to forecast daily and monthly precipitation.

3) **Support vector regression**: Support Vector Regression identifies a hyperplane in an n-dimensional space of the independent features, \( x \) in the training dataset as a model to predict the values of the dependent feature, \( y_{pi} \). The hyperplane model obtained after training as shown in Eq. (3) has the largest margin between the support vectors, \( \xi \) and \( \xi^* \) around a marginalized \( \varepsilon \) space. The \( \varepsilon \) space is \( \pm \varepsilon \) from the hyperplane.

\[
y_{pi} = f(x) = bx + c = \sum_{i=1}^{N}(\alpha_i - \alpha_i^*) K(x_i, x) + c \tag{3}
\]

Here \( b \) is the weight vector corresponding to the independent feature \( x \) in terms of the Lagrange multipliers \( \alpha_i, \alpha_i^* \) and \( c \) is the bias term which are obtained in the training phase by minimizing the objective function, \( \frac{1}{2}||b||^2 + C \sum_{i=1}^{N}(\xi_i + \xi_i^*) \) using quadratic optimization [57]-[59]. \( K \) is the kernel function which transforms \( x \) to higher dimension and \( C \) is the penalty parameter of the model and \( N \) is the size of the training dataset. The illustration of the parameters are shown in Fig. 6. In this work, the SVR model is used for predicting continuous values of precipitation for Tamil Nadu, Karnataka and Kerala on a daily and monthly basis.

4) **Decision tree regression**: Regression issues can be solved using the Decision Tree Regressor (DTR) as shown in Fig. 7 [60], [63]. Starting with the root node with all the records in the training dataset, a decision tree is built. The tree divides into left and right child nodes based on a condition check on an independent feature values with least Mean Square Error to contain subsets of the training dataset. Mean Square Error is the difference between the predicted values of the dependent feature and its original target value.

The child nodes are further subdivided into their children nodes and thus become the parent nodes of next level. Each branch denotes the outcome of a test and each leaf node denotes the final outcome. The set of all conditions until different leaf nodes corresponds to the regression model. The predicted output is obtained as the average of the dependent feature values of all records in the leaf node. DTR model trained using the training set from Tamil Nadu state to forecast daily precipitation is shown in Fig. 7.
Regression:

- $E$ and $R$
- root of the mean square error

The ensemble approach, $E = \sqrt{2}$, is referred to as the ensemble regressor $R$. This approach aggregates decision trees that operate concurrently without interacting with one another and produces the regression output as the average of outputs from all decision tree regressors [61], [64]. One out of ten DTRs used in the RFR model trained using the training set from Tamil Nadu state to forecast daily precipitation is shown in Fig. 9.

Fig. 7. Sample DTR with five levels drawn from climatological day-wise precipitation data of Tamil Nadu state.

5) Random forest regression: Random Forest Regressor (RFR) as shown in Fig. 8 has a large number of decision tree regressors trained from the subsets of the training dataset [65][27]. It is a bagging ensemble approach which employs aggregated decision trees that operate concurrently without interacting with one another and produces the regression output as the average of outputs from all decision tree regressors [61], [64]. One out of ten DTRs used in the RFR model trained using the training set from Tamil Nadu state to forecast daily precipitation is shown in Fig. 9.

Fig. 8. The random forest regression ensemble.

Fig. 9. One sample DTRs of RFR drawn from climatological data for Tamil Nadu state.

F. Ensemble Models

In Machine Learning (ML), the use of multiple models or algorithms to increase prediction reliability is referred to as ensemble learning [61]. The fundamental idea behind ensemble approaches is to achieve improved results using Eq. (4) by integrating results from many models than from a single model [61]-[62]. The average of results from the numerous regression models is the final prediction. In this work, ensemble techniques, E-MLR-SVR, E-MLR-DTR, E-SVR-DTR, E-SVR-RFR, E-DTR-RFR, E-MLR-SVR-DTR, E-MLR-SVR-RFR, E-MLR-DTR-RFR and E-SVR-DTR-RFR are used to forecast precipitation.

\[
\text{Final Prediction} = \frac{\sum_{i=1}^{m}(\text{Prediction from Model } j)}{m}
\]

where $j = 1$ to $m$ and $m$ is the number of models.

The ensemble approaches used in this work are bagging/averaging approaches where arbitrary subsets of the training data are trained in several base algorithms: MLR, SVR, DTR, RFR and the predictions from each model are combined to get a final prediction. In the ensemble approach, E-MLR-SVR, the outputs of the basic regressors, MLR and SVR are combined to get the final output. Integrating stand-alone models yields better outcomes than using a stand-alone model. The climatological datasets from Tamil Nadu, Karnataka and Kerala are trained using the stand-alone ML algorithms and ensemble learning approaches to predict daily and monthly rainfall in the states of Tamil Nadu, Karnataka and Kerala. The performance of these models are assessed in terms of MAE, MSE, RMSE and $R^2$ values. Section IV analyses the results of these models in terms of regression metrics.

IV. EXPERIMENTAL RESULTS AND ANALYSIS

The performance evaluation metrics, Mean Absolute Error (MAE), Mean Squared Error (MSE), Root Mean Square Error (RMSE) and $R^2$ (R- squared) values are used to assess precipitation forecasting models [34]-[35]. MAE refers to the average of the absolute error difference between predicted value, $y_p$, and actual value, $y$, as defined in Eq. (5). RMSE defined in Eq. (6) is the square root of the mean square error (MSE). The percentage of the dependent feature’s fluctuation that can be predicted from the independent feature is known as $R^2$ value. It is defined in Eq. (7).

\[
\text{MAE} = \frac{\sum_{i=1}^{N}|y_i - y_p|}{N}
\]

\[
\text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N}(y_i - y_p)^2}
\]

where $MSE = \frac{1}{N} \sum_{i=1}^{N}(y_i - y_p)^2$. $N$ is the total number of observations/rows in the test data.

\[
R^2 = 1 - \frac{\sum_{i=1}^{N}(y_i - y_p)^2}{\sum_{i=1}^{N}(y_i - \bar{y})^2}
\]

where $y_i$ is actual value of $i^{th}$ observation, $y_p$ is predicted value of $i^{th}$ observation, $\bar{y}$ is the average of predicted values and $N$ is the number of observations/rows.
A. Results and Analysis

The testing experiments are conducted on the test dataset obtained from the 20% climatological data of Tamil Nadu, Kerala and Karnataka states in an Intel Core™ i7-7500 CPU with 2.70 GHz speed and 16GB RAM using the numerical and ML packages of Python. The results obtained in terms of MAE, MSE, RMSE and R2 values from the stand-alone ML algorithms: MLR, SVR, DTR, RFR and ensemble algorithms: E-MLR-SVR, E-MLR-DTR, E-MLR-RFR, E-SVR-DTR, E-SVR-RFR, E-DTR-RFR, E-MLR-SVR-DTR, E-MLR-SVR-RFR and E-SVR-DTR-RFR are tabulated in the Tables IV and V for day-wise and month-wise predictions. It is found from Tables IV and V that E-MLR-RFR produces improved precipitation forecast than other models in terms of MAE, MSE, RMSE and R2 values for Tamil Nadu, Karnataka and Kerala states and also the models in [25], [28] and [32] in Table I. The minimal RMSE and maximal R2 value for day-wise precipitation forecast from the E-MLR-RFR model are 0.11, 0.2, 0.1 and 0.9997, 0.999, 0.999 for Tamil Nadu, Karnataka and Kerala states respectively. Also the minimal RMSE and maximal R2 value for month-wise precipitation forecast from the E-MLR-RFR model are 0.06, 0.08, 0.31 and 0.9996, 0.999, 0.999 for Tamil Nadu, Karnataka and Kerala states respectively. The performance comparisons of the precipitation predictions made by different models: stand-alone algorithms: MLR, SVR, DTR, RFR and ensemble algorithms: E-MLR-SVR, E-MLR-DTR, E-MLR-RFR, E-SVR-DTR, E-SVR-RFR, E-DTR-RFR, E-MLR-SVR-DTR, E-MLR-SVR-RFR, E-MLR-DTR-RFR and E-SVR-DTR-RFR are respectively shown in the line diagrams from Fig. 10 to Fig. 12 for Karnataka state. Minimal error is noted from all the line plots in terms of predicted and actual monthly precipitation.

<table>
<thead>
<tr>
<th>Models</th>
<th>MAE</th>
<th>MSE</th>
<th>RMSE</th>
<th>R2 Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLR</td>
<td>0.07</td>
<td>0.54</td>
<td>0.25</td>
<td>0.01</td>
</tr>
<tr>
<td>SVR</td>
<td>0.31</td>
<td>0.62</td>
<td>0.88</td>
<td>6.90</td>
</tr>
<tr>
<td>DTR</td>
<td>1.43</td>
<td>1.78</td>
<td>2.60</td>
<td>6.08</td>
</tr>
<tr>
<td>RFR</td>
<td>0.49</td>
<td>0.79</td>
<td>0.96</td>
<td>0.13</td>
</tr>
<tr>
<td>E-MLR-SVR</td>
<td>0.20</td>
<td>0.14</td>
<td>0.16</td>
<td>0.35</td>
</tr>
<tr>
<td>E-MLR-DTR</td>
<td>0.73</td>
<td>0.81</td>
<td>1.28</td>
<td>1.31</td>
</tr>
<tr>
<td>E-MLR-RFR</td>
<td>0.006</td>
<td>0.004</td>
<td>0.009</td>
<td>0.012</td>
</tr>
<tr>
<td>E-SVR-DTR</td>
<td>0.82</td>
<td>0.86</td>
<td>1.34</td>
<td>2.00</td>
</tr>
<tr>
<td>E-SVR-RFR</td>
<td>0.20</td>
<td>0.14</td>
<td>0.16</td>
<td>0.37</td>
</tr>
<tr>
<td>E-DTR-RFR</td>
<td>0.73</td>
<td>0.81</td>
<td>1.28</td>
<td>1.44</td>
</tr>
<tr>
<td>E-MLR-SVR-DTR</td>
<td>0.13</td>
<td>0.09</td>
<td>0.10</td>
<td>0.17</td>
</tr>
<tr>
<td>E-MLR-DTR-RFR</td>
<td>0.54</td>
<td>0.57</td>
<td>0.89</td>
<td>0.89</td>
</tr>
<tr>
<td>E-SVR-DTR-RFR</td>
<td>0.54</td>
<td>0.57</td>
<td>0.89</td>
<td>0.93</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Models</th>
<th>MAE</th>
<th>MSE</th>
<th>RMSE</th>
<th>R2 Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLR</td>
<td>0.60</td>
<td>1.31</td>
<td>1.25</td>
<td>0.45</td>
</tr>
<tr>
<td>SVR</td>
<td>0.76</td>
<td>1.19</td>
<td>1.69</td>
<td>1.06</td>
</tr>
<tr>
<td>DTR</td>
<td>0.91</td>
<td>1.36</td>
<td>1.66</td>
<td>1.58</td>
</tr>
<tr>
<td>RFR</td>
<td>0.63</td>
<td>0.87</td>
<td>1.24</td>
<td>0.63</td>
</tr>
<tr>
<td>E-MLR-SVR</td>
<td>0.95</td>
<td>1.48</td>
<td>2.24</td>
<td>1.67</td>
</tr>
<tr>
<td>E-MLR-DTR</td>
<td>0.30</td>
<td>0.53</td>
<td>0.75</td>
<td>0.16</td>
</tr>
<tr>
<td>E-MLR-RFR</td>
<td>0.02</td>
<td>0.03</td>
<td>0.09</td>
<td>0.004</td>
</tr>
</tbody>
</table>

TABLE IV. MAE, MSE, RMSE AND R2 VALUES OF VARIOUS REGRESSION METHODS FOR TAMIL NADU (TN), KARNATAKA (KA) AND KERALA (KL) – DAY-WISE PREDICTIONS

TABLE V. MAE, MSE, RMSE AND R2 VALUES OF VARIOUS REGRESSION METHODS FOR TAMIL NADU (TN), KARNATAKA (KA) AND KERALA (KL) – MONTH-WISE PREDICTIONS
<table>
<thead>
<tr>
<th>E-SVR-DTR</th>
<th>1.04</th>
<th>1.58</th>
<th>2.73</th>
<th>2.08</th>
<th>6.49</th>
<th>14.87</th>
<th>1.44</th>
<th>2.54</th>
<th>3.85</th>
<th>0.85</th>
<th>0.84</th>
<th>0.71</th>
</tr>
</thead>
<tbody>
<tr>
<td>E-SVR-RFR</td>
<td>0.96</td>
<td>1.45</td>
<td>2.33</td>
<td>1.77</td>
<td>5.63</td>
<td>11.06</td>
<td>1.33</td>
<td>2.37</td>
<td>3.32</td>
<td>0.87</td>
<td>0.86</td>
<td>0.78</td>
</tr>
<tr>
<td>E-DTR-RFR</td>
<td>0.31</td>
<td>0.53</td>
<td>0.80</td>
<td>0.19</td>
<td>0.57</td>
<td>1.86</td>
<td>0.44</td>
<td>0.75</td>
<td>1.36</td>
<td>0.99</td>
<td>0.98</td>
<td>0.96</td>
</tr>
<tr>
<td>E-MLR-SVR-RFR</td>
<td>0.64</td>
<td>0.97</td>
<td>1.53</td>
<td>0.78</td>
<td>2.53</td>
<td>4.75</td>
<td>0.88</td>
<td>1.59</td>
<td>2.18</td>
<td>0.94</td>
<td>0.93</td>
<td>0.90</td>
</tr>
<tr>
<td>E-MLR-SVR-DTR</td>
<td>0.69</td>
<td>1.05</td>
<td>1.82</td>
<td>0.92</td>
<td>2.88</td>
<td>6.60</td>
<td>0.96</td>
<td>1.69</td>
<td>2.57</td>
<td>0.93</td>
<td>0.93</td>
<td>0.87</td>
</tr>
<tr>
<td>E-MLR-DTR-RFR</td>
<td>0.21</td>
<td>0.36</td>
<td>0.54</td>
<td>0.08</td>
<td>0.26</td>
<td>0.93</td>
<td>0.28</td>
<td>0.50</td>
<td>0.96</td>
<td>0.99</td>
<td>0.99</td>
<td>0.98</td>
</tr>
<tr>
<td>E-SVR-DTR-RFR</td>
<td>0.70</td>
<td>1.04</td>
<td>1.88</td>
<td>0.98</td>
<td>2.74</td>
<td>7.66</td>
<td>0.99</td>
<td>1.45</td>
<td>2.76</td>
<td>0.92</td>
<td>0.93</td>
<td>0.85</td>
</tr>
</tbody>
</table>

Fig. 10. Line plots showing actual and predicted monthly precipitation of Karnataka (a) MLR (b) SVR (c) DTR (d) RFR.
Fig. 11. Line plots showing actual and predicted monthly precipitation of Karnataka (a) E-MLR-RFR (b) E-SVR-DTR (c) E-SVR-RFR (d) E-DTR-RFR (e) E-MLR-SVR (f) E-MLR-DTR (g) E-MLR-SVR-RFR and (h) E-MLR-SVR-DTR.
Fig. 12. Line plots showing actual and predicted monthly precipitation of Karnataka (a) E-MLR-DTR-RFR (b) E-SVR-DTR-RFR.

A barplot comparison of the evaluation metrics, MAE, MSE, RMSE and \( R^2 \)-values is also made between the states of Tamil Nadu, Karnataka and Kerala in Fig. 13. The ensemble model E-MLR-RFR fared better than other models. Also, the climatological data from Karnataka produces lesser error when compared to the data from Kerala and Tamil Nadu for all models in the comparative study.

Heavy rainfall is one of the main reasons for flooding. A buildup of water in low-lying places can result in rivers overflowing their banks when rainfall surpasses a specific threshold, often 35.6 mm or more as reported in [42] and
shown in Table VI. So, the heavy rainfall predictions made from the best model, E-MLR-RFR proposed from the work to provide flood warnings in a specific location to reduce serious damage to both the environment and human societies.

**TABLE VI. RAINFALL RANGE-FLOOD RANGE IS HIGHLIGHTED**

<table>
<thead>
<tr>
<th>Description</th>
<th>Rainfall amount (mm/day)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very Light Rain</td>
<td>0.1 - 2.4</td>
</tr>
<tr>
<td>Light Rain</td>
<td>2.5 - 7.5</td>
</tr>
<tr>
<td>Moderate Rain</td>
<td>7.6 - 35.5</td>
</tr>
<tr>
<td>Rather Heavy Rain</td>
<td>35.6 - 64.4</td>
</tr>
<tr>
<td>Heavy Rain</td>
<td>64.5 - 124.4</td>
</tr>
<tr>
<td>Very Heavy Rain</td>
<td>124.5 - 244.4</td>
</tr>
<tr>
<td>Extremely Heavy Rain</td>
<td>&gt;244.4</td>
</tr>
</tbody>
</table>

**V. CONCLUSION**

The work has identified an appropriate ML based precipitation forecast model for the flood-prone southern states of India namely Tamil Nadu, Karnataka, Kerala which receive most precipitation using climatological data obtained from the NASA POWER platform. The precipitation forecast is proposed to alarm flood. The work investigated the effectiveness of ML forecasting models: Multiple Linear Regression (MLR), Support Vector Regression (SVR), Decision Tree Regression (DTR), Random Forest Regression (RFR) and ensemble approaches E-MLR-SVR, E-MLR-DTR, E-MLR-RFR, E-SVR-DTR, E-SVR-RFR, E-DTR-RFR, E-MLR-SVR-DTR, E-MLR-SVR-RFR, E-MLR-DTR-RFR and E-SVR-DTR-RFR in forecasting precipitation. The E-MLR-RFR model has produced improved and precise precipitation in terms of Mean Absolute Error (MAE), Mean Square Error (MSE), Root Mean Square Error (RMSE) and R² values. The higher precipitation forecast from E-MLR-RFR can be used to provide early warning about the possible flood in any region.
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Abstract—The World Health Organization (WHO) has released a report warning of the worldwide epidemic of heart disease, which is reaching worrisome proportions among adults aged 40 and high. Heart problems can be detected and diagnosed by a variety of methods and procedures. Scientists are striving to find multiple approaches that meet the required accuracy standards. Finding the heart issue in the waveform is what an Electrocardiogram (ECG) is all about. Feature-based deep learning algorithms have been essential in the medical sciences for decades, centralising data in the cloud and making it available to researchers around the world. To promptly detect irregularities in the cardiac rhythm, manual analysis of the ECG signal is insufficient. ECGs play a crucial role in the evaluation of cardiac arrhythmia in the context of daily clinical practice. In this research, a deep learning-based Convolution Neural Network (CNN) framework is adapted from its original classification task to automatically diagnose arrhythmias in ECGs. A deep convolution network that has been used for training with most relevant feature subset is used for accurate classification. The primary goal of this research is to classify arrhythmia using a deep learning method that is straightforward, accurate, and easily deployable. This research proposes a Recurrent Ascendancy Feature Subset Training model using Deep CNN model for arrhythmia Classification (RAFST-DCNN-AC). The suggested framework is tested on ECG waveform circumstances taken from the MIT-BIH arrhythmia database. The proposed model when contrasted with the existing models exhibit better classification rate.

Keywords—Feature selection; arrhythmia classification; convolution neural network; deep learning; electrocardiograms

I. INTRODUCTION

Many international health groups, including the World Health Organization, have concluded that cardiovascular diseases are the leading cause of death around the world. More people die each year from cardiovascular disease than from any other single cause [1]. Both strokes and heart attacks account for 88% of all cardiovascular diseases. Majority of cardiac deaths worldwide occur in regions with lower or moderate incomes [2]. Untreated cardiac arrhythmias and their long-term consequences are a leading cause of deadly cardiovascular diseases. Arrhythmia is the medical term for irregular heartbeats [3]. Arrhythmias play a pivotal role in ECG abnormalities, as this is essentially a rhythm conduction problem. Electrocardiography can detect potentially fatal heart arrhythmias and other problems. During this procedure, an electrode is positioned on the patient's chest to record the rhythm of their heart's electrical activity. ECG sessions are typically used for long-term data recording and analysis by physicians and doctors to evaluate the presence or absence of a cardiac abnormality and the patient's risk for developing this condition. Time is a major factor in this undertaking. Therefore, it is crucial for doctors and medical professionals to be able to diagnose heart arrhythmia [4].

People are concerned about the global health as the prevalence of congenital heart defects increases over time. Up to this point, ECG signals have shown to be the most reliable method of determining cardiac dysfunction and abnormalities [5]. ECG and its associated terms P wave, QRS complex, T wave, and QT interval show normal heart activity [6]. By analysing these characteristics or electrical waves, the abnormality can be identified with the help of expert medical expertise. The heart diseases that affect heart rate were successfully observed using deep learning techniques [7]. It is possible that the irregular heart rate is the result of the faulty signal being too slow, too rapid, or completely unexpected. Lack of therapy can result in a heart attack or heart failure. The Normal Sinus Rhythm (NSR) represents a healthy, normal heartbeat on an electrocardiogram [8]. Congestive heart failure (CHF) represents the opposite type, a chronic condition in which the heart's ability to pump blood is impaired. Inadequate blood flow causes the heart to weaken and frequently disrupts its ability to operate [9].

Medical researchers have been motivated by the state-of-the-art uses of deep learning in the fields of pattern and image recognition. Though electrocardiograms (ECGs) are excellent at monitoring heart activity, only individuals with specialised training can read and understand the resulting tracings [10]. The distinction between symptomatic and asymptomatic arrhythmias is crucial because some potentially deadly arrhythmias can be present with no symptoms at all. Patients with symptomatic arrhythmias may experience dizziness, difficulty breathing, and an irregular heartbeat, all of which may be caused by emotional stress [11]. Extremely high blood sugar, mental stress, excessive smoking, hypertension, and other environmental and behavioural variables have all been linked to arrhythmias. A sluggish heartbeat is possible even in healthy persons, and is not always indicative of any underlying health concern [12]. Categorization results are helpful for diagnosing the risk of arrhythmias or sudden deaths, and can reveal information such as the presence of
non-sustained sustained ventricular tachycardia and ventricular premature beats.

In recent years, cardiac arrhythmia data has grown to an unprecedented degree, stifling advancements in feature-extraction outcomes. This is why Deep Learning (DL) has brought about crucial outcomes in the field of arrhythmia detection. Because of their ability to automatically detect and extract features to produce clear and precise findings, deep neural networks have gained popularity in the field of heartbeat classification [13]. In order to maximise the benefits of automated feature detection and extraction, a wide variety of methods and techniques have been integrated with cutting-edge deep learning algorithms [14]. These methods can be grounded in a variety of frameworks, including those for multiple models and hybridization. In order to incorporate multi-level features and their transformation, a deep neural network is typically designed with a hierarchical layered structure [15].

In modern medicine, the diagnosis of potentially fatal cardiac arrhythmias requires the meticulous analysis of the ECG by board-certified cardiologists. Automated cardiac arrhythmia categorization, on the other hand, has the potential to speed up diagnosis while also providing cardiologists with more objective data [16]. To classify a system automatically into one of several categories is the goal of pattern recognition [17]. An experienced cardiologist can tell only by looking at the ECG waveforms printout what kind of cardiac arrhythmia their patient has. While advanced ECG analyzers can sometimes outperform a human cardiologist, there is still a subset of ECG waveforms that cannot be reliably identified by computers at this time [18]. The purpose of this research is to lay the groundwork for the creation of a computer-aided diagnostic system that will aid specialised cardiologists in the diagnosis of ECG arrhythmias in a way that is both smart and efficient in terms of both money and time. This is done by applying state-of-the-art deep learning approaches to the problem of ECG arrhythmia pattern detection alongside more traditional methods of ECG data processing [19].

In addition, this structure aids in the improvement of feature refinement. The limitations of traditional machine-learning strategies, such as the need for manual and inaccurate feature selection, which can have undesirable effects in the context of the aforementioned applications, are being overcome by integrating neural networks such as Recurrent Neural Networks (RNN) [20], Long Short-Term Memory (LSTM), Convolutional Neural Networks (CNN), and hybrid models, etc. Because accurate categorization of heartbeats and arrhythmia detection necessitates a large quantity of data to work with, the downsides of hybrid techniques build as the cost and lack of quality datasets [21], which may be regarded trivial in some viable scenarios, increase over time. This research offers a deep neural network ensemble to tackle these problems head-on, with the design and merging of two networks, then training the combined model all happening in one continuous process [22]. The innovative features centre on the utilisation of a multi-model framework that combines the capability to blend different ML/DL models and generate a robust result. The suggested methodology outperforms state-of-the-art studies in heartbeat detection and categorization.

This research proposes a Recurrent Ascendancy Feature Subset Training model using Deep CNN model for arrhythmia classification with better classification rate.

II. LITERATURE SURVEY

ECG tracing and arrhythmia classification methodology is presented by Tang et al. [2]. The suggested system includes a front-end IC, an FPGA-based delineation technique, and an arrhythmia classification technique. The inclination of the incoming analogue ECG signal is measured by a ternary second-order Delta modulator in the front-end circuit. Without regard to the instantaneous amplitude, the circuit transforms the analogue inputs into a pulse density modified bitstream whose pulse density is proportionate to the slope variation of the input analogue signal. Within a timing inaccuracy of 3 ms, the front-end chip can detect a slope variation as small as 3.2 mV/μs. Fabricated to use a 180 nm CMOS technology, the 0.25 mm² front-end IC uses just 151 nW of power at 1 kS/s sampling rate. An ECG waveform's fiducial spots can be located using a delineation technique that is informed by the slope variation received from the front-end circuit. A Spartan-6 FPGA was used to test the demarcation algorithm. The delineation system can determine 22 aspects about the QRS/PT waves based on their intervals, slopes, and shape. This information is used to classify arrhythmias such as ventricular ectopic beat (VEB), supraventricular ectopic beat (SVEB), and sinus node originated heatbeats using a rotational linear kernel support vector machine (SVM) for each individual patient.

An ECG is a non-invasive diagnostic tool for identifying heart rhythm disturbances. The literature reports numerous methods for classifying arrhythmias using a wide variety of ECG parameters. Accurate recognition and categorization of arrhythmias is proposed in this work by Zhang et al. [4] using a new approach in conjunction with a novel morphological feature. Events in the ECG signals are first identified. Then, certain sections of an ECG are extracted in order to measure their amplitude, interval, and duration, which are all parametric aspects of ECG morphology. Finally, a new clustering-based extracting features approach is proposed, along with a novel feature for assessing QRS complex morphological changes as visual patterns. At last, the feature vectors are fed into a neural network, a support vector machine, and a K-nearest neighbours classifier so that an automatic diagnosis can be made. Using the MIT-BIH arrhythmia database, which includes all fifteen heartbeat types recommended by the Association for the Advancement of Medical Instrumentation, the proposed method was evaluated, and with the help of the combined parameterized and visual pattern features of ECG Morphology, it achieved the best accuracy rate of 97.70% based on KNN.

An automatic method of detecting arrhythmias from a 12-lead ECG signal is a vital tool in the early detection and prevention of cardiovascular disorders. Previous research on automatic arrhythmia diagnosis often involved combining data from 12 ECG leads into a matrix, which was then fed into a number of feature extractors or deep neural networks. As the data from each lead of a 12-lead ECG interacts with one another during training, these approaches were able to extract
comprehensive properties of the full ECG. Poor information acquisition for 12-lead ECG was the result of ignoring the diversity of lead-specific properties across those leads. The information fusion of extensive features with consistency and lead-specific characteristics with variety should be considered to maximise the information learning of multi-lead ECG. In this paper, Wang et al. [5] presented a new Multi-Lead-Branch Fusion Network (MLBF-Net) architecture for arrhythmia classification by jointly learning the variety and integrity of multi-lead ECG through the use of multi-loss optimization. There are three parts to the MLBF-Net system: It consists of three parts: multiple lead-specific branches for learning the variety of multi-lead ECG; cross-lead features blending by appending the output feature maps of all branches for learning the integrity of multi-lead ECG; and multi-loss co-optimization for all the different branches and the concatenated network.

The ECG is the gold standard for diagnosing heart conditions. However, due to the volume of patient ECG data, human interpretation is laborious and time-consuming. Since there is a severe scarcity of medical personnel, intelligent ECG recognition technology is crucial. For the first time, this research provides an arrhythmia classification algorithm that makes use of ECG data fragments that each contain information on three whole cardiac processes across several ECG leads. Using the MIT-BIH arrhythmia database as training examples, the THML ECG data pre-processing algorithm is developed. To get the best possible integrated classification effect, Tang et al. [7] build four arrhythmia classification models using a 1D-CNN and a priority model integrated voting technique. Ablation trials demonstrate the viability and efficacy of THML ECG data, and the experiments were conducted using the inter-patient system proposed by the Association for the Advancement of Medical Instrumentation (AAMI).

Arrhythmia is a life-threatening kind of cardiovascular disease. ECG analysis using artificial intelligence is a powerful tool for the detection, diagnosis, and treatment of arrhythmia in its earliest stages. Commonly, many types of arrhythmia will be diagnosed in a single patient based on their ECG waveform. Despite this, the focus of the majority of the research done now is on multiclass approaches for dealing with the multi-label problem, which leads to information loss by disregarding the links between diseases. Therefore, Singh et al. [10] proposed an ECG-based multi-label feature selection method (MS-ECG) designed an evaluation criterion of ECG features based on kernelized fuzzy rough sets in order to select the best feature subset and maximise the ECG feature space. The author developed a multi-objective optimization model and proposed a multi-label classification algorithm for arrhythmia based on ECG. To reliably and automatically assign various labels to a single ECG signal, this sparsity-constrained method investigates the relationships between different arrhythmia disorders and examines the mapping link between ECG features and arrhythmia diseases.

Deaths from cardiovascular disease (CVD) now outnumber all others. ECG monitoring is currently included in wearable devices and is a common approach for diagnosing CVD. An ECG delineation and arrhythmia classification (EDAC) system prototype for wearable ECG biosensors is presented in this research by Sohail et al. [12]. The system is made up of a Delta-modulator-based analog-to-feature converter (AFC), a linear kernel support vector machine (SVM) classifier, an automated gain controller (AGC) block, and an algorithm for detecting, delineating, and extracting features from an ECG. In order to recognise QRS complexes, localise fiducial sites, and extract feature vectors for each pulse in the DDF block, the AFC digitises the slope and slope variation of the input analogue signal. On the basis of the detected QRS complex, the AGC then sends a gain control signal to the front-end amplifier. Finally, arrhythmia classification is handled by the SVM block. The MIT-BIH arrhythmia database is used to assess the efficacy of the EDAC system.

Qian et al. [15] introduced a low-overhead method for extracting key characteristics from ECG signals. Additionally, real-time algorithms are proposed to categorise arrhythmias based on these features. Two delta-sigma modulators with a 250 Hz sampling rate and three wave detection algorithms are the basis of the proposed feature extraction system. Essential information about each heartbeat is extracted and encoded into 68 bits of data, which is only 1.48 percent as much as other comparable approaches. Random forests are used as classifiers, and they are trained to distinguish between two common categories of arrhythmias. There are two types of ectopic beats: supraventricular (SVEB) and ventricular (VEB). Comparable to state-of-the-art approaches, the arrhythmia classification achieves F1 scores of 81.05% for SVEB and 97.07% for VEB. This technique offers a dependable and precise means of analysing ECG readings.

Performing an ECG signal analysis is a process that can be laborious, time-consuming, and prone to human error. That's why it's about time Pławiak et al. [16] had an automated study to help cardiologists spot issues in the heart faster and more reliably. While deep learning (DL) models have made remarkable strides and demonstrated impressive arrhythmia classification capabilities recently, their "black-box" nature makes it difficult to employ them in the medical field. This article presents a strong explainability approach to help explain how deep neural networks (DNNs) make decisions and to give feedback on biases that may be used to better train DNNs. In order to accomplish these goals, a DL model is first trained and tested using the MIT-BIH Arrhythmia Database. Post-hoc explanation techniques like SHapley Additive exPlanations (SHAP), local interpretable model-agnostic explanations (LIME), and gradient-weighted class activation mapping (Grad-CAM) are used to make sense of the classification results by deciphering the decision-making process. Several limitations are identified after evaluating these methods for ECG arrhythmia classification, including a lack of ability to identify the significance of a feature when that feature occurs multiple times in a signal and the fact that SHAP and LIME perform random perturbations, which can lead to unreliable explanations. Therefore, a unique K-GradCam approach is proposed to address the limitations of conventional post-hoc explainability techniques for time-series data.
Suitable for low-quality ECG data, Wang et al. [17] proposed a rapid and accurate denoising and classification method. In order to accomplish this, the author proposed a novel attention-based convolutional denoising autoencoder (ACDAE) model that uses a skip-layer and attention module to reliably reconstruct ECG signals from high-noise environments. A lightweight, efficient channel attention (ECA) module is used to efficiently update key characteristics obtained through cross-channel interaction, and skip-layer connections are used to reduce information loss while reconstructing the original signal. Four public databases are used for training and testing the model. Additive white Gaussian noise (AWGN) with amplitudes between 20 and 20 dB is used to evaluate the signals, along with noise from the MIT-Beth Israel Hospital Noise Stress Test Database (NSTDB) with amplitudes between 6 and 24 dB.

III. PROPOSED MODEL

The electrical activity of the heart can be measured and recorded with the use of ECG. The interpretation of ECG signals is vitally important for the diagnosis of arrhythmias. Cardiologists typically employ visual recognition to diagnose and detect various arrhythmias based on brief ECG data [23]. The QRS complexes will show any irregularities in the electrical signal. Detailed information about the signal’s nature can be gleaned from the QRS complexes from the ECG signal. When it comes to categorizing ECG signals [24], feature extraction presents a substantial challenge. Most techniques based on deep learning for autonomous categorization of cardiac arrhythmia can be broken down into two categories: feature engineering and classification. To be more specific, researchers first manually retrieved a significant number of medically relevant ECG components, such as wavelet features. Integrated performance of P, Q, R, and S, plus T, a statistical feature of HRV, morphological features and a statistical feature of higher order mathematical techniques such as enhanced principal component analysis are used to reduce the dimensions of an ECG and thereby extract its features [25]. Artificial features are analysed using deep learning methods, self-organizing maps, and clustering, following feature engineering to yield a prediction result.

Deep learning has several potential uses in the classification of cardiac arrhythmias for scientific research, however some issues remain to be resolved [26]. For instance, feature engineering that relies on subjective considerations can result in the removal of potentially relevant features, which in turn can have an impact on the overall classification performance.

The accuracy of ECG-based diagnostics for cardiovascular diseases has been shown to be improved with the help of deep learning models. They lead to steadily better neural networks by leveraging the cascade of mixed layers of neural networks to extract progressively higher-level features. In many applications of AI algorithms, deep neural networks have finally reached their full potential. This research proposes a unique framework for ECG analysis and classification, one that can represent the signal in a form that is portable between tasks. In order for this to occur, a deep neural network design is proposed that provides high abilities to learn such representations. Since this network has indeed been trained to identify arrhythmias, it is reasonable to presume that the model has picked up all the relevant features information about the ECG’s structure.

A CNN is the first model that this framework supports. It has three hidden layers, one flattening layer, two dense layers, and a batch normalization layer. A n1 matrix is what the CNN expects to see when it starts up. Additionally, a convolution layer and a pooling layer make up all hidden layers. Data type and quantity inform the best pooling strategy selection among options like min-pool, max-pool, and average-pool. Both the average and the maxpool methods are commonly employed for heartbeat categorization. With this goal in mind, max-pooling is used in the deployed CNN, which takes the item in the list from each unit of the feature map. The proposed model framework is shown in Fig. 1.

![Fig. 1. Proposed model framework.](image)

All of the convolution layers here are one-dimensionally applying convolution in time, and each of those layers has 32 kernels of size 3. Furthermore, all pooling layers employ
maximum pooling with a pool size of 5, and a stride of 3. Output class probabilities are predicted by a predictor network made up of five residual blocks, two fully-connected layers of 32 neurons each, and a softmax layer. First, an ECG signal is segmented into 15-second windows, and then one of those windows is chosen. Scaling all amplitude values to fall between 0 and 1. The next step is to identify all local maxima using zero-crossings of the first derivative. Then using a 0.9 threshold on the normalized value of the local maxima, identify a set of potential R-peak locations in an electrocardiogram. Using the middle value of R-R intervals as the window’s standard heart rate, pick a section of the signal with a length of 1T for each R-peak. Adding leading zeros to each segment chosen until their total length is the same as some fixed value as set. In particular, the proposed beat extraction technique is simple to apply and produces reliable results when applied to signals of varying morphologies, making it ideal for use in applications requiring the extraction of R-R intervals. This research proposes a Recurrent Ascendancy Feature Subset Training model using Deep CNN model for Arrhythmia Classification.

Algorithm RAFST-DCNN-AC

\{ 
\begin{align*}
\textbf{Input:} & \text{ Feature Set } \{F_{set}\} \\
\textbf{Output:} & \text{ Arrhythmia Classification Set } \{AC_{set}\} \\
\textbf{Step-1:} & \text{ The feature set is considered and the features are analyzed for processing for accurate classification. The feature vector generation is performed based on the independent attribute correlation range. The feature vector generation of independent feature set is generated as } \\
FVset(Fset(M)) & = \sum_{f=1}^{M} \left( getattr(Fset(f)) + \frac{\max(FSet(f + 1))}{\text{len}(Fset(f))} + \text{avg}(f, f + 1) \\
& - \min(getattr(Fset(f))) \right)
\end{align*}
\}

Here f is the feature considered and f+1 is the neighbor dependant feature.

\textbf{Step-2:} Hidden layer is situated between the input and output layers. An activation function is used to convert a set of weighted sources into an output. Since it is neither the input nor the output layer, this layer is referred to as the hidden layer. The processing layer called hidden layer is where everything actually occurs. The feature processing using hidden layers is performed for removing the irrelevant features still and to update the feature vector for better classification rate. The process of hidden layer process is performed as

\begin{align*}
\text{HiddLayer}(f, f + 1, M) & = \sum_{f=1}^{M} FSet(\text{sim}(f, f + 1)) \\
& + \min(\text{Rec}(j, i)) + \max(Fset(f)) \\
& + \Sigma_{f=1}^{M} \text{activF}(\max(f + 1, \min(f)))
\end{align*}

\textbf{Step-3:} After feature processing is done, Recurrent Ascendancy Feature Subset Training is performed to train the model with the processed feature vector for accurate Arrhythmia Classification that is performed as

\begin{align*}
FTrain(Fset(M)) & = \sum_{f=1}^{M} \frac{\max(\text{HiddLayer}(f)) + \Sigma_{f=1}^{M} \text{maxrange}(\text{HiddLayer}(f + 1, f))}{\text{sizeof}(\text{HiddLayer}(M))}
\end{align*}

\textbf{Step-4:} The updated feature set is generated and then the test data processing will be done for Arrhythmia Classification that is used for accurately classifying the disease or not as multiple sets. The Arrhythmia Classification is performed as

\begin{align*}
\text{ArClassupdate}(Fset(M)) & = \sum_{f=1}^{M} \Sigma_{f=1}^{\text{len}(FTrain)} FTrain(f) + \Sigma_{f=1}^{M} G(\text{max}(FTrain(f)))
\end{align*}

Here G is the function that identifies the similarity of the feature attribute comparison. λ is the threshold value considered for comparison.

\textbf{Step-5:} The classification set is generated and maintained for further identification of grade of the disease and the process of classification set generation is performed as

\begin{align*}
\text{ClaSet}(\text{ArClassupdate}(f)) & = \Sigma_{f=1}^{M} \text{getrange}(f, f + 1) - \\
& \text{min}(\text{ArClassupdate}(f)) + \Sigma_{f=1}^{M} \text{max}(\text{FTrain}(f + 1)) - \Sigma_{f=1}^{M} \text{fmax}(\text{FTrain}(f))
\end{align*}

\textbf{IV. RESULTS}

The significance of ECG classification is quite high important due to many contemporary clinical applications in which this problem can be expressed. The analysis and classification of ECG data is currently supported by a plethora of machine learning methods. The primary drawbacks of these ML outcomes, however, are the shallow feature learning
architectures and the reliance on heuristic hand-crafted or manipulated features. The difficulty stems from the fact that it is possible that the best features for this ECG classification problem will not be found. One proposed solution is to employ deep learning architectures in which the initial layers of convolutional neurons operate as feature extractors and the last layers of fully-connected neurons are used to decide between ECG classes. In order to categorize cardiac arrhythmias, this research work makes use of freely available dataset from kaggle available in the link https://www.kaggle.com/datasets/shayanfazeli/heartbeat. The MIT-BIH Arrhythmia Dataset and the PTB Diagnostic ECG Database are two well-known sources of heartbeat signals that were used to compile this dataset. Both datasets have sufficient sample sizes for use in deep learning network training. Deep neural network architectures for heartbeat classification have been investigated and the possibilities of transfer learning have been observed utilising this dataset. Electrocardiogram (ECG) waveforms of heartbeats (in both the normal case and the instances affected by various arrhythmias and myocardial infarction) are reflected in the signals. Each segment of these signals represents a single heartbeat during preprocessing. There are 87554 samples in all, and 10 features to analyse. The dataset is divided into 80% and 20% ratios, used for training and testing.

There are ECG recordings from multiple people included in the dataset. The dataset collects its own unique collection of features, and these differences have been taken into account independently of one another in the training and testing. This research proposes a Recurrent Ascendancy Feature Subset Training model using Deep CNN model for Arrhythmia Classification (RAFST-DCNN-AC). The proposed model is compared with the traditional ECG Delineation and Arrhythmia Classification System Using Slope Variation Measurement by Ternary Second-Order Delta Modulators (DACS-SVM-TSDM) model. The proposed model exhibits better performance in accurate classification when contrasted with the traditional models.

The technical hurdle for applications like speech recognition, image classification, strategy games, and medical diagnosis has been dramatically raised in recent years because to DNNs' powerful feature extraction capabilities and incremental learning methodologies. Since DNNs can recognise patterns and acquire important features from raw input data without requiring considerable human intervention in the form of custom rules and feature engineering, they are well-suited for decoding ECG data as opposed to standard machine learning approaches. Some studies have looked into the feasibility of using DNNs for automatic classification of cardiac arrhythmia using a single or multiple lead ECG.

ECG arrhythmia diagnosis using computers relies heavily on feature extraction. To this end, feature selection seeks out the most informative characteristics that can be used to distinguish between groups. The goal of feature extraction is to generate fewer features from the same dataset. When this new set of streamlined features is used, it should be able to effectively summarize the original set of features' worth of data. By combining the original features in this way, a condensed version of the full set can be made. The feature extraction accuracy rate of the proposed and existing models are shown in Fig. 2.

![Feature extraction accuracy rate](image1)

Fig. 2. Feature extraction accuracy rate.

The process of reducing the number of dimensions that a dataset occupies involves a number of steps, one of which is feature extraction. As a result, processing will be less of a hassle. A key feature of these massive datasets is the abundance of variables they contain. Extensive computational resources are needed to process these variables. By selecting and merging variables into features, feature extraction aids in getting the best features from those large data sets. The proposed model in less time generates the feature vector. The feature vector generation time levels of the proposed and existing models are shown in Fig. 3 and the accuracy levels of the feature vector generation is shown in Fig. 4.

![Feature vector generation time levels](image2)

Fig. 3. Feature vector generation time levels.

![Feature vector generation accuracy levels](image3)

Fig. 4. Feature vector generation accuracy levels.
Hidden layers in a CNN typically include convolutional layers, pooling layers, fully connected layers, and normalization layers. In this case, it simply implies that convolutional and pooling functions are utilised as activation functions rather than the conventional activation functions stated above. CNNs typically have convolutional layers, max pooling, fully connected layers, and normalising layers as their hidden layers. In this case, it just implies that users not utilising the standard activation functions specified earlier, but rather convolution and pooling functions. The hidden layer processing time levels of the proposed and existing models are shown in Fig. 5.

An activation function is used as the output of a neural network, which has a hidden layer in between its input and output. The function applies weights to the inputs. In a nutshell, the hidden layers alter the network's inputs in a nonlinear way. The number of hidden layers and the weights assigned to those levels can change based on the task being performed by the neural network. In a nutshell, hidden layers are a series of mathematical operations with the same goal in mind but different inputs. Squash functions are an example of a type of hidden layer. These functions take an input and return a value between zero and one, the range for defining probability, making them handy when the algorithm's expected result is a probability. The hidden layer processing accuracy levels of the proposed and existing models are shown in Fig. 6.

There are two main types of arrhythmia, both of which are characterised by the patient's heart rate: bradyarrhythmias and tachyarrhythmias. They are further classified by their aetiology, mode of transmission, and resulting clinical symptoms. The ECG is a crucial tool in the detection of cardiac disorders. Arrhythmias, which include Atrial Fibrillation, Ventricular Tachycardia, Ventricular Fibrillation, and so on, are irregular rhythms in the ECG signal. The primary goal of this research is to identify and categorise patients with cardio-vascular arrhythmias. The Arrhythmia Classification Time Levels of the existing and proposed models are shown in Fig. 7.

Too fast or too slow heart rates are examples of arrhythmias, often known as cardiac arrhythmias, heart arrhythmias, or dysrhythmias. It is possible for arrhythmias to present themselves with no warning signs at all. One possible symptom is experiencing a palpitation or a halt in heartbeats. In severe circumstances, users may experience dizziness, fainting, difficulty breathing, or chest pain. While most instances of arrhythmia are not life-threatening, certain types might put a person at risk for significant complications including a stroke or heart failure. Critical cardiac diseases can be helped greatly by automatic identification and classification of potentially fatal arrhythmias. The Arrhythmia Classification Accuracy Levels of the existing and proposed models are shown in Table I and Fig. 8.

**TABLE I.** ARRHYTHMIA CLASSIFICATION ACCURACY LEVELS

<table>
<thead>
<tr>
<th>Records Considered</th>
<th>Models Considered</th>
<th>Raft-DCNN-AC</th>
<th>DACS-SVM-TSDM</th>
</tr>
</thead>
<tbody>
<tr>
<td>20000</td>
<td>91</td>
<td>81</td>
<td></td>
</tr>
<tr>
<td>40000</td>
<td>93</td>
<td>85</td>
<td></td>
</tr>
<tr>
<td>60000</td>
<td>95</td>
<td>86</td>
<td></td>
</tr>
<tr>
<td>80000</td>
<td>96</td>
<td>87</td>
<td></td>
</tr>
<tr>
<td>100000</td>
<td>97</td>
<td>91</td>
<td></td>
</tr>
<tr>
<td>120000</td>
<td>98</td>
<td>93</td>
<td></td>
</tr>
</tbody>
</table>
Diagnosis of arrhythmia typically involves the use of ECG because of its ease of use, lack of invasiveness, and high accuracy. Many deep neural network-based models have recently been successfully implemented for autonomous categorization of cardiac arrhythmia. However, most models, during training, separately extract the internal properties of each lead in the 12-lead ECG, leading to a deficiency in inter-lead features. The ECG is a reliable diagnostic tool for heart conditions because it measures electrical signals associated with heart muscle function. ECGs can be used to diagnose cardiac issues. Arrhythmia is a leading cause of sudden cardiac death. Heart disease, most often coronary artery disease, is the leading cause of death for persons older than 35. Today, multi-lead electrocardiogram (ECG) signals constitute the gold standard for computer-automated arrhythmia identification using deep learning models. However, due to the amplitudes of the input signals, these models supply too many parameters for practical use. In this research, we present a strategy for bridging the gap between the arrhythmia classification algorithm with multi-lead ECG signals and the arrhythmia classification algorithm with single-lead ECG signals using deep learning models to reduce the performance loss. This research proposes a Recurrent Ascendancy Feature Subset Training model using Deep CNN model for Arrhythmia Classification. The purpose of this research was to determine how little of a performance hit would result from shifting from arrhythmia classification based on multi-lead ECG signals to classification based on single-lead ECG signals. The intention was to take advantage of the high precision approaches based on multi-lead ECG signals in order to give the low computational cost offered by the approaches based on single-lead ECG signals. In future feature dimensionality reduction can be applied to reduce the feature vector size and also to use hybrid models integrated with optimization techniques for enhancing the classification rate.
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Abstract—Machine learning (ML) algorithms are being integrated into several disciplines. Ophthalmology is one field of health sector that has benefited from the advantages and capacities of ML in processing of different types of data. In a large number of studies, the detection and classification of various diseases, such as keratoconus, was carried out by analyzing corneal characteristics, in different data types (images, measurements, etc.), using ML tools. The main objective of this study was to conduct a rigorous systematic review of the use of ML techniques in the detection and classification of keratoconus. Papers considered in this study were selected carefully from Scopus and Web of Science digital databases, according to their content and to the adoption of ML methods in the classification of keratoconus. The selected studies were reviewed to identify different ML techniques implemented and the data types handled in the diagnosis of keratoconus. A total of 38 articles, published between 2005 and 2022, were retained for review and discussion of their content.
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I. INTRODUCTION

Keratoconus is a non-inflammatory bilateral corneal disease, characterized by a progressive deformation of the cornea which takes the shape of a cone [1]. The common symptoms of keratoconus are usually abnormally progressive myopia and astigmatism, vision poorly corrected by glasses, difficulty adapting to lenses, visual fatigue, and headaches. Other specific symptoms may be associated with each stage of keratoconus. The prevalence of keratoconus can range from 0.2 to 4.790 per 100 000 people [2]. Keratoconus can affect only one eye or both eyes at the same time, with different degrees of evolution, and repetitive eye rubbing is considered the most involved factor in the progression of this disease [3]. The diagnosis of keratoconus is generally made by examining the topography of the cornea as well as analyzing certain biomechanical characteristics of the cornea [4].

The detection of keratoconus, especially in its early stage, is a task that is not obvious in the absence of a set of uniform criteria describing this keratoconus stage. Considering the importance of the diagnosis of keratoconus, many contributions that aim at the classification of keratoconus have been published. The authors of a significant number of research works have opted for the adoption of ML techniques in their keratoconus classification systems, with the aim of achieving a good level of precision in the discrimination of this disease and assisting clinicians in patient diagnosis.

Generally, the diagnosis of keratoconus is done manually by specialists, who must analyze the different corneal characteristics to collect sufficient information to confirm the presence of keratoconus. However, to better support specialists in keratoconus detection task, many researchers have adopted ML algorithms to consolidate the decisions of ophthalmologists regarding the presence of keratoconus in patients [5]. The combination of the specialists’ expertise and the advantages of ML, in processing different types of data, will certainly allow to detect keratoconus, particularly in its subclinical stage, with a high level of confidence and accuracy [6], to offer patients more choice of treatments and to avoid surgical interventions.

This paper proposes a systematic review concerning the use of ML techniques in the detection and classification of keratoconus. The main objective of this systematic review is to identify and evaluate the previous scientific literature relating to the classification of keratoconus using ML techniques, thus enabling researchers to learn about the state of research in this field. Moreover, this study will identify the commonly ML techniques used for the classification of keratoconus, the data types most used by ML-based systems in keratoconus classification and the corneal features most used in keratoconus classification.

II. RELATED WORKS

The detection of early or even preclinical forms of keratoconus will allow appropriate patient care and anticipate vision problems. Some research teams have focused on producing systematic reviews to present the latest advances in research concerning keratoconus disease to researchers. The Authors of systematic review [7] aimed to survey and critically evaluate the literature on the algorithmic detection of subclinical keratoconus. Measured parameters and the design of the machine learning algorithms reported in 26 papers were compared following PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) recommendations. As conclusion, authors reported that ML can potentially improve the detection of subclinical or early keratoconus. In the review [8], authors conducted the study to determine the prevalence and risk factors for keratoconus worldwide, including eye rubbing, family history of keratoconus, atopy, allergy, asthma, eczema, diabetes type I and type II, and sex. In this review 29 articles included 7 158 241 participants from 15 countries were analyzed. Results showed that the prevalence of keratoconus in the whole population was 1.38 per 1000 population and eye rubbing, family history of keratoconus, allergy, asthma, and eczema were the most important risk factors for keratoconus
according to the available evidence. Authors in [9] presented a systematic review to discuss new approaches to the early detection of keratoconus and recent investigations regarding the nature of its pathophysiology. Authors in this study reviewed the evidence for keratoconus complex genetics and evaluate the identified genes/loci and potential candidate gene/loci. Generally, there is a remarkable lack of reviews highlighting the different uses of ML techniques for the classification of keratoconus.

III. METHOD

This systematic review was conducted in Scopus and Web of science scientific databases, adhering to PRISMA guidelines in its most recent version 2020. For the proper conduct of this review, a list of research questions (RQ), that the Systematic Literature Review (SLR) should answer, has been listed in Table I. The collection of works studied in this systematic review aims to select as much as possible of related scientific papers, on detection and classification of keratoconus using ML tools, while excluding irrelevant studies that do not provide enough information related, thus aiming for high precision. In order to achieve the objectives, already cited, of this systematic review with good levels of precision, a well-extended search strategy is therefore necessary.

The terms considered in the selection of studies in this systematic review are “Keratoconus” and “Machine learning”. The research query used in this study is structured as follows:

Research query = ( TITLE-ABS-KEY ( keratoconus ) AND TITLE-ABS-KEY ( machine AND learning )).

TABLE I. RESEARCH QUESTIONS OF THE STUDY

<table>
<thead>
<tr>
<th>No.</th>
<th>Research Question (RQ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RQ1</td>
<td>What are the main objectives of using ML techniques in the classification of keratoconus?</td>
</tr>
<tr>
<td>RQ2</td>
<td>What are the ML techniques used in the classification of Keratoconus?</td>
</tr>
<tr>
<td>RQ3</td>
<td>What are the data types used by the different classifiers for the classification of keratoconus?</td>
</tr>
<tr>
<td>RQ4</td>
<td>What are the most used corneal features in keratoconus classification by the different ML models?</td>
</tr>
<tr>
<td>RQ5</td>
<td>What is the impact of ML use on the classification accuracy of keratoconus compared to traditional techniques?</td>
</tr>
<tr>
<td>RQ6</td>
<td>What is the number of keratoconus classes retained for each study included in this review?</td>
</tr>
<tr>
<td>RQ7</td>
<td>What are the limitations of the current literature and the opportunities for future research?</td>
</tr>
</tbody>
</table>

To produce a relevant systematic review, regarding the use of ML algorithms in keratoconus classification, a set of inclusion criteria (IC) and exclusion criteria (EC) was adopted in the process of selection of the considered documents. Included studies are the original articles, published between 2005 and 2022, which contributed on keratoconus detection using ML techniques. Selected works must use ML algorithms, trained and tested in different datasets, with a distribution of the data in training and testing datasets using different techniques such as cross-validation. In addition, the full text of the selected papers must be available, and only studies published in English were considered. Conference papers, conference reviews, letters, books, book chapters and editorials were excluded from this study. The inclusion and exclusion criteria are summarized in the Table II below.

TABLE II. INCLUSION CRITERIA (IC) AND EXCLUSION CRITERIA (EC)

<table>
<thead>
<tr>
<th>No.</th>
<th>Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>IC1</td>
<td>Papers published in a peer reviewed scientific journal.</td>
</tr>
<tr>
<td>IC2</td>
<td>Works published in English.</td>
</tr>
<tr>
<td>IC3</td>
<td>Testing of algorithms on test datasets.</td>
</tr>
<tr>
<td>EC1</td>
<td>Reviews, conference papers, conference reviews, letters, books, book chapters and editorials.</td>
</tr>
<tr>
<td>EC2</td>
<td>Works that do not provide enough information on the methodology adopted and that do not report results in a clear way.</td>
</tr>
<tr>
<td>EC3</td>
<td>Articles whose full text is not available.</td>
</tr>
</tbody>
</table>

According to the previous research query, a total of 175 documents were identified from Scopus and Web of science databases. After eliminating Reviews, conference papers, conference reviews, letters, books, book chapters and editorials, this number is reduced to 110 scientific articles. Among these 110 papers, 47 duplicate documents were removed. After reading titles and abstracts of different papers, 17 articles were excluded, 3 of which were not written in English and 14 others were not related to the classification of keratoconus using ML techniques. The other inclusion and exclusion criteria were applied on a total of 46 articles, of which two documents did not clearly detail the adopted methodology and did not report obtained results, and six other articles are not relevant, since they do not focus on the use of ML in keratoconus classification. The final number of articles included in this systematic review is 38 articles as shown in Fig. 1 below.

![Identification of records via databases](image)

Fig. 1. PRISMA flow chart of the process of papers collection.
Once the articles were selected, based on the different inclusion and exclusion criteria already mentioned, an in-depth analysis of the selected articles was carried out. A set of information was extracted including the year of publication of each paper, the ML techniques used in the classification step of keratoconus, the number of inputs used by each technique and the technique performance in terms of accuracy, precision, recall, f1-score, sensitivity, specificity and area under the curve ROC. For the datasets, retained information represented the types of data used by different methods, the size of the dataset and the number of corneal classes considered during the classification process.

IV. RESULTS

Retained articles, related to keratoconus classification using ML tools, were published from 22 different countries. The countries representing the origin of the greatest number of publications are Belgium with 5 articles, followed by China and Spain with 4 articles each country, followed by USA and Romania with 3 articles each country. Belgium, China, Spain, USA, and Romania represent the origin of 50% of the papers included in this study with a total of 19 papers. Fig. 2 below shows the distribution of included works by countries of publication and Table III reports the Literature Review Matrix (LRM) of reviewed articles.
<table>
<thead>
<tr>
<th>Year</th>
<th>Methodology</th>
<th>Data Source</th>
<th>Parameters</th>
<th>Classes</th>
<th>Evaluation Measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>2021</td>
<td>24 machine learning models</td>
<td>Pentacam measurements</td>
<td>3 datasets of 5881 samples</td>
<td>2 classes</td>
<td>from 1692 parameters</td>
</tr>
<tr>
<td>2021</td>
<td>Quadratic discriminant Analysis (QDA)</td>
<td>Pentacam data</td>
<td>12647 rows</td>
<td>6 classes</td>
<td>7 parameters</td>
</tr>
<tr>
<td>2020</td>
<td>CNN</td>
<td>Corneal tomography images</td>
<td>3218 images</td>
<td>3 classes</td>
<td>Images of 256x256 pixels</td>
</tr>
<tr>
<td>2020</td>
<td>Logistic regression</td>
<td>Demographic, optical &amp; geometric data</td>
<td>178 eyes</td>
<td>3 classes</td>
<td>5 variables</td>
</tr>
<tr>
<td>2020</td>
<td>Logistic regression</td>
<td>Demographic, optical, pachymetric &amp; geometrical parameters</td>
<td>169 samples</td>
<td>6 classes</td>
<td>17 variables</td>
</tr>
<tr>
<td>2020</td>
<td>RF, SVM, KNN, LR, LDA, Lasso Regression, DT &amp; MLP</td>
<td>Corneal parameters</td>
<td>88 eyes</td>
<td>2 classes</td>
<td>11 parameters</td>
</tr>
<tr>
<td>2020</td>
<td>LR &amp; Artificial Neural Network (ANN)</td>
<td>Corneal morphological features using Scheimpflug camera and UHROCT</td>
<td>121 eyes</td>
<td>3 classes</td>
<td>49 parameters</td>
</tr>
<tr>
<td>2020</td>
<td>Feedforward Neural Network (FNN)</td>
<td>Anterior and posterior corneal elevations &amp; minimum pachymetry value</td>
<td>812 subjects</td>
<td>5 classes</td>
<td>2 vectors of 46 anterior and 46 posterior parameters</td>
</tr>
<tr>
<td>2020</td>
<td>InceptionResNetV2</td>
<td>Corneal topographic images</td>
<td>6465 images</td>
<td>5 classes</td>
<td>Images of axial curvature, front and back elevation &amp; corneal thickness</td>
</tr>
<tr>
<td>2020</td>
<td>CNN</td>
<td>Raw data of the Pentacam HR system</td>
<td>854 samples</td>
<td>3 classes</td>
<td>Five matrices, each of a size 141x141</td>
</tr>
<tr>
<td>2020</td>
<td>CNN based on ResNet with fewer hidden layers and 4 input channels</td>
<td>Corneal topographic images</td>
<td>3000 images</td>
<td>3 classes</td>
<td>56x56x4 matrix</td>
</tr>
<tr>
<td>2020</td>
<td>25 machine learning models</td>
<td>Corneal parameters</td>
<td>3151 samples</td>
<td>2 classes</td>
<td>3 classes</td>
</tr>
<tr>
<td>2019</td>
<td>CNN</td>
<td>Corneal topographic images</td>
<td>3000 images</td>
<td>2 classes</td>
<td>180x240x3 pixels</td>
</tr>
<tr>
<td>2019</td>
<td>ResNet-18</td>
<td>Corneal topographic maps using anterior segment optical coherence tomography (AS-OCT)</td>
<td>543 images</td>
<td>5 classes</td>
<td>224x224 corneal maps</td>
</tr>
<tr>
<td>2019</td>
<td>Conditional linear Gaussian Bayesian network</td>
<td>Topographic indices, calculated from the Placido ring images</td>
<td>60 eyes</td>
<td>2 classes</td>
<td>16 parameters</td>
</tr>
<tr>
<td>2019</td>
<td>Feedforward neural network, Grossberg-Runge Kutta</td>
<td>Topographic data</td>
<td>851 subjects</td>
<td>4 classes</td>
<td>1x117 features</td>
</tr>
<tr>
<td>2019</td>
<td>SVM &amp; DT</td>
<td>Corneal Topographic images</td>
<td>40 cases</td>
<td>2 classes</td>
<td>16 features</td>
</tr>
<tr>
<td>2019</td>
<td>Density-based clustering</td>
<td>Corneal parameters</td>
<td>3156 eyes</td>
<td>4 classes</td>
<td>420 corneal parameters</td>
</tr>
<tr>
<td>2017</td>
<td>SVM</td>
<td>Pentacam parameters</td>
<td>131 eyes</td>
<td>5 classes</td>
<td>25 parameters</td>
</tr>
<tr>
<td>2016</td>
<td>SVM</td>
<td>Pentacam data</td>
<td>860 eyes</td>
<td>5 classes</td>
<td>22 parameters</td>
</tr>
<tr>
<td>2016</td>
<td>MLP</td>
<td>Tomographic data, topographic data &amp; keratometric indices</td>
<td>135 eyes</td>
<td>3 classes</td>
<td>15 parameters</td>
</tr>
<tr>
<td>2014</td>
<td>LDA &amp; ANN</td>
<td>Maps of the corneal epithelial and stromal</td>
<td>204 subjects</td>
<td>5 classes</td>
<td>6 variables</td>
</tr>
</tbody>
</table>
Considering publication dates of selected articles, a large part of the retained documents was published during the period 2019 to 2022, with a total of 31 papers; the seven remaining articles were published in the period from 2005 to 2017. Fig. 3 below represents the curve of the publication’s evolution per years between 2005 and 2022.

![Graph showing number of articles by year](image.png)

**Fig. 3.** Number of articles by years of publication.

### A. RQ1. What are the Main Objectives of using ML Techniques in the Classification of Keratoconus?

The early diagnosis of keratoconus is very meaningful to avoid heavy treatments or surgical interventions that can cause further damage to the cornea. Many technologies allow showing different aspects of the cornea, such as biomechanical features, wavefront aberrations, elevation maps and pachymetry. To determine accurately keratoconus presence, ophthalmologists must be up to date and able to analyze, combine and interpret indices and information obtained by all these different technologies as diagnosis result. However, ML tools have shown great capacity in the analysis and processing of heterogeneous data, such as measurements, videos, images, etc. It is for these advantages that ML techniques have been used in systems of keratoconus classification. The main objectives of using ML in keratoconus classification are the optimization of keratoconus diagnosis process as much as possible by its early identification, the assurance of better care for patients and their follow-up, the proposal of adequate medical actions according to the identified stage, and the confirmation of the diagnosis carried out by specialists, by combining their expertise with the capacities of ML techniques. Moreover, ML is used in keratoconus classification to fix the limitations of existing diagnostic methods, including qualitative rather than quantitative evaluations of parameters, coefficients, and observer bias.

### B. RQ2. What are the ML Techniques used in the Classification of Keratoconus?

Various ML techniques were used for keratoconus classification in studied works. The unsupervised ML is represented in this review by the Density-Based Clustering technique which was used as keratoconus classifier.

For supervised ML, different methods were implemented in the contributions included in this review. Many works have adopted simple ML algorithms such as Support Vector Machine (SVM), K-Nearest Neighbors (KNN), Random Forest (RF), Linear Discriminant Analysis (LDA) or other algorithms. Other studies have implemented some techniques, such as ensemble learning, based on Bagging, Boosting, Stacking,..., etc., allowing the combination of several machine learning algorithms to improve the performance of predictive systems in terms of classification accuracy. Other techniques, such as DL, were adopted in several works for classification of keratoconus. Generally, the different ML techniques commonly used in the studies included in this review are:

1. **Naive bayes (NB):** The Naive Bayes is a probabilistic classifier well suited to high dimensional datasets. Despite its simplicity, the NB algorithm can outperform other more efficient classifiers.

2. **K-Nearest neighbors (KNN):** KNN method is a ML technique that classifies new observations, assigning them to the class most present in the neighbors of this observation based on similarity functions, such as distance functions.

3. **Logistic regression (LR):** LR is a probabilistic supervised ML algorithm using the sigmoid function as a decision rule, providing a probability of producing an event with values between 0 and 1.

4. **Linear discriminant analysis (LDA):** It is a technique belonging to competitive machine learning methods, which is used for dimensionality reduction. The idea behind LDA is to find a linear combination of variables that best separates different classes.

5. **Decision tree (DT):** DT is a classifier algorithm of a tree structure. The nodes of the DT represent the evaluation tests of the observations attributes, while the arcs represent the responses to the tests associated with the nodes, and the leaves

---

<table>
<thead>
<tr>
<th>Year</th>
<th>Technique</th>
<th>Dataset</th>
<th>Samples</th>
<th>Classes</th>
<th>Features</th>
<th>Specificity</th>
<th>Sensitivity</th>
<th>Accuracy</th>
<th>AUC 95%</th>
</tr>
</thead>
<tbody>
<tr>
<td>2005</td>
<td>DT C4.5</td>
<td>Videokeratography data</td>
<td>244 eyes</td>
<td>2 classes</td>
<td>4 Zernike polynomial coefficients</td>
<td>Accuracy: 92%</td>
<td>AUC: 97%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2013</td>
<td>DT</td>
<td>Corneal Topographic images</td>
<td>372 eyes</td>
<td>2 classes</td>
<td>55 features</td>
<td>Sensitivity: 100%</td>
<td>Specificity: 99.5%</td>
<td>Sensitivity: 99%</td>
<td>Specificity: 99.5%</td>
</tr>
</tbody>
</table>
correspond to the different classes [21]. Different variants of DT, such as Chi-square automatic interaction detection (CHAID) and classification and regression tree (CART), have been implemented for the discrimination of keratoconus [51].

6) Artificial neural networks (ANN): It is a computational imitation of the way neurons work in the human brain, an ANN consists of three layers, input, hidden and output. Each neuron of a given layer is interconnected with the neurons of the next layer, and each connection has a weight which is used for the calculation of the output [52].

7) Convolutional neural networks (CNN): Initially designed to process images more efficiently [53], CNNs are a particular type of ANN belonging to such a broad category of methods called DL. CNNs are designed using multiple building blocks, such as convolution layers, pooling layers, and fully connected layers. Deep learning techniques are based on the CNN architecture [35], [54].

8) Ensemble learning: Ensemble learning is a technique that consists of combining several individual ML classifiers to build a predictive system while improving the prediction performance of the overall system. Random Forest is an example of ensemble learning techniques based on the bagging principle [28].

9) Density-based clustering (DBC): It is an unsupervised ML technique based on local cluster criterion method, such as density connected points [5]. For this technique, the data points in the region separated by two clusters of low point density are considered as noise.

The emergence of the use of ML techniques in the medical field will undoubtedly impact the practice of health professionals, this diversity of ML algorithms used in the diagnosis of keratoconus, reflects the great interest of researchers in this disease and its treatment and management. However, it should be noted that the purpose of using ML in the medical field, ophthalmology in particular, is not to replace health professionals with automated systems, but rather to support them in the analysis and interpretation of voluminous and heterogeneous data collected, in order to make the right decisions by reducing the margin of error for specialists. Fig. 4 below represents different ML techniques identified in the papers included in the current review.
Fig. 5 below represents the rates of ML and DL classifiers use in the included papers.
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Fig. 5. ML and DL use percentages in selected papers.

C. **RQ3. What are the Data Types used by the Different Classifiers for the Classification of Keratoconus?**

The diversity of ML algorithms is accompanied by a variety of data types handled by these algorithms. The data types used in the works selected in this study are:

1) **Images:** In most of contributions, using deep learning architectures, authors have used image type data for the classification of keratoconus. Processed images are in different types, such as corneal topography [12], tomography [25], and Placido disc [37].

2) **Corneal parameters:** A set of measurements, obtained using specific devices such as Pentacam, describing the cornea in detail on different aspects (geometric, topographic, ..., etc.). A total of 15 studied documents have handled corneal data and parameters as input data for the classification of keratoconus [16], [28], [21], [17], [18], [22], [23], [24], [30], [32], [34], [38], [40], [41], [42].

3) **Biomechanical data:** Biomechanical parameters refer to the distortion responses of the cornea to an applied force such as corneal hysteresis (CH) and corneal resistance factor (CRF). Biomechanical parameters are generally integrated in the corneal parameters already cited as inputs [14].

4) **Demographic data:** Age and gender are the demographic parameters the most integrated in studied articles as input data [14], [18], [29].

5) **Morphological data:** Morphological data make it possible to describe the morphology of the cornea and to identify any structural anomaly of the latter. Indeed, the thickness of the cornea varies from one individual to another, due to the difference in the radius of curvature of its anterior and posterior faces [29].

6) **Geometric data:** Correspond to information essentially describing the geometry of the anterior and posterior corneal surfaces to diagnose any pathology linked to an alteration in corneal morphology [55]. Among these data the total corneal volume, the anterior corneal surface, the posterior corneal surface, the total corneal surface, the deviation of the anterior apex and the deviation of the posterior apex [26].

Other papers, not included in this review study, introduced other forms of data such as the ethnic properties of patients [56]. Fig. 6 indicates the data types used by the different models of keratoconus classification proposed in the papers treated in this study.
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Fig. 6. Types of data adopted as inputs for different ML classifiers used in the studied papers.

D. **RQ4. What are the Most used Corneal Features in Keratoconus Classification by the Different ML Models?**

Between 38 analyzed documents, 22 papers have reported the list of features used as inputs by the different classifiers implemented for the classification. The 10 most used features in different papers are:

- Radius of the corneal curvature (Radius), used in 10 documents.
- Flat simulated keratometry (Kf), declared in 7 papers.
- Steep keratometry (Ks), appeared in 6 articles.
- Age, reported in 6 different works.
- Astigmatism, reported in 5 different papers.
- Inferior-Superior value (I-S), used in 5 articles.
- Index of height decentration (IHD), used in 5 papers.
- Index of surface variance (ISV), declared in 4 papers.
- Index of vertical asymmetry (IVA), used in 4 works.
- Gender, used in 4 papers.

E. **RQ5. What is the Impact of ML use on the Classification Accuracy of Keratoconus Compared to Traditional Techniques?**

The detection of keratoconus in its first stage will make it possible to follow its evolution closely and try to slow down, or even stop, it by following adequate measures on a case-by-case basis. The detection of keratoconus in its advanced stages can be ensured by evaluating certain symptoms and clinical signs of the cornea, visibly clear for specialists, given the advanced stage of the disease. For subclinical keratoconus, this operation is not possible, this is due to the similarities in signs with normal eyes. However, the early diagnosis of keratoconus is made using video technologies performing corneal topographies. Thus, the large number of parameters describing the cornea and the difficulties in analyzing corneal topographic images represent the greatest difficulty in the identification of subclinical keratoconus. It is to overcome all these obstacles and to distinguish keratoconus in its early phase in patients, that the ML is used for the analysis of corneal topographies, showing great precision when classifying keratoconus compared to traditional diagnostic methods [14].
F. RQ6. What is the Number of Keratoconus Classes Retained for Each Study Included in this Review?

The number of corneal classes retained in each of the different studies included in the current review varies between 2 and 6 corneal classes. The articles considering 2 and 3 corneal classes for keratoconus classification represent the large part of the papers studied in this systematic review, with a total of 26 papers (15 papers and 11 papers for keratoconus classification considering 2 and 3 corneal classes respectively). Table IV indicates the distribution of studies by the number of corneal classes considered in keratoconus classification.

<table>
<thead>
<tr>
<th>Number of Classes</th>
<th>References</th>
<th>Total of papers</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 classes</td>
<td>[24], [37], [28], [35], [10], [12], [14], [15], [18], [20], [22], [23], [34], [39], [46]</td>
<td>15</td>
</tr>
<tr>
<td>3 classes</td>
<td>[11], [13], [23], [25], [26], [29], [32], [33], [34], [42], [44]</td>
<td>11</td>
</tr>
<tr>
<td>4 classes</td>
<td>[5], [21], [16], [17], [19], [38], [45]</td>
<td>7</td>
</tr>
<tr>
<td>5 classes</td>
<td>[15], [23], [30], [31], [36], [40], [41], [43]</td>
<td>8</td>
</tr>
<tr>
<td>6 classes</td>
<td>[24], [27]</td>
<td>2</td>
</tr>
</tbody>
</table>

G. RQ7. What are the Limitations of the Current Literature and the Opportunities for Future Research?

The objective of the current literature review study is to identify scientific studies aimed at the classification of keratoconus using machine learning tools. One of the limitations of this study is the exclusion of certain studies during the execution of the query for selecting papers from Scopus and Web of Science databases, the poor choice of titles and keywords of articles by the authors may exclude the article, even if it is a work in the context of this study. Also, the exclusion of certain types of papers, such as conference papers and book chapters for example, may cause the loss of a large number of contributions aimed at the classification of keratoconus. Another limit of this study is that the period from 2005 to 2014 is represented by only four papers, this is perhaps due to the inclusion rules already mentioned and the low number of contributions, using ML techniques to the classification of keratoconus, published in this period. Moreover, this variety of ML techniques and types of data used in different studies makes the comparison of these systems more difficult, if not impossible, in the absence of a referential dataset to test these different systems implemented.

V. DISCUSSION

Based on the current systematic review, concerning the adoption of ML techniques for keratoconus classification systems, reported results show a remarkable increase in scientific productions, according to the selection criteria already cited, these last four years (2019, 2020, 2021 and 2022). This growth is maybe due to the interest of researchers in the use of ML techniques in the objective to take full advantage of the capabilities of these techniques in data analysis, especially in classification problems in several domains. This growth in the use of ML techniques in ophthalmology can be justified by the strong bond of this field to image processing for the diagnosis of several diseases including keratoconus. As illustrated in Fig. 3, amongst 38 selected documents, 31 papers have been published in the past four years, i.e., 81.56% of all papers.

Regarding the countries of publication of different documents, Fig. 2 shows that the 38 papers were published from 22 different countries. Belgium, China, Spain, Romania, and USA have published 5, 4, 4, 3 and 3 papers respectively, with a total of 19 papers, representing 50% of the studied articles. The 19 other papers were published form 17 other countries.

Table IV indicates that over the 38 retained documents in the current review, 15 papers allowed keratoconus classification considering just 2 classes, 11 papers have considered 3 corneal classes, 7 studies used 4 corneal classes in the classification, 8 articles considered 5 classes of keratoconus in the classification task and 2 papers retained 6 corneal classes. Generally, the adopted classes of cornea are included in the following classes, namely normal, subclinical, mild, moderate, advanced, and severe stages of keratoconus. Among the 38 selected papers, 26 (i.e., 68.42%) opted for a classification of keratoconus by considering only 2 to 3 corneal classes (normal, subclinical and keratoconus). The idea behind is to ensure early detection of keratoconus in its subclinical stage, to treat it early and to stop its progression to advanced stages.

Fig. 4 shows that the authors have used two categories of ML algorithms, unsupervised ML, and supervised ML. Only one study over the studied papers implemented unsupervised ML, using the Density-based Clustering algorithm. In a total of 37 articles, authors proposed classification systems on the basis of supervised ML techniques. Authors of the different papers have proposed various architectures and several techniques to achieve high accuracy during classification. Thus, each of the works uses data, which are generally proprietary and not publicly accessible, which makes the comparison of these proposed methods difficult, if not impossible, in the absence of a public test platform to validate these works on the same dataset and under somewhat similar conditions.

To evaluate the classification performance of the proposed systems in the various works included in this literature review, the most used metrics are as follows:

- **Accuracy**: Described by “(1)”.
  \[ \text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \]  

- **Precision**: Calculated using “(2)”.
  \[ \text{Precision} = \frac{TP}{TP + FP} \]  

- **Recall**: Estimated using “(3)”.
  \[ \text{Recall} = \frac{TP}{TP + FN} \]  

- **F1-score**: Depicted as “(4)”.

---

**Table IV. Distribution of Studied Works by Number of Corneal Classes Considered in the Classification**

---
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Area under ROC curve (AUC): Represents relationship between False Positive rate and True Positive rate of a test for all possible thresholds. The value of ROC lies between 0.5 and 1 and efficient classifier tend to maximize the ROC value towards 1 [21].

Where, True Positives (TP) represents the number of correct samples predicted as ‘yes’, True Negatives (TN) is the number of correct samples predicted as ‘no’, False Positives (FP) is the number of samples that are incorrectly predicted as ‘yes’ when they are actually ‘no’ and False Negatives (FN) represents the number of samples that are incorrectly predicted as ‘no’ when they are actually ‘yes’ [21].

VI. CONCLUSION
This study presents a systematic review of machine learning (ML) tools for detecting and classifying keratoconus. It analyzes various data types including images, text, measurements, etc. and various ML classifiers, achieving good accuracy across different stages of keratoconus. However, the absence of a standardized dataset hinders the comparison of different approaches. Nonetheless, the study demonstrates that ML techniques, when combined with clinical expertise, can yield accurate results. In summary, ML techniques offer promise in enhancing the diagnosis and treatment of eye diseases like keratoconus, but their use should be accompanied by clinical expertise for reliable outcomes. It should be mentioned that the keratoconus classification systems proposed in the studies included in this review are intended to assist practitioners and not to replace them in the diagnosis of this disease. Future research should focus on developing standardized datasets to facilitate comparison and improve accuracy.
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Abstract—India is an agriculture-based country, with paddy being the main crop cultivated on nearly half of its agricultural lands. Paddy cultivation faces numerous challenges, particularly diseases that affect crop growth and yield. Adult paddy crops are especially vulnerable to diseases caused by various factors, such as the green rice leafhopper, rice leaf folder, and brown plant leafhopper. These insects inflict damage on the paddy crops, restricting their growth and leading to significant losses. This research paper investigates the impact of environmental factors on disease spread in paddy crops, using the X-Step Algorithm for analysis. The study aims to better understand the role of environmental conditions, including air, water, and soil quality, in the development and progression of diseases in rice crops. This knowledge will help to optimize disease prevention and management strategies for improved crop yields and food security. The X-Step Algorithm, a novel machine learning algorithm, was employed to model and predict disease spread, taking into account various environmental factors. The proposed algorithm analyses images of paddy crops either manually captured or taken by sensors to evaluate disease spread and growth in paddy crops. This data-driven approach allows for more accurate and timely predictions, enabling farmers and agricultural experts to implement appropriate interventions.
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I. INTRODUCTION

A. Background and Motivation

Rice is a crucial food crop that nourishes billions worldwide. Ensuring the health and productivity of paddy crops is vital for maintaining global food security [1]. Disease outbreaks can cause considerable yield losses [2], affecting both the quality and quantity of rice. Thus, identifying the factors contributing to disease spread [3], especially the environmental impacts, is crucial for creating effective prevention and management techniques.

Advancements in machine learning and data analysis have opened new avenues to explore the complex interplay between environmental factors and disease propagation in agricultural systems [4]. The X-Step Algorithm is an advanced machine learning tool with the potential to model and predict disease spread in paddy crops [5].

B. Research Objectives and Scope

The primary objectives of this research are:

- Analyze the impact of environmental factors—temperature, humidity, precipitation, and solar radiation—on the spread of diseases in paddy crops [6].
- Use the X-Step Algorithm to model and predict disease occurrences and development in paddy fields [7].
- Propose effective disease prevention and management strategies based on our findings.

The research scope includes data collection and analysis of disease prevalence, progression, and relevant environmental factors in paddy fields. We emphasize using the X-Step Algorithm to understand the intricate relationships between these factors and to predict disease spread.

C. Overview of X Step Algorithm

The X-Step Algorithm is an innovative machine learning model [8] that combines the advantages of multiple regression models with a time-stepping mechanism for effectively analyzing dynamic systems. This algorithm is tailored to address non-linear relationships among variables, ideal for modeling and predicting disease spread in agriculture. By considering environmental impacts, the X-Step Algorithm can yield valuable insights into disease emergence factors and inform optimal prevention and management strategies.

D. Paper Outline, following this Introduction, the Paper is structured as follows:

Section II provides the literature survey on paddy crop diseases and their impacts, role of environmental factors in disease spread, machine learning algorithms and previous study on X-Step Algorithm.

Section III and Section IV provides an in-depth explanation of the Methodology, detailing data collection, environmental factor measurement, and the application of the X-Step Algorithm.
Section V presents the results, where we dissect the outcomes of our analysis, highlight significant findings, and visualize data. It also discusses the analysis and interpretation of the results in the context of the existing body of research and real-world implications.

Section VI concludes the paper by summarizing key findings, implications for the field, and possible avenues for future research.

II. LITERATURE SURVEY

A. Paddy Crop Diseases and their Impact

Various diseases, such as bacterial blight, blast, sheath blight, and brown spot, can afflict paddy crops [9]. These diseases can lead to considerable yield losses and adversely affect the quality of harvested rice [10]. A significant body of research in the literature is dedicated to understanding the causes, symptoms, and management of these diseases [11][12]. Disease-resistant cultivars and chemical treatments have been devised to lessen the impact of these diseases [13][14]. However, these methods have their limitations, and comprehending the factors that contribute to disease propagation remains vital for devising efficient prevention and management strategies.

The most effective and successful approach is one that integrates each of these techniques [15][16][17][18].

Table I. Significant Rice Diseases

<table>
<thead>
<tr>
<th>Fungal Infections</th>
<th>Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rust</td>
<td>Rice is immune to rust.</td>
</tr>
<tr>
<td>Seedling blight</td>
<td>Cochlibolus miyabeana Curvularia species Many</td>
</tr>
<tr>
<td></td>
<td>species of Fusarium Together with other harmful</td>
</tr>
<tr>
<td></td>
<td>fungus, rhizoctonia solani and athelia rolfsii.</td>
</tr>
<tr>
<td>Sheath blight</td>
<td>Rhizoctonia solani</td>
</tr>
<tr>
<td>Sheath rot</td>
<td>Sarocladium oryzae = Acrocyindium oryzae</td>
</tr>
</tbody>
</table>

Table I shows significant rice diseases comprise three fungal infections—blast, sheath blight [19], and sheath rot—as well as the bacterial infection bacterial blight (BB) of rice, and the viral infection rice tungro disease (RTD)[20]. Blast is prevalent in approximately 85 countries [21]. The disease was first identified in 1637 in China, where it was referred to as rice fever disease. Owing to its extensive distribution and high potential for damage under favorable conditions, blast is considered a major rice disease [22].

Fungicides such as triazole and strobilurin were found to effectively suppress both rice blast and dirty panicle diseases [23][24]. Common broad-spectrum insecticides utilized on rice include zeta-cypermethrin, lambda-cyhalothrin, and malathion. Lambda-cyhalothrin is often marketed as Warrior, while zeta-cypermethrin is more commonly known as Mustang. These pesticides are among the substances that can persist on food even after it has been harvested and sold.

B. Role of Environmental Factors in Disease Spread

Environmental factors significantly impact the development and progression of diseases in paddy crops. Key factors affecting disease incidence and severity include temperature, humidity, precipitation, and solar radiation [25]. These factors can affect pathogen growth, host vulnerability, and the interactions between the host and pathogen. Research has demonstrated that changes in environmental factors can either encourage or impede disease development, depending on the specific disease and its optimal growth conditions [26]. Grasping the intricate relationships between environmental factors and disease dissemination is crucial for devising targeted prevention and management strategies.

C. Machine Learning Algorithms in Agricultural Research

Machine learning has become a potent tool in agricultural research, offering innovative ways to analyze complex datasets and reveal concealed patterns and connections [27][28]. Supervised and unsupervised learning algorithms have found applications in various agricultural areas, such as crop yield forecasting, disease detection, and pest management, among others [11]. Popular algorithms encompass decision trees, support vector machines [29], neural networks, and random forests [8]. The implementation of machine learning algorithms has showcased their potential to improve the precision and effectiveness of agricultural research, as well as to guide decision-making processes [30].

D. Previous Studies using the X-Step Algorithm

The X-Step Algorithm is a relatively recent machine learning algorithm used in a few studies, mainly focusing on dynamic systems and time series data. The algorithm demonstrates potential in handling non-linear relationships and interactions between variables, making it well-suited for modeling and predicting disease spread in agricultural systems [31]. Although there is limited literature on the application of the X-Step Algorithm in paddy crop disease research [32], the algorithm's potential justifies further investigation and exploration in this context.

III. METHODOLOGY

A. Data Collection

Information on disease occurrence, progression, and environmental factors was gathered from various sources, such as field studies, remote sensing, and meteorological data. Field studies offered insights into the incidence and severity of different diseases impacting paddy crops [12], while data on environmental factors like temperature, humidity, precipitation, and solar radiation were obtained from satellite imagery and meteorological sources. The data collection process aimed to compile a comprehensive dataset spanning multiple years, locations, and crop varieties to guarantee a thorough analysis.

B. Environmental Factors and Data Pre-Processing

The environmental factors [33] taken into account in this study encompass temperature, humidity, precipitation, and solar radiation. These factors were selected based on their documented influence on disease development and progression in paddy crops, as found in the literature.

Data pre-processing entailed several steps to guarantee the data's quality and consistency for analysis. These steps included data cleaning to eliminate missing or incorrect
values, data normalization to align all variables on a comparable scale, and feature selection to pinpoint the most pertinent variables for modeling and prediction tasks.

C. Implementation of the X-Step Algorithm

The X-Step Algorithm executed using R Programming and relevant machine learning libraries. A subset of the pre-processed data was used to train the algorithm, with the remaining data reserved for testing and validation. The X-Step Algorithm was configured to model the connections between environmental factors and disease spread in paddy crops, considering the non-linear and interactive nature of these relationships.

D. Evaluation Metrics and Validation

The X-Step Algorithm's performance in modeling and predicting disease spread was assessed using various metrics, such as accuracy, precision, recall, and F1-score. These metrics offered insights into the algorithm's capacity to accurately identify disease occurrence and progression in paddy fields under different environmental conditions [34][35].

To validate the results and ensure the X-Step Algorithm's robustness, cross-validation techniques were utilized. The dataset was divided into multiple folds, with the algorithm trained and tested on different subsets of the data to consistently evaluate its performance. Furthermore, the X-Step Algorithm's performance was compared with other machine learning algorithms, like decision trees, support vector machines, and random forests, to determine its effectiveness in modeling and predicting disease spread in paddy crops.

Symptom of damage: Leaf yellowing from tip to base is a symptom. Infected plants exhibit slow and abnormal growth [36]. Leaf suction causes plants to dry out. Disease identifications [37][38] Symptom 1: Eggs: Eggs are laid in the leaf and appear translucent and greenish [39][40]. Symptom 2: Nymph: Nymphs have delicate bodies and a yellow-white color, gradually turning green. Symptom 3: Adult: Adults are wedge-shaped, 3-5 mm in length, and green with black patterns. Rice leaf folder: Cnaphalocrocis medinalis / Marasrnia patnalis Symptom of damage: Larvae are found within longitudinally folded leaves. The larva scrapes the green leaf tissue, leaving behind dry, white tissue. With a significant infestation, the entire field appears burnt.

Nymphs and adults can be seen at the plant's base. Infected plants dry out and appear burnt, a phenomenon called "hopper burn." Plants in circular areas become lodged and dry as they grow. It is more prevalent in rain-fed and irrigated environments.

Table II presents a detailed study about the effect of various diseases on paddy growth yield. It categorizes the diseases based on different parameters: color, shape, impact size, and the specific location of the disease on the paddy plant. Each parameter is attributed to a disease type, and every type is substantiated with a relevant scientific work.

<table>
<thead>
<tr>
<th>Disease identified location</th>
<th>Leaf Blade</th>
<th>Leaf sheath</th>
<th>All portions of leaves</th>
<th>Joshi, Pranjai, et al. 2022</th>
</tr>
</thead>
<tbody>
<tr>
<td>Impact Size</td>
<td>1.2</td>
<td>6-17mm</td>
<td>.5 to 8 mm</td>
<td>Anami, Basavaraj S., 2022</td>
</tr>
<tr>
<td>Shape</td>
<td>Patches</td>
<td>Round or Oval</td>
<td>Oval</td>
<td>Nidhis, A. D, et al. 2019</td>
</tr>
<tr>
<td>Color</td>
<td>Yellow</td>
<td>Yellow and white impact</td>
<td>Small black and brown spot</td>
<td>Lee, J. W., 2007</td>
</tr>
<tr>
<td>Disease</td>
<td>Smut</td>
<td>Brown patches and spot</td>
<td>leaf and quality</td>
<td></td>
</tr>
</tbody>
</table>

IV. PROPOSED METHOD

Diseases pose a significant challenge for paddy farmers, often leading to substantial losses in both crop yield and quality. Environmental factors, such as temperature, humidity, precipitation, and soil conditions, can greatly impact the emergence and severity of diseases in paddy crops.

One of the most prevalent diseases affecting paddy crops is blast disease, caused by the fungus Magnaporthe oryzae. Blast disease can result in considerable yield losses and thrives in high temperatures and humidity. Other diseases impacting paddy crops include sheath blight, bacterial leaf blight, and brown spot.

Symptom 1: Eggs: Eggs are laid within the leaf and appear translucent and greenish.

The sample data collected includes environmental factors like temperature, humidity, precipitation, and soil moisture. Additionally, the incidence and severity of the disease in each plot were measured. The data was analyzed using statistical methods, such as regression analysis and principal component analysis.

The analysis revealed that the disease was caused by insects laying eggs within the leaves, resulting in translucent and greenish eggs. Upon hatching, the larvae feed on the leaf tissue, causing necrosis and chlorosis, ultimately leading to a decrease in yield and quality.

The study also found that environmental factors, particularly temperature and humidity, played a crucial role in the incidence and severity of the disease. The optimal temperature and humidity range for the disease was determined to be between 25°C to 30°C and 75% relative humidity. This information can be employed to devise effective disease management strategies.
Symptom 2: Nymph: Nymphs have delicate bodies and a yellow-white color, which gradually turns green.

To manage and control diseases in paddy crops, it is essential to comprehend the environmental factors contributing to disease development and implement suitable management strategies. These may include the utilization of resistant varieties, cultural practices like crop rotation and proper irrigation, and the application of fungicides and other chemical treatments when necessary.

Symptom 3: Adult: Adults are wedge-shaped, 3-5 mm in length, and green with black patterns.

The details provided in the question describe the adult stage of a common paddy crop pest called the rice leaf folder (Cnaphalocrocis medinalis). This pest is known to cause significant damage to paddy crops by feeding on the leaves and rolling them up, which disrupts photosynthesis and reduces yield.

The impact of rice leaf folder pests on paddy crops can be substantial, leading to yield losses of up to 60% if not managed correctly. This can result in economic losses for farmers and influence the availability and affordability of rice for consumers.

Various factors can affect the occurrence and severity of rice leaf folder infestations. Among the most crucial factors are environmental conditions, such as temperature, humidity, and rainfall. For instance, high temperatures and low humidity can encourage pest development and reproduction, while excessive rainfall can hinder the survival of eggs and larvae.

Other factors that can impact the incidence and severity of rice leaf folder infestations include rice variety, planting density, and the use of fertilizers and pesticides. Some rice varieties may exhibit greater resistance to the pest, and planting at higher densities can decrease the risk of infestation by creating a microclimate [26] less favorable for the pest.

To manage rice leaf folder infestations effectively, it is essential to regularly monitor crops and employ integrated pest management (IPM) practices, which involve a combination of cultural, mechanical, and chemical control methods. These practices can include timely planting, using resistant varieties, proper fertilization and irrigation, and targeted pesticide application when necessary.

A. Soil Impact Towards Disease Analysis in Paddy Crops

Fig. 1 categorizes the soil based on data gathered from paddy cultivation lands. This analysis takes into account the impact of precipitation on the soil. Here, p1 and p2 represent different soil texture levels analyzed based on infection in paddy cultivation areas. Soil factors play a crucial role in examining paddy infections [41][42].

Soil proportionate for crop growth based on the precipitate level that leads to infections

\[ \begin{align*}
    p1 &= 166.0011 \\
    p2 &= 168.0011 \\
    p3 &= 170.0011 \\
    p4 &= 172.0011 \\
    p5 &= 174.0011 \\
    p6 &= 176.0011 \\
    p7 &= 178.0011 \\
    p8 &= 180.0011 \\
    p9 &= 182.0011 \\
    p10 &= 184.0011 \\
    p11 &= 186.0011 \\
    p12 &= 188.0011
\end{align*} \]

### TABLE III. WATER IN SOIL CONTENT CHECK

<table>
<thead>
<tr>
<th>Soil type</th>
<th>HSC Hist</th>
<th>Auto Correlogram</th>
<th>Color Moments</th>
<th>Mean Amplitude</th>
<th>Energy</th>
<th>Wavelets</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clay</td>
<td>0.03125</td>
<td>0.0740333</td>
<td>132.787</td>
<td>20.2658</td>
<td>0.0073549</td>
<td>7.52566</td>
<td>98.3871</td>
</tr>
<tr>
<td>Clay Peat</td>
<td>0.03125</td>
<td>0.0636409</td>
<td>86.8304</td>
<td>31.3996</td>
<td>0.0168985</td>
<td>5.28928</td>
<td>98.3871</td>
</tr>
<tr>
<td>Clayey Sand</td>
<td>0.03125</td>
<td>0.0769282</td>
<td>79.2558</td>
<td>51.6809</td>
<td>0.0201869</td>
<td>4.5317</td>
<td>98.2</td>
</tr>
<tr>
<td>Humus</td>
<td>0.03125</td>
<td>0.0519713</td>
<td>88.4216</td>
<td>37.4526</td>
<td>0.0153414</td>
<td>4.67758</td>
<td>98.3871</td>
</tr>
<tr>
<td>Peat</td>
<td>0.03125</td>
<td>0.0599724</td>
<td>74.1553</td>
<td>96.0576</td>
<td>0.0296128</td>
<td>4.16587</td>
<td>98.3871</td>
</tr>
<tr>
<td>Sand Clay</td>
<td>0.03125</td>
<td>0.0583212</td>
<td>116.849</td>
<td>49.164</td>
<td>0.0199199</td>
<td>6.68029</td>
<td>98.3871</td>
</tr>
<tr>
<td>Silty Sand</td>
<td>0.03125</td>
<td>0.057786</td>
<td>79.9807</td>
<td>55.1461</td>
<td>0.0203397</td>
<td>4.54483</td>
<td>98.3871</td>
</tr>
</tbody>
</table>
The observed results revealed a notably higher incidence and severity of the disease in the infected plots compared to the control plots. This led to a 25% decrease in yield for the infected plots relative to the control plots. The study determined that environmental factors, specifically temperature and humidity, had a substantial influence on the disease’s occurrence and intensity [43]. The optimal temperature range for the disease was found to be between 25°C and 30°C, with a relative humidity of 75%.

B. Role of Water Towards Disease Analysis in Paddy Crops

The water content in soil is determined using the following parameters along with the evaluated score [44] [45] [46]:

- Input air entry suction term: alpha = 0.0383
- Input porosity term: n = 1.5
- Initial guess: alpha0 = 0.07
- Input guess: n0 = 1.2

Based on these factors, the water content in soil is categorized according to soil types such as clay, clay peat, clayey sand, humus, peat, sand clay, and silty sand [47].

The accuracy is maintained at 98%, and other factors like autocorrelogram, color moments, mean amplitude, energy, and wavelets vary depending on the soil content type and its parameters which are shown in Table III [36].

C. Water Retention in Cultivation Land

The density of water stored in the cultivated land plays a crucial role in the spread of infection in crops. Fig. 2 presents an analysis of water storage content and the method to assess the maximum possible water storage in paddy crops [48]. Retention is a process in which water levels are regulated based on soil temperament, and the analysis of various infections is conducted with this factor in mind.

D. Assessing Climatic Conditions – Moisture Content

Fig. 3 and 4 illustrate the moisture content in the air and how it varies based on the influence of other parameters [49] [50]. A moisture sensor is employed in this analysis to measure the fluctuations in the moisture present in the air. Various temperatures, along with other factors, are combined to establish a ratio where infections can either be sustained or curtailed.

E. X-Step Algorithm

Fig. 5 describes the steps followed in X-Step Algorithm.

\[ U_{j+1} D(i) \] (1)

\[ \sum_{j} D_j \sum_{i} D_i S_j \] (2)
\[ G = \sum_{i=1}^{n} D_i \sum_{j=1}^{m} D_j S_{ij} \]  

(3)

Eq. (1) calculates the disease spread growth by considering the coordinates of points, providing an overall summation of the growth.

Eq. (2) computes the spread growth while factoring in the variations of the disease affecting the paddy crops.

Finally, Eq. (3) presents the growth factor analysis to balance the disease and its spread growth.

V. RESULTS AND DISCUSSIONS

The aforementioned results provide a visual representation of the disease spread in paddy crops. However, it is essential to identify the growth of the disease. Therefore, the X-Step algorithm is introduced. This algorithm evaluates disease growth in conjunction with the spread measures.

A. Impact of Environmental Factors on Disease Spread

The X-Step algorithm is utilized to assess the disease spread among paddy crop leaves. Paddy disease datasets are available in the X-box repository, which the X-Step algorithm can access to identify and measure the disease spread in paddy crops.

The following observations were made in the X-graph analysis to identify and measure the disease spread in paddy crops, Fig. 6.

![Fig. 6. Measuring the disease spread using coordinates.](image)

X and Y coordinates are established in the paddy crops, and the following observations are made based on these coordinates are shown in Table IV:

<table>
<thead>
<tr>
<th>TABLE IV. DISEASE SPREAD COORDINATES IN PADDY CROP</th>
</tr>
</thead>
<tbody>
<tr>
<td>X Coordinate</td>
</tr>
<tr>
<td>-1.79703</td>
</tr>
<tr>
<td>-2.06544</td>
</tr>
<tr>
<td>-1.83171</td>
</tr>
<tr>
<td>-3.69914</td>
</tr>
<tr>
<td>-4.19947</td>
</tr>
<tr>
<td>-4.29115</td>
</tr>
<tr>
<td>-4.10326</td>
</tr>
<tr>
<td>-4.27818</td>
</tr>
<tr>
<td>-4.21183</td>
</tr>
<tr>
<td>-3.68919</td>
</tr>
<tr>
<td>-4.03149</td>
</tr>
<tr>
<td>-4.45702</td>
</tr>
<tr>
<td>-3.43314</td>
</tr>
<tr>
<td>-3.07787</td>
</tr>
<tr>
<td>-2.7422</td>
</tr>
<tr>
<td>-2.78714</td>
</tr>
<tr>
<td>-3.64093</td>
</tr>
<tr>
<td>-2.12335</td>
</tr>
<tr>
<td>-3.71965</td>
</tr>
<tr>
<td>-4.17323</td>
</tr>
<tr>
<td>-3.31582</td>
</tr>
<tr>
<td>-2.99795</td>
</tr>
<tr>
<td>-1.79703</td>
</tr>
</tbody>
</table>

Fig. 7. Imply X-Step algorithm to measure the spread.

![Fig. 7. Imply X-Step algorithm to measure the spread.](image)

Fig. 7 shows the observation process involves determining the nearest spread measurements by employing plotting techniques that start from the initial location and continue to the final positions.

B. Predicting Disease Occurrence and Progression

![Fig. 8. Disease spread identified using patches.](image)

Fig. 8 shows a boundary and area are delineated within the spread zone and the path is examined, observed, and ultimately depicted in the following Fig. 9.
Precise distance measurements are obtained by employing an algorithm that uses a parallel measuring technique. This method measures the spread in parallel between two distinct points, offering a more comprehensive understanding of disease growth shown in Fig. 12.

Fig. 13 provides a visual depiction of the overall observation sampling, demonstrating the disease's progression and analysis based on coordinate points. These results offer valuable guidance for managing disease development through the application of the X-Step Algorithm's findings and observations in sustainable agriculture.

C. Discussion

This research work discusses the impact and analysis of disease spread in paddy crops using environmental factors, supported by the X-Step Algorithm. The study aims to provide a comprehensive understanding of the role that environmental factors, such as water consumption, soil texture, and moisture, play in disease development and spread in paddy crops.

The X-Step Algorithm is employed to measure and predict disease occurrence and progression, offering valuable insights into the relationship between these environmental factors and disease spread. The algorithm's effectiveness in modeling and predicting disease spread in paddy crops is demonstrated, outperforming certain other machine learning algorithms in some aspects.

The research identifies water consumption as the most significant factor affecting disease in paddy crops and by other factors. By combining environmental factors with ground reality measurements, the study analyzes and identifies disease growth and contributing factors.

The limitations of this study include data availability and quality, as well as potential confounding factors that may affect the relationships between environmental factors and disease spread. Future research could focus on incorporating additional factors, such as soil properties, nutrient availability, and crop management practices, to further enhance understanding of disease spread in paddy crops. Additionally, refining the X-Step Algorithm and exploring other machine learning techniques could improve the models' performance and applicability.
Overall, this research contributes to the understanding of disease spread in paddy crops and highlights the potential of machine learning algorithms, such as the X-Step Algorithm, in addressing complex agricultural challenges. The findings have practical implications for farmers, agronomists, and policymakers, enabling the optimization of crop management practices to minimize disease-related losses and ensure food security. This work also emphasizes the importance of sustainable agricultural practices informed by a deep understanding of the relationships between environmental factors and disease spread.

a) Limitations and future work: This study's limitations include data availability and quality, as well as potential confounding factors that might affect the relationship between environmental factors and disease spread. Future research could incorporate additional factors like soil properties, nutrient availability, and crop management practices to enhance understanding of disease spread in paddy crops. Refining the X-Step Algorithm and exploring other machine learning techniques could improve the models' performance and applicability.

b) Contributions and implications: This research contributes to understanding disease spread in paddy crops and offers valuable insights into environmental factors' role in disease development and progression. The findings have practical implications for farmers, agronomists, and policymakers, enabling the optimization of crop management practices to minimize disease-related losses and ensure food security. By using the X-Step Algorithm, this study highlights the potential of machine learning algorithms in addressing complex agricultural challenges and informing sustainable agricultural practices.

VI. CONCLUSION

This study forecasts the impact of disease on paddy crops based on parameters such as water consumption, soil texture, and moisture. It emphasizes the effects of these factors on disease incidence and its consequences for paddy crops. Our observations indicate that water consumption has the most significant impact on disease in paddy crops, and we suggest countermeasures to mitigate this impact, supported by other factors. This initial survey investigates the factors affecting disease in paddy crops and proposes solutions to minimize disease impact using the X-Step Algorithm for measuring disease spread and growth analysis. Ultimately, this research combines environmental factors and ground reality measurements to analyze and identify disease growth and its contributing factors. Future work will explore various methods to prevent disease-causing elements and improve paddy growth.

This research aims to examine the influence of environmental factors on disease spread in paddy crops and employs the X-Step Algorithm to model and predict disease occurrence and progression. The study reveals the significant impact of factors such as temperature, humidity, precipitation, and solar radiation on disease development and spread in paddy fields. The X-Step Algorithm proves effective in modeling and predicting disease spread in paddy crops, outperforming certain other machine learning algorithms.
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Abstract—Spear-phishing emails are an effective cyber-attack method due to the fact that the emails sent are highly personalized to look like a regular legitimate email. Recently, it was discovered that personality traits of the victim have an impact on a person’s susceptibility to spear-phishing. This study aims to identify which personality traits affect spear-phishing susceptibility besides other traits such as Information Technology background, gender, and age. In addition, measure of the effectiveness of embedded training systems and see whether message framing can further help increase its effectiveness. A personality trait survey was sent to 100 participants, followed by a real-life spear-phishing simulation to measure a certain personality trait’s influence on phishing susceptibility. After a two-week period, the second round of spear-phishing emails was sent again to measure message framing effectiveness. The personality traits analysis results show that users with higher levels of Internet anxiety are less susceptible to spear-phishing emails. While the message framing did not show any significant results, the embedded training program reduced the click rate. Findings revealed that certain people are more susceptible to spear-phishing emails than others. Thus, this work can guide an institution or organizations to identify which group of people are more vulnerable to spear-phishing.
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I. INTRODUCTION

Phishing attacks have been around for a while now, the first time the word phishing was recorded was in 1996; it was a hacking tool called AOHell [1]. This tool was used to send spam emails pretending to be AOL (America Online service provider) to trick users into giving private and sensitive information. Phishing attacks are usually sent in large volumes, contain malicious links or software, and are non-personalized generic emails. Contrarily, spear-phishing emails are delivered to a much smaller number of recipients, may or may not have malicious links or attachments (zero payloads), are highly tailored, and are specifically designed to deceive the user.

Spear-phishing email was the most popular method of attack, according to Symantec Internet Security Threat Report 2019 [2], with 65% of known groups using spear-phishing as a primary attack vector. It was also reported that 95% of the group’s motivation for such an attack was information gathering [2]. Furthermore, the Anti-Phishing Working Group [3] has reported 46,036 phishing websites and 44,497 unique phishing campaigns were conducted in June 2020.

An American security company ‘ProofPoint’ stated that 88% of organizations had faced spear-phishing attacks in 2019, and 55% of organizations have fallen victim to a successful attack at least once in 2019 [4]. Meanwhile, Verizon stated that 22% of breaches involved phishing [5]. With such alarming numbers and click rate, it is important to explore how well an organization is prepared for a phishing attack and the factors involved.

One of the newer factors that have been shed light on is personality traits. Spear-phishing campaigns target people with similar interests, so personality traits can hold the answer on what makes some people click more than others. Previous studies focused on the Big Five personality traits (Extraversion, Agreeableness, Conscientiousness, Neuroticism, and Openness) [6]. Such studies implement various methodologies such as real-life phishing experiments, in lab simulations, and one-on-one interviews to measure the influence on phishing susceptibility [6–9]. Those personality traits describe essential traits that serve as basic building blocks for individual personality; however, other personality traits can influence spear-phishing susceptibility and are a subset of the Big Five traits.

Understanding who is more susceptible to spear-phishing can be used to make a more targeted training program to increase training efficiency. Multiple researchers have focused on embedded training effectiveness, where the training material is embedded in the simulated spear-phishing emails [10, 11]. This method is also referred to as “slap on the wrist” where the user gets “slapped” when he clicks on a phishing link. Message framing may also influence how effectively user understands instruction, according to certain studies. For instance, a message that emphasizes the advantages of doing something, as opposed to one that does not, may be more effectively received. [12, 13].

In this study, the methodology used by two different researches [12, 14] are followed to measure the effect of personality traits in spear-phishing susceptibility and the effect of message framing in an embedded training. In Moody et al. [14], several personality traits and factors that can affect a person’s susceptibility to phishing attacks were identified. This research also implements a training program to measure the effectiveness of message framing in an embedded training following the work of Burns et al. [12].

Thus, the contributions of this study are:
• A smaller subset of traits to have a better-focused vision and results (need to add numbers and mention discarded traits).
• Data were collected through an online survey; however, the instruments used are modified to better fit the population (modification criteria is to be added).
• Majority of the technical terms were modified so students are able to relate to it.
• The instruments used in this experiment were modified to use simpler terms, as well as offered translation to support two languages.
• The instruments used were modified to comply with the population tradition, as some of the questions may be offensive or inappropriate.

New training material that is comic-based was used to retain user’s attention longer and convey the information more efficiently.

Spear-phishing emails were sent based on the emails provided. The click rate was observed before and after the embedded training to find any improvement (reduction in click rate) depending on the training material. The personality traits survey was used to analyze the relationship between different traits and spear-phishing susceptibility. Results show that certain personality traits influence spear-phishing susceptibility and can be used as a predictor of who is more susceptible to attacks. The training program also shows a reduction in click rate using embedded training; however, no evidence supports that message framing can increase efficiency.

A smaller selection of qualities is used to have a more narrowly focused vision and outcomes. An online survey been used to gather the data, and the instruments are adjusted to better fit the group. Additionally, most of the technical phrases were changed to make them more relatable to students as respondents. The tools used in this experiment were altered to utilize clearer terminology and to provide translation assistance for two languages. Additionally, the methods utilized were changed to conform to population tradition.

This paper is divided into eight main sections. Section II reviews the literature that includes an introduction to spear-phishing and research questions that explore existing work. Followed by hypothesis in Section III, Section IV discusses the methodology. The results given in Section V are split into two parts, the first part is related to personality traits, and the second part is related to the training materials. The discussion of the results is presented in Section VI and conclusion in Section VII. Finally, there is discussion of future work in Section VIII.

II. LITERATURE REVIEW

Phishing attacks are one of the most widespread cyber-attacks, with spear-phishing being a more targeted version with a much higher devastating effect [32, 33]. The Anti-Phishing Working Group (APWG) has been documenting the increase in phishing attacks as early as 2004; their latest quarterly report shows the increasing trend in phishing attacks [3]. Phishing attacks are generally sent to a large volume of people with a generic and non-personalized topic.

Spear-phishing, on the other hand, is crafted carefully and is tailored to a small group of people; thus, they usually have a much higher success rate compared to phishing, as well as having a lower cost and higher return. A spear-phishing campaign with 1,000 messages sent will result in $160,000, compared to a mass phishing campaign with 1,000,000 messages and revenue of $16,000 only [13]. Understanding the factors that affect spear-phishing is an important step in reducing the success rate of such an attack. Personality traits, which reflect a person’s behaviors, thoughts and characteristics can help identify who is more susceptible to spear-phishing [18]. IT background is among the other factors that can have an impact on a person’s susceptibility to spear-phishing. Lastly, the framing of the training material can also impact the way the user perceives the training, and thus may increase learning efficiency.

A. Personality Traits affect Spear-Phishing Susceptibility

One of the newer factors is the personality traits of the victims. Understanding which personality traits make you more or less susceptible to spear-phishing attacks can help researchers and organizations better understand future attacks and help them come up with anti-phishing programs to help protect people from phishing attacks. Furthermore, the human link is usually the weakest link in any security chain, thus reinforcing the weakest link can tremendously help in reducing cyber-attacks. That is why understanding personality traits that make a human more susceptible to spear-phishing attacks, can help organizations to identify which department or group of people are at high risk of being phished [21].

Moody et al. [14] have conducted a study to better understand which personality traits affect spear-phishing. The sample size was 632 undergraduate students from Information systems and psychology majors. The participants were asked to complete an online survey to measure their personality traits. The personality traits survey was based on multiple published and well-cited psychology papers to measure different personality traits. The survey asked participants to enter their email so that the second phase of the research can begin, the phishing phase; however, the experiment’s true nature was not revealed to the participants at this stage. Several personality traits had a significant effect on the susceptibility of spear-phishing attacks. General internet usage showed a positive relation with phishing susceptibility, which is the opposite of expectation. Internet anxiety also showed unexpected results, where higher Internet anxiety decreased the person’s exposure to phishing attacks. Curiosity had a significant effect on susceptibility as well as risk propensity.

A study was conducted in a Malaysian company [6] to study the effect of personality traits on the likelihood of being phished. Total 252 responses were collected from the IT and non-IT departments (126 each). The survey had four sections, a demographic questionnaire, general experience, personality quiz, and user behavior (phishing attack). The results of the study showed that conscientiousness was positively correlated to phishing susceptibility, while extroversion was negatively
correlated. However, no relation was found between linking openness and neuroticism to susceptibility.

A lab-based experiment was conducted in an Australian university [7]; it included 121 undergraduate and postgraduate students from finance, business and accounting departments. The experiment had a series of emails shown to the participants. They were asked to judge the safety of the email on a scale from 1 to 5. Information security awareness was linked with identifying phishing and spear-phishing emails. Similarly, people from countries with a high level of Individualism (national culture) were better at detecting phishing and spear-phishing emails. Furthermore, low cognitive impulsivity and high agreeableness level were linked with identifying phishing emails only, while high neuroticism level was linked with spear-phishing emails only.

A multi-cultural study was conducted over four counties with a sample size of 618 [15]. The research focuses on measuring secure behavior (how secure a person is online), self-efficacy (how confident a person is against cyber risk), and privacy attitude (how dangerous a person feels to share info online). This was measured using an online survey. Risk perception predicts secure behavior and self-efficacy. Gender was found to be a strong predictor of self-efficacy in men. As for personality traits, openness can be used to predict self-efficacy, while conscientiousness can predict secure behavior, and finally, emotional stability can predict self-efficacy.

B. IT Background affect on Spear-Phishing Susceptibility

Spear-phishing attacks take advantage of the user’s lack of knowledge and attention to details, thus having an IT background may reduce the person’s susceptibility to attacks. Tech-savvy people tend to have higher levels of computer knowledge that can play a role in detecting spear-phishing attacks.

A spear-phishing simulation was conducted at the Universiti Kebangsaan Malaysia [16]. It included 553 staff emails from multiple science and technology (S&T), and non-science and technology (non-S&T) faculties. The spear-phishing bait was “Financial Aid”, with a post-analysis survey that was sent after the simulation had ended. 45% of the participants who got phished were under S&T faculties, while 49% were under non-S&T faculties, and the remaining 5% were from other departments.

A study was conducted in the International Islamic University Malaysia [17], including 245 participants from various faculties. The study included a survey that contained demographic questionnaires, Information Technology (IT)-related questions, computer usage, and lastly are questions asking how students behave against cyber-attacks. The survey results show that IT students were more aware of social engineering compared to non-IT; furthermore, the study level also affected the knowledge (postgraduate vs. undergraduate). A small number of students reported being a victim of social engineering (provided private information through an email), which contained more non-IT students than IT students. These findings are in line with [30] that discovered tech-savvy people are more aware of digital attacks and less likely to fall for such attacks.

Another phishing study was conducted in the University of Maryland, Baltimore County [18] that included 1350 students split into three groups (three different phishing emails). This study aimed to better understand the factors such as faculty, academic year progression, cyber training, time spent on the computer, gender, and phishing awareness. The results showed that STEM majors (science, technology, engineering and mathematics) had a lower click rate (EIT 65%, NMS 70%), while non-STEM had a higher click rate (AHSS 80%). The study also shows a correlation between academic year progression, cyber training and phishing susceptibility, while gender showed no significant correlation.

C. Message Framing affect on Spear-Phishing Susceptibility

Many resources are put every year by companies to design and carry out cyber awareness training programs for their employees to raise resilience to cyber-attacks such as spear-phishing. Having a more customized training program can help organizations cut time and cost and protect their assets and employees against future attacks.

A study was conducted to measure the effect of message framing in spear-phishing attacks [13]. The training material used was framed in four different ways, stressing positive/negative and individualism/collectivism. 1,359 participants were chosen and put randomly in one of 5 groups, a control group, and 4 framed groups. After the training, the overall click rate was lower, but no significant difference was found compared to the control group. However, the viewing time for the training page was measured, and it suggests that most people skimmed through the training and hence did not fully comprehend the training material.

A study explored embedded training and the effect of message framing in spear-phishing attacks [12] 400 participants were chosen and put randomly into one of six groups, two control groups and four groups that each represent a different way of framing the training message (add reference to support this statement). Results also show a weak association between individual-loss and click rate, as the group had a 12% improvement over the Round 2 control group.

A study was conducted in which 19,180 participants were included and split into 32 groups. Phishing emails were sent over a period of 8 months max, and training was embedded to the phishing link (if the user gets phished, he/she gets trained) [10]. The results showed that 25.94% of people who did not get the training fell for phishing, while only 15.57% of people who got the training fell for phishing (statistically significant p-value).

III. HYPOTHESIS

The hypotheses used in this study are based on findings from the Literature Review section. First, the personality traits, the majority of the papers have tested the relation between the Big Five personality traits and user’s susceptibility to phishing emails (susceptibility can be measured by click rate). However, little work has been done on the subcategories of those traits. Research done by Moody et al. [14] focused on seven personality traits that can be seen as subcategories of the Big Five and five other constructs related to the victim’s email characteristic and internet experience. Thus, this work will be a
continuation based on Moody et al. [14] work. Furthermore, the effect of message framing was observed when delivering spear-phishing training materials. Previous work that was done by Caputo et al. [13] and Burns et al. [12] will be used as a baseline for spear-phishing training. Based on the groundwork laid out, the instruments used by Moody et al. [14] can be used to test how some personality traits affect susceptibility to spear-phishing.

A. Constructs

The constructs that showed promising results fall into three categories, personality traits, message characteristic, and experience. The personality traits are curiosity, risk propensity, internet usage and anxiety, while message characteristic is represented by Message framing, and lastly, experience is represented by Information Technology (IT) background.

1) Curiosity: Curiosity can be defined as the desire for new knowledge and experience [19]. There are two types of curiosity, which are perceptual and epistemic. Perceptual curiosity is the attention given to novel perceptual stimulation evoked by visual, auditory, or tactile stimulation. In contrast, epistemic curiosity is defined as the desire to know aroused by conceptual puzzles. Furthermore, epistemic curiosity has two types of behaviors, labeled divertive and specific, divisive exploration is motivated by boredom, the desire to seek stimulation regardless of the source or content. While specific exploration is motivated by curiosity and the desire to investigate to acquire new information. Such behavior can be translated into the context of the internet, specificity emails, more curious people are more likely to click on unexpected emails, and are also more likely to click on a link or download attachments in an email.

- H1: Individuals with high levels of curiosity are more likely to fall for spear-phishing emails than individuals with lower curiosity levels.

2) Risk propensity: Risk propensity can be defined as the person’s willingness to take risks in various aspects of life. Prospect theory, which was summarized in [20], it predicts that people are more willing to take risk when they are put in a domain of loss, and avoid risk when they are in a domain of gain. This can be linked to why most spear-phishing emails are framed in terms of loss (lose money, lose information), which makes it more likely for the victims to fall for spear-phishing and click on the malicious link.

- H2: High risk propensity levels are more likely to fall for spear-phishing emails than individuals with lower levels of risk propensity Individuals with.

3) Internet usage: Internet usage can be defined as the time spent on the internet doing various tasks and activities, such as browsing, emails, research. People who spend more time on the internet are more likely to be aware of the security concerns and risks of using the internet. Thus the prediction was, the more experience a user has with using the internet (spent more time on the internet), and the less likely he/she is to fall for spear-phishing emails.

- H3: Individuals with high internet usage levels are less likely to fall for spear-phishing emails than individuals with lower levels of internet usage.

4) Internet anxiety: Internet anxiety can be looked at similarly to anxiety, where an individual feels uneasy and worried about certain events such as a job interview or a test. Similarly, a user that has a high level of internet anxiety may feel the need to avoid using the internet, reply to people, or be active on social media. Thus having a high level of Internet anxiety can prevent users from Replying or clicking on unexpected emails (spear-phishing emails).

- H4: Individuals with high levels of Internet anxiety are less likely to fall for spear-phishing emails than individuals with lower internet anxiety levels.

5) Information technology (IT) background: IT background refers to previous experience in using computers and technology. This experience can be associated with cybersecurity knowledge. Most tech-savvy users are more likely to be aware of the cyber-threats, thus lowering their chances of falling victim to cyber-attacks spear-phishing emails. In the context of this experiment, students from science and technology (S&T) faculties are assumed to have heavy IT background, while other students from non-S&T faculties are assumed to have less comprehensive IT backgrounds.

- H5: Individuals from S&T faculties are less likely to fall for spear-phishing emails than individuals from non-S&T faculties.

6) Message framing: Message framing refers to how the training message is worded in terms of individualism/collectivism and in terms of gain/loss. Individualism focuses on individual goals, while collectivism focuses on the collective group. Gain emphasizes adding, while loss emphasizes removing. A previous study showed a weak association between training effectiveness (reduction in click rate) and individual/loss [12].

- H6: Framing the training message in terms of individual/loss is more effective compared to framing the message in terms of individual/gain, group/loss, and group/gain.

B. Hypotheses

The previous 6 hypotheses are summarized and can be seen in Table I.

<table>
<thead>
<tr>
<th>#</th>
<th></th>
<th>Construct</th>
<th>Expectation</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1</td>
<td>Curiosity</td>
<td>Higher susceptibility</td>
<td></td>
</tr>
<tr>
<td>H2</td>
<td>Risk propensity</td>
<td>Higher susceptibility</td>
<td></td>
</tr>
<tr>
<td>H3</td>
<td>Internet usage</td>
<td>Lower susceptibility</td>
<td></td>
</tr>
<tr>
<td>H4</td>
<td>Internet anxiety</td>
<td>Lower susceptibility</td>
<td></td>
</tr>
<tr>
<td>H5</td>
<td>IT background</td>
<td>Lower susceptibility</td>
<td></td>
</tr>
<tr>
<td>H6</td>
<td>Message framing (individual/loss)</td>
<td>Increase training effectiveness</td>
<td></td>
</tr>
</tbody>
</table>
IV. METHODOLOGY

This study was conducted in four phases, following the spear phishing procedure conducted by [16]. However some of the details in each phase have changed to cope with the scope of this study. The four phases are planning, design and pilot-run, implementation, and analysis. Figure shows the different stages at each phase. During the first phase, a pilot-run will be designed; this includes designing the training page, the contexts of the email, as well as the survey. The pilot run will be run on around 10 students, the students will be a mix of IT and non IT majors of undergraduate and postgraduate degrees. In the design phase, modification can be made on the initial design; furthermore, the technical aspect of the project will be designed here. In the implementation phase, the participants are sent a survey, they are also informed that they will be participating in an experiment; however the true nature of the experiment will not be revealed to them just yet. Then they are split into five groups at random, one of the groups will be a control group which will not receive any sort of training and will only be notified that the email was a spear-phishing email. While the other four groups will receive training, if they click on the link in the first round. After a window of delay of around two weeks to reduce the priming effect (exposure to one stimulus influences the response to subsequent stimulus without conscious), the second round of phishing will be sent. Once the emails have been sent, and a window of time is given to the participants to check their emails, the final phase can begin to analyze and report the findings. The overall methodology is shown in Fig. 1.

Two-round spear-phishing simulation was conducted to find the relation between personality traits and phishing susceptibility and the effect of message framing. Participants were students from the Universiti Kebangsaan Malaysia (UKM) recruited through emails, where a personality traits survey was sent. The true nature of the experiment was not revealed to participants. Participants were told that the study aims to understand students' feelings, behaviors, and personality traits at UKM and their relationship to cyber-security behavior. Total 107 participants filled out the survey, of which seven of them did not provide a valid ID (which is used to send emails through the university email system). The final sample size was 100, of those 71% were female and 29% were male. 86% of participants were between the ages of 18 and 32, and 14% were between the ages of 33 and 48. 56% were postgraduate students and 44% were undergraduate students. As for faculty distribution, 59% are under S&T faculties, and 41% are under non-S&T faculties.

There are three main components needed for this study, personality trait survey, phishing emails, and training material. The personality trait survey was sent to four people to get their feedback on the length, and word choices and overall clarity of the survey. Followed by a pilot-run that included 10 students from UKM, the pilot-run started with sending the survey, and after a delay, a phishing email was sent to each participant to test the instruments.

The first round of spear-phishing emails was sent a month after the personality traits survey. This delay was used to eliminate any priming effect. The spear-phishing email contained a link, if clicked participants were taken to a training page and thus considered trained. Participants were split into five groups, a control group and four other groups to test the effect of message framing. Each participant received a unique link; this will allow us to identify participants who click on the spear-phishing link as well as link the personality traits score with clicking behavior.

After a two weeks’ delay from the first round of spear-phishing the second round of emails were sent. This time, the click rate between the different groups to test the effect of message framing was compared. Participants who clicked on the first round, were kept in their respective group, as they were “trained”. However, participants who did not click in the first round were moved to a new group “Round 1 non-clickers” because they were not exposed to the training material.

Fig. 1. Methodology flowchart.
A. Personality Traits Survey

The personality trait was based on a set of psychology papers compiled by Moody et al. [14], however, the survey used in that paper requires around 25-30 minutes to complete. Having such a comprehensive survey may affect the number of students that complete it. Furthermore, it may result in participants filling the form randomly toward the end of the survey. Thus, the survey was shortened to around 7-9 minutes. This was done by focusing on the personality traits that had significant results. The survey must have the option to choose the preferred language; this is because of the diversity of students in the university. The survey vocabulary was also slightly modified to make it easier to read for non-native English readers. This involved some minor reorganization and the use of common parlance.

The survey is split into four main parts:

- Curiosity: 22 questions (normal scale), the scale used is a 4-point scale (min: 22, max: 88).
- Risk: 17 questions (3 questions were reverse scale), the scale used for the first 5 questions is a 7-point scale; for the other 12 questions, a 5-point scale is used (min: 17, max: 95).
- Internet Experience: 17 questions (normal scale), the first 4 uses a 5-point scale, and the last 13 questions, a 7-point scale is used (min: 17, max: 111).
- Internet Anxiety: 6 questions (1 question was reverse scale) with a 7-point scale (min: 6, max: 42).

B. Spear-Phishing Emails

Two rounds of phishing emails will be used. During the design, the following points were taken into account:

- The sender: or the actor, as well as his/her positions, is essential, because people tend to trust emails sent from a higher hierarchy.
- Engagement mechanism: What is on the line, and why would the victim engage with the email. This can be a form of a fine, or losing personal information.
- Title: The email title must highlight the importance of the subject at hand to serve as a clickbait.

Since attackers may customize the email to certain employees or businesses to maximize the likelihood of success, the phishing email topic was chosen in a way that can lure victims to click on the email and make the spear-phishing assault as realistic as possible.

1) Spear-phishing: round 1: The first topic of choice was “Covid-19 SOP update (Coronavirus Disease 2019)”. This study was being conducted during the Covid-19 pandemic, and the Malaysian government had implemented multiple movement control orders and various Standard Operating Procedure (SOP) for people to comply with. Furthermore, because of different faculties that will be included in this study, the topic must be applicable to all students, post and undergraduate, local and international, S&T and non-S&T students. The engagement mechanism used for this topic is a fine of RM500 imposed on students for each repeated offense. For the actor (the sender), we have chosen the director of UKM Health Center (PK), however, their name was not included to avoid some cases where some students may call the person to double-check if the email is legitimate, on the other side some people may not know the director by name, and hence the name was omitted for those reasons. A sample of the first round phishing email can be seen in Fig. 2.

Dear Students,

Ministry of health (MoH) Malaysia have updated its SOP, And hence our policies for students living inside and outside campus have changed. It is very important to read the new policies set by University Health Center.

After reading the new policies, it is mandatory for all students to sign in using their Matrik number to verify that you have read the new rules. Failing to comply and adhere to new rules will result in disciplinary actions and RM500 fine for each repeated offense.

Click here to read more: https://bit.ly/

Director

Fig. 2. Round 1 phishing email.

2) Spear-phishing: round 2: The second topic of choice is “UKMFOLIO system upgrade”. UKMFOLIO is a learning system used by UKM to deliver teaching materials and announcements and a method to submit assessments. During the study, UKMFOLIO was down multiple times, students and lecturers couldn’t access the website. Therefore, sending an email informing the students that there will be a system upgrade will be a good bait for the second phishing email. All UKM students use UKMFOLIO, and hence it applies to everyone. As for the engagement mechanism, students were told that they would lose access to their accounts if they fail to update and verify their information. For the actor (the sender), the director of the Information Technology Center (PTM) was chosen.

C. Training Materials and Message Framing

The training materials are divided into two sections; the first sections include materials designed to highlight clues in the spear-phishing emails that the user needs to be on the lookout to detect spear-phishing emails. Those clues include:

- Sense of urgency: The matter at hand is time-sensitive and actions must be taken immediately.
- Fake/mismatch in the sender's email field: Spear-phishing emails impersonate well-known figures or authorities, as such, it is essential to look at the sender's email.
- Malicious link: The link is usually disguised or presented in terms of a hyperlink to hide the actual URL.
The second part is an informative bit on the consequence of spear-phishing, and how to protect yourself from spear-phishing. This part of the message is framed in terms of individual/group gain/loss, where the pronouns (yourself/your co-worker) and the tone (positive/negative) are different in each group. Fig. 3 and Fig. 4 show the second part of the training material for two different groups (Individual/Gain and Individual/Loss, respectively).

Technical phrases were simplified so that students could relate to the training material, and new training materials that are comic-based were employed to keep users’ attention for longer and transmit the knowledge more effectively. Additionally, the materials are constructed in a way that evokes a sense of urgency, hinting that the issue at hand is time-sensitive and requires immediate action.

V. RESULTS

The results and discussion will be split into two main sections; the first section will cover the first round of phishing relating to personality traits, which was used to test hypotheses H1-H5, while the second section will cover the second round of phishing relating to message framing in embedded training, which test hypothesis H6. Because of the nature of the output (dependent variable) being binary, where 1 denotes “got phished” and 0 “did not get phished”, multiple logistic regression was used to determine the coefficient value. STATA v. 16.1 SE was used to carry out the regression.

As for message framing, a Binomial test was carried between each group and the control group to test the effect of message framing.

A. Personality Traits Result

First, Cronbach’s Alpha was calculated to measure the internal consistency and verify the validity of the test. The Cronbach’s Alpha is 0.8425 which is above the acceptable level of 0.70. Looking at the alpha value when the item selected is removed, there is no significant change among all 62 questions, with a minimum value of 0.8362 and a maximum value of 0.8456 (difference less than 0.01). Table II shows the statistics summary of the personality traits test. The multiple logistic regression results can be seen in Table III. Curiosity and risk had a negative coefficient, while internet experience and internet anxiety had a positive coefficient. Furthermore, S&T (refer to students who are in S&T faculties) also had a positive coefficient. Gender and Age were added in the regression; gender (male) had a negative coefficient, while age (young) had a positive coefficient. S&T, gender, and age were coded as binary values such as 1(S&T) and 0 (non-S&T); gender-1 (male) and 0 (female); and for age, 1 represented young (between 18 and 32) and 0 represented participants older than 32.

The Pseudo R2 value is McFadden’s pseudo R-squared, because logistic regression does not have a direct equivalent to the R2 value found in OLS linear regression. The Pseudo R2 value is 0.0661, which is still low. However, a low R2 is to be expected when measuring variables related to human behavior, as humans are harder to predict.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Curiosity</td>
<td>69.98</td>
<td>7.717198</td>
<td>54</td>
<td>87</td>
</tr>
<tr>
<td>Risk</td>
<td>31.26</td>
<td>9.691838</td>
<td>17</td>
<td>60</td>
</tr>
<tr>
<td>Internet</td>
<td>36.27</td>
<td>11.26706</td>
<td>20</td>
<td>69</td>
</tr>
<tr>
<td>experience</td>
<td>19.34</td>
<td>5.324273</td>
<td>10</td>
<td>33</td>
</tr>
<tr>
<td>Anxiety</td>
<td>0.59</td>
<td>0.494311</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>S&amp;T</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

B. Message Framing Result

Two weeks after the first round of phishing (Round 1), a second email was sent to participants. 100 participants received the second phishing email titled “UKMFolio System Upgrade”.

Comparing the click rate between Round 1 and 2 in Fig. 5, there is a decrease in click rate from 43% to 32%. Similar to Round 1, the majority of clicks happened within the first 24 hours.

First, a Pearson Chi-square test was performed among the five groups from Round 1 to check if there are no unexpected differences between the groups by any chance, and found no significant relation between the groups and the phishing rate, X2 (4, N=100) = 6.0108, p=0.198. Similarly, in Round 2, a Pearson Chi-square was performed and no significant relation was found between the 6 groups and the phishing rate (“non-clicker Round 1” was added as shown in Table IV and Table V.)
TABLE III.  MULTIPLE LOGISTIC REGRESSION RESULTS

| Phished   | Coef.     | Std. Err. | z     | P>|z|  | 95% Conf. | Interval |
|-----------|-----------|-----------|-------|------|-----------|----------|
| Curiosity | -0.050147 | 0.031410  | -1.60 | 0.110| -0.11171  | 0.014146 |
| Risk      | -0.021760 | 0.023325  | -0.93 | 0.351| -0.06748  | 0.023956 |
| Internet  | +0.020639 | 0.019619  | +1.05 | 0.293| -0.01781  | 0.059092 |
| Anxiety   | +0.084030 | 0.042934  | +1.96 | 0.050| -0.00012  | 0.168178 |
| S&T       | +0.727525 | 0.457443  | +1.59 | 0.112| -0.16905  | 1.624096 |
| Gender    | -0.744610 | 0.498756  | -1.49 | 0.135| -1.72215  | 0.232935 |
| Age       | +0.107320 | 0.660629  | +0.16 | 0.871| -1.18749  | 1.402129 |
| Cons      | +1.205229 | 2.377349  | +0.51 | 0.612| -3.45429  | 5.864748 |

LR chi² (7) = 9.04; Prob >chi²=0.2501; Pseudo R²=0.0661, the bold value indicates a significant value P<0.05

TABLE IV.  ROUND 1 RESULTS BY GROUPS

<table>
<thead>
<tr>
<th>Round 1</th>
<th>Total</th>
<th>Grp-Gain</th>
<th>Grp-Loss</th>
<th>Ind-Gain</th>
<th>Ind-Loss</th>
<th>Control</th>
<th>Non-clicker Round 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not-phished</td>
<td>57 (57.0%)</td>
<td>8 (50.0%)</td>
<td>11 (84.6%)</td>
<td>9 (50.0%)</td>
<td>8 (44.4%)</td>
<td>21 (60.0%)</td>
<td>N/A</td>
</tr>
<tr>
<td>Phished</td>
<td>43 (43.0%)</td>
<td>8 (50.0%)</td>
<td>2 (15.4%)</td>
<td>9 (50.0%)</td>
<td>10 (55.6%)</td>
<td>14 (40.0%)</td>
<td>N/A</td>
</tr>
<tr>
<td>Total</td>
<td>100</td>
<td>16</td>
<td>13</td>
<td>18</td>
<td>18</td>
<td>35</td>
<td>N/A</td>
</tr>
</tbody>
</table>

TABLE V.  ROUND 2 RESULTS BY GROUPS

<table>
<thead>
<tr>
<th>Round 1</th>
<th>Total</th>
<th>Grp-Gain</th>
<th>Grp-Loss</th>
<th>Ind-Gain</th>
<th>Ind-Loss</th>
<th>Control</th>
<th>Non-clicker Round 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not-phished</td>
<td>68 (68.0%)</td>
<td>6 (75.0%)</td>
<td>1 (50.0%)</td>
<td>6 (66.7%)</td>
<td>85 (50.0%)</td>
<td>9 (65.3%)</td>
<td>41 (71.9%)</td>
</tr>
<tr>
<td>Phished</td>
<td>32 (32.0%)</td>
<td>2 (25.0%)</td>
<td>1 (50.0%)</td>
<td>3 (33.3%)</td>
<td>5 (50.0%)</td>
<td>5 (35.7%)</td>
<td>16 (28.1%)</td>
</tr>
<tr>
<td>Total</td>
<td>100</td>
<td>8</td>
<td>2</td>
<td>9</td>
<td>10</td>
<td>14</td>
<td>57</td>
</tr>
</tbody>
</table>

VI. DISCUSSION

This study’s objective was to find which personality traits affect a person’s susceptibility to spear-phishing emails. Using a personality traits survey to measure personality score, and a real-life simulation of a spear-phishing email, logistic regression are carried out to find factors affecting spear-phishing susceptibility. Furthermore, training material is provided to participants who got phished to test the effect of message framing in embedded training. The second round of spear-phishing is carried to test the training material’s effectiveness by carrying out a Binomial test. The summary of results can be seen in Table VI and Table VII.

A. The Effect of Personality Traits on Spear Phishing

The results of this study show that only anxiety has a significant relation with susceptibility to phishing (p<0.05). However, the nature of the relationship is not as theorized in previous sections.

Other factors such as gender and age were also tested. While both had no significant findings (p=0.135 and 0.871), gender (male) had a negative coefficient, which means women are likely to fall for spear-phishing emails. This supports previous studies’ findings [22], where it was reported that females are more susceptible to phishing. Age (young) had a positive correlation which also supports previous studies suggesting that younger people are more susceptible to spear-phishing emails [23, 24]. This can be caused by the fact that younger people have not fallen for or experienced spear-phishing and have a lower ability to detect spear-phishing emails.

1) Curiosity: First, curiosity did not have a significant finding on phishing susceptibility (p=0.110). Thus not supporting hypothesis H1. Furthermore, curiosity had a negative coefficient (-0.050147) on phishing susceptibility, meaning that a person who has a high level of curiosity is less likely to fall for spear-phishing emails. This is counterintuitive because a person who possesses a high level of curiosity may find unexpected emails with a link appealing to explore, and thus clicking on the link. Previous study [25] reported that curiosity was the most common reason for clicking on phishing emails and Facebook messages in the post-experiment survey. Another study [14] reported significant findings on the positive correlation between phishing susceptibility and curiosity. Looking at a broader view on curiosity, openness (from The Big Five) can be defined as a person who is curious. This personality trait was found to be non-significant in some studies [6,7] where no significant finding was found between phishing susceptibility and openness.
Looking at the survey’s curiosity questionnaire, the questions used from previous studies measure curiosity in various aspects in life. For example, in the epistemic curiosity (Diversive) section, questions such as “I like to learn new things / like to find out more”, “I enjoy exploring new ideas”, and “It is fascinating to learn new information” was used to measure the desire to acquire knowledge aroused by puzzles and motivated by the feeling of boredom regardless of the source. The questions used are not specific to a certain situation and can be applied to the context of spear-phishing emails. An email suggesting a new idea, or giving a new insight can be intriguing to the user. However, other questions under epistemic curiosity (Specific), included questions such as “I enjoy finding a solution to new kind of arithmetic problem”, “If I see a complicated piece of machinery, I will ask someone how it works”, and “I try and imagine the solution for incomplete puzzle”. Such questions are situation specific; a person that is curious about how machines work may not be interested in an email asking the user to read about a new policy. Moreover, in the perceptual curiosity (Uniquely loading items) section, 12 questions with 4-point scale were used (same tense throughout the experiment description is not followed) to measure it; this means that perceptual curiosity had more weight when measuring the overall level of curiosity. This may not be the correct scale when measuring internet curiosity. While general curiosity questionnaires are still a good measure, a scale favouring the user’s curiosity in internet-related topics may be more suitable in this situation. For example, asking the user “how often do you watch new shows that you have never heard of” and “how often do you click on online ads” may be a more accurate measure of online curiosity. This may explain the reason why there is no significant relation between curiosity and phishing susceptibility. Furthermore, the negative correlation between curiosity and spear-phishing susceptibility can also be linked to the topic of spear-phishing. While this study was conducted during the Covid-19 pandemic, and the topic of the spear-phishing email is related to covid-19 policies, Pandemic Fatigue [26] can also explain the negative relation, where users are experiencing Pandemic Fatigue after nearly a year of dealing with Covid-19 related issues, and thus the demotivation of reading related topics.

2) Risk propensity: Hypothesis H2 was not supported as well. Risk also had a non-significant finding (p=0.351), it also had a negative coefficient (-0.021760). This finding contradicts the theory that a more risk-taking person will likely click on an unexpected link in an email regardless of its risk. Previous studies [15] found that the risk of being a significant predictor of phishing susceptibility suggests that people with higher risk perception are experienced in cybersecurity and are thus more likely to averse the risks associated with clicking on unknown links. Moody et al. [14] also found risk to be a significant predictor of susceptibility to phishing.

The risk questions included in the survey measure risk beliefs (perceived risk) and risk propensity. Part of the risk beliefs scale was reversed because of the negative relation between risk perception and risk-taking behavior, while risk propensity was scored normally because of the positive relation between risk propensity and risk taking [27]. This means that a high risk score (overall) reflects a high risk taking behavior. In theory and based on previous studies, a more willing to take risk is more likely to click on an unexpected link in an email. However, findings suggest the opposite (even if it is not significant), this might be explained by how people overestimate their ability to identify scam emails. Datar, Cole, and Rogers [28] found that more than half the participants that claimed they can identify a scam email failed to identify them. This means even if a person has a low-risk overall score (person scored high perceived risk (inverted) and a low risk propensity score), he/she may not be able to identify an email as a spear-phishing email and thus not perceive the actual risk of clicking on the link.
3) Internet usage: Internet experience did not have a significant finding (p=0.293); hence hypothesis H3 was not supported, however, there was a positive relation between internet experience and phishing susceptibility. The result is counter-intuitive; however, a study [14] also found similar results. A person who uses the internet is more likely to click on a phishing link. One of the reasons that might explain these results is Habituation [29]. The person’s innate response to a stimulus decreases after repeated presentation of the stimulus. In the context of spear-phishing emails. If the user spends a lot of time on the internet (experienced user), he/she may pay less attention over time to spear-phishing clues and this fall for spear-phishing emails.

4) Internet anxiety: The last hypothesis relating to personality trait H4 (internet anxiety) had a significant finding (p = 0.05) with a small positive coefficient. This finding matches previous research [14]; even if the initial hypotheses suggested the opposite effect (negative correlation). Halevi et al. [22] found a positive correlation between neuroticism (from The Big Five personality traits) and phishing susceptibility for women only. A few reasons might explain the results, first people with high anxiety levels may feel bothered by unanswered emails, thus the need to reply or click on a phishing email. Another reason might be related to being a “people pleaser” where a person may find it difficult to say no, and thus feel the need to provide information in phishing emails.

5) IT background: The last hypothesis H5, that was tested in Round 1 of phishing is the relation between IT background and phishing susceptibility, there was no significant finding (p=0.112), however, the correlation coefficient was positive, which means participants from S&T faculties were more likely to get phished. While most studies discussed in chapter 2.1.2 suggest a negative correlation between IT background and phishing susceptibility, habituation may explain the positive correlation found in this experiment. Students under S&T faculties may be constantly reminded about cyber-attacks and hence pay less attention to spear-phishing emails.

B. The Effect of Personality Traits on Spear Phishing

The binomial test shows no significant results, this matches a previous study [13], where no significant relation was found among the four groups, and thus H6 was not supported. However, looking at the improvement rate, group-gain had the highest improvement (although not significant) compared to other groups with a decrease of 10.7 compared to control group click rate in Round 2. Furthermore, gain treatment (both group and individual) saw an improvement in detecting spear-phishing emails, while loss treatment (both group and individual) performed worse than the control group.

Several factors contributed to those findings, first there is no way to make sure that participants have taken part in the training, for example, if the participants immediately closed the training page after clicking without reading any of the content. Furthermore, some people may have skimmed through the training and thus have not fully understood the content. While the use of comics instead of text may have helped in retaining the participant’s retention, there is still a possibility that the comics did not convey the information effectively compared to text because the comic’s design has to be short and to the point.

Secondly, the information’s credibility might not be clear to the participants, as the training was not hosted on an official university website, and hence recipients did not find the training credible. Thirdly, the training effectiveness may require repetition before a noticeable behavior change is observed where the same training is applied multiple times over an extended period of time. Lastly, the sample size for the experiment is relatively small. Because of the experiment’s nature, where only people who clicked have received the training, each group’s final sample size is very small. It may have produced inaccurate results that do not represent the population.

C. General Implications

Spear-phishing emails are highly targeted by nature; attackers will use current trending topics and events to lure their victims into clicking on malicious links. Spear-phishing emails continue to be a large threat, and with organizations heavily relying on emails for communication, it is more important than ever to understand better the factors that make spear-phishing emails so successful. One of the most important factors is the human link. With humans being the weakest link, it is evident that the attacker will try to exploit such weakness and try to use it to their advantage. A lot of effort has been put into securing information from direct attacks; however, most recent successful attacks have infiltrated organizations through human error. Having a better understanding of what makes a person fall for spear-phishing emails is vital in fortifying the human firewall.

One of the factors that can affect a person’s susceptibility is his/her personality traits. Prior research has focused on a wide variety of personality traits, this research narrows down the scope and focuses on key traits that have been found to be a factor in predicting phishing susceptibility [30, 31]. Out of the four personality traits that have been put to the test, internet anxiety has shown significant results in predicting phishing susceptibility. The reason is, internet anxiety affects phishing susceptibility is that anxious people may feel bothered by unresolved issues suggested by the email, and thus have the compulsive need to reply or check the spear-phishing email. While other personality traits did not show significant results, it is still possible that in a different environment, different personality traits may show a stronger correlation with phishing susceptibility due to the difference in culture and background.

Having a better understanding of who is more susceptible to cyber-attacks, such as spear-phishing attacks, can be an important factor in designing a training module for an organization. Knowing which type of people are more susceptible can save many resources in terms of training time and cost when trying to raise security awareness in an organization. While this study does suggest that embedded training lowers the success rate of spear-phishing attacks, however there is no justification to believe that message framing can affect training efficiency.
VII. CONCLUSION

Primary Personality traits may hold the key to better understanding what makes some people more susceptible to spear-phishing than others. This research shows that certain personality traits can contribute to higher susceptibility to spear-phishing emails. A real-life spear-phishing experiment was implemented to measure the correlation between spear-phishing susceptibility and personality traits. The results show that Internet anxiety increases the person susceptibility to spear-phishing. An embedded training was provided to participants through the phishing emails, and through two rounds of emails. The embedded training lowered the overall click rate; however, there is no evidence to support the notion that message framing affects training effectiveness. While the small sample size in this study can provide some limitations, the results show promising results on the effect of personality traits on phishing susceptibility. Future research can aim to test the hypotheses on a larger sample size, and over a longer period of time.

VIII. FUTURE RESEARCH DIRECTIONS

The primary limitation of this study is the sample size. The sample size for this study was 107 participants, which is relatively small to the population of UKM. The main reason for that is the restriction because of the Covid-19 pandemic and time constraints of this study. The distribution of personality traits survey was limited to online forms, and physical distribution was not possible. Other factors that contributed to this small sample size include that participants had to answer a survey for them to take part in the spear-phishing study; while a monetary incentive was formed to encourage participants to fill out the survey, thus unable to determine its effectiveness. Because the invitation emails to do the survey was sent by faculty’s staff, lecturers and IT centers, the total number of recipients was not disclosed for privacy reasons. Furthermore, a list of emails for all students contributes to the privacy concerns as well. Furthermore, because this study relies on people getting phished, this results in an even smaller sample size for each group. Previous studies had a click rate of around 40% (similar to study); this means that the final sample size will be even smaller when testing the training module’s effectiveness. Another factor that can be improved is the personality traits questionnaire; this study uses existing instruments to measure the various traits. Designing more tailored questions that can relate better to internet behavior can show promising results.

Our study can lead to multiple paths down the road. Future researchers can examine if the findings persist over larger sample size. A sample size that includes all students in the university can lead to more accurate results and can eliminate any anomalies due to small sample size. If the survey had a low response rate, a larger sample size to start with will result in a sufficient number of participants answering the survey. Moreover, using a personality trait instrument that is designed with internet behavior and habits can lead to a better measurement of some traits. Lastly, the effectiveness of embedded training and message framing can be measured better when observed over an extended period of time. This also requires repetition of training. Future research can implement this study in multiple phases and multiple phishing rounds over an extended period of time, and larger break time between each phishing round to eliminate any priming effect other improvements can be implemented, for example, interactive embedded training that requires user’s interaction can be included to make sure that participants have read and understood the training.
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Abstract—e-Learning systems have reached their peak with the revolution of smart technologies. In the past few years, the Internet of Things (IoT) has become one of the most advanced and popular technologies, affecting many different areas. Using IoT in an e-learning system is a fantastic technology that improves the e-learning system and makes it more inventive and cutting-edge. The key challenge addressed in this study is the acceptance of IoT usage in e-learning systems as well as how to improve it so that it can be utilized properly. This research concentrates on how IoT can benefit e-learning systems and how it might benefit users of e-learning systems. A comprehensive literature review was conducted to get acquainted with the important research related to IoT technology and e-learning systems through online research databases and reliable scientific journals. The first research finding is that e-learning systems need such modern techniques as IoT to enable interconnection, increase reliability, and enhance the enjoyment of the educational process. The second result is that research related to the development of new technologies like the IoT has a significant impact on enhancing the performance of new systems and bringing about positive change. This study highlights the value of IoT, particularly in e-learning systems. It aids in the development of new strategies that will improve the efficacy of e-learning systems and stimulate researchers to develop advanced technology.
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I. INTRODUCTION

IoT can deliver unique services in a variety of domains. The IoT connects many devices and things to form a physical network that includes sensing, communication operations, and processing without the need for human involvement. IoT devices have increased dramatically during the previous decade, and by 2025 they may reach 50 billion devices [1]. The IoT is already attracting a slew of academic and business interests. Smarter and smaller devices are introduced in a variety of IoT domains every day, including monitoring management, smart houses, smart vehicles, smart farming, smart tourism, e-health, and e-learning, to mention a few [2-9].

e-Learning refers to using electronics and the Internet in addition to software applications in the learning process and thus making it more effective and dynamic [10-12]. Some of the drawbacks of traditional e-learning systems include limitations in expanding and distributing computing power, as well as exchanging information among system users [13], which has encouraged the development of new technologies to overcome these obstacles and motivate the learning process [14]. e-Learning is a key part of making education better, and it is the main way for teachers to improve their skills and abilities by adapting to new scientific methods [15]. The use of techniques in e-learning like virtual classrooms improves the knowledge of learners and transforms the educational process into a universal one [16]. The evolution of technologies and communication enhanced the e-learning environment and gave it the nature of expansion through the combination of physical and virtual objects. IoT as one of these technologies has a strong influence and benefits on different fields [17], education is considered one of these fields which plays a key role in its development and quality [18], e-Learning as part of the education system was also greatly impacted by this modern technology [19]. Students build their knowledge by enabling them to explore the reality around them [20]. IoT converts traditional e-learning into intelligent and interactive e-learning by integrating smart objects. Using smart objects provides learners with good communication and interaction with instructors and other parties from anywhere [21]. IoT motivates students and teachers. It creates an appropriate and comfortable learning environment in addition to increasing performance [22].

For many years, IoT has been used in conjunction with e-Learning. However, under certain circumstances, such as the COVID-19 epidemic, all learning processes have had to totally migrate to e-learning platforms [23, 24]. As a result, the significance of such integration has grown [25]. Still, many educational institutions have had a hard time making the switch to e-learning [26]. This is due to several factors, such as a lack of knowledge, student acceptance, a lack of infrastructure, and a lack of clear guidelines for integrating IoT with e-learning. Also, technical problems with accessibility, design flexibility, interactivity, the system, and the quality of the Internet will affect the stability and continuity of e-learning [12, 27]. There is a continuous change in the methods of the learning process. Therefore, it is necessary to propose and develop new supportive methodologies in order to fulfill the requirements of learners all over the world [28] and achieve satisfactory e-learning outcomes [29]. Accordingly, this article will concentrate on...
the issue of a lack of guidelines to provide a conceptual and clear understanding of the IoT and e-learning processes.

This paper makes a big difference by giving an in-depth look at how the Internet of Things (IoT) is being used to make e-learning better now. This survey includes highlights of the responsibilities of IoT entities when integrated with the e-learning process. This study examines recent research efforts aimed at addressing the deployment of IoT in the e-learning process as well as open research opportunities for future research. This study makes the following contributions: In addition to discussing IoT concepts and e-learning process concepts, it also includes an analysis of the operational deployment of the IoT in the e-learning process as well as IoT e-learning architecture and entities.

The rest of the paper is organized as follows: Section II discusses the research background of IoT technology and e-learning systems. Section III discusses the related work in this field. Section IV explores the methodology applied in this research. Section V discovers the research and analyzes the findings. Section VI, VII and VIII discuss about the tools, architecture and entity model of IoT e-learning. The challenges and future directions of IoT and e-learning integration are discussed in Section IX. Finally, the paper is concluded in Section X.

II. BACKGROUND

A. Internet of Things Overview

The main idea behind IoT is to collect data from their surroundings before analyzing it in order to execute automated operations to assist users. The IoT is gradually gaining ground worldwide. Modern technology has grown in the past few years, in part because sensors and smart devices have become more common [30, 31]. The three stages of IoT activities, including data collection, transmission, and processing, are described below [25, 32-34]. In e-learning, data collection, transmission, and processing are very important parts of how online educational content is delivered and how well it works. This is done by gathering and analyzing data from different sources. It is possible to gain valuable insights into student performance and engagement, which can be used to tailor the e-learning experience [35]. These stages can be summarized as follows:

- Data collection: The first phase is data collection, which includes detecting and obtaining data through various communication methods. To identify and gather data, several technologies such as Bluetooth, Near Field Communication (NFC), Global Positioning System (GPS), and Radio Frequency Identification (RFID). When integrating IoT with e-learning, this phase entails receiving information from a variety of sources, including student interactions with the e-learning system, course content, and assessments. A range of techniques, including online applications, polls, monitoring tools, and application logs, can be used to gather data [35].

- Data transmission: Transmitting the data is the second phase where the gathered data is transmitted to the servers or host system for processing via a specific medium (e.g., wireless or wired) and protocol (e.g., IEEE 802.3/802.11 standard). Because falsification tendencies are low, wired transmission channels may send more precise and dependable data. However, wired networks may not be useful for long-distance communication. It is also rather pricey when compared to wireless options. Understanding the optimum transmission route and the geography of the surroundings is critical. When integrating IoT with e-learning the data has been collected about students, it needs to be transmitted to the e-learning systems for storage and analysis using secure networks or cloud-based storage systems [36]. Furthermore, data management systems may be used in combination with data transmission to structure and store the data to be used later [36].

- Data processing: This is the final phase, during which the data sent should be properly reviewed and processed in order to make a decision. Data will go through many preparations, cleaning, classifying, and filtering procedures during this phase. Cloud computing allows services to be administered remotely and provides processing resources and virtual storage. In this stage when e-learning is integrated with IoT, the gathered data is analyzed and processed to get the knowledge that can be applied to enhance the e-learning process. This requires using algorithms and analytics tools to reach conclusions and trends from the data [35]. The processed data can be utilized to create reports on student engagement and performance as well as to identify e-learning platform development opportunities [36].

The IoT is a technical improvement in transporting and exchanging data between connected objects using an Internet service [11, 37, 38]. It has the property of quick evolution [39] and the scope has expanded further to connect people to things [13]. IoT gives good control over objects and transforms them into smart objects [14]. Therefore, it is seen as an essential element in the growth of smart environments [40]. The communication and association between physical and virtual objects provide the IoT with the characteristic of being ubiquitous [10]. IoT has devices that let it sense and collect data from other devices, which it then shares for the good of everyone. The association of RFID tags, sensors, and actuators with each other has made this technology a modern and unique model [21]. IoT technologies are different from other technologies because they are everywhere and encourage people to come up with their own independent and smart solutions [41]. It has become a hot and interesting topic among investors in various fields [15]. IoT is distinguished by non-human intervention, use anywhere, no time limit, reducing cost and time, and a perfect connection because it requires high-speed Internet [42, 43]. Fig. 1 explains the most common features of IoT technology, including sensing, connectivity, intelligence, safety, energy, and expression.
Sensing: Many IoT devices are equipped with sensing capabilities that can be used to gather data from the surrounding environment and adapt their behavior based on the gathered data [36]. In order to gather data for a specific circumstance, IoT should be able to read analog signals from various sources such as light, RFID, GPS, and gyroscope. Light and pressure, for example, might be utilized in automobile applications. To produce the optimum use case, a good sensing approach should be used. The gathered data can be used by IoT in adapting their actions based on the context in which they are used systems [36].

Connectivity: To ensure effective communication between networked IoT system components like computer processors, sensors, and data centers, connectivity is a crucial element to be considered. To achieve this smooth communication, several protocols and standards must be used. IoT systems may communicate and exchange data with one another and with other systems since they are connected through a network. Bluetooth, Wi-Fi, and cellular networks are just a few examples of wireless technologies that are frequently used to facilitate this connectivity [35].

Intelligence: Data is utilized to create significant business observations and make crucial business choices in practically each IoT use scenario in recent times. On top of this vast data, building computational models to gain significant insights that can enable IoT systems to function independently or with minimal human intervention [35]. The sensor readings are refined and transformed into a format that may be used to train computer models. An appropriate data structure should be considered, depending on business requirements to support decision-making [36].

Safety: Security is one of the most important aspects of the IoT system [35]. Sensitive data is delivered from terminals to the analysis layers via connection components throughout the whole cycle of an IoT system. To protect data from abuse and exploitation against cyber-attacks, IoT systems must adhere to adequate security procedures such as using secure communication protocols, encryption, and firewalls as well as the implementation of privacy policies and technologies to protect the personal data of users [36, 44, 45]. Every element of an IoT system that is compromised might ultimately cause the entire process to collapse.

Energy: The entire IoT system requires a lot of energy, from end components to the communication and analysis layer. It is essential to consider design techniques while creating an IoT system so that energy usage is kept to a minimum (IEEE 802.15.4, 2003). For instance, IoT devices can consume less energy by adopting low-power communication protocols and effective power management techniques [11].

Expressing: To improve the user experience, IoT incorporates multiple cross-domain models. It also guarantees that the structural and operating expenditures are properly balanced. IoT devices must be built in a way that allows them to be readily scalable up or down on request to allow for the integration of a large number of devices and sensors [36]. Providers must address future demands for handling such a large quantity of data when creating IoT processes to satisfy additional business demands to enable the creation of large-scale IoT deployments, such as smart cities or agriculture.

Interoperability: Regardless of their manufacturer or operating system, IoT systems can work seamlessly with other systems and devices [36]. As a result, a variety of devices and systems can be integrated into IoT systems.

Distributed Real-time architecture: IoT systems often have a distributed architecture, with devices and sensors located at the edge of the network, rather than centrally located [35]. This decentralized architecture allows for the Real-time collection and processing of data from many devices and sensors.

B. e-Learning Overview
e-Learning technology is a critical component of delivering education through an electronic medium, specifically the internet [46]. Numerous products are available on the market that implement e-learning technologies, which makes it critical for practitioners to be aware of the details of those technologies [47]. The knowledge along with the skills to use e-learning technologies will improve the chances of providing an effective and efficient learning experience for both students and teachers [48]. Because physical connection is banned, e-learning platforms can be used as a substitute for traditional learning and teaching methods. The social dimension is one of the main difficulties for students when
using the e-learning system, which can be reduced by adapting social IoT that can add interest to the virtual educational environment [17]. In order to stop this worldwide epidemic, the world needs more young people who grew up with technology and can quickly adapt to the online world without much trouble. Teleconferencing tools like Skype, Zoom, and WebEx sessions, as well as other similar technologies, can be used by students in online classrooms. Simulcasts, workshops, academic board meetings, and conferences may all be held electronically without having to meet in person. Using this kind of technology to keep people at a social distance is one way to stop the spread of viruses, like the COVID-19 virus, among academics [49]. Online assessment can be done using e-learning platforms, which guarantee the participants' health in such a pandemic. With these kinds of technologies, evaluating students can be done safely because there is less need for physical contact [50]. In the workplace, an internet platform can be used to do things like surveys, staff evaluations, and interviews. This helps keep employees safe.

E-Learning technologies can be categorized into two levels, infrastructure and software. The infrastructure category is further categorized into on-premise and on-cloud [51]. On-premise technology is the infrastructure that uses the local hardware of the educational institution, while on-cloud computing uses cloud computing resources over the Internet [52]. For instance, e-learning infrastructure includes the underlying hardware such as servers, end-user devices such as mobiles and desktops, networking devices, input devices, output devices, and storage devices [53]. Those can be on-premise, which means that the hardware used in e-learning is located on the campus of the educational institution [54]. On-premise infrastructure needs help and skills all the time, but it also gives you more freedom [55]. Using cloud computing also has numerous advantages as it reduces cost and increases flexibility and real-time scalability, but at the same time, it may introduce some issues regarding dependency, security, and confidentiality [56-60].

Likewise, the software category is classified into synchronous and asynchronous technologies. Synchronous technologies support real-time communication, whereas asynchronous technologies support communication at different times and locations but do not support real-time communication [17]. In terms of software, e-learning uses both synchronous and asynchronous tools. Synchronous tools are trying to mimic traditional classrooms and, to some extent, improve the experience of learning by augmenting technological tools that may improve the education process [17]. Synchronous technologies include video and audio conferencing, live chat, whiteboarding, and application sharing [61]. While asynchronous can be combined and formed in learning management systems that support learning resources management, forums, messaging, assessments, and announcements [62].

III. RELATED WORK

Previous literature on improving IoT and e-learning may be divided into numerous areas, such as content management and sharing, creating solutions, e-learning content distribution, tracking the e-learning process, e-learning tool interoperability, and standards interoperability [63]. The value of the IoT was demonstrated by [64] by developing and enhancing education, as well as the scope of their significance in higher education institutions via smart coursework utilizing the latest methods in the classroom setting, smart labs to run tests more efficiently and enable tests, including the use of gadgets to enhance student communication with their classmates and teachers, and also scientific content. Mohammed and Isa [25] emphasized the significance of IoT in enhancing human-machine connection, which contributes to people's social isolation. The use of IoT to prevent the spread of infections (such as COVID-19) may face unique challenges, especially in developing countries with limited telecommunications infrastructure. In the same way, IT expertise is required when dealing with IoT apps or devices. Individuals prefer to interact personally with another person rather than with a machine. Others may believe that revealing medical details to the machine will compromise their privacy. Such factors represent considerable obstacles to the use of IoT applications to control the virus's spread [25].

Dodero, et al. [65] look at what needs to be done to make the e-learning future a reality. Issues related to IoT and e-learning integration, including CPU and storage limitations, throughput, and bandwidth constraints, should be addressed for successful integration. Accordingly, the trade-off between data-collection efficiency and interoperability may be considered to enhance this integration [65]. In their work, Chitu [66] looked at standards interoperability and pointed out the problems with interoperability that need to be fixed for the IoT and e-learning visions of the future to come true. Perales, et al. [67] demonstrated an online system utilized by the International University of La Rioja. The online service is a remote online lab that delivers experiential learning using engineering experimental tools. The teacher might move from one online workspace to another to help students with their lab instructions. Even though this method is used to offer online labs, it doesn't consider how and why the students interact with each other. In the work of [68], the authors recommended using a context-aware system to capture a vast amount of data about the learner's surroundings. The system automatically adjusts to the customer's wishes based on these facts. Context-aware incorporation into an e-learning system would be an effective strategy for improving learning.

Zaguia, et al. [24] showed learners a new way to use synchronous e-learning for intelligent e-learning. The paradigm is a new way of thinking about distance learning in which the teacher has more control over the students. Tools for artificial intelligence, IoT, and virtual reality are put together to make a more powerful system that helps the teacher keep an eye on the students during lessons and tests. Most of the changes we will make to our systems in the future will involve adding more computer-aided services to help teachers see and respond to how students are acting. In the work of [69, 70], the authors proposed that artificial intelligence approaches such as data mining and fuzzy logic be used to smarten up e-learning tactics and augment students' learning. Most of these systems are limited by the time to finish the assessment exam, the learner's evaluation criteria, history, and so on [24]. Similarly, Leahy, et al. [71]
investigated the role of emergent technology, such as smart materials, artificial intelligence, and augmented reality, in the future of e-learning. In Zhang and Zhou [72], the importance of locality, interaction, intelligence, openness, and cloud computing were analyzed from the standpoint of e-learning’s future vision.

The use of smartphones in e-learning was emphasized by [73]. These gadgets must be integrated into distance learning systems. These gadgets became more widely available and easier to operate as time went on. The authors suggest a platform that has an intelligent agent on a student's smartphone. The necessary information about the students' obsessions, participation in the course, and other factors is collected and sent to the artificial intelligence system for evaluation. The artificial intelligence algorithms look at student data, comments, and ratings of course materials to figure out what course content is suitable. The authors suggested analyzing student behavior with smartphones to make sure that the course content was customized correctly. Tobarra, et al. [74] put the app of the virtual laboratory to the test to see how well it worked. The learners' acceptance was evaluated using the Unified Theory of Acceptance and Use of Technology (UTAUT) model, as well as time allocation, learner’s behavior in relation to evaluation items, and material sources. The main result of this research is that the suggested lab has a high level of student acceptability, as measured by several factors (ease of use, perceived usefulness, attitude, intention to use, social influence, and estimated effort).

IV. RESEARCH METHODOLOGY

This study aims to find out the use and importance of integrating IoT with e-learning systems. The strategies and rules presented by [75-79] were adopted in the review process of this paper. Fig. 2 explains the review activities. The study begins with a review of the literature and a survey of the research object's e-learning implementation, followed by a summary of the significant results from the associated literature. Following that, identified a research need from which derived review questions and objectives. Finally, the paper's importance and scope were determined. There were a lot of publications that were looked at, but this review only includes the most important and recent (since 2015) studies. This is because the actual IoT and e-learning integration revolution began after 2014.

This study aims to answer the following research questions: How is IoT used in e-learning systems? To answer the research question, five sub-questions should be addressed to figure out the goals, scope, significance, and future of deploying IoT in the e-learning process, and the future of this emerging technology:

RQ1: What is IoT in e-learning systems?
RQ2: Where is IoT implemented in e-learning systems?
RQ3: How is IoT implemented in e-learning systems?
RQ4: What is the impact of using IoT in e-learning systems?
RQ5: What are Challenges and Future Directions sets of IoT in e-learning systems?

The literature review was conducted by searching scholarly databases; Google Scholar, IEEE Explore, ACM, Springer, MDPI, Wiley, Emerald, and Elsevier. The investigation starts with selecting the topic, analyzing, interpreting, and coming out with the research problem. A range of search phrases and their variations were used to conduct thorough searches including: “e-learning” OR "e-learning" OR "smart learning" OR "smart class" OR "smart teaching" OR "virtual learning" OR "virtual study" OR "virtual class" OR "online learning" OR "online class" OR "online study" OR "online teaching" OR "online tutoring" AND IoT OR internet of things. The focus of this study is on the present state of e-learning and IoT integration. As a result, the following inclusion criteria were used: IoT must be incorporated into the construction, architecture, design, or modeling of e-learning. There should also be proof of deployment (for example, a description or presentation of the actual implementation, or proof of model assessment). Based on the criteria for inclusion, the searches turned up 40 items. Of those, 28 were journal articles and 12 were conference articles. The papers included in this work are depicted in Table I.
V. FINDINGS

This section provides a comprehensible overview of applying IoT in e-learning systems. The paper discusses some questions related to IoT and e-Learning systems and how they have been explained and answered in several previous studies. Table 1 summarized the related work and simplified and clarified the research questions. The answer to each question can be yes or no, which was designated ‘✓’ inclusion in the study and ‘-’ for not implicitly included.

<table>
<thead>
<tr>
<th>Research Questions</th>
<th>RQ1</th>
<th>RQ2</th>
<th>RQ3</th>
<th>RQ4</th>
<th>RQ5</th>
</tr>
</thead>
<tbody>
<tr>
<td>[23]</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[26]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[80]</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[81]</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>[24]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>[49]</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>[64]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[82]</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[63]</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>[83]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[84]</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>[66]</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>[56]</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[69]</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>[85]</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>[74]</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>[14]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>[40]</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>[71]</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>[20]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[73]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[67]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[16]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[37]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[19]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[21]</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>[11]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>[41]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[10]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[17]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>[39]</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[18]</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>[27]</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>[15]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

A. RQ1: Internet of Things (IoT) in e-Learning Systems

The integration of new technology such as the IoT in e-learning systems is a practical example of providing different smart services [37] for enhancing the learning process, achieving better outcomes, and decreasing cost and time [22, 41]. IoT is the main support of the smart learning (e-classroom) environment via connecting physical and virtual objects, which makes it more scalable and efficient [10]. IoT has changed conventional e-learning and taken it to an advanced level. Individual skills and knowledge are the results of this advancement [11].

e-Learning equipped with IoT may support and facilitate collecting and sharing notes between learners from the learning classroom through applications, smart devices, and network connections [16, 18, 19]. The use of the IoT with e-learning systems simplifies the learning process [39]. IoT in e-learning systems using IoT may result in fast accessibility, hyper-connectivity, good sharing, personality services, and a sustainable learning environment [13]. IoT e-learning does not only mean enhancing the learning process, it also changes the academic infrastructure and adds new subjects and essential concepts to computer science [89]. The e-learning system developed by the IoT has a global characteristic. The advanced system stores enormous amounts of information and performs a great number of equivalent operations [15]. In terms of awareness, the learner is regarded as the most important factor. For learning arrangement and connectivity, his/her relief, contentment, and encouragement are significant [17].

B. RQ2: Applying Internet of Things (IoT) in e-Learning

Online learners and teachers are connected to the internal learning system and global objects through IoT technology, which enables learners to access enormous pedagogical resources [65, 71]. IoT has some good qualities, such as high-quality association between objects, high-quality access, network communication integrations [10], and the ability to add and remove objects from the connection structure [83]. The IoT has the capability of connecting people to people, people to things, and things to things [14]. IoT devices are used in e-learning to deliver and receive information and directions. The benefits of adopting IoT in e-learning include helping to motivate superior lesson ideas, construct safe facilities, monitor important resources, improve data access, and many others [51]. The IoT can be viewed as a novel approach to managing the educational process through the use of developed technologies. The IoT is used in many e-learning tools, such as interactive learning, smart digital boards,
teaching apps for smartphones, laptops, and tablets, systems that track attendance, digital materials, and many other learning tools like Google Apps.

The implementation of IoT and e-learning has been applied in many fields, such as schools, universities, online training, online certificates, and so on. This is especially critical during circumstances where the disease infection is a threat as the substitution of a face-to-face approach is necessary. For instance, Encarnacion, et al. [48] argued that instructors of physical training may utilize smartphones, smartwatches, and the programs they have on them as effective teaching tools. Sportspeople can enhance their athletic performance using these phones and applications, and students can monitor their movements and gain knowledge about physical education [90]. In higher education, Abd-Ali, et al. [64] reported that IoT implementation in e-learning has enhanced the e-learning process and outcomes through smart coursework utilizing the latest methods in the classroom setting, smart labs to run tests more efficiently and enable tests, including the use of gadgets to enhance student communication with the classmates and teachers, and also scientific content. The same has been reported by Perales, et al. [67] that an online lab that delivers experiential learning through the use of engineering experimental tools has assisted students with their lab instructions and enabled shifting from one online working space to another, easily. Moreover, Sabagh and Al-Yasiri [68] recommended using a context-aware system to capture a vast amount of data about the learner's surroundings, which would be an effective strategy for improving learning. In general, the effective implementation of IoT with e-learning has to consider several factors [14, 48]:

- Learner-oriented approach: The first stage in creating a successful e-learning system is to undertake a comprehensive analysis of learners' needs and the conditions in which they live.

- Productive learning processes: In the modern world, learning materials are increasingly individualized and focused, blurring the lines between learners' personal and professional lives.

- Organizational culture: Because every institution has a unique culture, various working techniques must be taken into account.

- IT capabilities: The foundation of the environment conducive to e-learning is smart IT. It requires certain technology (e.g., smartphones, smart TVs, smart pens, etc), software and applications (e.g., Zoom, Microsoft Teams, etc), and interface components, which form the basis of cognitive data interchange.

C. RQ3: Internet of Things (IoT) Implementation in e-Learning Framework

The IoT network is embedded with electronics, sensors, software applications, and other devices linked to the Internet [22]. These integrated devices are applied in the learning process for improvement [37]. IoT technology uses sensors and smart devices for data collection [19]. The data produced by IoT sensors is transmitted through a network, and the combined data is analyzed via big data analytics [16]. A sensor is something that a learner owns and that is linked to the system. These sensors may be utilized for a variety of educational purposes, including medical training, and genuine learning, using devices like wearable watches, headphones, and smart glasses. How to gauge learners' levels of interest and engagement during e-learning is a challenge when employing IoT e-learning systems. Even though linked learners can use these devices as ways to prove who they are, they can't show proof of engagement until, say, a webcam is running [91]. So, even if in theory these devices might accommodate all learners' needs, their inability to replace face-to-face learning is due to students' lack of engagement.

The classroom is equipped with smart devices to create a smart environment that speeds up data fetching and collection [13, 88]. Connecting the information sensing tools and information transformation applications can support the learning process with different students' feedback [14]. In other words, e-learning processes can be improved by constantly monitoring and evaluating what students say about how to make e-learning or the use of IoT devices better. For IoT devices to work together, different types of protocols must be used on the sensor platform [17]. The network infrastructure, communications quality, and improvement of intelligent applications are the three important IoT requirements for achieving smart services [41].

VI. INTERNET OF THINGS E-LEARNING TOOLS

Unlimited communication through the IoT enables learners, teachers, and researchers to work globally [21]. IoT can be used in e-learning systems for various activities to support the learning process [18]. Many of the researchers, such as [16, 17, 19, 37, 88] unanimously agreed that the smart classroom, smart lab, and smart notes are some of the most important and efficient educational aspects to which IoT technology has been applied. Other authors reported other smart activities such as electronic books and attendance tracking [14, 41]. AjazMoharkan, et al. [11] reported other smart tools used in e-learning systems coupled with IoT technology, such as smart digital boards, digital highlighters, Scanmarkers, RFID, and QR. The market continuously provides the e-learning system with IoT smart products that can be combined to achieve new and useful services, as explained in Fig. 3. The following are examples of these tools [11, 80, 85]:
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Scanmarker: The Scanmarker is integrated with a computer or smartphone to convert the printed text to these devices, which makes the process of note-taking easy and fast. Users of Scanmarker are able to scan editable text from books, and other documents into their phone, tablet, or computer in seconds. This text can then be translated into over 40 different languages.

Learners Attendance using RFID: The presence of students in the classroom is automatically detected by a Smart Classroom-IOT-based device. RFID chips are embedded in the ID cards of students. Every classroom can have an RFID reader that can read all of the students' ID cards at the same time.

Quick Response (QR): QR code is embedded in books offline work and then linked to online applications. It has the capabilities of quick readability and greater storage capacity.

3D printing: Additive manufacturing, also known as 3D printing, is the process of creating three-dimensional solid objects from a digital file. The 3D printer can be linked to a smartphone, tablet, or computer. Through new technology such as 3D printing, developers hope to create more networked products that can sense, collect, analyze, and communicate data.

Smartboard: enables the teacher and students to work on the same "document" in real-time and share it with the entire class.

VII. INTERNET OF THINGS E-LEARNING ARCHITECTURE

IoT acts as an intermediary between open learning and the classroom [13] and can be used at all levels of learning [39]. Fig. 4 represents the architecture of the IoT technology e-learning system. There are three main layers in this architecture, which are discussed as follows: applications, networking, and sensors [14, 24, 92].

![Internet of Things e-learning architecture](image-url)
• Application layer (Cloud): The top layer of the architecture is the application layer, which includes business applications like e-learning systems. These programs can be used to manage and streamline business operations as well as to provide new services. Different types of digital devices communicate with other IoT system components directly. This layer will include all of the services that can be provided to learners and teachers. More information is available in the services area.

• Gateway layer and networking: Data generated by IoT devices is disseminated through this layer. It includes data storage and identification services for related devices, as well as a device management application with access control, administrative, and business capabilities. The IoT gateway is made up of two major components: edge and Fog nodes. Fog nodes, which are equipped with applications, storage, and more processing power than IoT devices, support local processing. As a result, Fog nodes can assist in managing and controlling IoT devices without requiring IoT devices to communicate directly with the Cloud, resulting in reduced time latency. Data from IoT devices are used to support it, and it functions in accordance with that data. The network component's main focus is communication. Based on the data collected by the sensors, the IoT gateway will make the appropriate decision and send the instructions to the actuators.

• Sensor’s layer: This layer contains messaging, virtualization, and other components. This primarily consists of detected and managed physical objects relevant to IoT applications as well as learners and teachers. This layer consists of sensors and actuators. Teachers and students interact with the e-learning system using technology such as smartphones, tablets, computers, or more specialized devices. These devices will have a unique user interface that will enable e-learning and effectively guide or support the user.

VIII. INTERNET OF THINGS E-LEARNING ENTITY MODEL

Both learners and teachers communicate via a network using IoT devices that utilize sensors and actuators to interact with the real environment. Sensors detect a physical entity's features and transform them into digital data that can be interpreted by humans. For instance, an IoT audio sensor can measure how loud the noise is, and the system will respond based on this information. Actuators use digital instructions to operate on or affect the attributes of physical things. As shown in Fig. 5, the components of IoT object e-learning are as follows [24]:

1) Learner unit: A learner is a real-world object that IoT devices manage and perceive.

• Learner portfolio: This component will store the learner's preferences, history, as well as the student's strong and weak aspects, so that it may be considered in order to enhance the learner's level.

2) Teacher unit: The second real-world object is the teacher. This unit refers to a variety of things that may be added to both learner and teacher terminals to help in tracking and identification.

• Identification: The purpose of this unit is to determine the identity of the user, availability, and status. For example, this module will identify if a learner spends too much time on one slide throughout revision. In this scenario, the system will identify if a learner is having difficulty comprehending this slide, thus an alert will be issued to the student to see whether he requires further activities or assistance.

• Assessment: This unit sends out messages to learners informing them of upcoming tests and evaluations.

3) The operation unit: Operation (i.e., operation and application systems) includes different functions such as monitoring and administering units that enable operators to manage the IoT systems' overall functionality and optimize the overall performance of the systems.

Fig. 5. Internet of Things e-learning system entity model.
4) Resource unit: It includes the regulated endpoints that provide services to IoT system participants who interact with each other and the peer system via their devices. It allows them to have access to the capabilities of the IoT system.

- Material: The course materials will be contained in this unit. The teacher will keep it up to date. It will give pupils sufficient materials.

- Support: The goal of this unit is to give support to learners whenever they require it.

A. RQ4: The Impact of Implementing Internet of Things (IoT) in e-Learning Systems

One of the most significant effects of utilizing IoT in e-learning is the expansion that results from linking learning environments with each other. The interconnection is between the learning parties and also between the different learning environments [37]. IoT in e-learning changes the learning process and enhances performance [82]. Accessibility and collaboration are the most important benefits that learners gain from integrating this technology with e-learning systems [21, 22]. Accessibility improves data sharing speed, note delivery costs, and self-skills [19, 88]. Achieving revolutionary technological development lowers the failure rate of e-learning recipients and professionals [16]. IoT e-learning applications can offer modern inventions and ways to upgrade learning activities. It provides effective participation and helps e-learners integrate into the learning community. The smart classroom is an essential part of IoT e-learning because it generates smart features that, in turn, create high-quality education [10]. Virtual classrooms let teachers know what their students need to learn and how they want to learn it [39]. This is good for both the students and the teachers. Applying IoT in the learning environment increases the speed of receiving and retrieving information by learners in addition to the quality of teacher performance, helps to suggest an intelligent lesson schedule, and continuously monitors important resources and other activities [14].

Linking IoT to e-learning systems reduces instructors' administrative work and invests time in promoting students' skills and talents [65]. IoT aids in collecting and analyzing a massive amount of data and statistics related to students [18]. Gathering the data from IoT smart objects, with which the learner interacts, produces special files that contain personal information in the e-learning system for each learner [13]. Smart learning helps to acquire knowledge quickly and easily, generate new perspectives and solutions, and inspire a comfortable environment, which may be the pinnacle of creativity and enjoyment for all learners and instructors [41]. The use of IoT e-learning helps to connect anyone with everything at any time and from any location [17]. IoT smart tools have the capabilities of observing, communicating, and converting research into intelligence [21].

IX. DISCUSSION

This paper aims to answer the main research question of how IoT is used in the e-learning process and, accordingly, answer the sub-questions that identify the object, design, and future of IoT in e-learning. The following sub-section discusses the implications of the findings of this paper on both the industry and the research community. Also, the future of IoT in the e-learning process (i.e., RQ5) is discussed.

A. Research Implication

The interest in keeping track of the emergence of new technology is one of the most substantial issues that must be given priority in the field of research because it is the basis for developments in all areas. e-Learning systems are a topic of interest and concern among research societies. This study shows that using IoT technology in an e-learning environment is important and necessary. There may be obstacles to the acquisition of IoT smart devices. Some learners and instructors are accustomed to the old system and their adherence to the traditional method, which is considered one of those complications, however, the urgent need requires more diligence to achieve the objectives. The compass is now heading towards smart learning, and the learner represents the need; thus, it must be directed in the correct direction.

Due to the major impact of implementing IoT technology in e-learning systems, system sustainability must be maintained through the configuration of environment-appropriate equipment. The quality of the Internet is one of the factors behind the success of this technology, so the network structure must be constantly reviewed and maintained. The novelty of technology requires extensive training and comprehensive awareness for all learning parties. Technology has no alternative but better technology, so the pursuit of development is a basic requirement. Meanwhile, a balance must be struck between many connected devices to improve quality and monitoring them and ensuring their safety to achieve the desired results. This study can argue that the learning process has an enormous social role. There are many electronic devices, but they are not currently listed among the IoT devices, and the number of intelligent devices will increase to several billion.

B. RQ5: Challenges and Future Directions of IoT in e-Learning Systems

Without a strong direction for how diverse "things" and e-learning systems should interact, the area of e-learning continues to grow. As a result, achieving interoperability in future educational experiences powered by the IoT is critical. A lot of challenges, such as access controls, technological and conceptual interoperability difficulties, privacy and security issues, and QoS tracking, must be acknowledged in order to promote smooth interaction and resource sharing among diverse and globally dispersed IoT devices, e-learning systems, IoT devices, software solutions, and users [66]. The identification of the issues of e-learning integration with IoT gives fresh views for academics and organizations, as well as introducing communities from many industries to the present challenges and future potential in this field. This article's review of related work identified five future challenges of e-learning and IoT integration, which are illustrated in Fig. 6, and discussed as follows:
• Privacy and security: Even though IoT technologies are evolving, and a growing number of devices are becoming widespread, security remains a major concern. Devices may be attacked, and present security flaws put people in danger. To safeguard students' and instructors' privacy and security while allowing secure information exchange and handling, more research and design efforts are needed [93]. To create effective and acceptable solutions to address IoT security concerns, a collaborative approach to security will be necessary. Moreover, the IoT's true capacity is contingent on privacy-conscious practices. To generate value, new strategies must be developed that take into account the user’s privacy preferences and expectations while also encouraging technological innovation and applications [94]. Quantum computing may enable the development of safe processors soon, paving the way for secure products. Regulations and standards must be developed and executed to guarantee secure data transfer and storage under laws and regulations.

![E-Learning and IoT Integration: Future Challenges](image)

Fig. 6. E-Learning and IoT integration future challenges.

• Technical issues: Although the IoT provides new options for delivering digital courses, it also poses issues in terms of maintaining instructional quality and evaluating students’ work. In order to increase the e-learning quality, new IoT applications and tools are required [101]. Future e-learning systems must offer flexibility and context awareness. Educators and educational organizations can deliver an adaptable learning opportunity by assessing the learners' contextual material. Contextual ontologies, on the other hand, remain a significant difficulty [34]. In future e-learning systems, the software systems, integrated e-learning infrastructures, and "things", therefore enabling e-learning systems to use as few resources as possible [101]. This is extremely difficult given the large number of resources that will be required to create future e-learning systems. This problem might be solved by utilizing and creating techniques for scheduling, optimization, reuse software components and strategic planning as well as the utilization of alternative energy sources [45]. Moreover, several e-learning platforms use hybrid Cloud as their business architecture to host IoT applications. Therefore, communication with the Cloud should be easy and have low latency with such a huge amount of data created from ubiquitous resources.

• Access control and ethical considerations: It is critical to develop suitable ways to control individuals and their privileged access in forthcoming e-learning systems. Providing a person complete control over activities affecting his or her identification, distributed online identity, and multisensory identity are all concepts that should be thoroughly investigated [93]. In addition, the social value of interoperability in future e-learning systems, as well as the possible risks, must be thoroughly investigated. Academic institutions, students, instructors, policymakers, and citizens might all benefit from a paradigm that analyzes the technological and ethical limitations of maintaining interoperability in future e-learning systems [101].

• Data management: The massive volumes of data created by IoT devices have significant prospects for advancing e-learning and citizen life. To improve the learning process, this data can be merged with big datasets and examined instantaneously using new analytics techniques [95]. Nevertheless, there are various issues regarding data ownership accessibility, including the absence of coherent and transparent data ownership legislation. Such issues need further research to be addressed and clear policies to be implemented. Moreover, the massive volumes of data contain a lot of distortion, which makes data analysis difficult. Current methodologies lack the level of resilience necessary, necessitating the implementation of novel data analytics techniques and software tools [78, 95-100]. On the other hand, appropriate visual techniques must be developed in order to acquire meaningful insights into the data collected. Existing methodologies are ineffective when dealing with large amounts of data generated by IoT devices. Information loss, visual distortion, rapidly changing images, huge observation, and high-performance needs are all challenges that need to be handled further.


- Resource interoperability: In the e-learning context, usually, the emphasis on interoperability is on technological concerns such as data format and communication protocols [101]. However, addressing the factors of organizational and managerial interoperability such as regulations as well as information/knowledge interoperability such as semantics is crucial. The New European Interoperability Framework, which aims to provide the best service and information flow, might be useful for addressing managerial and information interoperability, in future e-learning systems [66]. Moreover, due to the rapid development of technology, researchers and the e-learning industry must continuously pursue and search constantly to find out what is new and useful. The future of IoT will be favorable as long as there is a continuous evolution and thus will affect the future of e-learning and related technology [66].

- Digital competences: The terms "digital competencies" refer to the creation of digital material, data and information knowledge, collaboration and communication, analysis, and problem-solving. To successfully engage in e-learning, learners must possess certain competencies. Several of these competences may be lacking in learners, which can cause a variety of problems, including difficulties with digital creation (such as system design), problems finding and applying digital materials, a lack of analytic capabilities, struggle while exchanging information via modern technology, and are unable to judge the accuracy and worth of information [94].

In the future, learners should have good skills and capabilities to be more competitive. All e-learning parties will gain great benefits through the advancement of their activities, such as the safety of the learning environment, while management, the institutional structure, and the governments may achieve considerable financial benefits and thus importantly contribute to the stability of the educational sector [14]. Future research may extend this study and introduce new technologies to improve the educational sector and resolve related issues.

X. CONCLUSION

The way services are delivered has changed because of changes in communication technology and the invention and widespread use of IoT devices. Innovations in technology in the field of education make it easier to learn new things and get better at what you already know. e-Learning is one of the most significant systems because it has a great impact on learners, teachers, and the success of the educational process. Adding new technology makes it more effective and attractive. The lack of specific studies in this area encouraged the researchers to concentrate on investigating the previous studies related to integrating IoT in e-learning systems. This paper provides a comprehensive review that includes definition of the IoT e-learning system, the effective impact of utilizing IoT on this system, the advantages of the IoT, the operative tools used to transform learning into smart education and how to use them, and the future challenges and research directions in the context of IoT e-learning integration. This research encourages innovating with modern technologies and applying them in the e-learning process. In the future, researchers and practitioners will be able to focus more on deep research in this field to add new technologies that help improve the e-learning process and open up new opportunities.
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Abstract—This paper proposes a novel approach for scanned document categorization using a deep neural network architecture. The proposed approach leverages the strengths of both convolutional neural networks (CNNs) and recurrent neural networks (RNNs) to extract features from the scanned documents and model the dependencies between words in the documents. The pre-processed documents are first fed into a CNN, which learns and extracts features from the images. The extracted features are then passed through an RNN, which models the sequential nature of the text. The RNN produces a probability distribution over the predefined categories, and the document is classified into the category with the highest probability. The proposed approach is evaluated on a dataset of scanned documents, where each document is categorized into one of four predefined categories. The experimental results demonstrate that the proposed approach achieves high accuracy and outperforms existing methods. The proposed approach achieves an overall accuracy of 97.3%, which is significantly higher than the existing methods' accuracy. Additionally, the proposed approach's performance was robust to variations in the quality of the scanned documents and the OCR accuracy. The contributions of this paper are twofold. Firstly, it proposes a novel approach for scanned document categorization using deep neural networks that leverages the strengths of CNNs and RNNs. Secondly, it demonstrates the effectiveness of the proposed approach on a dataset of scanned documents, highlighting its potential applications in various domains, such as information retrieval, data mining, and document management. The proposed approach can help organizations manage and analyze large volumes of data efficiently.
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I. INTRODUCTION

In today's digital era, the amount of information and data that businesses and organizations accumulate has increased significantly [1]. This has made it challenging to manage, analyze, and classify large volumes of data, particularly in the form of documents. Document categorization is a crucial task that aims to classify documents into predefined categories to facilitate their management and analysis. Traditional approaches to document categorization or document classification problem have relied on manual classification or rule-based systems, which are time-consuming, labor-intensive, and prone to errors [2]. In contrast, deep learning techniques have shown great promise in automating document categorization problems, offering a more efficient, accurate, and scalable solution of the given problem [3].

Scanned documents are a particular type of document that poses unique challenges for document categorization. Unlike digital documents, scanned documents are typically in image format and require optical character recognition (OCR) before being processed by the model [4]. Optical character recognition software aims to recognize the text in the image and convert it into machine-readable format [5]. However, optical character recognition software may introduce errors or inaccuracies that can negatively impact the performance of the document categorization model. As a result, the use of deep learning techniques can help mitigate these challenges and improve the accuracy of scanned document categorization.

In recent years, deep learning techniques have revolutionized the field of document categorization. Convolutional neural networks (CNN) are particularly well-suited for image-based tasks, such as scanned document categorization, as they can automatically learn and extract features from the image [6]. Recurrent neural networks (RNN), on the other hand, are useful for modeling sequential data, such as text, and can learn the context and dependencies between words in a document [7].

The proposed approach in this paper aims to leverage the strengths of CNNs and RNNs to categorize scanned documents accurately. Specifically, the approach involves pre-processing the scanned documents using optical character recognition and converting them into a machine-readable format. The pre-processed documents are then fed into a convolutional neural network, which automatically learns and extracts features from the images. The extracted features are then passed through a recurrent neural network, which learns the dependencies and context between words in the document. Finally, the recurrent neural network produces a probability distribution over the predefined categories, and the document is classified into the category with the highest probability.
The proposed approach is evaluated on a dataset of scanned documents, where each document is categorized into one of four predefined categories. The experimental results demonstrate that the proposed approach achieves high accuracy and outperforms existing methods. The proposed approach achieved an overall accuracy of 97.3%, which is significantly higher than the existing methods' accuracy. Additionally, the proposed approach's performance was robust to variations in the quality of the scanned documents and the OCR accuracy.

The contributions of this paper are twofold. Firstly, it proposes a novel approach for scanned document categorization using deep learning techniques that leverage the strengths of CNNs and RNNs. Secondly, it demonstrates the effectiveness of the proposed approach on a dataset of scanned documents, highlighting its potential applications in various domains, such as information retrieval, data mining, and document management.

Finally, this research paper proposes a deep learning-based approach for scanned document categorization that utilizes CNNs and RNNs to extract features and model dependencies between words. The proposed approach achieves high accuracy and outperforms existing methods, demonstrating the effectiveness of deep learning techniques for document categorization tasks. The proposed approach has potential applications in various domains, such as information retrieval, data mining, and document management, and can help organizations manage and analyze large volumes of data efficiently.

II. RELATED WORKS

In recent years, deep learning techniques have been extensively used for document categorization tasks [8]. These techniques have shown great promise in automating document categorization tasks, offering a more efficient, accurate, and scalable solution. In this section, we review the existing literature on document categorization using machine learning techniques, focusing on deep learning methods.

Traditional machine learning methods, such as support vector machines (SVMs), k-nearest neighbor (KNN), and decision trees, have been widely used in different applications from medical decision making to smart city [9-12]. In our case, document categorization methods typically rely on feature extraction techniques, such as term frequency-inverse document frequency (TF-IDF) and latent semantic analysis (LSA), to extract relevant features from the text [13-15]. The extracted features are then used to train a classifier to categorize the documents. While these methods have been shown to be effective for document categorization tasks, they are limited in their ability to capture the complex relationships and dependencies between words in a document.

In contrast, deep learning techniques have shown great promise in automating document categorization tasks. Deep learning is a subfield of machine learning that uses artificial neural networks to learn and extract features from data automatically. Deep learning techniques can capture the complex relationships and dependencies between words in a document, making them well-suited for document categorization tasks [16].

Convolutional neural networks (CNNs) are a type of deep learning architecture that has been extensively used for document categorization tasks [17]. CNNs are particularly well-suited for image-based tasks, such as scanned document categorization, as they can automatically learn and extract features from the image. In the context of document categorization, CNNs can be used to extract features from the text by treating the text as a two-dimensional image [18]. The CNN can learn and extract features such as word n-grams, sentence structures, and semantic features from the text. The extracted features can then be used to train a classifier to categorize the documents.

Recurrent neural networks (RNNs) are another type of deep learning architecture that has been used for document categorization tasks [19]. RNNs are useful for modeling sequential data, such as text, and can learn the context and dependencies between words in a document. In the context of document categorization, RNNs can be used to model the dependencies between words in a document by using a recurrent connection between hidden states [20]. This allows the RNN to capture the contextual relationships between words in a document and make predictions based on the entire document.

Several studies have used deep learning techniques, such as CNNs and RNNs, for document categorization tasks. For instance, in the study by Zhang et al. (2016), a CNN-based approach was proposed for document categorization [21]. The approach involved treating the text as a two-dimensional image and using a CNN to extract features from the text. The extracted features were then used to train a classifier to categorize the documents. The proposed approach was evaluated on a dataset of news articles and achieved an accuracy of 89.4%, outperforming traditional machine learning methods.

In the study by Kim (2014), a variant of the RNN architecture, known as the long short-term memory (LSTM) network, was used for document categorization [22]. The LSTM network was used to model the dependencies between words in a document and predict the document's category. The proposed approach was evaluated on a dataset of newswire articles and achieved an accuracy of 87.2%, outperforming traditional machine learning methods.

In the context of scanned document categorization, several studies have used deep learning techniques to improve the accuracy of document categorization. For instance, in the study by Gordo et al. (2017), a CNN-based approach was proposed for scanned document categorization [23]. The approach involved using a CNN to extract features from the scanned documents and a support vector machine (SVM) to classify the documents. The proposed approach was evaluated on a dataset of scanned documents and achieved an accuracy of 87.5%, outperforming traditional machine learning methods.

Similarly, in the study by Lu et al. (2018), a CNN-based approach was proposed for scanned document categorization [24]. The approach involved using a CNN to extract features from the scanned documents and an SVM to classify the documents. The proposed approach was evaluated on a dataset...
of scanned receipts and achieved an accuracy of 94.6%, outperforming traditional machine learning methods.

However, these studies have some limitations that should be considered. Firstly, most of these studies focus on either CNNs or RNNs and do not leverage the strengths of both architectures [25]. Secondly, most of these studies focus on digital documents and do not address the unique challenges posed by scanned documents [26]. Lastly, these studies do not evaluate the robustness of their proposed approaches to variations in the quality of the scanned documents and the OCR accuracy [27-28].

In contrast, the proposed approach in this paper leverages the strengths of both CNNs and RNNs to extract features from the scanned documents and model the dependencies between words in the documents. The proposed approach addresses the challenges posed by scanned documents by pre-processing the documents using OCR and converting them into a machine-readable format. The proposed approach is evaluated on a dataset of scanned documents, where each document is categorized into one of four predefined categories. The experimental results demonstrate that the proposed approach achieves high accuracy and outperforms existing methods. Additionally, the proposed approach’s performance is robust to variations in the quality of the scanned documents and the OCR accuracy.

Thus, several state-of-the-art studies have used deep learning techniques, such as CNNs and RNNs, for document categorization tasks. These techniques have shown great promise in automating document categorization tasks, offering a more efficient, accurate, and scalable solution. However, most of these studies focus on digital documents and do not address the unique challenges posed by scanned documents. The proposed approach in this paper leverages the strengths of both CNNs and RNNs to extract features from the scanned documents and model the dependencies between words in the documents. The proposed approach addresses the challenges posed by scanned documents by pre-processing the documents using OCR and converting them into a machine-readable format. The proposed approach achieves high accuracy and outperforms existing methods, demonstrating the effectiveness of deep learning techniques for scanned document categorization tasks.

III. PROPOSED METHOD

The passage describes the use of deep convolutional neural networks (CNNs) in image recognition and document classification tasks. Recent research has shown that these networks are very effective for recognizing objects in images, and deep features extracted from these networks are a strong baseline for visual recognition tasks. Fig. 1 demonstrates the proposed Conv2D document classification model that categorizes the scanned documents. In this research, we demonstrate the deep Conv2D model for classification of seven types of scanned, digitized university documents. The proposed model will be trained and tested in the dataset that contains different university documents. The proposed dataset was collected and prepared by authors using an archive of Khoja Akhmet Yassawi international Kazakh-Turkish University in Turkestan city, Kazakhstan.

To extract visual features from images, we chose to fine-tune a CNN that was pretrained on the ImageNet dataset [29]. It chose a lightweight architecture called MobileNetV2, which consists of a stack of bottleneck blocks. Each bottleneck block first expands the feature map by increasing the number of channels using a 1x1 convolutional layer with an identity activation. Then, a 3x3 depthwise convolution is performed, followed by a ReLU activation and a final 1x1 convolution with ReLU activation. This process is more efficient than traditional residual blocks because the expansion is performed inside the block, while residual blocks compress and then expand information. The final MobileNetV2 model contains 19 residual bottleneck layers and is faster than other state-of-the-art CNNs while maintaining similar accuracy levels.

Overall, we chose to use a deep CNN with a lightweight architecture to extract visual features from images for document classification. The MobileNetV2 model they used is efficient and effective, providing high accuracy while meeting their time and cost constraints [30].

The proposed system was applied to categorize seven types of university documents in own collected dataset by the authors. The dataset contains seven types of university documents that totally contain 11139 scanned documents. The data was divided into train and test sets that contain 80% data for training and 20% data for test. As we work with scanned documents that are images, training process takes long time and can be accelerated using powerful computers, graphical processing unit, and parallel computing.

In our case, we use a computer with 12 Intel 4.2 GHz frequency cores, 64 GB random access memory and 12 GB RTX graphical processing unit. Training process is continued to 28 hours.

IV. EXPERIMENT RESULTS

A. Evaluation Parameters

This subsection describes each evaluation parameter that applied to test the proposed model and other machine learning and deep learning methods. As evaluation parameters we use accuracy, precision, recall, and F-score [31]. In next paragraphs, we explain meaning of each evaluation parameter with description and equations.
Accuracy is an evaluation metric in machine learning that quantifies the proportion of correct predictions made by a model out of the total number of predictions [32]. It is commonly used for classification tasks and is expressed as a ratio or percentage, with a higher value indicating better performance in terms of correctly identifying instances. However, it may not be suitable for imbalanced datasets, as it can be misleading when the majority class dominates the minority class. Eq. (1) demonstrates formula of accuracy evaluation parameter, considering true positives (TP), true negatives (TN), false positives (FP), and false negatives (FN) as argument values in the equation.

\[
\text{accuracy} = \frac{TP + TN}{TP + FN + TN + FP}, \quad (1)
\]

Precision is an evaluation metric in machine learning that measures the proportion of true positive predictions out of all positive predictions made by a model. It is particularly useful for classification tasks where the focus is on the reliability of positive predictions [33]. High precision indicates that when the model predicts a positive instance, it is highly likely to be correct, making it an essential metric for problems where false positives have significant consequences. Eq. (2) demonstrates formula of precision evaluation parameter taking into account true positives and false positives.

\[
\text{precision} = \frac{TP}{TP + FP}, \quad (2)
\]

Recall, also known as sensitivity or true positive rate, is an evaluation metric in machine learning that quantifies the proportion of true positive predictions out of all actual positive instances [34]. It is commonly used in classification tasks to assess a model’s ability to identify relevant data points. High recall indicates that the model is effectively capturing the majority of positive instances, making it a crucial metric for problems where minimizing false negatives is of paramount importance. Eq. (3) demonstrates formula of recall evaluation parameter taking into account true positives and false negatives.

\[
\text{recall} = \frac{TP}{TP + FN}, \quad (3)
\]

F-score, also known as F1-score, is an evaluation metric in machine learning that combines precision and recall into a single harmonic mean, offering a balanced measure of a model's performance [35]. It is particularly useful for classification tasks where both false positives and false negatives have significant consequences, and neither precision nor recall should be disproportionately prioritized. The F-score ranges between 0 and 1, with a higher value indicating better overall performance in terms of correctly identifying relevant instances and minimizing incorrect predictions. Eq. (4) demonstrates formula of F-score evaluation parameter considering precision and recall as arguments.

\[
F1 = \frac{2 \cdot \text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}}, \quad (4)
\]

B. Results

This section demonstrates the obtained results using the proposed model and different machine learning and deep learning models for scanned document classification problem. In our case, we used two machine learning and two deep learning methods for the given problem. As machine learning methods we applied k nearest neighbors clustering algorithms and support vector machines [36]. As deep learning methods we use standard convolutional neural network and UNET model [37]. Fig. 2 demonstrates the obtained results and compares the different methods in terms of precision, recall, and F-score evaluation parameters. Horizontal axe demonstrates the model accuracy, vertical axe demonstrates the obtain models. As the results show, deep learning models demonstrate higher performance than machine learning models. The proposed method shows the highest performance in terms of all the evaluation parameters giving 95% accuracy, 91% recall, and 89% F-score. The results show, that the proposed model can be applied in real application to multiclass classification of scanned documents.
Fig. 4 demonstrates train loss and test loss of the proposed model for the scanned document classification problem. Model loss is applied to compare with the model accuracy. Comparison of Fig. 3 and Fig. 4 demonstrates symmetric opposition of the two figures that means applicability of the proposed model. Training continued to 80 epochs. As we can see form the figure, train and test losses coincides with each other. In the result, we can observe that in 80 learning epochs, training loss achieved to 0.25 and test loss achieved to 0.5 that means high accuracy in document clustering.

Model accuracy and model loss take a hyperbolic shape. As a result of training and testing we can say that, 80 epochs of training is enough to get high result of document classification. As we work with scanned documents that are images and multiclass classification of the images (in our case, 7 classes of scanned university documents), 80 learning epoch is can be considered as quite good for the given problem. Thus, we can approve, the proposed model is applicable for practical cases in automatic multi-classification of scanned university documents.

Fig. 5 demonstrates confusion matrix for the proposed model. There, we show confusion matrix from classification of seven types of university documents. The confusion matrix show that, student orders classified with minimum errors with 99.32279% classification accuracy by classifying only three documents as service letters instead of students orders. High educational diploma demonstrates high false negative results with 205 false positive results from 577 scanned documents. Thus, the classification result varies from 75% to 99.32% depending on the document type.

V. DISCUSSION

The use of deep learning techniques has revolutionized the field of artificial intelligence (AI), enabling machines to learn and perform complex tasks with high accuracy [38]. One such application is in the classification of scanned electronic university documents. In this paper, we discuss the advantages and disadvantages of using deep neural networks for this problem, along with the challenges, limitations, and future perspectives.

A. Advantages of Deep Learning in Scanned Document Classification

Deep learning techniques have shown excellent performance in many applications, including image and speech recognition, natural language processing, and robotics [39]. In the case of document classification, deep neural networks can analyze and learn from large amounts of data, enabling them to accurately categorize documents based on their content. This can lead to significant benefits, such as improved searchability, faster document retrieval, and better data organization.

Moreover, deep learning models can automatically extract features from the input data, eliminating the need for manual feature engineering [40]. This can significantly reduce the time
and effort required to develop a classification system, making it more scalable and adaptable to different document types.

Another advantage of deep learning techniques is their ability to learn from unstructured data [41]. In the case of scanned electronic documents, the content may not be well-formatted, making it difficult to extract relevant information. However, deep neural networks can learn to recognize patterns in the data, even when it is unstructured or noisy, making them suitable for this type of task.

B. Disadvantages of Deep Learning in Scanned Document Classification

Despite their many advantages, deep learning techniques also have some drawbacks that need to be considered. One of the main issues is the need for large amounts of data to train the models [42]. This can be challenging in the case of document classification, as the number of documents may be limited or difficult to obtain.

Additionally, deep neural networks can be computationally expensive, requiring powerful hardware and extensive training times. This can be a significant barrier for organizations with limited resources, making it difficult to implement these techniques at scale.

Another disadvantage of deep learning models is their lack of interpretability. While they may achieve high accuracy rates, it can be difficult to understand how the model arrived at its decisions, making it challenging to identify and address potential errors or biases.

C. Challenges in Scanned Document Classification Problem

There are several challenges associated with using deep learning techniques for the automatic classification of scanned electronic university documents. One of the main challenges is the lack of standardization in document formats and structures [43]. Different universities may use different templates, fonts, and layouts, making it difficult to develop a one-size-fits-all classification system.

Another challenge is the need for multi-class classification, as documents may belong to different categories or subcategories. This can make it difficult to design an effective classification system that can accurately categorize documents based on their content.

Additionally, the accuracy of deep learning models can be affected by the quality of the input data, such as the resolution and clarity of the scanned documents. This can be a significant challenge in the case of older documents or those that have been poorly scanned, as the quality may not be sufficient for accurate classification.

D. Limitations in Scanned Document Classification

There are several limitations to using deep learning techniques for the automatic classification of scanned electronic university documents. One of the main limitations is the lack of explainability, which can make it difficult to identify and address potential errors or biases in the classification system.

Another limitation is the potential for overfitting, where the model becomes too specialized to the training data and does not generalize well to new data [44]. This can be a significant issue in the case of document classification, as the number of documents may be limited, making it difficult to develop a model that can accurately classify new documents.

E. Future Perspectives of Using Deep Learning in Scanned Document Classification

Despite the challenges and limitations associated with using deep learning techniques for the automatic classification of scanned electronic university documents, there are several future perspectives that hold promise. One area of potential improvement is the development of more robust deep learning models that can handle variations in document formats and structures. This could involve the use of more advanced neural network architectures, such as attention-based models or transformer networks, which can learn to focus on relevant parts of the input data and handle variations in document layout [45].

Another potential area of improvement is the use of transfer learning, where pre-trained models are adapted for use in a specific task. This can significantly reduce the amount of data required for training and improve the accuracy of the classification system.

Additionally, the development of more interpretability techniques for deep learning models could improve their usefulness in real-world applications. This could involve the use of visualization techniques or the development of more transparent models that can provide insight into how they arrived at their decisions.

In conclusion, the use of deep learning techniques for the automatic classification of scanned electronic university documents holds promise but also poses several challenges and limitations. While deep neural networks can learn to accurately categorize documents based on their content, they require large amounts of data and can be computationally expensive. The lack of standardization in document formats and structures, along with the need for multi-class classification, presents additional challenges. However, advances in neural network architectures and transfer learning, along with the development of more interpretability techniques, hold promise for improving the accuracy and usability of these systems in the future.

VI. Conclusion

The paper presents an in-depth analysis of the use of deep neural networks for the automatic classification of scanned electronic university documents. The study has highlighted the advantages of deep learning techniques, which include the ability to learn from unstructured data, extract features automatically, and accurately categorize documents based on their content. However, the study has also pointed out several challenges and limitations that must be considered when using these techniques.

One of the major challenges in using deep neural networks for automatic classification is the need for large amounts of data. As universities typically handle a wide range of documents, each with a unique set of features, gathering data from different sources can be difficult. Additionally, the accuracy of the classification model is dependent on the quality
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of the data. Therefore, the data should be pre-processed to remove noise and ensure high quality, which can be a time-consuming task.

Another challenge of using deep learning models is their lack of interpretability, making it difficult to identify and address potential errors or biases in the classification system. In addition, these models may not generalize well to new data if they become too specialized to the training data.

Despite these challenges, the study highlights the potential benefits of using deep neural networks for automatic classification, such as improved searchability, retrieval, and organization of university documents. Furthermore, the study discusses potential future directions that can help address these challenges and limitations, such as the development of more robust neural network architectures and interpretability techniques.

The study suggests that attention-based models or transformer networks could be used to handle variations in document layout and develop more robust classification models. Additionally, the use of transfer learning can help in training models with fewer data by adapting pre-trained models for a specific task. Transfer learning can also reduce the time required for training and improve the accuracy of the classification system.

Finally, the study suggests that the development of more interpretability techniques can improve the usefulness of deep learning models in real-world applications. Visualization techniques or the development of more transparent models that can provide insight into how they arrived at their decisions could help to address this limitation.

In conclusion, the automatic classification of scanned electronic university documents using deep neural networks holds significant promise for improving the organization and retrieval of university documents. The study highlights the challenges and limitations associated with these techniques and discusses potential future directions for improving their accuracy and usability. Overall, deep learning techniques offer a promising avenue for automating the categorization of scanned electronic university documents, and further research in this area could lead to more advanced and effective classification systems in the future.
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Abstract—The game search tree model usually does not consider the state information of similar nodes, which results in searching a huge state space, and there are problems such as the size of the game tree and the long solution time. In view of this, the article proposes a scheme using the idea of combinatorial optimization algorithm, which has an important application in solving the decision problem in the tree graph model. First, the special graph-theoretic structure of the point-grid game is analyzed, and the storage and search of states are optimized by designing hash functions; then, the branch delimitation algorithm is used to search the state space, and the evaluation value of repeated nodes is calculated by dynamic programming; finally, the state space is greatly reduced by combining the two-way detection search strategy. The results show that the algorithm improves decision-making efficiency and has achieved 37% and 42% final winning rate, respectively. The design provides new ideas for computational complexity problems in the field of game search and also proposes new solutions for the field of combinatorial optimization.
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I. INTRODUCTION

Game search algorithms have gained significant attention in recent years for their applications in decision-making, optimization, and artificial intelligence across diverse domains. However, traditional algorithms such as Minimax and pruning algorithms have some limitations that hinder their effectiveness in solving complex games[1]. The Minimax algorithm, proposed by von Neumann, aims at solving two-player games by constructing a game tree that minimizes the maximum outcome. Despite exploring all possible states, it leads to a vast state space. Pruning algorithms, like alpha-beta pruning by Yang and Feinberg, aim to reduce the search space but struggle with revisiting previously explored states[2].

Alternative approaches have been proposed, such as the PVS search algorithm by Kaufman and the branch-and-bound algorithm by Tucker[3]. However, existing algorithms often overlook superior decisions and yield suboptimal solutions[4]. This paper presents a novel combinatorial optimization algorithm based on branch delimitation to address large state spaces in point-grid chess game graph theory problems. It analyzes the graph structure, optimizes state storage with hash functions[5], employs the branch delimitation algorithm for efficient exploration, calculates evaluation values using dynamic programming, and implements a two-way detection search strategy to reduce the state space[6-8]. Experimental results demonstrate substantial improvements, with a 37% increase in the decision efficiency and a 42% higher final win rate. This paper contributes innovative ideas to address the computational complexity in a game search and provides new solutions for combinatorial optimization. Overall, this study advances understanding and application of game search algorithms, specifically for addressing large state spaces in point-grid chess game graph theory problems[9]. The proposed combinatorial optimization algorithm offers superior performance and has the potential to overcome limitations in traditional approaches[10], making it a valuable contribution to the field.

II. BASICS OF DOTS AND BOXES

A. Introduction to the Game

Dots and boxes are popular intellectual game due to its simplicity, ease of learning, entertainment value, and puzzle-solving nature. Unlike other board games such as Gomoku, dots and boxes has a unique set of rules. In this game, a legal move involves drawing a line between two dots on the board. Players take turns placing their pieces on the board until all four edges of a grid cell have been claimed[11]. Once a player captures a grid cell, they get an extra turn. In a 6x6 dots and boxes game, the mathematical formula for calculating the number of captured grid cells can be expressed as formula (1).

\[ C(p) = \{ q \in V \mid X_q = 0, (p, q) \in E \} \]  

(1)

Here, \( C(p) \) represents the set of captured cells, \( V \) represents the set of points, \( E \) represents the set of edges, and \( (p, q) \) represents the edge between vertices \( p \) and \( q \) on the game board. \( X_q = 0 \) means that there is no chess piece on point \( q \). The winner is determined by the number of cells captured by the players when neither side can make any further moves[12].

B. Game Abstraction forms and Theorems

The game of dots and boxes has a special data structure in machine game competitions, where some game states often determine the outcome of the game[13]. This is because the formation of some game states can lead to significant changes in the next game situation, and one player can capture a large number of boxes through these game states, thereby increasing their chances of winning[14].

Theorem 1. Designing checkerboard storage based on move rules.

\[ M(p, q) = \begin{cases} 
\text{short move}, & N(p) < 3 \\
\text{long move}, & N(p) \geq 3 \text{ and } N(q) \geq 3 \\
\text{invalid move}, & \text{otherwise} 
\end{cases} \]  

(2)
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Formula (2) defines the types of moves from point p to point q in dots and boxes games. When the number of empty points around point p is less than 3, the move is called a short move. When the number of empty points around point p is greater than or equal to 3 and the number of empty points around point q is also greater than or equal to 3, the move is called a long move[15]. Other moves are considered invalid moves.

Theorem 2. The long chain theorem predicts sure-win strategies.

\[ R(C) = \min_{v \in C} \max_{u \in \mathcal{N}(v) \cap C} L(C - v) - L(C - u) \]  
(3)

Such as formula (3). Let \( R(C) \) denote the maximum profit that can be obtained by playing chain C in the game[16], and let \( \mathcal{N}(v) \) denote the set of points adjacent to the point v. Suppose that there are two players, A and B, in G. Let \( S(G) \) be the set of winning strategies for A in G, and let \( T(G) \) be the set of winning strategies for B in G. Then the long chain theorem can be stated as following formula (4).

\[ C \in S(G) \iff R(C) > 0 \]  
(4)

If the maximum profit \( R(C) \) of a long chain C is greater than 0, then A has a winning strategy, otherwise B has a winning strategy.

Theorem 3. Stumping theorem predicts the likelihood of winning.

\[ G(S, p) = 1 - |V(S, p)|/|P(S, p)| \]  
(5)

Such as formula (5). Let \( S \) denote the current state of the board, and let \( p \) denote the next player to move (0 represents the first player, and 1 represents the second player). Let \( V(S, p) \) be the set of all possible board states in which the next player to move can win[17], and let \( P(S, p) \) be the set of all possible board states in which the next player to move can make a move.

Theorem 4. Calculated returns for hybrid strategies in gaming.

Let player A have a mixed strategy \( \{x^*_i, x^*_2, ..., x^*_m\} \in \mathcal{X}_A \), and let player B have a mixed strategy \( \{y^*_i, y^*_2, ..., y^*_n\} \in \mathcal{X}_B \), such as formula (6).

\[ E(x^*, y^*) = \max E(x, y^*) = \min E(x^*, y) \quad (x \in X, y \in Y) \]  
(6)

That is formula (7) and (8).

\[ \Sigma_{i=1}^m \Sigma_{j=1}^n c_{ij} x^*_i y^*_j = \max \Sigma_{i=1}^m \Sigma_{j=1}^n c_{ij} x_i y^*_j \]  
(7)

\[ \Sigma_{i=1}^m \Sigma_{j=1}^n c_{ij} x^*_i y^*_j = \min \Sigma_{i=1}^m \Sigma_{j=1}^n c_{ij} x^*_i y_j \]  
(8)

In the game, player A and player B each have their own space of mixed strategies, \( \mathcal{X}_A \) and \( \mathcal{X}_B \) respectively. \( E(x^*, y^*) \) represents the payoff when using mixed strategy \( (x^*, y^*) \). \( C \) is a matrix in which \( c_{ij} \) represents the payoff of two players under certain circumstances.

Theorems 5. Hashing for board representation.

Make the board state be represented as a vector \( S = [s_1, s_2, ..., s_n] \) of length n, where \( s_i \) represents the state of the \( i \)-th position, such as "black piece," "white piece," "empty," and so on[18]. Next, define a binary vector \( B = [b_1, b_2, ..., b_M] \) of length n, where the value of \( b_i \) is a randomly generated 0 or 1. Then, the new vector \( X = [x_1, x_2, ..., x_M] \) is obtained by performing a bitwise XOR operation between the \( S \) vector and the \( B \) vector, i.e., \( x_i = s_i \text{ XOR } b_i \). Finally, each element of the \( X \) vector is treated as an 8-bit unsigned integer, and the hash value is calculated according to the following formula (9).

\[ h(S) = \left( (x_1 \ast 2^b + x_2) \ast \ldots \ast x_{n-4} \right) \ast 2^b + x_n \]  
(9)

Theorem 6. Generation of moves for the second player.

Given the current board state \( S \), the second player generates a move \( M_{op} \) based on the position of the opponent's pieces and the rules, using the formula (10).

\[ M_{op} = \text{move}_{op}(S, p) \quad p \in P_{op} \]  
(10)

where \( \text{move}_{op}(S, p) \) represents all possible moves for the opponent's piece \( p \) in the state \( S \), and \( P_{op} \) represents the set of opponent's pieces[19].

Theorem 7. Calculation of the Depth of the Game Tree.

Assume that there are \( n \) feasible successor states at the current game state, and each successor state has \( m \) feasible successor states, and so on, until a game-ending state is reached[20]. Then, the depth of the game tree can be calculated using the following formula (11).

\[ \text{Depth} = \log_m n \]  
(11)

Theorem 8. Updating the branch delimitation benefit interval.

For a given position \( S \), the best move obtained from the search starting from it is \( M \), and the corresponding next position is \( S' \). According to the definition of branch delimitation algorithm, such as formula (12) (13).

\[ \alpha = \max_{x \in X} \{x, f(S_\alpha)\} \]  
(12)

\[ \beta = \min_{x \in X} \{x, f(S^*)\} \]  
(13)

Theorem 9. Hash function clusters handle hash conflicts.

Select a sufficiently large prime number \( p \) so that each possible keyword falls within the range of 0 to \( p-1 \). Such as formula (14).

\[ Z_p = \{0, 1, 2, ..., p - 1\}, Z_p'^* = \{1, 2, 3, ..., p - 1\} \]  
(14)

Now, for \( a \in Z_p \) and \( b \in Z_p \), define the hash function \( h_{ab} \) which performs a linear transformation to reduce modulo \( m \) and modulo \( p \), as follows formula (15).

\[ h_{ab}(k) = ((ak + b) \text{ mod } m) \text{ mod } m \]  
(15)

Thus, we obtain a hash function family, such as formula (16):

\[ h_{ab}(k) = ((ak + b) \text{ mod } p) \text{ mod } m \]  
(16)

\( Z_p \) and \( Z_p'^* \) represent the sets of integers from 0 to \( p-1 \) and from 1 to \( p-1 \), respectively, and represent the range of possible keywords. \( h_{ab} \) is a hash function that maps the keyword \( k \) to the set of integers from 0 to \( m-1 \). \( H_{pm} \) is a hash function family[21], where each hash function is composed of the
defined hash function $h_{ab}$ by linear transformation with modulo m and modulo p.

C. Branch Delimitation Algorithm Core Decision

This article focuses on strategic decision-making in the game theory and its relationship to winning odds. The article first proposes Theorem 2, using formulas (3) and (4) to calculate the maximum gain of each chain to analyze the gains of different chains in the game. Secondly[22], Theorem 3 can calculate the winning player through formula (5) and thus predict the final winner in a certain game state. Finally, the unique board of the dot game needs to judge the captured squares, which will cause one party to capture the squares in a row[23]. Theorem 4 is usually applied in the later stage of the game to decide whether to make a concession grid, and the player's payoff is calculated using equations (6), (7) and (8) through a mixed strategy[24]. For the lattice game, the algorithm recursively studies the game tree, quantizes the features into feature vectors, and uses dynamic programming to find the optimal weight until the final state of the game. The evaluation function of the branch and bound algorithm calculates the score for each state of the game[24].

The calculation is done as follows:

For edges of length less than 3 (i.e. short moves), such as formula (17).

$$f(x, y) = \begin{cases} 
0, & x = 0 \\
-1, & x = -1 \\
-2, & x = -2 
\end{cases} \quad (17)$$

For edges of length equal to 3 or greater (i.e. chain, rings, or long moves), such as formula (18).

$$f(x, y) = \begin{cases} 
5 - \text{elen} & x > 2 \\
-\text{elen} - 1 & x < 2, y = 1 \\
-\text{elen} & x < 2, y = 0 
\end{cases} \quad (18)$$

In formulas (17) and (18), $f(x, y)$ represents the evaluation function, where $x$ represents the number of edges in the current state, and $y = 1$ denotes a chain formed by the edges while $y = 0$ denotes a loop formed by the edges. The length represents the length of the chain or loop. This evaluation function uses a recursive approach and performs a depth-first search, attempting various possible movements in each state[25].

III. DESIGN OF THE GAME TREE MODEL

A. Algorithmic Chessboard Design

The traditional representation and the bit operation representation for chessboard state in artificial intelligence are analyzed[26]. The time complexity of matrix representation is $O(n^2)$, and the memory usage is high. The bitwise operation representation method requires a large amount of memory space[27], and due to the low efficiency of bitwise operation, it will lead to low searching efficiency. Both methods have disadvantages and limitations.

In this paper, we propose a hash function design based on Theorem 5 to map a chessboard state $S$ to an unsigned 64-bit integer for representing the current game state. The hash function design employs a vector $S$ of length $n$ to represent the chessboard state and defines a binary vector $B$ of length $n$ to shuffle the arrangement order of the status of each position in $S$, increasing the randomness and collision resistance of the hash function[28]. Meanwhile, XOR operation is used to enable the hash function to process each chessboard state quickly while maintaining low computational complexity.

We define the data structure of the hash table as $T[h(S)] = PHashNode$, where each PHashNode stores key information about the current state, such as the evaluation value of the game position and the search depth[29]. We utilize the hash function to quickly identify duplicate nodes. When a new node is discovered, its hash value is stored in the hash table, and if it is a duplicate, it is skipped, reducing the number of searches.

As the hash function design process shown in Fig. 1, position is the information of current board position; value indicates the evaluation value of the current board position.

B. Specific Design of the Generation Strategy

The paper explores traditional moving generation methods in dots and boxes, including enumeration, first-player, and second-player methods. The enumeration method generates all possible moves for each point on the board, resulting in a move set of size $O(nm)$. The first-player method moves pieces without considering whether the moves are legal, potentially generating many invalid moves[30]. The second-player method considers only the opponent's piece movements, leading to a move set that does not include invalid moves from one's own piece movements, but may increase program complexity[31].

To ensure that all feasible moves in the game tree can be expanded at the same level, the article uses a breadth-first strategy based on hash storage. This strategy uses a queue to store all successor states of the current game state, enumerates all successor states, adds unvisited states to the queue, and expands them. The depth of the game tree is calculated using formula (11) in Theorem 7, and the breadth-first strategy ensures that all feasible states are traversed, and all possible moves are generated.

A schematic diagram of the landing process generated by players A and B in the same situation is shown in Fig. 2.
Using equation (12) and (13) in Theorem 8 to calculate the dynamic gain interval of the branch-and-bound algorithm during the search. When $\beta \leq \alpha$, pruning can be performed. It is necessary to update $\beta \leq \alpha$ as soon as possible. When all moves and states of a board are generated and the available edges are sorted in ascending order, moves with larger evaluation values are searched first, which increases the number of updates to $\alpha$ and reduces the number of updates to $\beta$.

IV. ALGORITHM EVALUATION AND OPTIMIZATION OF SEARCH STRATEGIES

A. Transpose Table Storage Optimization

The search algorithm is the core part of decision-making systems, and the evaluation function is the "lighthouse" of the search algorithm. It determines the search direction of the search algorithm on the game tree. The number of nodes for the traditional Minimax search is formula (19).

$$N_d = 1 + b + b^2 + \cdots + b^d = b^{d+1}/2 - 1 = O(b^d) \quad (19)$$

The number of nodes for the branch delimitation search is formula (20).

$$N_d = b^{(d+1)/2} + b^{(d-1)/2} - 1 \quad (20)$$

Where $N_d$ represents the number of nodes in a tree with a branching factor of $b$ and a depth of $d$. When the number of child nodes at each node is same and the depth is large enough, the number of nodes for the branch delimitation search doubles with the search depth, such as formula (21).

$$N_{2d} = 2b^{(d+1)/2} \quad (21)$$

Therefore, when the depth of the branch delimitation algorithm search tree doubles, the increase in the number of nodes is relatively small, indicating that the branch delimitation algorithm is more suitable for searching in cases where the depth is large.

Transposition table is a data structure used to optimize search algorithms by storing the evaluation value and move of previously searched positions for direct use when encountering the same position in the future. First, a hash table is used to optimize the storage of states, and the chess board position is represented as a 32-bit integer using XOR operation, such as formula (22).

$$temp.v32 = position.v32[0] \oplus position.v32[1] \quad (22)$$

The processing result is stored in $i$ and used as an index in the hash table, such as formula (23).

$$i = temp.v16[0] \oplus (temp.v16[1] << 4) \quad (23)$$

The paper presents an optimization to reduce the number of computations required to evaluate chess board positions. The proposed algorithm checks for the existence of a Hash Node object in the hash table for each access position, and returns the previously computed evaluation value to avoid redundant calculations. If there is no Hash Node object, a new one is created and stored in the hash table index, which contains information about the current position, alpha and beta values, and the computed evaluation value. This stored information can be reused in the next traversal. Fig. 3 illustrates the process of storing and reusing node information in the transposition table.

![Hash hit process diagram](image)

When the node $p$ is visited for the first time and cannot be found in the hash table, a complete search will be performed, and the search result will be stored in column $T$ of the transposition table. Then, the column will be stored in the hash table. When the node $p$ is visited again and its hash value is found in the hash table, the stored result in the hash table can be directly returned. The branch delimitation algorithm incorporating the transpose table hashing can be represented by the algorithmic flow as follows:

**Algorithm 1. pruning strategy algorithm**

```
Input: board, depth, alpha, beta
Output: optimal evaluate value
1: $value$=SearchTT($HashKey$, alpha, beta, depth);
2: if($value$ is valid)
3:   return $value$;
4: if(GameOver(board)||depth==0)
5:   $value$=Evaluate(board);
6: if(depth==0)
7:   InsertHashTable($value$, $HashKey$, depth, EXACT);
8:   return $value$;
9: best=-\infty; ValuesAreExact = 0;$w$ = CreateSuccessors(board, p);
10: for(i=0; i<$w$; i++)
11:   $HashKey$=MakeMoveWithTT(board, pi);
12:   $value$=AlphaBeta_TT(board, depth-1, -beta, -alpha);
13: $HashKey$=RestoreMoveWithTT(board, pi);
```

![Generated landings diagram](image)
This algorithm utilizes the SearchTT to avoid redundant evaluations of game states in the transposition table prior to AlphaBeta_TT pruning. If the game has ended or the search depth has reached 0, then the current game state is evaluated using the evaluation function and the game state information is inserted into the transposition table through InsertHashTable. Otherwise, all possible moves for the current game state are generated, and AlphaBeta_TT is recursively called for each move to perform pruning. The value returned from each recursive call is used to update the values of alpha, beta, and best. If a move is found that causes beta<=alpha, the function immediately returns and records the move in the transposition table.

**B. Optimized Bidirectional Detection Search Method**

Search algorithms commonly used in game systems are usually single-directional, searching from the initial state to the target in one direction in the game tree. The paper proposes a bidirectional search algorithm that divides a hash table into two parts: the front and the back. The search algorithm compares the node to be searched with the middle value of the hash table. If the item found during the search is smaller than the middle value, the search continues in the front part of the hash table. If it is larger, the search continues in the back part of the hash table. By using this approach, the algorithm can find the shortest path more quickly. The search process of this algorithm is illustrated in Fig. 4.

![Schematic diagram of the bidirectional search algorithm](image)

The paper proposes a two-way detection search algorithm that starts with two queues, one for forward search and the other for reverse search. The algorithm removes the first node from the queue, generates its children, and adds them to the corresponding queue. It continues until a common node is found in both queues, and then returns the shortest path. With a branching factor of b and a distance of d between the initial and target nodes, each queue will have bk nodes after k steps. If d is even, the two queues meet at a middle node, and the worst case requires expanding all nodes to the middle node in both queues.

Thus, the total number of nodes expanded by the algorithm can be represented as formula (24).

\[
O \left( b^0 + b^1 + \cdots + b^\left(\frac{d}{2}\right) \right) = O \left( b^{\left(\frac{d}{2}\right)} \right)
\]  

Therefore, the time complexity of the bidirectional search algorithm is \(O(b^{d/2})\), which is significantly lower than that of single-directional search algorithms.

The bidirectional hash table formula is used to store the game state, such as formula (25).

\[
H(s) = h(s) \% M
\]

where \(H(s)\) represents the hash value of state \(s\), \(h(s)\) represents the integer value obtained by hashing state \(s\), and \(M\) represents the size of the hash table. Assuming the depth of the search tree is \(d\) and the time complexity of searching each layer is \(O(b)\), the time complexity of the bidirectional search algorithm is \(O(b^{d/2})\). The pseudocode of the bidirectional search algorithm is as follows:

**Algorithm 2. bi-directional search algorithm**

```
Input: begin, end, gF(begin), turnF, turnB, U, cost(n, c)
Output: U or ∞
1: gF(begin)=gB(end)=0, turnF={begin}, turnB={end}, U:=∞
2: while (turnF!=null and turnB!=null) do
3: C:=min(prminF, prminB)
4: if(C=prminF) then
5: choose n ∈ turnF for which prF(n)=prminF
6: move n from turnF to ClosedF
7: for each child c of n do
8: if c ∈ turnF U ClosedF and gF(c)≤gF(n)+cost(n, c) then
9: continue
10: if c ∈ turnF U ClosedF then
11: remove c from turnF U ClosedF
12: gF(c)=gF(n)+cost(n, c)
13: add c to TurnF
14: if c ∈ turnF then
15: U :=min(U, gF(c)+gB(c))
16: else return ∞
```

The proposed algorithm employs two sets, turnF and turnB, to maintain unexplored nodes during the search process. Initially, turnF and turnB are initialized with the initial and target states, respectively. As the algorithm explores, it updates the cost of reaching each node and adds it to the appropriate set. Moreover, the algorithm keeps track of the minimum sum of costs to reach a node from the initial state and the target state, which is stored in variable U. The algorithm terminates when turnF and turnB both become empty or U is less than a certain threshold, ensuring the discovery of the shortest path between the initial and target states.
V. EXPERIMENTS AND RESULTS

A. Search Depth Experiments and Analysis

This experiment compares the performance of Algorithm 1 and Algorithm 2 in optimizing the branch delimitation algorithm for the game of dots and boxes. The study uses a randomly generated 6*6 chess board, with 100 independent experiments conducted. The experiment measures the search depth and number of nodes for each algorithm. All experiments are conducted on the same computer with an Intel i7-9700 processor and 16GB of memory. The experiment sets single-step time limits of 10s, 30s, and 60s, respectively, and the results are shown in Fig. 5(a), 5(b), and 5(c).

![Fig. 5. Comparison of the search depth of the three algorithms.](image)

Algorithms 1 and Algorithms 2 outperform the branch delimitation algorithm in terms of search depth, reaching the maximum depth consistently. All three algorithms show no decrease in the search depth as time limit increases. Heuristic search application in subsequent searches leads to a significant increase in search depth for Algorithms 1 and 2, with Algorithm 2 performing better due to its two-way search strategy. In rounds 9-14, chain and loop states cause an earlier increase in the search depth and hash table node storage for Algorithms 1 and 2, resulting in an overall increase in search depth. At search depth t=110s, Algorithm 2 achieves optimal search efficiency with a search depth of 15, outperforming Algorithms 1 and the branch delimitation algorithm.

B. Node Tree Experiment and Analysis

The environment setup of this experiment is the same as the experiment in A. The comparison experiments with the game process time as the independent variable and the number of game tree nodes as the dependent variable was conducted with single-step time limits of 10s, 30s, and 60s, respectively, and the experimental results are shown in Fig. 6(a), 6(b), and 6(c).

![Fig. 6. Comparison of the number of nodes of the three algorithms.](image)

The study compared the performance of Algorithm 1 and Algorithm 2 with the branch delimitation algorithm in optimizing the search performance of dots and boxes. The results showed that the branch delimitation algorithm had a higher node search count and searched a large number of invalid nodes. As the time limit increased, the number of nodes searched by all three algorithms increased, but Algorithms 1 and 2 had an advantage due to their fast lookup of node hash tables. Algorithm 2 had a 37% improvement in the search efficiency compared to the branch delimitation algorithm.

C. Game Efficiency Experiments and Analysis

The environment setup of this experiment is the same as the experiment in A. The purpose of this experiment is to compare the scores of branch delimitation algorithm, Algorithm 1 and Algorithm 2 in the game to determine the optimal algorithm for the game. Each game was played for 100 games. The final results were obtained using the average score data. The total score of the game is 25, and a player wins absolutely when the score of one player is greater than 12. The experimental results are shown in Fig. 7, Fig. 8 and Fig. 9 for a single-step game with time limits of 10s, 30s and 60s for the three algorithms played two-by-two.
It is evident from the results shown in Fig. 7, 8 and 9 that Algorithms 1 and Algorithms 2 consistently achieve absolute victory in terms of score within the specified time limits. In subplots (a) and (b) of Fig. 8, both algorithms secure victory one round early with average scores of 14 and 13, respectively. Furthermore, as the time limit increases, both algorithms perform even better in terms of scoring. During rounds 14-19, the game usually witnesses an exponential increase in scores due to the high number of squares with degrees of freedom 2 and 3, along with the emergence of the stumping theorem state. Algorithm 1, as shown in Fig. 7(a), even managed to increase the average score in the 18th round of the game by 12. Algorithm 2 wins 68 times against branch delimitation algorithm and Algorithm 1, which is a 42% improvement compared to the number of times the branch delimitation algorithm wins.

VI. CONCLUSION

In this paper, we have addressed the limitations of conventional branch delimitation algorithms by proposing a novel approach that significantly enhances the search efficiency. Previous algorithms often suffer from searching through numerous invalid nodes, leading to reduced efficiency. While history-inspired pruning and iterative deepening strategies have been employed to improve efficiency, they still face challenges such as unassigned or inaccurately assigned initial nodes and repetitive searches. To overcome these limitations, we have introduced a hash storage search scheme specifically tailored for the evaluation function and game tree search, using dots and boxes as a case study. Our proposed branch delimitation algorithm combines the advantages of
history-inspired and iterative deepening methods, while incorporating a game tree bidirectional search algorithm to further enhance efficiency. Experimental results have demonstrated the effectiveness of our optimized algorithm in reducing the number of nodes in the game tree while maintaining the desired search depth. Moreover, the algorithm has shown remarkable improvements in the chess performance. Particularly, it excels in scenarios characterized by a large number of chains and loops, where the likelihood of position repetition is higher. Overall, our optimized algorithm presents a significant advancement in the field of game search, offering improved efficiency and performance. The introduced hash storage search scheme and the combination of branch delimitation and bidirectional search strategies provide valuable contributions to overcoming computational challenges in game tree exploration. Further research and experimentation can explore the algorithm's applicability in other domains and its potential for solving complex problems with repetitive patterns.
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Skin Cancer Image Detection and Classification by CNN based Ensemble Learning
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Abstract—Melanoma is accounted as a rare skin cancer responsible for a huge mortality rate. However, various imaging tests can be used to detect the metastatic spread of disease with a primary diagnosis or on clinical suspicion. Focus on melanoma detection, irrespective of its unusual occurrence, is that it is often misdiagnosed for other skin malignancies leading to medical negligence. Sometimes melanoma is detected only when the metastasis has entered the bloodstream or lymph nodes. So, effective computational strategies for early detection of melanoma are essential. There are four principal types of skin melanoma with two sub types: Superficial spreading, nodular, lentigo, lentigo maligna, Acral lentiginous, and Subungual melanoma. Amelanotic melanoma, one particular type of melanoma, exists in all kinds of skin tones. Classifications of melanoma with its classes are focused on in this research. The ensemble classifier models, namely Adaboost, random forest, voted ensemble, voted CNN, Boosted SVM, and Boosted GMM, have been used in melanoma classification to address misclassification errors, overfitting issues, and improve accuracy. The results of the ensemble classifier achieve high classification accuracy. However, imbalanced classification is found in all six classes of melanoma. Transfer learning and ensemble transfer learning approaches are implemented to reduce the imbalanced classification issues, and performances are analyzed. Four ML/DL models, six ensembled models, four transfer learning models, and five ensembled transfer learning models are used in this investigation. Implementation of all the 19 classifiers is analyzed using standard performance metrics such as Accuracy, Precision, recall, Mathew’s correlation coefficient, Jaccard Index, F1 measure, and Cohen’s Kappa.

Keywords—Medical images; skin cancer; machine learning; deep learning; ensemble learning; accuracy

I. INTRODUCTION

Humans are largely perceived through their skin. The dermis, epidermis, and subcutaneous layer make up the skin. The skin has the ability to sense its environment and to protect the body’s internal organs and tissues from environmental hazards like bacteria, toxins, and UV radiation. [1]. A variety of internal and external factors can have an impact on the skin. Experimental skin damage, embryogenic infections, chemical exposure, a person’s immunological function, and genetic abnormalities are all factors that influence the emergence of skin diseases. Skin problems have a huge impact on a person’s life and health. People will eventually try home treatments to address their skin conditions. These procedures may have harmful implications if they are not suitable for that skin disease. As skin problems are easily spread from person to person, they must be treated first. Presumptions about a patient’s health are typically based on the doctor’s experience and intuition. It could be dangerous to one’s health if the decision is made incorrectly or delayed [2].

As a consequence, developing efficient strategies for diagnosing and treating skin problems becomes vital and critical. Technological advancement has enabled the design and implementation of a skin monitoring formative days foundational identification of skin issues. There are numerous advancements accessible for pattern-and image-based identification of several skin conditions.

Deep learning is among the disciplines which can help with the practical and exact identification of a variety of skin problems. Image categorization and deep learning can be used to diagnose diseases [3]. Image classification is a basic problem that requires the creation of multiple objective classifications and the development of a training model to acknowledge each subtype. Deep learning-based technologies could be useful for swiftly recognizing clinical information and providing results. Information treatment is essential due to the complexity of skin diseases, the scarcity and misuse of qualified medical professionals, and the urgency associated with an accurate diagnosis. Improvements in photonics and laser-based health care system technology have allowed for much quicker and more accurate diagnosis of skin problems. Even with advances, the price of diagnostic procedures is still prohibitive. Deep learning systems efficiently classify images and data [4,5]. The reliable recognition of anomalies and classification of diseases utilising magnetic MRI, X-ray, PET, CT, and signalling data including EEG, EMG, and ECG has been requested in health diagnostics. Better health care could be provided to patients if diseases were classified more precisely. By automatically identifying data input features, DL approaches can address critical challenges and are adaptable to shifts in the computational complexity [5]. It is expected that learning techniques would be able to discover and start exploring the features in the discovered data patterns with even basic computer modelling, resulting in substantial efficiency gains. As the categorization of skin diseases relies on an image of the affected region, this prompted the researchers to investigate the possibility of using a DL model for classifications. Invasive illness evaluations would be easier and less expensive for doctors and patients to perform with this tool.

II. RELATED WORK

Chaurasia and Pal [1] demonstrated six distinct order frame-works and a multi-model ensemble strategy for predicting skin disorder.
The findings show that differential expression assessment is essential for reducing the dimensionality of data and selecting effective data, thereby increasing the accuracy of prediction and substantially lowering the computing effort. At such a point, the multi-model ensemble methodology employs the predictions of numerous distinct classification models as input. By using the principal organize predictions as highlights, the classification approach minimizes the generation error and obtains more data than if it were trained in isolation. In addition, by utilizing classification methods, the intricate relationships between classifiers are discovered, thereby enabling the order strategy in order to make more accurate predictions.

Loganathan, et al. [2] suggested a new DCNN for classifying malignant melanoma (skin cancer). The recommended method comprises pre-processing, enhanced fuzzy clustering for melanoma detection, and enhanced deep convolutional neural networks (E-DCNN) for categorization of dermoscopy images. Enhanced fuzzy clustering is a technique that incorporates modified region grow image segmentation and fuzzy K-means clustering to produce a more precise classification performance than other methodologies suggested by researchers.

Allugunti [3] developed, built, and tested a Convolutional Neural Network (CNN) framework for melanoma detection using a publicly available dataset. The overall accuracy of 88.83% demonstrates the superiority of the proposed method, which would be a two-stage learning platform. This is not unique to DT, RF, or GBT or any other classification algorithm. The proposed technique is based on CNN and can be seen as a powerful means of multiclass categorization.

Kotian & Deepa [4] identify and categorize various diseases using input images. The MATLAB environment serves as the foundation for this project. The photos come from various online sources like Dermnet and DermWeb. The first step is to preprocess the sample images of the four skin diseases. As a second step, a geometric transformation is applied to the vertically-oriented portion of the image. Relying upon it, three types of skin diseases' features are then extracted, and their correlated variables of feature texture and pixels of lesion regions are accumulated via image segmentation.

Verma, et al. [5] proposed a novel method that employs five distinct data mining methods and then develops an ensemble method that integrates all five methods into a single unit. Using descriptive Dermatology data, the researcher examined various data mining techniques to categorize the skin infection, and then apply an ensemble ML technique.

Rea [7] a survey of people with skin diseases was done in Lambeth, London. A stratified specimen of 2180 adults was sent a mail-in questionnaire asking about skin diseases. A subsample of 614 people was questioned at home and their exposed skin was looked at. There were 92 conditions that were found. These were put into 13 groups based on how severe they were for the patient. 22–5% of people were thought to have skin diseases that needed medical care. With a prevalence of 6–1%, eczema was the most widely accepted essential factor. Certain types of skin diseases had different rates of occurrence based on age, gender, and social class. Only 21% of people with a skin disease that should have been treated by a doctor said they had gone to their healthcare professional in the previous six months for a skin problem. Medical treatment and self-medication are considered in relation to the existence of skin infection and certain other factors.

Dildar [11] provides a thorough comprehensive study of DL techniques for skin cancer detection. Research papers from reputable journals on the topic of skin cancer diagnosis were reviewed. To aid comprehension, study results are presented in the form of tools, tables, graphs, methodologies, and frameworks.

A. Gap Analysis

Gap analysis for skin cancer classification using deep learning can be conducted by comparing the current state of research in this field with the desired future state. Some potential gaps that could be identified include:

Lack of standardized datasets: There is a need for standardized datasets that are representative of diverse populations and cover different types and stages of skin cancer [1].

Limited generalizability: Many deep learning models developed for skin cancer classification have been evaluated on small datasets or datasets from a single institution. There is a need for models that can be trained on larger and more diverse datasets and can generalize well to different populations [4, 5, 6].

Limited availability of models in clinical practice: Although deep learning models have shown excellent performance in skin cancer classification, they are not yet widely used in clinical practice. There is a need to develop models that are easy to use, reliable, and can be integrated into clinical workflows [7, 8].

Limited attention to ethical considerations: There is a need for greater attention to ethical considerations in the development and deployment of deep learning models for skin cancer classification, including issues related to bias, privacy, and informed consent [9, 10].

III. PROPOSED APPROACH

A. Melanoma Detection using Boosted SVM

Ensembles with an infinite hypothesis are constructed using an infinite ensemble framework. This framework learns all the possible weight combinations for all the possible hypotheses. All the hypotheses are embedded in the kernel of the SVM model. The base classifier is trained by fixing the initial weights, and the error due to misclassification is calculated using the weighted method. Now similar to the boosting algorithm weight of each classifier is adjusted, and the ensemble classifier is computed using the weighted component sum classifier as, where is the weight and is the base classifier. Ensemble majority voting model is shown in Fig. 1.
SVM was developed from the theory of Structural Risk Minimization. In SVM, two essential parameters are to focus on, namely Gaussian width and the regularization parameters [2]. Boosted SVM is applied over the training dataset, and the weights are updated until convergence if the error rate exceeds 0.5. The weighted normal strategy determines the error component ($c_m$). Only the limited weights of misclassified perceptions are taken as the numerator, separated by the total limited weights [3]. Each SVM is prepared to depend upon the dataset because testing and validation errors decrease as data quantity increases. In both the sections mentioned above, the weight update procedure is addressed by taking into account the distance from each group centroid to each misclassified observation. The modified weights for each misclassified observation are assigned concerning the distance from the centroid of the clusters.

$$G_m = \sum_{j=1}^{m} \alpha_j * S_j \quad (1)$$

### B. Melanoma Detection using Boosted GMM

Using GMM for Ensemble comes under the standard category of clustering ensemble. It is a model-based Ensemble. A model-based Ensemble assumes that the model’s clusters will help optimize the relevance between the data and the underlying model. GMM is a probabilistic model [11] frequently used for density estimation, regression, and classification problems. GMM as a classifier is constructed as discussed in Section III. Then the Gaussian mixture components of each object class are compared with the corresponding class object probability. A threshold is fixed to recognize the object with maximum similarity for the specific object class. To generalize different object components and increase the similarity of objects in each class Adaboost algorithm is applied to create a model-based ensemble GMM framework. Here each component in GMM is considered a weak classifier with low accuracy and high redundancy. Adaboost algorithm combines all the weak classifiers into a robust classifier with effective multiclass object recognition.

### C. Melanoma Detection using Ensemble CNN

A sequential voting ensemble could be created using convolution neural networks. Theory and implementation of voted ensembles are similar to Section III.C, with one significant difference. Here instead of using different classifier models, we use three models of CNN, and the highest voted prediction is taken as output. Here for each model, three convolution layers, three batch normalization layers are used. Finally, the dense layer with 256 units and softmax layer are used as the output layer. The Ensemble CNN model is shown in Fig. 2.

Here for the CNN ensemble, three individual models are developed with many ReLu filters. Three models have 32, 64, and 128 filters consecutively. Here the optimizer used is Adam, and the output activation function is softmax. The batch size is 20, and the number of epochs is 30, with 1000 steps for each epoch. An adaptive learning rate is used for each iteration. Dropout for the three models is 0.1, 0.15, and 0.2. Ensemble CNN model is trained using 24000 images, tested using 12000 images, and validated using 12000 images with equally distributed images among each class. During the training of the CNN models, subsamples of the dataset are used. Errors for each subsampled data point are calculated such that if the error is more significant than a threshold, those points are discarded, and training is continued. Also, all three models’ features are aligned with highest to lowest priority features. Based on which zero variance features are removed, and features are sent to the next layer.

### IV. RESULTS

Improving the accuracy of the classification process and decreasing the misclassification error are two main concerns in ensemble models. This chapter implements six ensemble models for melanoma classification based on the general category aspects. Bagging, boosting, majority voting, infinite ensemble framework, and cluster ensembles are implemented using Random Forest, Adaboost, Majority voting, Boosted SVM, and Boosted GMM classifiers. The Ensemble CNN model is a sequential model developed based on a majority voting ensemble. The ML models used in Section III are SVM, GMM, decision tree, and deepconvnet. These are taken as base models in ensemble models. The basic parameter attributes are tested in Section III, and hyper parameter tuning of the ensemble models is investigated in Section IV. The hyper-
parameters which could be fine-tuned for ensemble models are
n estimators, learning rate, and m-features. Since deep learning
models are analyzed, m features are not fine-tuned for our
investigation. And since n- estimators and learning rates are
related, these two parameters are considered for hyper-
parameter tuning and optimization of the ensemble models.
The performance of the classifiers in melanoma prediction is
assessed using metrics like accuracy, precision, recall, F1
score, MCC, Jaccard Index, and Kappa. Also, six classes of
Melanoma are classified here. In this Stratified 10- fold, cross-
validation is used for calculating the performance estimates.
Stratification ensures that each class is represented with
the same proportions roughly as in the entire data set. Ensemble
diversity is used in the datasets to achieve better accuracy and
avoid overlapping features in the dataset during clustering.
The investigation has carried over 10000 melanoma images
generated by GAN. Training of the classifier model has been
done with 1000 superficial spreading Melanoma, 1000 Nodular
Melanoma, 1000 lentigo melanoma, 1000 acral lentiginous
Melanoma, 1000 subungual Melanoma, and 1000 amelanotic
Melanoma images. For testing 2000 and validation, 2000
images are used. The entire process has been carried over the
python platform. Since CNN models require more datasets
to avoid overfitting, it is trained using 24000 images, tested
to 12000 images, and validated using 12000 images with
images equally distributed among each class.

A. Performance Analysis of Random Forest Classifier

In this investigation, a random forest classifier is
implemented for melanoma prediction. Ensemble pruning is
done here to reduce the complexity of the network, and the
maximum number of features is set to auto. Due to pruning,
the random state is fixed to zero. Even though hyperparameter
tuning is not necessary for random forest classifiers, the
number of estimators varies between 50,100 and 150. The
number of estimators (n-estimators) indicates the number of
trees or samples required to find the optimum solution.
However, it doesn’t indicate that the higher the number of trees
higher the accuracy. Increasing the number of trees leads to
higher computational time. Also, the classifier model’s
performance will drop for a higher number of estimators. So,
choosing the optimum number of estimators is done using the
trial-and- error method for our investigation. The minimum
sample leaf is restricted to 10, 25, and 50. For each of the six
classes of Melanoma, namely superficial spreading Melanoma,
Nodular Melanoma, lentigo melanoma, acral lentiginous
Melanoma, subungual Melanoma, and amelanotic Melanoma
combinations of n estimators and minimum sample leaves
were fixed. The performance of the classifier is tested. The
random forest classifier’s performance is best for melanoma
classification with an accuracy of 90.23 for the n estimator
minimum leaf combination of 100:50. It is found that for a
smaller number of estimators, Random forests suffer from
underfitting problems. Performance analysis of random forest
classifier is shown in Table I.

B. Performance Analysis of Adaboost Classifier

Adaboost, one of the popular boosting algorithms, is
known to reduce outliers and overfitting issues. It also helps in
improving the performance and robustness of the classifier. For
Adaboost classification, different n estimators for different
learning rate combinations are investigated to improve accuracy.
N estimators used are 50,100,150 and learning rates are
0.01, 0.001 and 0.0001.

Adaboost classifier performs well with an accuracy of
96.78 for a learning rate of 0.01 with 50 estimators. Since base
estimators affect the performance of the Adaboost classifier, svc
is used as the base estimator. Performance metrics for
melanoma detection using the Adaboost classifier are shown in
Table II.

C. Performance Analysis of Ensemble Voted Classifier

Ensemble voted classifier is implemented using the
majority voting method. For ensemble networks, pretrained
base learners are necessary. GMM and SVM classifiers are
implemented using the same settings discussed Decision tree,
AdaBoost, and Random Forest classifier’s performance vary
over the number of estimators, and the learning efficiency
differs for each model. So, ensemble majority voted model has
been implemented for different estimator learning rate
combinations with a fixed threshold of 0.5. Here the combined
majority voting is calculated. For each class prediction, if the
vote probability is more significant than 0.5, then the majority
vote among the classifier output is chosen. If the probability
of none of the classifiers is above 0.5, then the model is again
restated for other weights. Performance analysis of the
Ensemble voted classifier in Table III shows that the classifier
achieves better accuracy of 96.32 for a learning rate of 0.01.

### Table I. Performance Analysis of Random Forest Classifier

<table>
<thead>
<tr>
<th>Estimators</th>
<th>Learning rate</th>
<th>Precision</th>
<th>Recall</th>
<th>Accuracy</th>
<th>F1-score</th>
<th>MCC</th>
<th>Jaccard Index</th>
<th>Kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>68.34</td>
<td>69.89</td>
<td>70.4</td>
<td>69.11</td>
<td>48.49</td>
<td>65.66</td>
<td>0.638</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>68.57</td>
<td>69.99</td>
<td>74.82</td>
<td>69.27</td>
<td>49.91</td>
<td>69.33</td>
<td>0.712</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>70.12</td>
<td>71.34</td>
<td>71.27</td>
<td>70.72</td>
<td>51.52</td>
<td>70.49</td>
<td>0.712</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>73.87</td>
<td>74.21</td>
<td>76.89</td>
<td>74.04</td>
<td>57.34</td>
<td>73.79</td>
<td>0.728</td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>74.56</td>
<td>75.11</td>
<td>79.45</td>
<td>74.83</td>
<td>68.34</td>
<td>74.99</td>
<td>0.731</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>86.54</td>
<td>88.31</td>
<td>90.23</td>
<td>87.42</td>
<td>87.31</td>
<td>89</td>
<td>0.771</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>86.34</td>
<td>88.19</td>
<td>89.87</td>
<td>87.26</td>
<td>86.25</td>
<td>88.17</td>
<td>0.771</td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>86.36</td>
<td>88.24</td>
<td>89.93</td>
<td>87.29</td>
<td>86.78</td>
<td>88.51</td>
<td>0.764</td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>86.47</td>
<td>88.29</td>
<td>89.97</td>
<td>87.37</td>
<td>86.91</td>
<td>88.81</td>
<td>0.76</td>
<td></td>
</tr>
</tbody>
</table>
TABLE II. PERFORMANCE ANALYSIS OF ADABOOST CLASSIFIER

<table>
<thead>
<tr>
<th>Estimators</th>
<th>Learning rate</th>
<th>Precision</th>
<th>Recall</th>
<th>Accuracy</th>
<th>F1-score</th>
<th>MCC</th>
<th>Jaccard Index</th>
<th>Kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0.01</td>
<td>93.21</td>
<td>94.78</td>
<td>96.78</td>
<td>93.99</td>
<td>95.78</td>
<td>93.29</td>
<td>0.836</td>
</tr>
<tr>
<td></td>
<td>0.001</td>
<td>93.2</td>
<td>94.27</td>
<td>96.4</td>
<td>93.73</td>
<td>94.21</td>
<td>93.02</td>
<td>0.827</td>
</tr>
<tr>
<td></td>
<td>0.0001</td>
<td>92.65</td>
<td>93.56</td>
<td>96.17</td>
<td>93.1</td>
<td>92.87</td>
<td>92.13</td>
<td>0.824</td>
</tr>
<tr>
<td>100</td>
<td>0.01</td>
<td>93.19</td>
<td>93.21</td>
<td>94.71</td>
<td>93.2</td>
<td>88.34</td>
<td>91.22</td>
<td>0.821</td>
</tr>
<tr>
<td></td>
<td>0.001</td>
<td>93.02</td>
<td>92.16</td>
<td>91.34</td>
<td>92.59</td>
<td>79.48</td>
<td>90.67</td>
<td>0.817</td>
</tr>
<tr>
<td></td>
<td>0.0001</td>
<td>92.89</td>
<td>92.11</td>
<td>92.65</td>
<td>92.5</td>
<td>87.49</td>
<td>89.54</td>
<td>0.802</td>
</tr>
<tr>
<td>150</td>
<td>0.01</td>
<td>91.56</td>
<td>91.83</td>
<td>90.47</td>
<td>91.69</td>
<td>77.92</td>
<td>87.48</td>
<td>0.798</td>
</tr>
<tr>
<td></td>
<td>0.001</td>
<td>90.18</td>
<td>91.27</td>
<td>90.65</td>
<td>90.72</td>
<td>72.85</td>
<td>88.01</td>
<td>0.783</td>
</tr>
<tr>
<td></td>
<td>0.0001</td>
<td>89.91</td>
<td>90.42</td>
<td>88.73</td>
<td>90.16</td>
<td>68.79</td>
<td>83.17</td>
<td>0.779</td>
</tr>
</tbody>
</table>

TABLE III. PERFORMANCE ANALYSIS OF ENSEMBLE VOTED CLASSIFIER

<table>
<thead>
<tr>
<th>Estimators</th>
<th>Learning rate</th>
<th>Precision</th>
<th>Recall</th>
<th>Accuracy</th>
<th>F1-score</th>
<th>MCC</th>
<th>Jaccard Index</th>
<th>Kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0.01</td>
<td>92.56</td>
<td>93.89</td>
<td>96.32</td>
<td>93.22</td>
<td>93.67</td>
<td>90.45</td>
<td>0.892</td>
</tr>
<tr>
<td></td>
<td>0.001</td>
<td>91.89</td>
<td>92.57</td>
<td>95.48</td>
<td>92.23</td>
<td>91.42</td>
<td>89.93</td>
<td>0.879</td>
</tr>
<tr>
<td></td>
<td>0.0001</td>
<td>90.43</td>
<td>91.27</td>
<td>93.71</td>
<td>90.85</td>
<td>87.17</td>
<td>89.92</td>
<td>0.879</td>
</tr>
<tr>
<td>100</td>
<td>0.01</td>
<td>90.12</td>
<td>90.17</td>
<td>92.87</td>
<td>90.64</td>
<td>82.39</td>
<td>89.74</td>
<td>0.872</td>
</tr>
<tr>
<td></td>
<td>0.001</td>
<td>88.67</td>
<td>89.36</td>
<td>91.28</td>
<td>89.01</td>
<td>80.39</td>
<td>87.95</td>
<td>0.865</td>
</tr>
<tr>
<td></td>
<td>0.0001</td>
<td>84.31</td>
<td>86.29</td>
<td>87.91</td>
<td>85.29</td>
<td>78.59</td>
<td>84.77</td>
<td>0.847</td>
</tr>
<tr>
<td>150</td>
<td>0.01</td>
<td>83.37</td>
<td>86.17</td>
<td>87.59</td>
<td>84.75</td>
<td>71.44</td>
<td>84.9</td>
<td>0.823</td>
</tr>
<tr>
<td></td>
<td>0.001</td>
<td>81.29</td>
<td>85.99</td>
<td>86.71</td>
<td>83.57</td>
<td>68.53</td>
<td>83.01</td>
<td>0.796</td>
</tr>
<tr>
<td></td>
<td>0.0001</td>
<td>76.15</td>
<td>75.82</td>
<td>82.19</td>
<td>75.98</td>
<td>52.31</td>
<td>79.02</td>
<td>0.747</td>
</tr>
</tbody>
</table>

D. Performance Analysis of Boosted SVM Classifier

From the previous investigation on SVM, it has been proved that the RBF kernel works well on melanoma images for a gamma value of 10. The same parameters are used in the boosted SVM classifier for different n estimators and learning rates. Even though the AdaBoost classifier works well only for 50 n estimators, boosted SVM gives better accuracy of 98.37 with a 0.01 learning rate. MCC is also significantly improved compared to conventional SVM and AdaBoost classifier models. Performance metrics of boosted SVM classifier for melanoma classification are shown in Table IV.

E. Performance Analysis of Boosted GMM Classifier

GMM model works best as a density estimator in clustering, and the EM algorithm is applied for Classification. To maximize the robustness of the GMM classifier AdaBoost algorithm is used here. Boosted GMM classifier is analyzed for different estimators and learning rates, and the best parameter setting for the classifier is fixed. It is found that the boosted GMM classifier works best at 25 estimators for a learning rate of 0.01 to provide an accuracy of 96.17. GMM shows a gradual performance improvement compared to other classifiers. Performance metrics of boosted SVM classifier for melanoma classification are shown in Table V.
TABLE V. PERFORMANCE ANALYSIS OF BOOSTED GMM CLASSIFIER

<table>
<thead>
<tr>
<th>Estimators</th>
<th>Learning rate</th>
<th>Precision</th>
<th>Recall</th>
<th>Accuracy</th>
<th>F1-score</th>
<th>MCC</th>
<th>Jaccard Index</th>
<th>Kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.01</td>
<td>90.18</td>
<td>89.76</td>
<td>95.89</td>
<td>89.97</td>
<td>83.85</td>
<td>84.95</td>
<td>0.723</td>
</tr>
<tr>
<td></td>
<td>0.001</td>
<td>90.04</td>
<td>89.69</td>
<td>95.64</td>
<td>89.86</td>
<td>83.48</td>
<td>84.89</td>
<td>0.798</td>
</tr>
<tr>
<td></td>
<td>0.0001</td>
<td>89.93</td>
<td>89.52</td>
<td>95.39</td>
<td>89.72</td>
<td>89.21</td>
<td>84.73</td>
<td>0.799</td>
</tr>
<tr>
<td>25</td>
<td>0.01</td>
<td>90.65</td>
<td>92.87</td>
<td>96.17</td>
<td>91.75</td>
<td>92.9</td>
<td>86.15</td>
<td>0.827</td>
</tr>
<tr>
<td></td>
<td>0.001</td>
<td>90.57</td>
<td>92.74</td>
<td>96.13</td>
<td>91.64</td>
<td>92.84</td>
<td>86.02</td>
<td>0.819</td>
</tr>
<tr>
<td></td>
<td>0.0001</td>
<td>90.43</td>
<td>92.69</td>
<td>96.08</td>
<td>91.55</td>
<td>92.77</td>
<td>85.99</td>
<td>0.811</td>
</tr>
<tr>
<td>50</td>
<td>0.01</td>
<td>90.39</td>
<td>92.34</td>
<td>96.01</td>
<td>91.35</td>
<td>92.68</td>
<td>85.81</td>
<td>0.804</td>
</tr>
<tr>
<td></td>
<td>0.001</td>
<td>90.31</td>
<td>92.38</td>
<td>95.98</td>
<td>91.28</td>
<td>92.52</td>
<td>85.71</td>
<td>0.801</td>
</tr>
<tr>
<td></td>
<td>0.0001</td>
<td>90.28</td>
<td>92.1</td>
<td>95.91</td>
<td>91.18</td>
<td>92.41</td>
<td>85.62</td>
<td>0.798</td>
</tr>
</tbody>
</table>

F. Performance Analysis of Ensemble CNN Classifier

Ensemble CNN is a sequential voting approach implemented using three different CNN models for variable learning rates. This model provides a more stable melanoma prediction accuracy than other ensemble approaches. Even though the implementation of this Ensemble is similar to the majority voting ensemble, this model performs better due to its distinctive feature extraction. This model extracts low and high-frequency features irrespective of the CNN type unless fixed features from previous models. Also, three different models have different dropout rates and kernel counts, preserving overfitting issues in the CNN model. Model converges earlier without much misclassification error. Performance metrics of the ensemble CNN model, as shown in Table VI, indicate the accuracy of 98.67 for melanoma classification. The network performs best with a learning rate of 0.0001 for 25 estimators, which is relatively less than other ensemble models.

Performance metrics for the classifiers mentioned above for independent classes of Melanoma are shown in Table VII. Based on the classifier performance, it is clear that all the classifiers perform better in classifying superficial spreading Melanoma, Nodular Melanoma. Due to colossal variation and differences in the structural properties in different stages of other types of other types of melanomas, the accuracy of the classifiers is less compared to superficial spreading and nodular Melanoma. Subungual Melanoma is present in nails and nail beds. Properties of this Melanoma sometimes resemble typical characteristics of vitamin deficiency. So, classifiers require extreme robustness to achieve better accuracy. Amelanotic Melanoma is one particular type of Melanoma present in all skin variants. Also, amelanotic Melanoma in certain stages resembles superficial spreading Melanoma and nodular Melanoma.

The ensemble classifiers implemented in this work produce better accuracy than the single classifiers. Adaboost and Boosted SVM classifiers perform better for all five types of Melanomas except amelanotic Melanoma. The other three classifiers, namely boosted GMM, Random Forest, and Ensemble voted classifiers, are performing better in superficial spreading, nodular, and lentigo melanoma classification but is moderate in the other two types despite the best hyperparameter settings, as shown in Table VII. Ensemble CNN models can provide consistent performance for all six types of melanoma classification with slight variation for amelanotic Melanoma.

The convergence plot in Fig. 3 shows the robustness of the ensemble models in melanoma classification. The maximum number of epochs used is 30 to check the training and validation accuracy. Out of six ensemble classifier models used, Ensemble CNN, Adaboost, and Boosted SVM classifiers resulted in better convergence. However, the Ensemble CNN model shows overfitting during validation even though accuracy is higher. Further improvements in the network model and data selection need to be made to avoid overfitting issues. Boosted GMM and Random Forest models are showing underfitting of data points. Ensemble voted model shows the best fit from the 28th epoch.

TABLE VI. PERFORMANCE ANALYSIS OF ENSEMBLE CNN CLASSIFIER

<table>
<thead>
<tr>
<th>Estimators</th>
<th>Learning Rate</th>
<th>Precision</th>
<th>Recall</th>
<th>Accuracy</th>
<th>F1-score</th>
<th>MCC</th>
<th>Jaccard Index</th>
<th>Kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.01</td>
<td>90.57</td>
<td>92.74</td>
<td>96.13</td>
<td>91.64</td>
<td>92.84</td>
<td>86.02</td>
<td>0.834</td>
</tr>
<tr>
<td></td>
<td>0.001</td>
<td>90.65</td>
<td>92.87</td>
<td>96.17</td>
<td>91.75</td>
<td>92.9</td>
<td>86.15</td>
<td>0.839</td>
</tr>
<tr>
<td></td>
<td>0.0001</td>
<td>99.96</td>
<td>99.86</td>
<td>98.67</td>
<td>98.15</td>
<td>97.34</td>
<td>92.71</td>
<td>0.899</td>
</tr>
<tr>
<td>25</td>
<td>0.01</td>
<td>90.43</td>
<td>92.69</td>
<td>96.08</td>
<td>91.55</td>
<td>92.77</td>
<td>85.99</td>
<td>0.832</td>
</tr>
<tr>
<td></td>
<td>0.001</td>
<td>90.39</td>
<td>92.34</td>
<td>96.01</td>
<td>91.35</td>
<td>92.68</td>
<td>85.81</td>
<td>0.832</td>
</tr>
<tr>
<td></td>
<td>0.0001</td>
<td>90.31</td>
<td>92.28</td>
<td>95.98</td>
<td>91.28</td>
<td>92.52</td>
<td>85.71</td>
<td>0.832</td>
</tr>
<tr>
<td>50</td>
<td>0.01</td>
<td>90.28</td>
<td>92.1</td>
<td>95.91</td>
<td>91.18</td>
<td>92.41</td>
<td>85.62</td>
<td>0.832</td>
</tr>
<tr>
<td></td>
<td>0.001</td>
<td>89.93</td>
<td>89.52</td>
<td>95.39</td>
<td>89.72</td>
<td>83.21</td>
<td>84.73</td>
<td>0.832</td>
</tr>
<tr>
<td></td>
<td>0.0001</td>
<td>89.04</td>
<td>89.69</td>
<td>95.64</td>
<td>89.86</td>
<td>83.48</td>
<td>84.89</td>
<td>0.832</td>
</tr>
<tr>
<td>Classifiers</td>
<td>Melanoma classes</td>
<td>Precision</td>
<td>Recall</td>
<td>Accuracy</td>
<td>F1 score</td>
<td>MCC</td>
<td>Jaccard Index</td>
<td>Kappa</td>
</tr>
<tr>
<td>---------------------------</td>
<td>-------------------------------</td>
<td>-----------</td>
<td>--------</td>
<td>----------</td>
<td>----------</td>
<td>--------</td>
<td>----------------</td>
<td>-------</td>
</tr>
<tr>
<td>Superficial spreading</td>
<td></td>
<td>99.82</td>
<td>95.83</td>
<td>98.41</td>
<td>97.78</td>
<td>96.94</td>
<td>90</td>
<td>0.886</td>
</tr>
<tr>
<td>Nodular</td>
<td></td>
<td>99.8</td>
<td>95.76</td>
<td>98.41</td>
<td>97.74</td>
<td>96.93</td>
<td>89.96</td>
<td>0.886</td>
</tr>
<tr>
<td>Boosted</td>
<td>Lentigo maligna</td>
<td>99.78</td>
<td>95.68</td>
<td>98.37</td>
<td>97.69</td>
<td>96.93</td>
<td>89.96</td>
<td>0.886</td>
</tr>
<tr>
<td>SVM</td>
<td>Acral lentiginous</td>
<td>99.62</td>
<td>95.68</td>
<td>98.37</td>
<td>97.61</td>
<td>96.91</td>
<td>89.95</td>
<td>0.883</td>
</tr>
<tr>
<td>Subungual</td>
<td></td>
<td>99.58</td>
<td>95.62</td>
<td>98.37</td>
<td>97.56</td>
<td>96.87</td>
<td>89.91</td>
<td>0.881</td>
</tr>
<tr>
<td>Amelanotic</td>
<td></td>
<td>99.58</td>
<td>95.62</td>
<td>98.31</td>
<td>97.56</td>
<td>96.81</td>
<td>89.91</td>
<td>0.88</td>
</tr>
<tr>
<td>Superficial spreading</td>
<td></td>
<td>90.65</td>
<td>92.92</td>
<td>96.25</td>
<td>91.77</td>
<td>92.95</td>
<td>86.46</td>
<td>0.827</td>
</tr>
<tr>
<td>Nodular</td>
<td></td>
<td>90.65</td>
<td>92.92</td>
<td>96.25</td>
<td>91.77</td>
<td>92.95</td>
<td>86.46</td>
<td>0.827</td>
</tr>
<tr>
<td>Boosted</td>
<td>Lentigo maligna</td>
<td>90.65</td>
<td>92.9</td>
<td>96.23</td>
<td>91.76</td>
<td>92.95</td>
<td>86.38</td>
<td>0.827</td>
</tr>
<tr>
<td>GMM</td>
<td>Acral lentiginous</td>
<td>90.62</td>
<td>92.87</td>
<td>96.19</td>
<td>91.73</td>
<td>92.93</td>
<td>86.29</td>
<td>0.819</td>
</tr>
<tr>
<td>Subungual</td>
<td></td>
<td>90.58</td>
<td>92.87</td>
<td>96.17</td>
<td>91.71</td>
<td>92.9</td>
<td>86.15</td>
<td>0.812</td>
</tr>
<tr>
<td>Amelanotic</td>
<td></td>
<td>90.58</td>
<td>92.81</td>
<td>96.17</td>
<td>91.68</td>
<td>92.9</td>
<td>86.15</td>
<td>0.812</td>
</tr>
<tr>
<td>Superficial spreading</td>
<td></td>
<td>86.54</td>
<td>88.31</td>
<td>90.23</td>
<td>87.42</td>
<td>87.31</td>
<td>89</td>
<td>0.771</td>
</tr>
<tr>
<td>Nodular</td>
<td></td>
<td>86.54</td>
<td>88.31</td>
<td>90.22</td>
<td>87.41</td>
<td>87.26</td>
<td>89</td>
<td>0.771</td>
</tr>
<tr>
<td>forest</td>
<td>Acral lentiginous</td>
<td>86.51</td>
<td>88.27</td>
<td>90.2</td>
<td>87.38</td>
<td>87.24</td>
<td>88.97</td>
<td>0.769</td>
</tr>
<tr>
<td>Subungual</td>
<td></td>
<td>86.5</td>
<td>88.25</td>
<td>90.19</td>
<td>87.37</td>
<td>87.21</td>
<td>88.89</td>
<td>0.766</td>
</tr>
<tr>
<td>Amelanotic</td>
<td></td>
<td>86.5</td>
<td>88.25</td>
<td>90.19</td>
<td>87.37</td>
<td>87.21</td>
<td>88.86</td>
<td>0.757</td>
</tr>
<tr>
<td>Superficial spreading</td>
<td></td>
<td>93.54</td>
<td>94.89</td>
<td>96.93</td>
<td>94.21</td>
<td>95.86</td>
<td>93.47</td>
<td>0.836</td>
</tr>
<tr>
<td>Nodular</td>
<td></td>
<td>93.51</td>
<td>94.81</td>
<td>96.84</td>
<td>94.16</td>
<td>95.81</td>
<td>93.41</td>
<td>0.836</td>
</tr>
<tr>
<td>Adaboost</td>
<td>Lentigo maligna</td>
<td>93.21</td>
<td>94.78</td>
<td>96.78</td>
<td>93.99</td>
<td>95.79</td>
<td>93.29</td>
<td>0.836</td>
</tr>
<tr>
<td>Classifier</td>
<td>Acral lentiginous</td>
<td>93.21</td>
<td>94.77</td>
<td>96.78</td>
<td>93.98</td>
<td>95.78</td>
<td>93.31</td>
<td>0.836</td>
</tr>
<tr>
<td>Subungual</td>
<td></td>
<td>93.2</td>
<td>94.77</td>
<td>96.78</td>
<td>93.98</td>
<td>95.78</td>
<td>93.29</td>
<td>0.836</td>
</tr>
<tr>
<td>Amelanotic</td>
<td></td>
<td>93.19</td>
<td>94.77</td>
<td>96.78</td>
<td>93.97</td>
<td>95.78</td>
<td>93.29</td>
<td>0.836</td>
</tr>
<tr>
<td>Superficial spreading</td>
<td></td>
<td>92.59</td>
<td>93.93</td>
<td>96.36</td>
<td>93.26</td>
<td>93.71</td>
<td>90.62</td>
<td>0.892</td>
</tr>
<tr>
<td>Ensemble</td>
<td>Nodular</td>
<td>.pushed</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>voting classifier</td>
<td>Lentigo maligna</td>
<td>92.55</td>
<td>93.86</td>
<td>96.32</td>
<td>93.20</td>
<td>93.61</td>
<td>90.57</td>
<td>0.887</td>
</tr>
<tr>
<td>Subungual</td>
<td>Acral lentiginous</td>
<td>92.51</td>
<td>93.82</td>
<td>96.31</td>
<td>93.16</td>
<td>93.56</td>
<td>90.51</td>
<td>0.883</td>
</tr>
<tr>
<td>Amelanotic</td>
<td></td>
<td>92.49</td>
<td>93.84</td>
<td>96.29</td>
<td>93.16</td>
<td>93.51</td>
<td>90.45</td>
<td>0.881</td>
</tr>
<tr>
<td>Superficial spreading</td>
<td></td>
<td>99.96</td>
<td>99.86</td>
<td>98.67</td>
<td>99.91</td>
<td>97.34</td>
<td>92.71</td>
<td>0.899</td>
</tr>
<tr>
<td>Ensemble</td>
<td>Nodular</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CNN classifier</td>
<td>Lentigo maligna</td>
<td>99.94</td>
<td>95.78</td>
<td>98.64</td>
<td>97.82</td>
<td>97.29</td>
<td>92.68</td>
<td>0.897</td>
</tr>
<tr>
<td>Subungual</td>
<td>Acral lentiginous</td>
<td>99.94</td>
<td>95.78</td>
<td>98.64</td>
<td>97.82</td>
<td>97.29</td>
<td>92.68</td>
<td>0.892</td>
</tr>
<tr>
<td>Amelanotic</td>
<td></td>
<td>99.89</td>
<td>95.78</td>
<td>98.64</td>
<td>97.79</td>
<td>97.29</td>
<td>92.63</td>
<td>0.892</td>
</tr>
</tbody>
</table>

TABLE VII. PERFORMANCE ANALYSIS OF ENSEMBLE CLASSIFIERS
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Ensemble learning models as classifiers for melanoma classification. Bagging, boosting, majority voting, infinite ensemble framework, and cluster ensembles are implemented using Random Forest, Adaboost, Majority voting, Boosted SVM, Boosted GMM classifiers, and Ensemble CNN models.

The performance of the classifiers in melanoma prediction is assessed using metrics like accuracy, precision, recall, F1 score, MCC, Jaccard Index, and Kappa. Also, six classes of Melanoma are classified here. In this Stratified 10-fold, cross-validation is used for calculating the performance estimates. Stratification ensures that each class is roughly represented with the same proportions as in the entire data set. Ensemble diversity is used in the datasets to achieve better accuracy and avoid overlapping of features in the dataset during clustering. Ensemble models can perform well for five classes with consistent accuracy out of six classes. The boosted SVM and Adaboost classifiers have higher performance than boosted GMM, random forest, and Ensemble voted classifiers. Ensemble CNN seems to outperform other ensemble models with an accuracy of 98.67. Though the execution time of ensemble classifiers is high, such a complex network is easier to train, and the network converges ideally. The system’s complexity is one point that needs to be considered in the proposed model for further improvement. Also, it was observed that an increase in the number of images in the training dataset increased the size of the feature set, which led to overlapping features.
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Abstract—Green cloud computing is a modern approach that provides pay-per-use information and communication technologies with a minimal carbon footprint. Cloud computing enables users to access computing resources without the need for local servers or personal devices to operate applications. It allows businesses and developers to access infrastructure and hardware resources conveniently. Consequently, this results in a growing demand for data centers. It becomes crucial in maintaining economic and environmental sustainability as data centers use disproportionate energy. This points to sustainability and energy consumption as being important topics for research in cloud computing. This paper introduces a two-tiered VM placement algorithm. A queuing model is proposed at the first level to handle many VM requests. Models such as cloud simulation are easily implemented and validated using this model. It also provides an alternate method for allocating tasks to servers. Next, a multi-objective VM placement algorithm is proposed based on the Krill Herd (KH) algorithm. Basically, it maintains a balance between energy consumption and resource utilization.
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I. INTRODUCTION

Virtualization is a major technology that underpins cloud computing. In order to offer access to mainframe computers in an interactive manner, IBM developed this technology in the 1960s, where multiple users (and applications) could utilize expensive hardware simultaneously [1]. Storage technologies and computing power have made computing resources more abundant, cheaper, and powerful than ever before due to rapid technological advancements [2, 3]. This development has led to the development of cloud computing, where computing resources are provided on an on-demand basis over the Internet [4]. Virtualization technology can be utilized in modern cloud computing environments in order to minimize energy costs and optimize resource utilization [5]. Multiple operating systems can be run on one physical machine using virtualization technology. Operating systems are run on separate Virtual Machines (VMs) controlled by hypervisors [6]. The rapid advancement of emerging technologies such as the Internet of Things (IoT) [7, 8], big data [9, 10], artificial intelligence [11, 12], Blockchain [13], machine learning [14-17], and 5G communication technology [18] has resulted in significant challenges associated with traditional cloud computing data centers, including complex operation and maintenance, inefficient configuration, high construction costs, and an absence of effective unified business monitoring tools.

Live VM migration is one of the key advantages of virtualization, as it facilitates resource management in cloud environments [19]. A VM can seamlessly migrate between physical machines (source hosts) and destination hosts, even as it is running [20]. Load balancing is the primary goal of live VM migration, which migrates VMs from heavy hosts to under-loaded ones [21]. It also provides power management since it consolidates light-load VMs onto fewer servers, resulting in reduced IT operations costs and power consumption [22]. Live VM migration also provides hotspot and cold spot mitigation. In order to meet SLA requirements for VMs, active resource consumption needs to be monitored [23]. Cold spots are physical machines with low threshold values, while hot spots are physical machines with high threshold values. By combining proactive and reactive techniques, hot and cold spots can be detected before they occur and mitigated, thereby maintaining system performance [24]. Server consolidation is another advantage of live VM migration. In this technique, VMs are packed onto a small number of physical machines, and the spare or ideal machine can be powered off or placed in sleep mode, thus reducing both server usage and power consumption [25].

VM migration is the process of moving a VM from one physical host (source node) to another host (target node). VMs are transferred from their source hosts to their destination hosts without interrupting network connections. The original VM continues to run during live migration. Live VM migration is relatively quick, making it ideal for fast migrations. The proposed system aims to migrate VMs from overloaded to underloaded physical machines within a short period of time. The term “live migration of VMs” refers to the process of migrating the VM while it is running in its original state. Live VM migration is beneficial for fast migration since it provides a short amount of migration time [26].

This paper introduces a two-tiered VM placement algorithm. A queuing model is proposed at the first level to handle many VM requests. Models such as cloud simulation are easily implemented and validated using this model. It also provides an alternate method for allocating tasks to servers. Next, a multi-objective VM placement algorithm based on the KH algorithm is proposed. Basically, it maintains a balance between energy consumption and resource utilization. The proposed research aims to achieve the following objectives:

- Generating resource utilization profiles for PMs.
- Using the KH algorithm to identify overloaded and underloaded physical servers.
• Migrating VMs with minimal downtime.
• Reducing the amount of energy required for physical resources.

II. RELATED WORK

Farahnakian, et al. [27] presented an architecture based on the Ant Colony Optimization (ACO) algorithm for dynamic VM consolidation that reduces the energy consumption of cloud data centers while improving quality of service. Kansal and Chana [28] proposed an energy-aware VM migration approach for cloud computing based on the Firefly algorithm. By migrating over-loaded VMs to under-loaded nodes, the energy efficiency of data centers is improved. By comparing the proposed technique with other techniques, the efficacy of this technique is demonstrated. By cutting an average of 73% of migrations and reducing 35% of hosts, the data center has achieved an average reduction in energy consumption of 45%.

Fu, et al. [29] presented a layered VM migration algorithm. Cloud data centers are initially divided into several regions based on bandwidth utilization rates. VM migrations balance network load between regions, resulting in load balancing of cloud resources. Experiments indicate that the proposed algorithm is shown to be able to effectively balance network resource load in cloud computing. Chien, et al. [30] have proposed a novel VM migration algorithm based on the reduction of migrations in cloud computing that can enhance efficiency, meet user requirements, and prevent service level agreements (SLA) violations. The proposed algorithm was found to be more effective than existing algorithms based on experimental results. A threshold algorithm was proposed by Kaur and Sachdeva [31] to allocate tasks to the most capable machine and host and to maintain checkpoints on VMs. Overloaded VMs need to migrate tasks to another VM. This study proposes a weight-based approach for migrating cloudlets between VMs.

Xu and Abnoosian [32] presented a hybrid optimization algorithm based on genetic and particle swarm optimization algorithms for improving VM energy consumption and execution time during VM migration. In the hybrid algorithm, GA is utilized to overcome the limitations of the PSO algorithm, which suffers from slow convergence and limited global optimization. According to the results, the proposed method has improved energy consumption by an average of 23.19% compared to the other three methods. Results also revealed a 29.01% improvement in execution time over the other three methods. Zhou, et al. [33] introduce an energy-efficient algorithm for VM migrations. In this algorithm, host location, VM selection, and trigger time are optimized when memory and CPU factors are taken into account. It migrates some VMs from lightly loaded hosts to heavily loaded hosts using virtualization technology. Energy is conserved by switching idle hosts to the low-power mode or shutting them down. This algorithm reduces SLA violations by 13% and saves 7% of energy over the Double Threshold (DT) algorithm.

VM migration provides an effective and efficient approach to managing cloud resources by providing flexibility in terms of security guaranteeing [34-36], network traffic optimization [37, 38], reduction of SLA violations [39-41], migration cost minimization [42, 43], and energy minimization [44-46]. However, these approaches do not take into account the performance reduction that occurs when VMs are migrated. Several performance-aware VM migration methods have been proposed [47-49]. However, their performance optimization focused not on maximizing VM performance but on reducing SLA violations or migration downtime. Specifically, the works [39-41] attempted to reduce SLA violations or migration downtime rather than optimize VM performance, and Zhang and Zhou [50] guaranteed that running tasks would meet the VM processing time constraint. Çağlar and Altılar [51] aimed to minimize power consumption while meeting performance requirements rather than maximizing VM performance for their users. Moreover, none of the above VM migration techniques provided a specific performance model to describe how VM performance declines over time.

III. SYSTEM MODEL

A VM request must be arranged for deployment on physical servers. A scheduler determines a server from the available servers to place the specific VM. A queuing model is proposed to schedule the placement of VMs. In Section III A, the queuing structure is explained. Section III B discusses the KH-based VM placement algorithm.

A. Single Queue Single Service Facility

The queuing scheme follows a single queue single service facility - M/M/1 queue. VM requests are processed according to a FIFO discipline before being forwarded to the data center for placement. Assume $\mu$ and $\lambda$ reflect service and arrival metrics in the queue at various intervals. $(N-l)$ VM requests are handled in this way. In the stable situation, $P_n$ represents the likelihood of having $n$ VM requests.

$$\lambda_n = \begin{cases} \lambda, & n = 0, 1, \ldots, N - 1 \\ 0, & n = N \end{cases}$$  
(1)

$$\mu_n = \mu, \quad n = 0, 1, \ldots$$  
(2)

$$\rho = \frac{\lambda}{\mu}$$  
(3)

$$P_n = \begin{cases} \rho^n, & n \leq N \\ 0, & n > N \end{cases}$$  
(4)

Using $P_n$, the expected number of VM requests in the system ($R_\mu$) is determined as follows.

$$R_\mu = \sum_{n=1}^{N} nP_n = \frac{\rho(N+1)\rho^N - \rho^{N+1}}{(1-\rho)(1-\rho^{N+1})}; \quad \rho \neq 1$$  
(5)

$$R_s = \sum_{n=1}^{N} nP_n = \frac{N^2}{2}; \quad \rho = 1$$  
(6)

The number of VM requests in the queue (Rq) is determined by $R_q = \lambda T_q$, in which $T_q$ indicates the estimated time required to place the VM. In addition, $T_s$ represents the estimated time for placing the VM in the system. These parameters are determined by Eq. (7) and Eq. (8). Hence, Eq. (9) can be used to calculate the total time required to place a VM request.

$$T_s = \frac{R_s}{\lambda}$$  
(7)
\[ T_q = T_s - 1 \]  
\[ T = T_q + T_s \]  

(8)  

(9)

B. VM Allocation using the KH Algorithm

Appropriate mapping of VMs to hosts is essential for optimizing key performance indicators, including resource wastage and power consumption. The mapping of VMs to proper PMs is known as VM allocation. The VM array \( \{ \text{vm}_1, \text{vm}_2, \text{vm}_3, \ldots, \text{vm}_n \} \) comprises \( n \) VMs, each requesting resources in the memory and CPU dimensions. A host array \( \{ \text{H}_1, \text{H}_2, \ldots, \text{H}_p \} \) signifies the total number of PMs. A krill matrix is used to model the VM request set. Power consumption and resource waste are optimized simultaneously in the proposed method. The following subsections provide mathematical definitions of the parameters mentioned above in order to optimize them.

1) Power consumption calculation: Total power consumption is calculated using Eq. (10), where \( u_t \) stands for host utilization, \( \text{power}^{\text{min}}_i \) denotes the minimum power consumption at minimum utilization, and \( \text{power}^{\text{max}}_i \) refers to the maximum average power consumption at maximum utilization. As determined by Eq. (11), efficiency is the percentage of total power consumed to total workload.

\[
\text{pow}_i = (\text{power}^{\text{max}}_i - \text{power}^{\text{min}}_i) \times u_t + \text{power}^{\text{min}}_i
\]

\[
E_{\text{pwr}} = \frac{\text{Total workload}}{\text{Power consumed}} = \frac{u_t \text{cpu}}{(\text{power}^{\text{max}} - \text{power}^{\text{min}}) \times u_t \text{cpu} + \text{power}^{\text{min}}} (\text{power}^{\text{max}} - \text{power}^{\text{min}}) + \text{power}^{\text{min}}, 0 \leq E_{\text{pwr}} \leq 1
\]

(10)  

(11)

In this case, efficiency ranges between 0 and 1, with higher efficiency indicating better server utilization. Eq. (12) calculates the aggregate efficiency.

\[
E_{\text{tot}} = E_{\text{res}} + E_{\text{pwr}} \quad 0 \leq E_{\text{tot}} \leq 2
\]

(12)

2) Resource wastage calculation: Due to the VM's unpredictable resource usage pattern, server utilization is stochastic in nature. An important criterion for determining the appropriate utilization of a server is the proper use of its resources across all dimensions. Eq. (13) calculates the total amount of resources wasted by a host, where \( r^{\text{min}} \) signifies the normalized wastage. Eq. (14) provides a formula for determining the efficiency of a given assignment.

\[
\text{waste}_i = \sum_{d=\text{min}}^{\text{max}} (r^d - r^{\text{min}})
\]

\[
E_{\text{res}} = u_t \text{cpu} \times u_t \text{mem}; \quad 0 \leq E_{\text{res}} \leq 1
\]

(13)  

(14)

\[ E_{\text{res}} \] measures the efficiency of resource utilization. The goal is to maximize the utilization of resources in a variety of dimensions. Physical machines are measured in terms of their CPU and memory. A higher efficiency indicates better packing of VMs. This efficiency ranges from 0 to 1. Eq. (15) can be used to calculate the utilization of the \( i^{th} \) host along the \( d^{th} \) dimension, where \( \text{cap}^d_i \) represents the physical host’s capacity and \( \text{alloc} (H_i) \) represents the set of VMs allocated to the \( i^{th} \) host.

\[
\text{ut}^d_i = \sum_{v=\text{vm}}^{\text{max}} \text{alloc}(H_i) \text{vm}_i^d / \text{cap}^d_i; \quad d \in \{\text{CPU,mem}\}
\]

(15)

3) Formulation of the problem: Numerous engineering problems have been solved using the KH algorithm. VMP can also be viewed as an optimization problem. The inspiration comes from the KH algorithm, where the krills continually move around the environment in search of food sources. Each VM corresponds to a krill, and the optimum food source corresponds to an optimal host for placement. According to Eq. (16), the global solution is a configuration that fulfills the requirements. The KH algorithm is used to obtain a suboptimal solution to the VM placement problem.

\[
\min \sum_{i=1}^{p} \text{waste}_i \text{ and } \sum_{i=1}^{p} \text{pow}_i
\]

(16)

Virtual machines are assigned to physical machines based on the following criteria.

- Placement constraints: The constraint ensures that a VM will be distributed to only a single host if all required resources are available.

- Capacity constraints: This condition ensures that VM resource requirements do not exceed the total resources all the hosts can share in the federation.

- Assignment constraints: VMs will be placed on servers that meet all their requirements under this constraint. These constraints can be expressed in mathematical terms as follows:

4) Krill herd algorithm: The KH algorithm employs swarm intelligence to solve continuous optimization problems. In comparison to existing algorithmic techniques, it appears to perform better or provide comparable results. Compared to other swarm-intelligence algorithms, this algorithm requires few control parameters and is easy to implement. The KH algorithm models the krill population searching for food within a multidimensional search space with the locations of individual krills serving as decision variables, whereas the distance between the krills and the rich food represents an objective cost. Based on Fig. 1, the KH optimization process comprises three stages, including the movement of other krill individuals, foraging motion, and physical diffusion. These actions can be expressed as a mathematical expression by Eq. (17), where \( D_i \) stands for physical diffusion, \( F_i \) denotes foraging motion, and \( N_i \) signifies other krill movements.

\[
\frac{dX_i}{dt} = N_i + F_i + D_i
\]

(17)
There are three components to the first motion, namely the target effect, the local effect, and the repellent effect. A mathematical representation of the krill $i$ can be derived as follows:

$$N_i^{new} = N_i^{max}a_i + \omega_t N_i^{old}$$  \hspace{1cm} (18) \\
$$a_i = a_i^{local} + a_i^{target}$$  \hspace{1cm} (19) \\

In the above equations, $a_i^{target}$ indicates the effect of target direction, $a_i^{local}$ represents the local effect, $N_i^{old}$ refers to the last motion induced, $\omega_t$ corresponds to the inertia weight ranging from 0 to 1, and $N_i^{max}$ refers to the maximum speed induced. Food location and previous experience can be described as two aspects of the foraging process. This can be expressed as follows for the $i^{th}$ krill.

$$F_i = V_f\beta_i + \omega_f F_i^{old}$$  \hspace{1cm} (20) \\
$$\beta_i = \beta_i^{food} + \beta_i^{best}$$  \hspace{1cm} (21) \\

In Eq. (20) and Eq. (21), $V_f$ refers to the foraging speed, $\omega_f$ represents the inertia weight between 0 and 1, $F_i^{old}$ indicates the last foraging motion, $\beta_i^{food}$ indicates the food's attractiveness, and $\beta_i^{best}$ reflects the best fitness of the $i^{th}$ krill. Each krill moves between high- and low-density levels based on Eq. (22), in which $d$ represents a random array of values between 0 and 1 while $D_{max}$ determines the diffusion speed.

$$D_i = D_{max}(1 - \frac{i}{I_{max}})^\delta$$  \hspace{1cm} (22) \\

IV. EXPERIMENTAL RESULTS

Cloudsim is the most popular toolkit for simulating cloud environments and conducting simulation-based evaluations. Cloud computing can be continuously exhibited, simulated, and investigated on this completely adaptable platform. In this way, the research community and industry-based designers have the ability to focus on detailed system design. A description of the simulation process is provided in Table I. The simulation was repeated 40 times with up to 200 virtual machines and 200 hosts. This section examines the efficiency of the proposed algorithm in two scenarios and compares it with previous algorithms. In the first scenario, the proposed algorithm’s energy consumption is compared to previous algorithms. The results demonstrate that the proposed algorithm is more efficient than previous methods that require fewer hosts and migrations. Fig. 2 illustrates the energy consumption of First Fit Decreasing (FFD), ACO, and Firefly Optimization (FFO) algorithm. Fig. 3 and 4 depict convergence and stability graphs, respectively. As depicted in Fig. 5, the proposed method produces fewer migrations than the FFO, ACO, and FFD. Fig. 6 illustrates the method’s stability for the second scenario.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of physical machines</td>
<td>10-200</td>
</tr>
<tr>
<td>Number of virtual machines</td>
<td>10-200</td>
</tr>
<tr>
<td>VM size</td>
<td>2 GB</td>
</tr>
<tr>
<td>VM RAM</td>
<td>1-4 GB</td>
</tr>
<tr>
<td>VM MIPS</td>
<td>1000-2500</td>
</tr>
<tr>
<td>PM ram</td>
<td>4 GB</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>2 Gbps</td>
</tr>
</tbody>
</table>

Fig. 2. Energy consumption comparison.
V. CONCLUSION

Cloud computing provides unlimited computing resources that can be accessed from anywhere, anytime, on demand. Recent research in cloud computing emphasizes the importance of energy efficiency in data centers. Cloud architecture is characterized by high power consumption and inadequate utilization of physical resources. An idle VM tends to consume 50% to 70% of the total server energy, resulting in an imbalance and insufficient power for the active VMs. This paper proposed a new VM migration method based on the KH algorithm that minimized energy consumption and maximized the utilization of computational resources. The algorithm reduces power consumption by putting idle machines into sleep mode. It also minimizes the number of migrations compared to previous works.
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Abstract—With the increasing demand for research on shrimp disease recognition to assist far-off farmers who need the proper assistance for their shrimp farming, shrimp disease prediction research is still in the initial stage. Most current methods utilize vision-based models, which mainly face challenges: symptom detection and image quality. Meanwhile, there are few researches which are language-based to get over the issues. In this study, we will experiment with natural language processing based on recognizing shrimp diseases; based on descriptions of shrimp status. This study provides an efficient solution for classifying multiple diseases in shrimp. We will compare different machine learning models and deep learning models (SVM, Logistic Regression, Multinomial Naïve Bayes, (a4) Bernoulli Naïve Bayes, Random forest, DNN, LSTM, GRU, BRNN, RCNN) in terms of accuracy and performance. The study also evaluates the TF-IDF technique in feature extraction. Data were collected for 12 types of shrimp diseases with 1,037 descriptions. Firstly, the data is preprocessed with standardised Vietnamese accent typing, tokenized words, converted to lowercase, removed unnecessary characters and stopwords. Then, TF-IDF is utilized to express the text feature weight. Machine learning-based and deep learning-based models are trained. The experimental results show that Random forest (F1-Score micro: 98%) and DNN (Validation accuracy: 84%) are the most efficient models.
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I. INTRODUCTION

Shrimp is the most commonly consumed worldwide, accounting for 15.5% of total global aquaculture production. Production of shrimp-related goods has increased globally over the past 16 years (from 2000 to 2016) by more than 20%. In which, Vietnam accounted for 9% of total export value (ranked 2nd in the world)[1]. Shrimp farming production has increased significantly to meet a market need, but needs to increase more to keep up with the demand[2]. Research [3] shows that the top five shrimp-farming countries are Ecuador, India, Indonesia, Thailand and Vietnam.

Shrimp farming also faces many challenges due to resource use issues in shrimp farming and shrimp diseases. Diseases in shrimp aquaculture have hindered the sector from growing, directly influencing management and production costs. In 2012, an infectious disease, acute hepatopancreatic necrosis syndrome (AHPNS) or early mortality syndrome (EMS), severely damaged the shrimp farming region, with one-sixth of the area in Thailand and Vietnam affected[4]. In 2013, in India, the epidemic caused a loss of INR 10,221 million, 48,717 tons and 2.15 million working days were lost[5]. In 2016, white spot disease caused more than $8 billion in damage and cumulative mortality can reach 90-100% over a period of 3 to 10 days[6].

Most of the current studies have focused on using image processing or machine learning methods to detect shrimp diseases based on the visual features of shrimp. There is research related to disease recognition in shrimp, such as biochemical diagnosis or image-based AI methods. Firstly, diseases can be detected by biochemical techniques performed in the laboratory with measures such as CRISPR to detect white spot virus, acute hepatopancreatic necrosis disease (AHPND)[7], [8], amplification of recombinase polymerase to detect acute hepatopancreas, hemocyte iridescent virus [9], [10], PCR method to detect AHPND[11], etc. There is also an advance in shrimp disease identification methods by applying artificial intelligence algorithms on shrimp disease images, such as: using CNN architecture to create ShrimpNet[12]–[14] to detect yellow head disease in shrimp. This shows that the result of detection of diseases in shrimp is quite impressive, but there are limitations in terms of time and precision. These methods require high-quality images of shrimp and may fail to capture the subtle or complex symptoms that are expressed in natural language. Moreover, these methods may not be easily accessible or affordable for small-scale farmers who lack the necessary equipment or expertise.

Because of the above reason, we propose a novel approach to detect shrimp diseases from text, based on the textual symptom descriptions that can be obtained from various sources. There are also a few papers that have performed text-based classification of shrimp diseases, but they only used a few machine learning models and achieved not high results[32]. Therefore, we conduct this research with different machine learning models and deep learning models (SVM, Logistic Regression, Multinomial Naïve Bayes, Bernoulli Naïve Bayes, Random forest, DNN, LSTM, GRU, BRNN and RCNN), and improve the accuracy. We hope that our research will contribute to the advancement of NLP applications in the field of aquaculture and provide a valuable tool for shrimp farmers and experts to diagnose shrimp diseases in an efficient and reliable way. We perform in-depth exploratory research on:
• Shrimp disease data is collected from texts describing the status of shrimp on the farm. This is something that farmers often describe in daily farm management through observation. The study collected 1,037 symptom descriptions of 12 common diseases in Vietnamese (attached data set). For example, the description is “Shrimp is a weak, limp, soft shell, intestines without food, swimming sluggishly on the water surface, on the shore, slow to grow; hepatopancreas is more yellow than usual; gills, tail swollen.”

• Data preprocessing with standardised Unicode and Vietnamese accent typing, tokenising words, converting to lowercase, removing unnecessary characters and stopwords.

• Then, the study combined TF-IDF technique with machine learning (ML) and deep learning (DL) algorithms.

The remainder of this article is organized as follows: in Section II, we give a brief review of this domain research and re-evaluate the descriptive dataset of related studies. Section III describes the data processing steps, the dataset¹, TF-IDF technique, training process and popular ML/DL algorithms. The experimental method is described in Section IV. The results after implementing the system are covered in Section V. The discussion and conclusion are presented in Section VI and Section VII respectively.

II. LITERATURE REVIEW

A. Traditional Methods

Currently, a variety of techniques are utilized to identify diseases. The issue in this field can be broken down into two different classification techniques: biochemical and AI-based. Many researchers focus their work on computer vision for categorization using AI; moreover, more attempts have been made with text recognition, particularly regarding shrimp diseases.

The conventional method, which is often used, relies on visual inspection, observation, and testing on shrimp samples to identify the disease’s presence[15]. High accuracy is used when using this technique. The drawback of this approach is that it necessitates a laboratory, time, and specialist topic knowledge.

Another option is to utilise test kits, such as bacterial test kits, viral test kits, and antigen test kits to detect infections in shrimp. This method has several advantages, including high accuracy, simplicity, speed, and convenience, but it also has disadvantages, including the difficulty of distinguishing many different diseases.

The following technique, which uses PCR and immuno-antibody analysis, is based on genetic analysis to identify disease resistance. RFLP (Restriction Fragment Length Polymorphism)[16], [17], RAPD (Random Amplification of Polymorphic DNA)[18], and SSR (Simple Sequence

¹Dataset: https://github.com/nqanh312/shrimp-diseases-dataset.

Repeat)[19], [20] are examples of specific approaches. The benefits of this procedure are the same as those of test kits and conventional methods. But it still has high cost, complexity, and inability to detect all diseases.

To sum up, the biochemical approach also has advantages for swiftly detecting diseases in shrimp. However, it has the drawback of requiring time to assess the severity of the sickness and choose the best approach.

B. Method of using Artificial Intelligence

Artificial intelligence is an approach that has been widely used recently, especially in research on shrimp disease classification based on images, genetic data, chemical data, etc. This method can be divided into different categories. The first is an image-based shrimp disease classification method using deep learning models such as Convolutional Neural Network (CNN)[12], [13], [21], YOLO model [22], and machine learning[23], [24]. The effectiveness of this strategy depends mainly on the picture size and quality. The environment is the major obstacle affecting the accuracy of the results and data processing. Next, the study uses machine learning algorithms to accurately detect the disease in shrimp by identifying its early symptoms. This shows that it is possible to identify diseases in shrimp using natural language processing techniques and methods.

Some encouraging findings have been made regarding the classifying diseases using natural language processing. In the medical field, more than 20,000 findings use an NLP-based approach to classify diseases. The majority of trials[25]–[28] produced accurate disease diagnosis outcomes. There are about 9,000 studies agriculture employing NLP to enhance agricultural development and productivity. In studies on crops [29], [30], rice[31] have achieved promised accuracy (over 90%) by disease description and support chatbot system. In addition, research [32] has shown the first steps in approaching using NLP to identify diseases in shrimp with basic machine learning techniques with an accuracy of over 80%. It proved that the use of NLP in diagnosing of shrimp diseases is essential.

NLP techniques have been increasingly developed. Among them, there are processing techniques such as tokenization to divide sentences or paragraphs into smaller ones, stop word removal from removing words that have no critical meaning, stemming used to remove suffixes from meaningless words, lemmatization to return words to their infinitive form (lemma), part-of-speech (POS) tagging to classify each word in a sentence into word type parts, named entity recognition (NER) to recognize and classify named objects, sentiment analysis to analyze emotions in text, topic modelling to find the main themes in a corpus, word embeddings to convert words into vectors[33]. Data processing techniques in NLP are commonly used in text classification, automatic translation, chatbots and many other fields.

In conclusion, research into several sectors demonstrates the effectiveness of NLP in text processing. However, no studies currently combine NLP data processing methods with ML and DL analyses to identify shrimp diseases. As a result, data collecting and diagnostic processing related to shrimp
sickness are crucial, which is considered the study’s novelty, which makes an important contribution to the establishment of a system to answer farmers’ questions regarding shrimp diseases (Fig. 1).

C. Dataset

We prepared a novel dataset which was collected from the internet, the majority of which came from certain aquaculture pages, as there isn’t an available dataset of infected shrimp. We perform statistics on the frequency of occurrence of the words shown in Fig. 3.

The collection of 1,037 documents includes descriptions of diseased shrimps, as seen in Table I. We gathered altogether, which are then utilized to train and test our model.

D. Data Pre-Processing

Preparing sentences for analysis is a step that transforms an input into understandable data. Steps that sentences pass:

- All of the data is processed using the most straightforward and efficient method of text preprocessing—lowercase.
- Stemming is a heuristic technique that correctly transforms words into their root form by chopping off the ends of words.
- Stopword removal: removes poor information terms from the text so that the work can concentrate on the keywords.
- Turning a text into a standard form is known as normalization. This stage removes distracting text elements, including abbreviations, typos, and words that are not commonly used.
- Remove any letters, numbers, or text fragments that can interfere with text analysis by doing noise reduction. The result is shown in Fig. 4.

### Table I. Statistics of Data Used in This Research

<table>
<thead>
<tr>
<th>No.</th>
<th>Name</th>
<th>Quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Acute hepatopancreatic necrosis</td>
<td>74</td>
</tr>
<tr>
<td>2</td>
<td>Black gill</td>
<td>77</td>
</tr>
<tr>
<td>3</td>
<td>Filamentous bacterial</td>
<td>77</td>
</tr>
<tr>
<td>4</td>
<td>Infection with vibrio</td>
<td>91</td>
</tr>
<tr>
<td>5</td>
<td>Infectious myonecrosis</td>
<td>101</td>
</tr>
<tr>
<td>6</td>
<td>Loose shell</td>
<td>139</td>
</tr>
<tr>
<td>7</td>
<td>Luminous bacteria disease</td>
<td>81</td>
</tr>
<tr>
<td>8</td>
<td>Plaque disease in shrimp</td>
<td>90</td>
</tr>
<tr>
<td>9</td>
<td>Taura</td>
<td>72</td>
</tr>
<tr>
<td>10</td>
<td>VitaminC deficiency in shrimp</td>
<td>78</td>
</tr>
<tr>
<td>11</td>
<td>White feces</td>
<td>79</td>
</tr>
<tr>
<td>12</td>
<td>Yellow head</td>
<td>78</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>1,037</td>
</tr>
</tbody>
</table>

III. MATERIALS AND METHODS

In this paper, we conduct a research on term frequency/inverse document frequency (TF-IDF) approach to extract characteristic words to construct the sentence embedding. Then, we apply the sentence embedding based machine learning and deep learning to categorize the documents into 1 type of diseases. Our proposed method comprises of following steps as shown in Fig. 2.

![Fig. 1. Some statues of shrimp farmers describe to seek treatment on the social network Facebook.](image)

![Fig. 2. System components are proposed in this research.](image)
C. Feature Extraction with TF-IDF

By converting text into vector space (VSM) or sparse vectors, the TF-IDF method is frequently used in text data mining to estimate a word's significance [34]. Sentence embedding:

- The number of words in a set of documents is counted by TF-IDF. We typically assign a score to each word to show how much weight it has in the corpus and document. This approach is every now and again utilized in data recovery and text mining.

- Frequency of Term (TF): Using the heuristic that a term's importance is proportional to how frequently it appears in a document, it shows how important a word is to a document.

IDF:

- Outlines the genuine significance of an expression. It is pointless for terms like stopwords, which frequently show up in certain records, to be critical (the, that, of, and so on). Stopwords ought to have stayed away since they dark the unique circumstance. They are ignored by IDF because of the way it operates.

- It penalizes the word used frequently throughout documents.

- The appropriate term receives a more excellent IDF score, while the stopword receives a lower weight.
In this research, the frequency of words related to shrimp diseases \( tf_{Shp} \) is the number of words \( t_{Shp} \) compared to \( d_{Shp} \).

\[
tf_{Shp}(t_{Shp}, d_{Shp}) = \frac{f_{Shp}(t_{Shp}d_{Shp})}{\max(f_{Shp}(w_{Shp}d_{Shp}); w_{Shrimp}d_{Shp})} (1)
\]

In which:

- \( tf_{Shp}(t_{Shp}, d_{Shp}) \): term frequency of \( t_{Shp} \) in \( d_{Shp} \).
- \( f_{Shp}(t_{Shp}, d_{Shp}) \): number of the \( t_{Shp} \) appears in \( d_{Shp} \).
- \( \max(f_{Shp}(w_{Shp}, d_{Shp}); w_{Shrimp}d_{Shp}) \): the maximum of number of terms related to shrimp diseases in \( d_{Shp} \).

The IDF of a term indicates the percentage of corpus documents that contain the term. Words that are only found in a small number of documents, such as technical jargon terms, are given more relevance ratings than words that are used in all documents, such as a, the, and. \( idf_{Shp}(t_{Shp}, D_{Shp}) \) is calculated as the following formula:

\[
idf_{Shp}(t_{Shp}, D_{Shp}) = \log \frac{|D_{Shp}|}{|\{d_{Shp} \in D_{Shp} : t_{shr} \in d_{Shp}\}|} (2)
\]

In which:

- \( idf_{Shp}(t_{Shp}, D_{Shp}) \): inverse document frequency \( idf_{Shrimp} \) of term \( t_{Shp} \) in \( D_{Shp} \).
- \( |D_{Shp}| \): number of documents in the corpus \( D_{Shp} \).
- \( |\{d_{Shp} \in D_{Shp} : t_{shr} \in d_{Shp}\}| \): number of documents \( d_{Shp} \) in the corpus \( D_{Shp} \) contain the term \( t_{Shp} \).

The \( tf-IDF \) of \( t_{Shp}, d_{Shp} \) is calculated by multiplying TF and IDF scores:

\[
tf - idf(t_{Shp}, d_{Shp}, D_{Shp}) = tf_{Shp}(t_{Shp}, d_{Shp}) \times idf_{Shp}(t_{Shp}, D_{Shp}) (3)
\]

D. Training

The classification model will be trained using machine learning (ML) algorithms and deep learning (DL) models using the training dataset. The model will learn from labeled data, which have been digitized into feature vectors through feature extraction. On this processed data set, parameters will be learned and optimized by machine learning and deep learning algorithms. The classification model will receive data (extracted features) after learning to predict results and return the appropriate label as a result (Fig. 5).

In addition to dividing the models/algorithms used into two types of deep learning/machine learning. They can be divided into three other categories based on structured data, i.e. regression algorithms, binary classifiers and multiclass classification algorithms on structured data.

Types of regression algorithms include Linear Regression (LiR), Random Forest (RF). LiR is used to predict the value of a continuous variable based on different input variables[35]. The RF algorithm builds multiple decision trees and combines their predictions to make the final prediction[36].

Types of binary classification algorithms include Logistic Regression (LoR), and Bernoulli Naïve Bayes (BNB). LoR is based on the sigmoid function to predict the probability of a linearly combined data sample of the input feature; the advantage of this algorithm is that it is simple and can explain the results[37]. Similar to LoR, BNB calculates the probability of each input feature, but it will conditionally consider each class based on the probabilities[38].

Types of multi-class classification algorithms on structured data include Support Vector Machine (SVM), Deep Neural Network (DNN), Long Short-Term Memory (LSTM), Gated Recurrent Unit (GRU), Bidirectional Recurrent Neural Network (BRNN), Recurrent Convolutional Neural Network (RCNN), Multinomial Naïve Bayes (MBN). In which SVM classifies data by finding the best boundary[39], DNN uses many hidden layers to learn complex features of data [40]. LSTM uses an artificial neural network to record and store previous information to predict outcomes[41]. GRU has similar characteristics to LSTM. Still, it uses fewer parameters[22], BRNN uses two symmetric neural networks to learn data features [43], RCNN combines recurrent neural network and convolutional neural network to process sequence data [44], MNB is also based on the assumptions of BNB but features independent and differentiated input Multinomial distribution on each class [45].

In general, each predictive model has its advantages and limitations, depending on the specific data set and intended use. However, these models are all predictive and can be applied to the dataset after vectorization using the TF-IDF technique.

IV. Evaluation

To evaluate the performance of the model, we use a confusion matrix which comprises four building blocks, namely True Positive (TP), True Negative (TN), False Positive (FP), and False Negative (FN).

TP and TN allude to situations where the forecasts are exact and negative. Positively false predictions are called FP, while negative false predictions are called FN. We use the confusion matrix to evaluate our model to generate additional
distinct metrics. Accuracy, Precision, Recall, and the F1 score are the precise metrics calculated using the formulas below.

1) **Accuracy**: Accuracy is one of the evaluating metrics and is informally interpreted in Eq. (4). It is the proportion of specifically classified shrimp diseases and the total number of shrimp diseases in the test set. The result shows how good the model works. The higher score of accuracy the more accurate our method is:

\[
Accuracy = \frac{\text{TruePositive} + \text{TrueNegative}}{\text{TotalPredictions}}
\]  

(4)

2) **Precision**: The proposition of classified disease (TP) and the ground truth (the sum of TP and FP) defines the precision. It calculates the percentage of accurately classified disease as Eq. (5).

\[
\text{Precision} = \frac{\text{TruePositive}}{\text{TruePositive} + \text{Falsepositive}}
\]  

(5)

3) **Recall**: The percentage of correctly classified disease among all diseases belonging to that class Eq. (6).

\[
\text{Recall} = \frac{\text{TruePositive}}{\text{TruePositive} + \text{FalseNegative}}
\]  

(6)

4) **F1-score**: The following Eq. (7) is used to calculate the metric: the symphonic average of precision and recall. F1-score will be in [0,1], as F1 score higher as better model is.

\[
F1 - \text{Score} = 2 \frac{\text{Precision} \cdot \text{Recall}}{\text{Precision} + \text{Recall}}
\]  

(7)

In this study, we used Micro avg: F1-score is calculated by considering all classes' total number of true positives, false negatives and false positives. This method is often used to measure the correct prediction ratio of the model over the entire dataset. This research belongs to the case of a multi-class classification problem with the condition that each sample belongs to only one class; test accuracy will be equal to the F1-score micro.

The confusion matrix shows and summarizes a better view of the performance of a classification algorithm. It evaluates the results of the classification problem by considering both the accuracy and generality of the prediction for each class. The accurate/false prediction is shown as a percentage of each class.

V. Result

This experiment is based on Intel(R) Core(TM) i5-10210U CPU @ 1.60GHz, RAM 8 Gbytes. In this research, we adopted machine learning and deep learning method in natural language processing to classify deceases of shrimps. The model's performance was evaluated using accuracy and F1-score micrometric on the validation and test dataset. The result is shown in Table II.

According to the Table II, it is found that:

- Machine learning method: SVM has the highest accuracy score on the validation data (0.83), while Random forest obtained the highest F1-score micro on the test data (0.96). This shows that SVM works for matching better while Random forest has better generalization.

- Deep learning: DNN has the highest accuracy score on both validation and test set. It is proved in Table II that DNN outperforms other models in shrimp classification. Other models, such as LSTM, GRU, BRNN, and RCNN, all have close results, with the micro F1-score ranging from 0.93 to 0.97.

Moreover, we used a confusion matrix for each algorithm and model to evaluate the confusion among shrimp diseases. Based on Fig. 6, the research found that the confusion of the models on acute hepatopancreatic necrosis, Filamentous bacteria, Infection with vibrio, Taura, and Vitamin C deficiency in shrimp, White feces, Yellow heads are quite low, while Plaque disease in shrimp confusion prediction obtained a high rate. The results prove that DNN is the most suitable model for shrimp disease classification.

<table>
<thead>
<tr>
<th>Methods</th>
<th>SVM</th>
<th>LoR</th>
<th>MNB</th>
<th>BNB</th>
<th>RF</th>
<th>DNN</th>
<th>LSTM</th>
<th>GRU</th>
<th>BRNN</th>
<th>RCNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Validation accuracy (without TF-IDF)</td>
<td>0.725</td>
<td>0.727</td>
<td>0.724</td>
<td>0.646</td>
<td>0.779</td>
<td>0.738</td>
<td>0.542</td>
<td>0.479</td>
<td>0.665</td>
<td>0.671</td>
</tr>
<tr>
<td>Validation accuracy (using TF-IDF)</td>
<td>0.825</td>
<td>0.800</td>
<td>0.725</td>
<td>0.763</td>
<td>0.788</td>
<td>0.838</td>
<td>0.575</td>
<td>0.575</td>
<td>0.788</td>
<td>0.750</td>
</tr>
<tr>
<td>F1-score micro (without TF-IDF)</td>
<td>0.896</td>
<td>0.858</td>
<td>0.808</td>
<td>0.704</td>
<td>0.917</td>
<td>0.971</td>
<td>0.779</td>
<td>0.742</td>
<td>0.854</td>
<td>0.842</td>
</tr>
<tr>
<td>F1-score micro (using TF-IDF)</td>
<td>0.963</td>
<td>0.908</td>
<td>0.821</td>
<td>0.767</td>
<td>0.975</td>
<td>0.971</td>
<td>0.929</td>
<td>0.950</td>
<td>0.967</td>
<td>0.971</td>
</tr>
</tbody>
</table>
VI. DISCUSSION

In this section, we will discuss the results obtained and the remaining limitations of the study. Based on the accuracy and validation accuracy results, the research finds that the test data set has a different distribution from the validation dataset and is more suitable for the model, leading to a difference in the error in the test data model. However, when comparing ML algorithms and DL models, the performance of DL is higher in this problem. This can be explained by the ability of DL models to learn complex and semantic features of expressions. DL models also have the advantage of dealing with unbalanced data so that minority classes can be correctly classified.

In machine learning algorithms, the algorithm with the highest results on the test set is RF. The algorithm can minimise overfitting and increase the diversity of decision trees. The SVM, LoR and NB algorithms are all based on linear classifier architecture. Although these algorithms are easy to implement, they are not suitable due to the nonlinearity of shrimp disease data.

Deep Neural Network gives the best results among deep learning models because of their ability to represent non-linear features of the data. However, this model is challenging to train and adjust parameters and does not use sequence information of disease expression description in shrimp. Thus may need to understand the significance of this model regarding contextual meaning. The models based on Recurrent Neural Network architecture (LSTM, GRU, BRNN and RCNN), although capable of using information about the sequence of expression, have problems of vanishing gradient or exploding gradient when training because of long-term dependence between time steps in the data series (if the link weights between steps are too small or too large, the gradient will disappear or explode when propagating back through the long sequence).
VII. CONCLUSION

This research classified shrimp diseases based on deep learning and machine learning methods. We preprocessed 1,037 samples of 12 prevalent shrimp diseases and divided them into three groups: training data, test sets, and validation sets. After training, the model is put through its paces on the validation and test sets. Compared to other models, the outcome demonstrates that DNN achieves the highest performance on this data.

This study applies the theoretical results of natural language processing (NLP) to analyze shrimp description and classify shrimp disease to enhance the productivity and
sustainability of aquaculture by providing timely and accurate diagnosis of shrimp diseases. Another motivation is to reduce the economic losses caused by shrimp diseases and increase the competitiveness of the shrimp industry. Furthermore, NLP can facilitate the prevention and treatment of shrimp diseases by offering instant services recommendation and early interventions. Additionally, NLP can advance the scientific knowledge and innovation in the field of NLP and its applications for aquaculture. However, this study still has some limitations that need to be overcome. First, the data size is relatively small and uneven across disease classes. This can affect the generalization ability of algorithms and models. Second, we only use TF-IDF as a feature extraction method for machine learning algorithms. TF-IDF is a simple and effective method, but it cannot represent the semantic meaning of the expression. Therefore, in the future, we will continue to collect more data to assess the methods on different datasets, and use other feature extraction methods, such as word2vec or BERT, to compare with TF-IDF.
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Abstract—In this article, we provide a MoveNET-based technique that we think may be used to detect violent actions. This strategy does not need high-computational technology, and it is able to put into action in a very short amount of time. Our method is comprised of two stages: first, the capture of features from photo sequences in order to evaluate body position; next, the application of an artificial neural network to activities classification in order to determine whether or not the picture frames include violent or hostile circumstances. A video aggression database consisting of 400 minutes of one individual's actions and 20 hours of videodata encompassing physical abuse, as well as 13 categories for distinguishing between the behaviors of the attacker and the victim, was created. In the end, the suggested approach was refined and validated by employing the collected dataset during the process. According to the findings, an accuracy rate of 98% was attained while attempting to detect aggressive behavior in video sequences. In addition, the findings indicate that the suggested technique is able to identify aggressive behavior and violent acts in a very short amount of time and is suitable for use in apps that take place in the real world.

Keywords—MoveNET; neural networks; skeleton; bullying; machine learning

I. INTRODUCTION

The purpose of this project is to scrutinize the problem of aggressive behavior and bullying in schools in order to propose the best possible solution. According to Olweus [1], school bullying is an unwanted aggressive behavior on the part of one or more other students that exposes a victim to negative actions repeatedly and over time. Negative actions can be carried out by physical contact, by words or in other ways, for instance, making faces and obscene gestures, or often ostracizing the victim from the common social community. Generally speaking, bullying may be identified by the three characteristics that are listed below: (1) It is violence-related behavior or purposeful "harm-doing," (2) it is activity that is carried out "repeatedly over time," and (3) it is behavior that occurs in an interpersonal relationship defined by a real or expected imbalance of power [2]. Scientific evidence suggests that bullying affects future mental health functioning of both victims of bullying and those who cause harm/bullying. Apart from physical aggression, bullying also includes psychological pressure, intimidation, rumor spreading, extortion, and mockery.

Aggression may take both direct and indirect forms when it comes to bullying. Direct types of bullying, consisting of an overt demonstration of physical power, can take the form of physical or verbal violence. The term "physical bullying" refers to any kind of physical attack, including in particular striking, shoving, kicking, choking, and any harmful action towards the victim. Bullying victims may be subjected to verbal harassment or intimidation when they are called names, threatened, taunted, teased maliciously, or psychologically intimidated by offensive language. Children may be bullied in a variety of ways, including stealing, vandalizing, making offensive looks or gestures, and making faces [3].

The National report “Factors influencing health and well-being of children and adolescents in Kazakhstan” published by the National Center for Public Health of the Ministry of Health of the Republic of Kazakhstan [4] provides results about health, social conditions and well-being of teenagers aged 11 to 15 years. The study is based on HBSC methodology, a WHO collaborative cross-national survey. The report contains information on social and health indicators that are related to the health and well-being of both children and adolescents. And bullying was defined as one of the risk factors affecting the health and well-being of children in this report.

According to the data published in the National report, 17% of teenagers aged 11 to 15 years were bullied at school one or more times per month. 20% of teenagers from the same age group were involved in bullying others at least once. This rate is higher among 11 and 13 year old boys compared to girls.

The goal of this research is to develop Artificial Intelligence (AI) Solutions in order to utilize them as a basis for designing a prototype of a software-hardware complex that can automatically detect cases of aggressive behavior and potential physical bullying in educational institutions.

The remainder of this paper is structured as follows: The next part discusses cutting-edge physical aggression detection, after which a problem statement is presented and described.
The goals and aims of the research are thoroughly explained in the third part. The human skeleton-based physical aggression detection approach is discussed in the fourth part of this article. The procedure of data collecting and the investigation's outcome are laid out in the fifth part of the report. In the sixth part, findings are discussed, and ongoing issues in the field of violence identification in videos are described. The report is brought to a close with the last part, which discusses the plans for and issues associated with physical bullying detection in video. The creation of an automatic and rapid physical aggression detection system in video security cameras based on human skeleton is the key objective of the work. The developed technique makes it possible to recognize violent events in the video without the need for highly processed hardware.

II. RELATED WORKS

The National Center for Educational Statistics (2019) showed that one in five students (20.2%) reported being bullied at school in numerous places, such as a hallway or stairway (43%), in the cafeteria (27%), outside on school grounds (22%), online / text (15%), in the bathroom or locker room (12%), on the school bus (8%) [5].

One of the first systematic studies to collect data on the nature and extent of violence in schools in Kazakhstan was conducted by the United Nations Children’s Fund (UNICEF) in 2013, which revealed that 66.2% of schoolchildren were exposed to school violence and discrimination, 63.3% were witnesses, 44.7% were victims, and 24.2% were perpetrators of violence and discrimination against other children in school. [6]

Video analysis is an area of AI and machine learning that has shown good results in recent years and is widely used. Bullying in its various forms poses a serious problem that a vast amount of schoolchildren faces. For various reasons, there are not many scientific investigations in the world which attempt to fix the negative consequences of bullying by means of video analysis. Among the few, slow development in this vector can be mentioned. There are some studies related to cyberbullying and depression detection on online user contents [7-9]. However, there is no evidence about such researches in the Republic of Kazakhstan. This substantiates the novelty of the proposed project.

The current level of development of AI methods for video analysis allows using them to process video footage from school cameras. However, there are not many researchers who study the effectiveness of using AI methods to reduce cases of bullying and its negative effects at school. According to this project, video analysis using AI methods will enable early detection of aggressive behavior. Consequently, the early detection of such cases will facilitate the work of school psychologists in terms of early warning of bullying.

A distinctive feature of this project is its interdisciplinarity: new proposed solutions of AI will push the boundaries of bullying studies to a social phenomenon. The collected data will be used to conduct a psychological study on the effect of bullying on the psychological and emotional health of schoolchildren. The combined use of AI methods and psychology will provide the results that may find application in those areas of life where video analysis is needed.

Using neural network technologies will allow for the intelligent video footage processing in order to assess human behavior and determine aggressive actions.

In the proposed study, software models of artificial intelligence will be trained on the basis of LGD-3D architecture, a two-stream I3D structure. A recent study examined the problem of recognizing aggressive actions based on RGB video data, the I3D architecture showed better results compared to C3D and R3D in all respects.

For video classification, a method based on a neural network with deep convolutional graphs (DCGN) will be used. According to the results of research, this method is superior to alternative ones, such as LTSM and GRU.

The categorization of activities, in addition to the categorization of facial expressions, is an active topic of study that is, nonetheless, fairly difficult. Large variations in action performance brought on by differences in individual’s anatomy, as well as temporal and spatial variations (including differences in the pace at which people do actions), are some of the issues that are linked with the categorization of actions [10]. It might be difficult to tell the difference between activities that are just part of the game (such wrestling or hurling things at each other), and those that constitute bullying. Either adjusting the system to disregard activities that are related to typical children's games or integrating numerous algorithms might be the answer to this issue (for example, a combination of the classification of emotions and actions).

In recent years, researchers have raised concerns about physical bullying detection [11-13]. Previous researches [11] used the transfer learning approach on the identification of violent conduct. The authors developed a violence detector that was based on transfer learning and tested it using three different datasets. They had an accuracy rate of 80.90 percent on average when it came to identifying violent content (from a video that was obtained from YouTube). Next study [12] investigated the use of information about irregular mobility to identify violent behavior in surveillance cameras. By using of the Motion Co-occurrence Feature, the authors were able to conduct an analysis on the properties of the motion vectors that were produced in the vicinity of the item (MCF). They utilised the CAVIAR database, but, however, the research did not provide any numerical results about the accuracy on average.

The National Autonomous University of Mexico conducted a study using a systematic observation strategy called SDIS-GSEQ [14-15] to describe the behavioral patterns in children who were identified by the program as "victims" and their changes. The purpose of the study was to investigate the effects of the program on these children.

III. PROBLEM STATEMENT

The purpose of this research is to provide a method for rapid identification of violent incidents captured by video security cameras. The scientific contribution made by this study is the invention of a system for the rapid identification of violent behavior. The objective was accomplished by training a
neural network using a tracking by detection method like MoveNet retrieved points from human skeletons. The following goals need to be completed in order to succeed in this endeavor: a) Development of a Video Dataset with aggressive behaviour scenes; b) Extract human skeleton points using MoveNet; c) Train the neural network applying the extracted points d) Evaluate the trained neural network.

IV. DATA

The problem of identifying violent and aggressive conduct may be broken down into a variety of more specific subtasks. Fig. 1 presents the research process as a flowchart for a reference. The flowchart for the study project is divided into its primary components, which are feature extraction, data collection, and classification problem. The section on data characteristics is where the pattern parameters of the perpetrator are defined. The portion responsible for data collection assures the availability of relevant video data, marks up videos according to classifications, stores them in .json format, and trims the marked video sequences that include violent situations in order to produce a dataset. In this section, we present all kinds of data operations from collection to the preparation for neural network training.

A. Data Collection

The first step is to determine the various categories of information that need to be compiled. We came up with different distinct categories of traits to differentiate a victim from an aggressor. These traits may be categorized as either passive or active. In the beginning, we determined their characteristics based on the predetermined classifiers. These characteristics are the ones that should be assessed during the process of data collection. Afterwards, the characteristics of the victim and the aggressive behavior were broken down into 13 different groups.

When searching for video materials that are available for free access on the internet, we applied a variety of search phrases, including "aggression," "physical aggression," "violence," "bullying," "fight," "group fight," and others. After gathering them, the next step was to assign appropriate classes to the spatiotemporal segments included within the videos, and the information about their labeling was saved in the *.json file format. To accomplish this task, we used VGG Image Annotator. Following the completion of the tagging, each of the movies was clipped, and then they were arranged into classes.

B. Dataset

The initial step of our investigation consisted of collecting footage of acts of violence committed by a single individual. There are thirteen categories of violent acts that have been categorized. As a result, there were a total of 80 classifications that were found to belong to either an offender or a victim over the course of the inquiry. In order to put the training model into practice, we needed to determine the activities of a single individual. For such purpose, we broke the project down into 13 courses that each only needs one person to complete. Table I provides an illustration of the thirteen courses that were used in the training of the model. In the course of our research, we developed our very own dataset, which is made up of the thirteen categories that were previously established. The dataset was used for both training and testing of the model that we have suggested. After that, it was put to the test by making use of free datasets of footage of violent acts.

The information shown in Fig. 2 pertains to the videos that were gathered. Videos are gathered in three different formats. Statistical information on the various kinds of video data files that were collected may be seen in Fig. 2(a). The dissemination of video sequences is shown in Fig. 2(b). It was determined that a total of 2,093 short videos illustrating incidents of physical bullying and aggressive behavior should be collected. Approximately 20 hours were spent gathering all of the video data. The following is a list of the file formats that were used to gather the data on the videos:

- video in. mp4 format: 2 017 files;
- video in. mov format: 44 files;
- video in. wmv format: 32 files.

<table>
<thead>
<tr>
<th>TABLE I. COMPARISON OF THE OBTAINED RESULTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class id</td>
</tr>
<tr>
<td>----------</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>9</td>
</tr>
<tr>
<td>10</td>
</tr>
<tr>
<td>11</td>
</tr>
<tr>
<td>12</td>
</tr>
</tbody>
</table>

Throughout the collected data, we also recorded videos of a single person committing physical aggression actions. Additional films are necessary for the first stages of the neural network training. The whole of the brand new video content clocks in at close to four hundred minutes. There are two distinct categories of violent videos, each of which is defined by its intended purpose. The first category of videos depicts acts of violence in crowded places. The second category deals with secluded violence, which can take place between just two people in uncrowded scene and typically involves one.
participant acting as a bullier and the other participant acting as a victim.

![Image](a) Video files classified by formats

![Image](b) Collected video files by types

Fig. 2. Collected dataset of videos.

V. MATERIALS AND METHODS

A. The Proposed Approach

In the next paragraphs, we will discuss our methodology, which is known as the tracking by detection. The suggested system's general design is shown in Fig. 3, which may be seen below. The system may be broken down into three different subproblems. In the first step of this process, we approximate the human stance on each image sequence by applying the MoveNet model to the input image sequence. In the second step, we take each frame and retrieve important points as vectors. MoveNet provides a total of 17 important locations for each frame. As a direct result of this, we are able to generate vectors that include 34 individual components. In the subsequent phase, we combine all of the k vectors into a single vector before passing it on to the step that deals with features extraction and activity identification. In the last step, known as stage three, we train a neural network to solve tasks related to action recognition. There are two different kinds of algorithms for determining the location of a human skeleton based on RGB images: top-down and bottom-up. The first ones will trigger a human detector and examine body joints in boundary boxes that have already been determined. Top-down methods include the ones described in MoveNet [22], HourglassNet [23], and Hornet [24]. There are a few other bottom-up algorithms, such as Open space [25] and PifPaf [26].

![Image](c) Flowchart of the study.

We carried out our training using a strategy known as the skeleton approach. The described approach has the potential to reduce the costs associated with processing. A MoveNet based neural network is employed in order to create an accurate appraisal of the figure of either the perpetrator or the victim. Using a MoveNet that has already been pre-trained, a function extraction has the ability to transfer the data obtained in the input space to the target domain. The output of MoveNet represents the human skeleton with 17 primary body points together with their positions and the confidences associated with those sites. There are 17 vital points on the body, including the nose, eyes, ears, shoulders, elbows, wrists, thighs, knees, and ankles. Fig. 4 depicts an instance of 17 key points that MoveNet might obtain and use to train the neural network. These points are applied to the network. The x and y coordinates of the important points are what are used to represent them in the two-dimensional coordinate space.

The following formula illustrates one possible approach to depict the human body:

\[
r_b(x_i; \theta),
\]

Where \( \theta \) is neural network parameters, and \( x_i \) is training samples. The representation of the human body \( r_b(x_i; \theta) \) is classified using a layer of fully linked neural networks that have been installed.

It is possible to train the extra neural network by lowering the category cross-entropy loss. This must be done before the network is normalized by the "Softmax" layer. Fig. 5 presents an overview of the architecture of the MoveNet based ANN. In the first step, human activity frames are sent into MoveNet so that crucial points may be extracted. Afterwards, the coordinates of skeleton points are shown and used to represent
them in the feature space. In the final step, the human skeleton’s essential points are used to train the network.

\[
\text{recall} = \frac{TP}{TP + FN},
\]

(3)

\[
F1 = \frac{2 \cdot \text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}},
\]

(4)

\[
\text{accuracy} = \frac{TP + TN}{TP + FN + TN + FP},
\]

(5)

We employed a technique called weight-averaging to combine the metrics that were generated for each class into a single variable. This variable weights the values based on the proportion of the class that they represent. In order to validate the prediction models, we resorted to the tried-and-true train/test split. The data set was separated into eighty and twenty percent halves.

VI. EXPERIMENTAL RESULTS

In this part, we provide the research results into the categories of data collecting, feature extraction, and the identification of violent behavior. First subsection depicts human skeleton points’ extraction findings; second portion exhibits violent activities detection results. At the conclusion of the second subsection, we compare the achieved findings with the study results that are now considered cutting edge. The research outcome is discussed with the use of evaluation metrics such as confusion matrices, model accuracy, precision, recall, and F1-score.

A. MoveNet-based Keypoints Detection

In this part of the article, we retrieved points of the human skeleton from the video sequence. The PoseNET model was used to determine the 17 most important locations. Fig. 6 is a demonstration of human skeletal points that have been retrieved from a live video frame. The extraction of human essential points was performed in a time span of every using a frame as a shot. Due to the rapid nature of the changes that occur in a video feed, the relative positions of the combatants may be immediately adjusted in the event of a conflict. As a direct consequence, there may be many sequenced classes for each participant in the fight. Therefore, the ability to make fast decisions is essential for the identification of violence in videos.
B. Detection of Violent Actions

Throughout the entire period of our experiment, we worked on developing and testing a neural network for violence detection. In order to train the neural network, the MoveNet architecture was applied. Out of the tagged video data, we used it to choose 13 classes for which we then captured further video data. When it came to recognizing aggressive behavior, the constructed action recognition model based on the gathered data performed very well.

The results of the evaluation of the suggested model are shown in Fig. 7. Fig. 7(a) depicts the validation and testing accuracy of the system for the identification of physical bullying throughout the course of eight training epochs. According to the data, the accuracy reaches 98 percent after 8 training epochs have been completed. The values of the neural network loss function are shown in Fig. 7(b) during the course of eight training epochs. According to the data, the amount of validation that is lost is very little even during the beginning stages of the training process.

Fig. 8 depicts the evaluation of the outcomes of classification for a total of 13 different classes. As it can be seen from the graph, every one of the criteria for the evaluation is of an exceptionally high standard. For instance, the accuracy can range anywhere from 0.92 to 0.98, the recall can go anywhere from 0.89 to 1.0, and the F-measure may go anywhere from 0.92 to 0.99. The confusion matrix for the 13 various categories of aggressive behavior are shown in Fig. 9. According to the confusion matrix, the rate of categorization is quite high, and there is a slight misunderstanding between the classifications.

Fig. 10 illustrates how the proposed framework may be used in a scenario including group fight. In the end, we identify each person’s behavior, categorize them, and decide in real time whether they are an aggressor or a victim based on their location, kind of action, and whether they are the bully or the victim. This kind of display of the findings may be helpful for video operators, as it enables them to identify fighting and other forms of physical bullying in real time and to swiftly recognize the attacker and the sufferer in both busy and uncrowded scenes of violence.
Table II draws a comparison between the acquired results and the most recent study findings. We analyzed the numerous studies on the detection of physical aggression in the context of three primary assessment criteria: precision, recall, and F-measure. However, the recall and F-score assessment criteria are not used in the majority of the investigations. In situations like this, the Accuracy metric is the most important assessment measure to use when comparing the overall performance of the many recommended methods. In addition, the majority of studies do not include the amount of time spent processing their methods since doing so would be difficult due to disparities in the datasets used and the capabilities of the computer equipment.

### TABLE II. COMPARISON OF THE ACHIEVED RESULTS WITH THE OTHER STUDIES

<table>
<thead>
<tr>
<th>Study</th>
<th>Approach</th>
<th>Precision</th>
<th>Recall</th>
<th>F-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>The proposed approach</td>
<td>MoveNet based physical bullying detection</td>
<td>0.94</td>
<td>0.93</td>
<td>0.93</td>
</tr>
<tr>
<td>Feni et. al., 2019,</td>
<td>Bidirectional LSTM</td>
<td>0.94</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Senst et. al., 2017,</td>
<td>Scale-Sensitive Video-Level Representation</td>
<td>0.91-0.94</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Zhang et. al., 2016,</td>
<td>Linear SVM</td>
<td>0.82-0.89</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Sharma &amp; Baghel,</td>
<td>ResNet-50 and ConvLSTM</td>
<td>0.924</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Cheng et. al., 2020</td>
<td>Flow Gated Network</td>
<td>0.8725</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Carneiro et. al.,</td>
<td>CNN-LSTM based model</td>
<td>0.7335</td>
<td>0.7690</td>
<td>0.7401</td>
</tr>
<tr>
<td>AlDahoul et. al.,</td>
<td>Multi-Stream CNN</td>
<td>0.8910</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Deepak et. al., 2020</td>
<td>Gradients based violence detection</td>
<td>0.91</td>
<td>0.88</td>
<td>0.88</td>
</tr>
</tbody>
</table>

The findings demonstrate that the suggested method is capable of being used in real-world implementations for the identification of violent behavior by means of security camera footage. The suggested method is more rapid than the model that relies just on pictures due to the use of skeleton points during the training and testing of the neural network. In addition, the developed system will be useful in a variety of settings, including educational institutions and other locations that have video security cameras installed.

### VII. CONCLUSION

This study established a physical violence detection based on MoveNet model, which can be employed in real-time and does not need highly processing hardware. The following is the primary benefit offered by the system that has been suggested. To begin with, it is not necessary to provide the system on a regular basis with huge amounts of video footage and photos. Our proposed technology is able to complete tasks more quickly than other systems on the market since it is based on the MoveNet key points of the human skeleton. In this particular instance, this characteristic enables the suggested system to be used for applications that take place in real time and in the actual environment.

The proposed study aims to develop methods for the rapid and accurate identification of violent acts in real time by using video security cameras. In order to accomplish this objective, we would like to provide the following three proposals: Determine the different sorts of violent acts that are shown in a video stream that include both of these categories of violent acts. The first section of the data set consists of the aggressive behavior of a single individual that extends over the course of more than 400 hours. The violent acts committed by a single individual were separated into 13 categories, and the films that were included in the dataset were recorded from a variety of perspectives and acquired using a variety of tools. The second section of the dataset consists of violent acts committed in crowded scenes. The neural network is trained using violent behaviors performed by a single individual, while the suggested system is tested using violent actions performed by a group of bullies.

In order to save time, we employed the MoveNet model to extract skeleton points in order to retrieve an artificial neural network using skeleton key points rather than high-volume video. Using a time interval of one second, skeleton points were retrieved from each frame of the movie. Since human key points are being used, there is no need to load an extremely large number of video frames or photos. The findings of the experiment demonstrate an accuracy of between 95 and 99 percent in the identification of violence based on video; consequently, it is safe to assume that the suggested method is suitable for usage in real-world settings.
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Abstract—In order to meet the business requirements of different applications in heterogeneous, random, and time-varying mobile network environments, the design of a reliable transmission mechanism is the core problem of the mobile Internet of vehicles. The current research is mainly based on the computing power support of roadside units, and large delays and high costs are significant defects that are difficult to overcome. In order to overcome this deficiency, this paper integrates edge computing to design task unloading and routing protocol for the reliable transmission mechanism of mobile Internet of vehicles. Firstly, combined with edge computing technology, a mobile-aware edge task unloading mechanism in a vehicle environment is designed to improve resource utilization efficiency and strengthen network edge computing capacity so as to provide computing support for upper service applications; Secondly, with the support of computing power of edge task unloading mechanism, connectivity aware and delay oriented edge node routing protocol in-vehicle environment is constructed to realize reliable communication between vehicles. The main characteristics of this research are as follows: firstly, edge computing technology is introduced to provide distributed computing power, and reliable transmission routing is designed based on vehicle-to-vehicle network topology, which has prominent cost advantages and application value. Secondly, the reliability of transmission is improved through a variety of innovative technical designs, including taking the two hop range nodes as the service set search to reduce the amount of system calculation, fully considering the link connectivity state, and comprehensively using real-time and historical link data to establish the backbone link. This paper constructs measurement indicators based on delay and mobility as key elements of the computing offloading mechanism. The offloading decision is made through weighted calculation of delay estimation and computing cost, and a reasonable computing model is designed. The experimental simulation shows that the average task execution time under this model is 65.4% shorter than that of local computing, 18.4% shorter than that of cloud computing, and the routing coverage is about 6% higher than that of local computing when there are less than 60 nodes. These research and experimental results fully demonstrate that the mobile Internet of vehicles based on edge computing has good reliable transmission characteristics.
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I. INTRODUCTION

Vehicular ad hoc networks (VANETs) are the basic networking mode of mobile Internet of vehicles. It mainly relies on a vehicle-to-vehicle (V2V) and vehicle-to-roadside unit (V2R) to provide a variety of data transmission and information interaction services [1]. The concept of Internet of Vehicles is extended from the Internet of Things. With the rapid development of Internet of Things technology and applications, especially the significant progress of sensing technology in the perception layer of the Internet of Things, it provides real-time perception and feedback of operating vehicle and road condition information, providing an essential big data foundation for the research and application of the Internet of Vehicles.

Unlike traditional networks, the mobile Internet of vehicles has unique internal characteristics regarding the network environment, node mobility, channel characteristics, computing power, cache space, and energy constraints. In particular, the dynamic change of topology leads to frequent network segmentation, which is difficult to ensure the end-to-end connected link; In addition, the massive data of diversified new applications have great pressure on the response delay and network load, which poses a severe challenge to the computing power of car coupling network [2]. Therefore, studying the characteristics of mobile vehicle networks and building a reliable transmission mechanism is the core problem to be solved urgently.

Currently, the research and application of reliable transmission mechanisms of mobile vehicle networks far lag behind the industrial technology demand, which does not match the current development of mobile vehicle networking. On the other hand, the research of introducing edge computing into a reliable transmission of mobile Internet of vehicles has been widely concerned and applied. The overall research status in this field is briefly described below.

As early as 2009, the United States released the intelligent transportation strategic research plan. In 2016, China released the development plan for the innovation of the mobile Internet of vehicles, focusing on the deployment and promotion of common key technologies, standards, infrastructure construction, platform experimental verification, application, and promotion, and successively launched a series of standards and specifications for the mobile Internet of vehicles industry, including Tencent, Alibaba, and Baidu has also established corresponding cooperation with various car enterprises. International academic circles, such as IEEE, have founded IEEE Transactions on vehicular technology and other top journals, bringing together important innovative research
achievements in the world. Although the research on the reliable transmission of the mobile Internet of vehicles has made great progress, considering the scale of the mobile vehicle network, the rapid movement of vehicles, and the complex channel environment, ensuring the reliable transmission of information is still a very challenging problem [3][4].

Firstly, the location-based routing mechanism is a widely used key technology to solve data transmission. However, the existing related work still has corresponding limitations in node mobility characterization, routing index modeling, and relay node selection. It is mainly reflected in the following:

1) The vehicle network's scale, complexity, and dynamics are not fully considered. The existing routing mechanism is often applicable to local or single network form, resulting in the algorithm falling into optimal local solution and difficulty in adapting to the dynamic changes of mobile vehicle network effectively;

2) Rely on historical traffic information to quickly find routes in sparse scenarios and alleviate the occurrence of local optima while ignoring the positive role of real-time link information in assisting data transmission and avoiding collisions in congested flow scenarios.

Secondly, the effective calculation of data plays a great role in strengthening the performance of vehicle communication, and the calculation of massive data brings great pressure on the network bandwidth. By sinking the cloud computing function to the user side, edge computing will greatly reduce the network load and network delay; the current research work has the following deficiencies:

1) Most of the existing computing unloading mechanisms rely on the assistance of roadside unit RSU and fail to fully explore a large number of idle intelligent vehicle resources to improve the edge performance of the network;

2) Although some edge computing designs consider the impact of intermittent connection caused by vehicle movement on computing unloading, they do not make full use of the service opportunities created by vehicle movement, ignoring that service vehicles far away (vehicles providing computing services) still have the opportunity to enter the communication range of task vehicles (vehicles requiring data computing) and participate in task computing.

To sum up, it is an important research and application direction of the current mobile vehicle networking to effectively combine data communication with calculation to provide computational support for the routing and distribution of mobile vehicle network data with the formulation of calculation unloading decisions [5] and to achieve the reliable transmission of mobile vehicle network data.

The rest of this paper will be organized as follows: Section II gives research contribution of this paper, Section III presents design of edge task unloading mechanism, Section IV elucidates edge routing design. Section V concludes the paper.

II. RESEARCH CONTRIBUTION OF THIS PAPER

It is estimated that the scale of the Internet of vehicles industry will reach 200 billion yuan in 2025. Benefiting from the development of new generation communication technology, the mobile Internet of vehicles has strong ubiquitous interconnection ability, intelligent processing ability, and big data processing ability. It organically connects the traffic elements of the on-board network, including people, vehicles, roads, and clouds, breaks through the limitations of single-vehicle information perception and processing, and achieves the purpose of strengthening safety, improving efficiency, improving the environment and saving energy. It has become the core field of scientific and technological innovation and industrial development in the world, and has spawned a series of new technologies, new products, and new services.

Firstly, in terms of the outstanding feature of the dynamic topology of the mobile Internet of vehicles, different from the traditional wireless mobile network, the rapid movement of vehicle nodes is easy to cause the interruption of transmission links and affects the successful reception of information. Urban buildings, obstacles, and random channel environments exacerbate signal transmission instability, making the traditional network transmission mechanism difficult to work in the environment of the Internet of vehicles. Because the traditional network data transmission protocol is difficult to adapt to the frequent changes of topology and high-speed movement of nodes in the vehicle environment and is limited by the communication range of vehicles and the scale of vehicle network, in the design of multi-hop information transmission mechanism widely used in the industry, path selection and relay node selection are two key problems. This paper constructs a delay model based on the distribution and motion characteristics of road nodes, and weights the calculation of delay and computational cost for the next hop forwarding node's routing selection. The experiment shows that the coverage can be improved by 6% in sparse scenarios.

Secondly, in terms of the outstanding characteristics of the massive data of the mobile Internet of vehicles, the endless on-board applications pose a severe challenge to the computing power of the mobile Internet of vehicles, especially the new services promoted by communication technology and equipment manufacturing, such as augmented reality (AR) and automatic driving. A single vehicle with limited resources cannot meet the computing requirements of the above services. The on-board network based on cloud computing can improve service performance by integrating communication and computing resources, but it will lead to unpredictable delays. Therefore, this paper introduces vehicular edge computing (VEC). By taking delay and mobility as the key elements of the measurement indicators to build the measurement indicators of an effective calculation unloading mechanism, a weighted calculation model based on weight is designed, and experimental data validation is carried out to make up for the shortcomings of local computing and cloud computing.
In short, the mobile Internet of vehicles is the key technical means to realize the smart city and intelligent transportation. In view of the prominent characteristics and application challenges of its lack of dynamic topology and computing power, this paper designs a reliable transmission mechanism for the mobile Internet of vehicles driven by edge computing, which provides a certain reference value for scientific research and application.

III. DESIGN OF EDGE TASK UNLOADING MECHANISM

Most current research relies on roadside service units with rich computing and storage resources or integrates multiple edge servers to calculate vehicle unloading tasks. However, deploying edge servers in all sections will bring huge economic costs. The ideal way is to upload the computing tasks of task vehicles to multiple service vehicles. The service vehicle executes each subtask and feeds back the results to the task vehicle [6]. After receiving all the calculation results, the task vehicle starts to run the application. Therefore, from the perspective of vehicle unloading mechanism research, this paper integrates the parked idle vehicle resources to provide edge computing power and overcomes the defect that the influence of vehicle mobility on the unloading decision is not fully considered in the existing unloading mechanism. In the design of the unloading mechanism, the core measurement indicators introduced include response delay (including local processing time, data upload time, processing time, and feedback time), incentive mechanism (encouraging vehicles participating in task computing to overcome the selfishness of nodes), mobility (establishing a mobile model to predict and evaluate the effective link time of vehicles).

A. Search and Optimization of Service Vehicles

By adding its computing resource information to the beacon, the service vehicle indicates its availability to the surrounding vehicle nodes and brings the one-hop and two-hop vehicles relative to the task vehicle into the search range (Fig. 1). It is necessary to study and design the construction method of the service vehicle group according to distance, moving direction, speed, and angle, and optimize and model the service vehicle group by using the result measurement index of throughput according to time delay [7].

Vehicles exchange speed and position information with each other through periodic broadcast beacons. Service vehicles can indicate their availability to surrounding vehicles by adding their computing resource information to the transmitted beacon information[8]. When a task vehicle needs to process a task, it can find the service vehicle that can be used to participate in the calculation and unloading by listening to the beacon information from the surrounding nodes.

1) One-hop service vehicles: For a task vehicle, the vehicles within its one-hop range are called one-hop vehicles, which are candidate service vehicles. This is because the task vehicle can directly communicate with vehicles within one hop, which provides favorable conditions for task unloading in the workshop. When both vehicle 2 and vehicle 3 are within the communication range of vehicle 1, vehicle 1 can unload tasks to vehicle 2 and vehicle 3 directly through workshop communication to seek assistance.

2) Two-hop service vehicles: Vehicles within the two-hop range of mission vehicles are potential service vehicles, such as vehicle 4 and vehicle 5, which are called two-hop service vehicles. Due to the limitation of communication range, although the two-hop vehicle cannot directly communicate with the task vehicle, with the help of vehicle mobility, the two-hop vehicle has the opportunity to travel within the communication range of the task vehicle so that it can serve the task vehicle. In the initial stage, although the task vehicle. Such as, vehicle 1 cannot directly communicate with its two-hop vehicle, but it can indirectly obtain the speed, location, computing resources, and other information of the two-hop vehicle through the relay of one-hop vehicles, such as vehicle 2 and vehicle 3. Based on the obtained information, the task vehicle can judge whether the two-hop vehicle meets the conditions of task unloading. If a two-hop vehicle is selected as a service vehicle to assist the task vehicle in processing the task, it first needs to obtain the task of unloading the task vehicle through the relay of the one-hop vehicle [9]. After the selected two-hop vehicle completes the assigned task, once it enters the communication range of the task vehicle, it will feed back the result to the task vehicle.

3) Service collection optimization: We introduce the concept of expected throughput (ET), the expected value of throughput between vehicle user nodes and sink nodes during road movement. ET comprehensively considers the average level of throughput within the physical coverage of sink nodes, which can be used to measure the effectiveness of service integration scheme optimization [10].

The expected throughput parameter can help design performance test scenarios. Based on the estimated throughput data, it can correspond to the frequency and number of transactions in the test scenario. After the test is completed, it can measure whether the algorithm achieves the expected goal according to the actual throughput.

If \( P_i \) is set as the actual link throughput when \( T(x) \) is equal to \( T_i \), the corresponding probability can be seen from the concept of ET:

\[
ET = \sum_{i=1}^{N} P_i T_i
\]  

(1)

To get the value of ET, we need to solve each \( P_t \) first. Let \( L \) be the distance between the sink node and the vehicle user node, and \( T(x) \) represents the throughput of the actual link. According to the knowledge of probability theory, the corresponding probability when \( T(x) \) is equal to \( T_i \) is:

\[
P_i = P(l_i < L < l_{i+1}), i=1,2,...,N-1; \quad (2)
\]
According to the research results of reference [11], the specific form of the Formula (2) and (3) can be expressed as (4) and (5):

\[
P_i(\frac{1}{2}) = \frac{(1+2lna)(a_0^2-a_1^2)}{a^2} + \frac{2a_1lna_1-2a_0^2lna_0}{a^2} + \frac{2a_2lna_2-2a_1^2lna_1}{a^2}
\]

According to the respective states of the two vehicles, we can use the connectivity time of the two vehicles to describe the connectivity of the link.

B. Modeling and Analysis of Link Connectivity

The connectivity time between vehicle nodes is used to describe the connectivity of links, which represents the duration of effective links when the workshop distance is less than the vehicle communication range. It is necessary to study and design the network connectivity model under the relative position of one hop or two hops, opposite or reverse driving, to provide a basis for selecting service vehicles for task unloading [12].

For vehicles A and B, if the workshop distance between them is less than the communication range of the vehicle, there is an effective link between the two vehicles. Therefore, we can use the connectivity time of the workshop to describe the connectivity of the link.

Suppose \((x_A, y_A)\) and \((x_B, y_B)\) are their respective coordinates, and \(V_A\) and \(V_B\) are their respective velocities. At the same time, \(D_{AB}\) is defined as the initial distance between two vehicles:

\[
D_{AB} = (x_B - x_A)
\]

According to the respective states of the two vehicles, we can calculate the connectivity time between the two vehicles through the following two cases.

1) Driving in the same direction: If \(V_A > V_B\), the direct connection time between the two vehicles can be expressed as:

\[
T_{life} = \frac{R+D_{AB}}{|V_B-V_A|}
\]

Where R is the communication radius of the two vehicles.

2) Driving in different directions: When two vehicles are driving in opposite directions, the connection time of the two vehicles can be expressed as:

\[
T_{life} = \frac{R-D_{AB}}{|V_B-V_A|}
\]

Otherwise, the connection time of the two vehicles can be expressed as follows:

\[
T_{life} = \frac{D_{AB}+\sqrt{R^2-(y_A-y_B)^2}}{V_B+V_A}
\]

C. Edge Unloading Algorithm

It is defined here that edge service vehicles have different computing power, and the computing power of edge service vehicles is expressed by \(C_e\). The vehicle generates a calculation task \(T_A\) at A:

\[
T_A = (D_{in}, D_{out}, C_{comp}, T_{max})
\]

where \(D_{in}\) represents the data amount of the task, \(D_{out}\) represents the output amount of the result, \(C_{comp}\) represents the calculation amount of the task, and \(T_{max}\) represents the maximum completion time that the task can tolerate.

1) Upload phase: We use t to represent the period when the number of hops does not change, which is determined by the vehicle’s movement. In a period t, the equivalent bandwidth BW does not change, so in a period \(\tau_x\), the amount of uploaded data \(D_{upx} = \tau_x \times BW_x\). We assume that at a time \(t_i\), the number of hops changes \(n\) times. When the first \((n-1)\) change is completed, it is \(t_j\).

\[
\sum_{i=0}^{n-1} D_{upx} + (i-j) BW_n = D_{in}
\]

When the above formula is satisfied, the task upload is completed, and the whole-time span \(T_D\) is recorded as the upload time of the task.

2) Calculation stage: Take the calculation unloading of the task once, that is, switching from task vehicle A to service vehicle B as an example. Here, \(E_A\) represents the computing power of vehicle A and \(E_B\) represents the computing power of vehicle B.

Then the task calculation time \(T_C\) is:

\[
T_C = \frac{C}{E_A}
\]

The download time of the calculation result is:

\[
T_D = \frac{D_{out}}{BW_A}
\]

Where \(BW_A\) represents the equivalent bandwidth of the result downloaded from task vehicle A to service vehicle B.

Then the task completion time is:

\[
T_{comp} = T_C + T_D
\]

3) Download phase: The principle is the same as that of the upload stage, so in a certain period \(\tau_x\), the amount of downloaded data \(D_{Dx} = t_x \times BW_x\). We assume a time \(t_1\), when the number of hops changes \(n\) times, and the time when the \((n-1)\)st change is completed is \(t_2\).

\[
\sum_{x=0}^{n-1} D_{Dx} + (t_1-t_2) BW_n = D_{out}
\]

When the above formula is satisfied, the task upload is completed, and the whole-time span \(T_D\) is recorded as the download time of the task.
To optimize the completion time of tasks in unloading, the problem optimization model is as follows:

$$\text{Min} [T_d + T_c + T_p]$$

(17)

D. Edge Unloading Simulation

The statistical data of this experiment is obtained from five groups of simulation experiments based on six vehicle nodes. Under the constraints of the same amount of task calculation, compare the simulation results of the average task execution time and average task completion time of the 2-hop experimental scenario, and keep two decimal places for all parameters.

It can be seen from the Fig. 2 that in terms of average task execution time, the execution time of tasks under the edge unloading calculation mode is the shortest, which is 62.38 seconds, and compared with the average task execution time calculated by itself of 179.4 seconds, it is shortened by 65.4%; The execution time in the cloud is 76.46 seconds, which is 57% shorter than the vehicle's own calculation. This is because once the task is generated, the calculation amount is a fixed value, sorted according to the calculation power: edge > cloud > itself.

The experimental results show that when only the task execution time is considered, the task will not be calculated locally and should be unloaded to the edge node with strong computing power. It can be seen that the execution time and communication time of the generated tasks need to be considered. When the tasks in the cloud are executed and coordinated, although the cloud has rich computing resources, if a large number of tasks are uploaded to the cloud for execution, it is bound to increase the burden on the cloud in the core network.

IV. EDGE ROUTING DESIGN

It is designed to build a delay model based on road section nodes' distribution and movement characteristics. Combined with the connectivity model established in the previous discussion, it is necessary to introduce the road section (as shown in Fig. 3) evaluation mechanism for the evaluation of road weight and then establish a backbone link composed of a series of intersection edge nodes and in road edge nodes for all roads. The intersection edge node is responsible for calculating and distributing the road weight, while the inner edge node is used for transmitting information [13]. The optimal path selection algorithm is designed according to the road weight. According to the complexity, the node can calculate the route itself or through task unloading to avoid local optimization and data congestion.

A. Algorithm Framework

V2V communication mostly adopts two specific data packet formats, including cooperative sensing messages. It is mainly used to periodically broadcast vehicle information and distributed environment notification message [14][15]. It is based on event triggers and is mostly used for vehicle safety alarms and emergency notifications. The cooperative sensing message can periodically broadcast application requests and network transport layer requirements (network heartbeat) according to the specified broadcast frequency. Its broadcast frequency is determined by the communication management entity based on the application scenario and network status. By analyzing the received data packet, the vehicle node can obtain other vehicle information within its driving range so as to obtain the network topology information and vehicle node information in this area, including vehicle position, direction, speed, stability, i.e., acceleration and destination, etc.

The broadcast of security alarm messages and other burst service information is mostly sent through data packets. It has the highest access priority and simple Dayton format design and can flexibly transmit various business applications [16]. The data format of the emergency message mainly consists of starting characters, identification code, data unit, and check code, with a total length of 25 bytes.

This routing mechanism design applies the advantages of real-time traffic estimation in vehicle and road condition information prediction to the broadcast routing protocol, fully considers the relevant factors affecting vehicle communication, is committed to maintaining the improvement of the overall performance of the network, and designs a comprehensive weighted multi-hop broadcast routing algorithm based on real-time traffic estimation.

The design idea of the algorithm can be summarized as follows: firstly, the real-time traffic estimation algorithm with excellent performance is used to accurately predict the target road condition and vehicle behavior, including the vehicle density, vehicle speed, vehicle geographical location and destination of the road section; Secondly, the target vehicle uses the relevant information obtained from real-time traffic estimation to design a comprehensive weighting algorithm, which maps the network topology and node information into weight factors, and uses the comprehensive weighting algorithm to obtain the weighted value of each node in the target road section relative to the information source node; Thirdly, the ranking of the reliability of forwarding nodes is
realized according to the size of the comprehensive weighted value, and the two nodes with the highest reliability (optimal and suboptimal nodes) are encapsulated into the broadcast packet as the destination forwarding nodes, so as to suppress the number of forwarding nodes; Finally, the forwarding node parses the broadcast packet. Suppose it can parse its own relevant information. In that case, it uses the weight mapping algorithm to map the corresponding weighted value into the forwarding waiting time. The optimal forwarding node has the shortest waiting time to effectively reduce the forwarding delay and ensure the real-time effectiveness of the broadcast information [16]. In addition, to maximize the network’s reliability, the algorithm also introduces a timeout retransmission mechanism.

B. Flow Design Algorithm

In this algorithm, in order to effectively overcome the network dynamics caused by the high-speed mobility of vehicles, effectively estimate the network topology and estimate the real-time traffic: In order to reduce the number of forwarding nodes and avoid the broadcast storm, a comprehensive weighting algorithm is introduced to select trusted relay nodes; And to ensure the real-time performance of secure broadcast messages, an adaptive waiting slot mechanism based on comprehensive weighted value mapping is needed[17][18]; For ensuring the reliability of security alarm message propagation, the packet timeout retransmission mechanism is introduced[19][20]. The main implementation process of the algorithm is shown in the figure below. The algorithm mainly includes the related processing between nodes and candidate forwarding nodes. The detailed implementation process can be summarized as follows:

Step1- Broadcast: The vehicle node broadcasts relevant messages regularly to make the node become an information source node;

Step2- Determine impact factors: The information source node performs real-time traffic estimation on its on-board nodes' relevant information, outputs the nodes' pre-judgment information, and determines the relevant impact factors.

Step3- Comprehensive weighting: The information source node maps the relevant influence factors of each node into weight factors and uses the comprehensive weighting algorithm to calculate the comprehensive weighting value of each node, which is used as the basis for the selection of the next hop forwarding node.

Step4- Select the optimal forwarding node: The information source node selects the optimal and secondary forwarding nodes according to the weight value, encapsulates the relevant nodes' identification (and corresponding weight) into the secure broadcast packet, and the information source node sets a timeout retransmission timer.

Step5- Broadcast data analysis: After receiving the broadcast data packet, other nodes within the communication range parse it. Suppose they parse the identifier that matches themselves (they are determined as candidate nodes).

Step6- Weight mapping: The candidate node maps the corresponding weight to the forwarding waiting time. The larger the weight, the smaller the forwarding waiting time;

Step7- Waiting for timeout processing: If the same packet is received within the waiting time, the waiting time will be stopped, and the packet will be discarded directly. If the same packet is still not received after the waiting timeout, the candidate node will forward the packet.

Step8- Timeout Retransmission: If the information source node receives the same broadcast packet, the timeout retransmission timer will stop. Otherwise, if the retransmission timer times out, it will broadcast the packet again.

Step9- Update forwarding node set: The candidate node forwards the packet and resets the forwarding hops of the packet. At this time, the forwarding node becomes a new information source node and repeats the process. After the final packet exceeds the forwarding times, stop forwarding and discard it.

C. Relay Selection Strategy

The one-hop communication distance R of the information source node is evenly divided into N segments according to the distance from near to far. If the relative distance between the target node and the information source node is $D_R$, the given time slice of the vehicle in each section can be expressed as:

$$T_d = S_{ij} \cdot \delta$$  \hspace{1cm} (18)

Where, $\delta$ is the estimated one-hop relay delay, including the access delay and propagation delay of the channel, and $S_{ij}$ is the number of time slices corresponding to the location of a given target node, i.e.:

$$S_{ij} = N \cdot \left[1.8 - \frac{\text{MIN}(D_R R)}{R}\right]$$  \hspace{1cm} (19)

$$N = \frac{R}{2r}$$  \hspace{1cm} (20)

Here $r$ is the relay selection radius.

The definition of the number of time slices $S_{ij}$ is mainly based on the fact that the selection mechanism of the default waiting time $T_d$ is a delay redundancy process. When the waiting time $T_d$ is too large, the packet transmission delay will increase, but it is easier to avoid redundant data forwarding at the same time; When the waiting time $T_d$ is too small, it will lead to frequent packet forwarding and increase redundant data, but it can also reduce the packet transmission delay and ensure the timeliness of the information. Therefore, considering the actual scenario and optimization mechanism, the confirmation of N can be realized through the above formula 20. Select the default waiting time $t$ to be at least greater than $N/2$ time slices to weigh the real-time performance and efficiency.

For the optimal forwarding node, because it corresponds to the maximum weighted value and the range of weighted value $\sigma_i$ is between (0,1), we can design an adaptive forwarding waiting time determination mechanism:

$$T_r = T_d \cdot (1 - \sigma_i)$$  \hspace{1cm} (21)
This waiting time confirmation mechanism ensures that the optimal forwarding node forwards packets at the fastest speed. When the weight of the optimal forwarding node tends to the maximum value of 1, the $T_p$ value tends to 0, indicating that this node fully meets the forwarding conditions. Therefore, the node hardly needs to wait and can directly forward packets. The waiting time of the suboptimal forwarding node will also be shorter than that of the slot persistence algorithm, that only depends on the confirmation of geographical location information, so it can effectively ensure the real-time performance of the forwarded packet. The dual guarantee of the optimal and suboptimal nodes can effectively improve the reliability of packet forwarding. Moreover, the optimal and suboptimal gradient waiting time settings can effectively avoid the collision of forwarded packets in competing channels.

D. Experimental Simulation of Routing Effect

In the simulation, the target road section with 80 vehicle nodes is set, and the contracting rate is 2 packet/s. Count the number of nodes receiving data packets at a specific time within the two-hop range, and calculate the corresponding coverage. It can be seen from the simulation results that the algorithm can achieve high area coverage in a very short time. With the increase in forwarding nodes, the network load index will increase and finally form a broadcast storm, resulting in serious network congestion. Therefore, it takes a long time to cover the road far enough effectively. The algorithm effectively suppresses the number of forwarding nodes, avoids the occurrence of a broadcast storm, and effectively improves the real-time performance of packet broadcasting.

The following Fig. 4 shows the comparison of experimental data:

![Relationship between vehicle density and broadcast coverage](image)

As can be seen from the experimental data in Fig. 4, the real-time packet forwarding performance of the MBR routing algorithm based on edge computing is higher than that of the routing algorithm supported by local computing.

V. CONCLUSION

This paper constructs the measurement index of effective computing unloading mechanism, takes the delay and mobility as the key elements of the measurement index, discusses the reasonable allocation of weights, takes into account one-hop and two-hop vehicle nodes, and analyzes the impact of mobility in relative operation direction on link connectivity. In the aspect of task unloading decision-making, this paper analyzes how the task vehicle selects the task unloading object from the service vehicle set and how to allocate the task. This paper expounds on the weighted calculation design of time delay and calculation cost, how to localize or unload the adaptive decision task to one-hop / two-hop vehicles, and carries out the corresponding experimental verification. Finally, it explains how the mobile vehicle network constructs the backbone link composed of intersection edge nodes and inner edge nodes, as well as the calculation method and simulation experiment of the weight of each section.

The experimental simulation shows that the average task execution time under this model is 65.4% shorter than that of local computing, 18.4% shorter than that of cloud computing, and the routing coverage is about 6% higher than that of local computing when there are less than 60 nodes. These research and experimental results fully demonstrate that the mobile Internet of vehicles based on edge computing has good reliable transmission characteristics. However, there are still shortcomings in the study of dense vehicle nodes in complex scenarios. Further in-depth analysis of unloading and routing mechanisms in various types of road scenarios is needed, and the idle computing power of stationary vehicle nodes has not been included in the task calculation application.

In addition, with the vigorous development of various applications, some studies consider using the advantages of the global perspective of software-defined network (SDN) to provide rich traffic conditions and network information for vehicles to reduce the control cost of the workshop; There are also attempts to introduce UAVs into the mobile vehicle network, rely on the mobile and high-altitude characteristics of UAVs to improve link connectivity and provide relay services.

With the increase in the number of intelligent networked vehicles and the popularization of application services, it will also be necessary to consider the scenario of multi-level tasks, meet the development trend of differentiated services in terms of delay, energy, and economic cost, and provide differentiated resource allocation for different service levels.
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Abstract—The key advantage of the cloud is that it fluidly propagates to fulfil changeable requirements and provides an environment that is repeatable and can be scaled down instantly when needed. Therefore, it is necessary to protect this cloud environment from malicious attacks such as spamming, keylogging, Denial of Service (DoS), and Distributed Denial of Service (DDoS). Among these kinds of attacks, DDoS has the capability to cause a high flood of malicious attacks on the cloud environment or Software Defined Networking (SDN) based cloud environment. Hence in this work, an ensemble based deep learning technique is proposed to detect attacks in cloud and SDN based cloud environments. Here, the ensemble model is formed by combining K-means with deep learning classifiers such as Long Short term Memory (LSTM) network, Convolutional Neural Network (CNN), Recurrent Neural Network (RNN), Gated Recurrent Unit (GRU) and Deep Neural Network (DNN). Initially, preprocessing with data cleaning and standardization is applied to the input data. Meanwhile, a random forest is implemented for extracting the minimum significant features. After that, the proposed ensemble based approach is utilized for detecting the intrusion. This approach is used to enhance the performance of the deep learning classifiers without much computational complexity. This model is trained and evaluated using two datasets as CICIDS 2018 and SDN based DDoS attack datasets. The proposed approach provides better intrusion detection performance in terms of F1 measure, precision, accuracy, and recall. By using the proposed approach, the accuracy and precision value attained is 99.685 and 0.992, respectively.
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I. INTRODUCTION

Cloud Computing (CC) is a different kind of Internet-based infrastructure for providing Information Technology and various resources such as storage services, hardware equipment, operating system, network infrastructure, and entire software applications to users at low cost [1]. It has the advantage of scalability, higher cost efficiency, faster development, and minimal management effort [2]. The introduction of the cloud is a watershed moment in technological advancement for quick information processing. When a new computing system is introduced, scholars and researchers are concerned about its protection. Securing information processing across any information system has become critical to a knowledge acquisition system’s success. Always CC or grid computing enables rapid and location-independent information processing. Because of the location-independent processing, the trust is a major issue among Cloud users when using their resources is a major issue [3], [4].

The complex architecture of CC is vulnerable to several kinds of attacks. Compared to a single Intrusion Detection System (IDS), the detection accuracy is improved with a cooperative IDS system. It is due to limited knowledge of attack patterns or implications [5]. The only solution to this type of threat is the development of effective IDS [6]. The approaches of attack detection by the IDS are of two types, they are signature based and behavior based. Out of these two approaches, the most traditional way of discriminating the normal traffic the malicious traffic is signature based. This approach is capable of achieving higher accuracy, but it is prone to a new type of attack [7], [8].

But the behavior-based IDS achieves better results for a new type of malicious attacks. Hence, the behavior-based IDS performs well when compared to signature-based IDS in terms of detection rate and seems to be the most preferable for deployment [9]. Moreover, the classification of the IDS can also be made based on the location of its deployment, and it is two types they are host based and network based [10]. The host based IDS (HIDS) is installed in the space which is nearer to the host in order to capture the intruders, whereas the network-based IDS (NIDS) tends to capture the intruders at the network level [11]. Nowadays, most cloud space is associated with software defined technology to empower its accessibility and reliability for all application services. In this regard, this hybrid environment creates more chances of launching a high flood of malicious attacks [12].

The anomaly based IDS detects the deviation by analyzing the current system with a predefined normal profile. But it is affected by the issue of false alarms in real world implementation [13]. The hybrid IDS provides protection by combining both anomalies based and signature based detection. It is resolved with the issue of intelligent false alarm technique by involving adaptive algorithms [14]. The performance enhancement of IDS is challenged by considering the features such as access independence, elasticity, sufficient computing power, and scalability. In a distributed system, several applications require shorter response times, and it might require large quantity for heavy...
load networks [15]. Due to the delay, these applications are not sufficient to support the applications of CC. In recent years, machine learning (ML) has been used in various fields to resolve issues related to high false alarms and low detection rates [16].

An extreme learning machine (ELM) is a new ML that falls into local minima, and the training is extremely fast. Better scalability and generalization in the learning process are obtained with Support Vector Machine [17]. It is used in several areas for resolving classification and regression problems. To get an optimal representation of the input data, deep learning based approaches such as RNN, Artificial Neural Networks (ANN), Deep Belief network (DBN), Deep Boltzmann Machines (DBM), and Autoencoder are commonly used [18]. The performances of this algorithm are further enhanced with the hybrid combination of AlexNet, FractalNet, GoogLeNet, Visual Geometry Group (VGG), and Dense CNN [19], [20]. Based on the position and orientation of the input data, the classification process is hard, and the performance is varied for each network based on the input data. In order to select the optimal deep learning classifier, the ensemble based architecture is proposed. It contains several DNN classifiers in which the better result is taken into consideration. Hence it’s right to design an intrusion detection framework for SDN based cloud platforms. To accomplish this task, in this research work, the proposed DL model has been trained and evaluated using two kinds of dataset, i.e., the first dataset is cloud based attack, and the second Dataset is SDN based cloud DDoS attack.

1) Research gap: Most of the prior researches particularly focused on machine or deep learning based approaches and the architecture based on its application. Most of them are based on systematic mapping for providing meaningful and comprehensive research. To the best of our knowledge, there are no researches based on the feasibility of utilizing ensemble learning. In addition to that, no researches include the comparison of the classifiers used in ensemble based technique through systematic mapping. None of the researches consider intrusion detection based on attack type, evaluation metric, and dataset characteristics, and strength and weakness of deep learning approaches. The proposed approach is developed with the consideration of above mentioned research gaps.

The overall contribution of the work can be described as listed below.

- Classifying the traffic clusters as benign and malicious using the proposed ensemble based deep learning approach. Also, performing multi label classification with these clusters for efficient feature identification. The accuracy is improved with optimal selection of deep learning approach.
- Comparative analysis of the five deep learning classifiers has been done using various performance metrics such as accuracy, precision, recall and F1-measure.

The paper organization is given as follows. Section II describes the related work, and Section III describes the proposed methodology. The experimental results of the proposed intrusion detection are given in Section IV. Section V describes the significant aspects of the proposed methodology and conclusion.

II. RELATED WORK

The work related to the proposed intrusion detection system is described as follows.

Idhammad et al. [22] proposed an ensemble classifier-based intrusion detection model is ideally suited for the cloud environment. The model in used in this work was trained and assessed using the CICIDS-001 dataset, and it is currently running on the Google Cloud platform. Here, Naive Bayes and the random forest method are used to build the ensemble classifier. This system took 0.23 seconds to run and had an average accuracy of 97% and a false positive rate of 0.2%. Jaber et al. [23] developed with ensemble classifiers that are made up of fuzzy c-means clustering and SVM classifiers. The hybrid algorithm FC-M–SVM was evaluated with NSL-KDD Dataset for detecting anomalies with higher accuracy.

S. Krishnaveni et al. [24] recommended a univariate ensemble feature selection method to find an appropriate reduced feature set from an intrusion dataset. To create robust classifiers using a voting mechanism, single classifiers were fused. With performance indicators like FAR and ROC, this technique performed admirably enough. Nguyen et al. [25] proposed a security framework for SDN enabled cloud environment by combining the intrusion detection model based on three different nodes such as edge, fog and cloud. By developing policies, a collaborative and network intelligent architecture is created for anomaly detection. Better anomaly detection performance in SDN-based cloud IoT networks helped to reduce the bottleneck issue.

Using the Ant Lion optimization strategy, T. Thilagam et al. [26] proposed an improved Recurrent Convolutional Neural Network (RCNN) for intrusion detection. With a classification accuracy and a small error rate are 94% and
0.0012, network layer threats are well categorized. Smitha Rajagopal et al. [27] had developed a Meta classification technique with binary and multi-label classification. Robustness has been improved with an optimal set of hyperparameters and discriminative features of Azure machine learning. The efficiency of the approaches was validated, and an accuracy of 99.8% was achieved for the UNSW NB-15 dataset.

Abusitta et al. [28] proposed a cooperative intrusion detection framework for the cloud environment, and it was designed using a stacked autoencoder and multilayer perceptron. The decision making was enabled with an aggregation algorithm, in which the detection accuracy was achieved by up to 95%. Ammar Aldallal et al. [29] developed SVM with GA and fitness for evaluating accuracy. SVM was deployed with varying hyperparameters such as kernel, degree, and gamma. In cloud computing, a high level of symmetry was reached between attack detection, information security, and the discovery of bad things.

Mayuranathan et al. [30] proposed an effective intrusion detection model based on RHM-RBM. Here the author utilized Random Harmony Search (RHS) optimization model for feature selection and Restricted Boltzmann Machines (RBM) for classification purposes to yield better results. The security issues related to the network layer have been resolved with enhanced detection accuracy and low computational complexity.

At the end of the survey analysis, it can conclude that most of the existing solutions do not rely on the ensemble-based approach using a deep learning algorithm to enhance its efficiency without much computational complexity. Hence in this work, an ensemble-based deep learning technique has been deployed. To achieve this, clustering followed by a classification task has been carried out. By doing so, the unsupervised technique (clustering) collaborates with the supervised technique (classification). A convolutional neural network and the K-means clustering procedure are used to carry out this strategy. Convolutional neural networks (CNN) and the other four deep learning algorithms (DNN, RNN, GRU, and LSTM) are evaluated in terms of performance.

III. PROPOSED METHODOLOGY

In Fig. 1, the components involved in the proposed model have been elucidated, and its data flow can also be visualized. The modules involved in the proposed model are the data pre-processing layer, feature extraction layer, clustering process, and classification. Each module has been explained in the following subsection

A. Data Pre-Processing

In the data pre-processing layer, the instances of the two datasets are manipulated accordingly to ease the classification process. These instances have undergone two pre-processing techniques, such as data cleaning and standardization.

1) Data cleaning: In the CICIDS-2018 Dataset, some columns with infinity values were stripped away, including ‘Dst Port’, ‘Timestamp’, ‘Bwd PSH Flags’, ‘Fwd PSH Flags’, ‘FlowByts/s’, ‘Bwd URG Flags’, ‘Fwd URG Flags’ and ‘Flow Pkts/s’. Two protocol columns have been used instead of feature protocol for binary classification. They are named Protocol 17 and Protocol 6 by implying the feature in a categorical type. The ‘protocol’ column has been used without alteration for the multiclass classification. Likewise, for the SDN DDoS dataset, the null values are removed for all the features.

2) Standardization: To get a normal distribution with a mean of zero and a standard deviation of one, standardized measures are applied to each input variable independently by subtracting the mean and dividing by the standard deviation. In standardization, the values are scaled in column wise manner using the standard scalar format. This process facilitates the classification process, which is easily performed using deep learning.

B. Feature Reduction

The random forest algorithm has been utilized for feature extraction in this work. Random forest is an effective unsupervised machine learning technique that falls within the area of embedded methods. For the predictor variable, the subset is chosen for dividing the internal node based on predetermined constraints, considered an optimization issue. The classification is based on entropy, which specifies the lower bound of the random variable. The entropy is computed as follows for each internal node of the decision tree.

\[
F = -\sum_{j=1}^{d} q_j \times \log(q_j)
\]

Where, \(d\) represents the amount of unique classes and the prior probability for the class is represented as \(q_j\). This value is increased to obtain more information in each decision tree split.

The embedded method combines both the quality of the filter and wrapper method. Furthermore, it can be used for classification and feature extraction. So Random Forest inherently has a built-in feature selection approach. Since it is well suited for feature selection, a Random forest has been used for the feature selection task. The reduced features of the SDN based dataset can be listed as dt, bytecount, packetins, pktperflow, byteperflow, pktstate, and Protocol. In CICIDS 2018 dataset, the features are reduced, and it can be elucidated as ‘Fwd Seg Size Min’, ‘SubFlowBwd Pkts’, ‘Tot Bwd Pkts’, ‘Fwd Pkt Len Std’, ‘Flow IAT Mean’, ‘Init Fwd Win Byts’, ‘Bwd Pkt Len Max’, ‘URG Flag Cnt’, ‘FIN Flag Cnt’, ‘Bwd Pkt Len Stdu’, ‘Pkt Size Avg’ and ‘RST Flag Cnt’. Fig. 2 and Fig. 3 show the robust feature set of the SDN based dataset.

Fig. 1. Overall architecture of the proposed intrusion detection system.
and cloud dataset correspondingly. Here, random forest is evaluated with 5-fold cross validation to extract some meaningful features from the two datasets separately.

### Algorithm 1: K-means clustering

Step 1: Specify the number of clusters 

Step 2: Assign centroids randomly.

Step 3: repeat, until the position is not varied.

  Step 3.1: Closet centroid is assigned with each point.

  Step 3.2: For each cluster, a new centroid is computed with mean value.

### D. Classification Layer

At this level, the reduced features, as well as the cluster ID were given as input for the classification process. To classify the normal traffic instances from the malicious traffic instances, five deep learning techniques were implemented separately for this task. These five deep learning were analyzed comparatively for both binary and multiclass classification. To perform binary classification, SDN Dataset was used for training and testing purposes, while CICIDS 2018 was used for the same purpose for multiclass classification. A detailed explanation for these five DL classifiers is given in the following sub-sections.

1) **Convolutional Neural Network (CNN):** Convolutional Neural Network is also known as Convnets and is mainly used for image processing and object detection purposes. This CNN has several layers the process goes through to get the desired output. The architecture of CNN consists of many layers, namely Convolution Layer, Rectified Linear Unit, Pooling Layer, and Fully Connected Layer. The input goes through all of these layers, each of which contains a variety of operators and filters to get the right output.

   The convolution layers are interpreted with the sub-sampling layers to minimize the computation time. In the convolution layer, the feature map from the previous layer is mixed with kernels that can be provided, and the resulting feature map is sent to the activation function. The convolution is combined with multiple feature maps in each output map. In general, it is represented as,

   $$y^m_{k} = g \left( \sum_{j \in N_k} y^{m-1}_{j} * f^m_{j,k} + c^m_{k} \right)$$

   Where, $N_k$ is the input map selection which includes the pair of all triplets. For each output map additive bias of $c$ is added. The input is convolved with various kernels for each output map. If the output map $k$ and $l$ are integrated with the output map $j$. Then the kernel is applied to various output maps $k$ and $l$.

2) **Deep Neural Network (DNN):** An artificial neural network (ANN) with numerous hidden layers between the input and output layers is called a deep neural network (DNN). DNNs may simulate complex non-linear interactions just like shallow ANNs. This particular kind of neural network consists of an input, an output, and a deep network of sequential data flow. In order to solve practical problems like
categorization, neural networks take in data, run it through complex calculations, and then output the results.

DNN has several fully connected layers in which nodes of each layer are connected with each node of the previous layer. The DNN is a linear combination of independent variables with corresponding weights and bias terms. The DNN output computation is represented as,

\[ A = c + x_1y_1 + x_2y_2 \ldots + x_py_p \]  \hspace{1cm} (3)

Where, \( X \) represents the weights or beta coefficients and \( y \) represents the input or independent variable. The loss or error term is computed to find the deviation from actual and predicted values. It has the objective of minimizing the loss function in order to achieve an optimal error term. Based on the previous layer computation, the output is estimated as follows:

\[ A = y_{i0}^T \cdot i_i + c_{i0} \]  \hspace{1cm} (4)

Where, \( x_{i0} \) is the weight matrix between two layers, \( c \) is the bias, and \( T \) represents the transpose. After estimating the output, it passes through the activation function for computing the node value. The output error is estimated, and the error is minimized with the optimal weight value.

3) Recurrent Neural Network (RNN): Recurrent neural networks (RNNs) are artificial neural networks where nodes’ connections can cycle, allowing output from one node to control how input to that node is processed. The term “recurrent neural network” refers to a group of networks that have an infinite impulse response. Common uses of RNNs include natural language processing, time series analysis, handwriting recognition, machine translation, and photo captioning. RNNs are capable of handling inputs of any length. In contrast to infinite impulse recurrent networks, finite impulse recurrent networks can be unrolled and substituted with tight feedforward neural networks.

In a RNN, the output of a certain layer is fed into the input of the layer before it to predict the output layer. A single RNN layer is created by combining the nodes of several NN layers. The input layer is represented with \( y \), the output layer is represented with \( z \), and \( i \) represents the hidden layer. The output of the model is increased with the network parameters. For the given duration \( u \), the input is estimated with the integration of \( y(u) \) and \( y(u - 1) \). The output of each state is represented as,

\[ i(u) = g_d(i(u - 1), y(u)) \]  \hspace{1cm} (5)

Where, \( i(u) \) represents the new state, \( i(u - 1) \) represents the old state, \( g_d \) represents the function with parameter \( d \), and \( y(u) \) is the input vector with time \( u \).

4) Long Short-Term Memory (LSTM): It is a kind of RNN that can recall and learn long-term dependencies. Due to their ability to remember past inputs, they are also utilized in time series prediction. They communicate in an original fashion thanks to their chain-like arrangements with four interacting levels. These are employed for purposes other than only time series prediction. Additionally, they are employed in medicinal research, music composition, and voice recognition. It is connected in such a way that directed cycles are formed, and it permits the LSTM output to be used as the input of the current layer. It can also recall previous inputs due to its internal memory.

LSTM is modelled to avoid long term dependencies, and it has three parts. The first eliminates irrelevant information, the second updates or adds new information, and the third pass the updated information. In LSTM, it initially decides to keep the information obtained from the previous step or not. The forget gate equation is represented as follows:

\[ f_u = \sigma(y_u \cdot v_d + i_{u-1} \cdot x_d) \]  \hspace{1cm} (6)

Where, \( y \) represents the current timestamp of the input, \( i_{u-1} \) represent the hidden state of the previous timestamp, \( v_d \) denotes the weight of the input, and \( x_d \) is the weight matrix of the hidden state. The sigmoid function is applied to make the forget gate between 0 and 1. Then it is multiplied by the timestamp of the previous layer.

\[ d_{u-1} \cdot g_u = 0 \quad \text{if} \quad f_u = 0 \]  \hspace{1cm} (7)

\[ d_{u-1} \cdot g_u = d_{u-1} \quad \text{if} \quad g_u = 1 \]  \hspace{1cm} (8)

The significance of new information is quantified with the input gate, and the equation is denoted as,

\[ i_u = \sigma(y_u \cdot v_u + i_{u-1} \cdot x) \]  \hspace{1cm} (9)

Where, \( y \) represents the input of the current timestamp, \( v_u \) represents the weight, and \( x \) represents the hidden state. The output of the current timestamp is estimated using the activation function of softmax.

\[ z = \text{softmax}(i_u) \]  \hspace{1cm} (10)

Where, \( i_u \) represents the hidden state.

5) Gated Recurrent Unit (GRU): In order to overcome the vanishing exploding gradient problem faced by the Recurrent neural network, many variants of RNN have started to occur. Out of those findings, the GRU(gated recurrent unit), a variant of RNN architecture, has seemed to perform well. The architecture of GRU comprised three gates without any internal cell state. Instead of an internal cell state present in the LSTM architecture has been replaced by a hidden cell state.
in the architecture of GRU. The gates used in this architecture can be listed as Update Gate, Reset Gate and Current Memory Gate.

The input of GRU is represented as \( y_t \), a previous timestamp \( u - 1 \), and the hidden state is represented as \( i_{u-1} \). The new hidden state is the output of the next timestamp; and it contains two gates, namely the reset gate and the update gate. The reset gate is considered a hidden state \( i_u \). The equation for the reset gate is represented as follows.

\[
\hat{i}_u = \tanh(y_u \ast v + i_{u-1} \ast x) 
\]

Where, \( V, X \) represents the weight, \( y \) represents the input. By using the sigmoid function, the values of \( \hat{S} \) is converted within the range between 0 and 1. The update gate is similar to the reset gate, only the weight matrix is varied. To estimate the hidden state \( h_u \), the two state processes are used. Initially, the candidate’s hidden state is estimated with the following equations.

\[
\hat{h}_u = \tanh(y_u \ast v + i_{u-1} \ast x) 
\]

The input is taken from the hidden and previous timestamp and multiplied by the output of the reset gate. The overall information is passed through the activation function tanh; the resultant value is the candidate’s hidden state. The GRU network is accurate in a longer sequence dataset. The information in GRU is transferred through the cell state and hidden state.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

The Python 3.6 software environment was utilized to create the deep learning model and the intrusion detection system based on clustering method for this experiment. Python was installed over the Windows 10 operating system, which is on the laptop and has 2GB ram and 1TB hard disk memory with a 2GHz i3 processor. Initially, the input data is pre-processed with data cleaning and standardization. In data cleaning, the corrupted, incorrectly formatted, incomplete, incorrect, or duplicate data are eliminated within the dataset. Then the data is converted into a simplified format to simplify the intrusion detection process. The features are extracted with 5-fold cross validation of the random forest algorithm. On the other hand, data is grouped into clusters, and each instance is assigned a unique cluster ID. The extracted features and the cluster ID is given to the input of the ensemble classifier. In the proposed algorithms, the parameters are included based on the existing results. In the existing papers, these parameters provide better performance than assigning other parameter. Hence, the parameters are selected for enhancing the intrusion detection performance. By using this parameter optimal level of intrusion detection was attained with the proposed ensemble based approach. Table I provides a description of the implementation parameters used in the suggested technique.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of clusters</td>
<td>4</td>
</tr>
<tr>
<td>Batch Size</td>
<td>Binary:2500, Multilabel:5000</td>
</tr>
<tr>
<td>Loss Function</td>
<td>Binary: Binary_crossentropy Multi-label: Categorical_crossentropy</td>
</tr>
<tr>
<td>Activation</td>
<td>ReLU</td>
</tr>
<tr>
<td>Epoch</td>
<td>150</td>
</tr>
<tr>
<td>Verbose</td>
<td>0</td>
</tr>
<tr>
<td>Metric</td>
<td>Accuracy</td>
</tr>
<tr>
<td>Optimizer</td>
<td>Adam</td>
</tr>
<tr>
<td>Epoch</td>
<td>Binary:15 Multilabel:10</td>
</tr>
</tbody>
</table>

A. Dataset Description

1) SDN based dataset: This dataset was designed to generate a DDoS attack by the mininet simulator in order to replicate the Software defined networking environment [15]. Here the network traffic was collected at the switch setup in the environment. The instances given in the dataset were broadly classified into two categories: benign and malicious. Hence the benign instances were labelled as 0, whereas the malicious instances were labelled as 1. SDN based datasets are used to train and evaluate the proposed model for binary classification.

2) CIC IDS 2018: This is one of the datasets used to train and evaluate the proposed model, which is extracted from the official website [16], and it is simulated in the real-time cloud environment to capture cloud-based attacks. This dataset is utilized here to perform a multiclass classification of cloud attacks using an ensemble based approach. It has 2830540 instances and 83 attributes. Among these 83 attributes, 80 attributes are utilized for feature extraction procedure.

The benign instances in the dataset were labelled as 0, and bot attack instances were labelled as 1. Likewise, the instances of DoS attacks-SlowHTTPTest, and DoS attacks-Hulk were labelled as 2 and 3, respectively. Table II elucidates the sample distribution of benign and attack instances used for training and testing purposes.

<table>
<thead>
<tr>
<th>Type</th>
<th>Number of samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>SDN based DDoS attack (Binary classification)</td>
<td>CIC IDS 2018 dataset (Multi-label classification)</td>
</tr>
<tr>
<td>Training</td>
<td>Testing</td>
</tr>
<tr>
<td>Benign</td>
<td>25406</td>
</tr>
<tr>
<td>Attack</td>
<td>20404</td>
</tr>
<tr>
<td>DoS attacks-SlowHTTPTest</td>
<td>34</td>
</tr>
<tr>
<td>DoS attacks-Hulk</td>
<td>87117</td>
</tr>
</tbody>
</table>

B. Performance Metrics

In this sub-section, the performance of both binary as well as multi-label classification done by the five classifiers was evaluated and discussed using the below given metrics:
Accuracy: It estimates the classifier performance in overall, which is computed as follows.

$$A_{c} = \frac{TN + TP}{TN + FN + TP + FP}$$  \hspace{1cm} (13)$$

Where, \(TP\) represents the true positive, \(FP\) represents the false positive, \(TN\) represents the true negative, and \(FN\) represents the false negative.

3) Precision: It represents the capacity of the classification models to classify the significant models of the data set. It is calculated using the ratio of expected positives from all samples. Precision is denoted as follows.

$$P_{r} = \frac{TP}{TP + FP}$$  \hspace{1cm} (14)$$

4) Recall: It represents the capacity of the classification technique for categorizing essential data points in the dataset. It is measured as the ratio of positives from the whole set of positive samples. Recall \(R_{c}\) can be computed as

$$R_{c} = \frac{TP}{FN + TP}$$  \hspace{1cm} (15)$$

5) F-measure: It uses the mean value to combine the result of precision and recall. F-measure \(F_{m}\) is measured as,

$$F_{m} = \frac{2 \times P_{r} \times R_{c}}{P_{r} + R_{c}}$$  \hspace{1cm} (16)$$

6) Receiver operator characteristic curve: ROC curves are a useful visual tool for comparing different classifiers. It describes the trade-offs that could be made between a false positive rate (FPR) and a true positive rate (TPR). The model’s ROC curve accuracy is evaluated using the Area Under the Curve (AUC).

Where the performance monitors used in the above-mentioned equations can be defined as

- TP (True Positive): It is defined as the count of the attack instance successfully predicted as an attack by the classifier.
- TN (True Negative): It is defined as the count of the benign instances successfully predicted as benign by the classifier.
- FP (False Positive): It is defined as the count of the benign instances wrongly predicted as an attack by the classifier.
- FN (False negative): It is defined as the count of the attack instances wrongly predicted as benign by the classifier.

In Table III, the values of the performance metrics for the binary classification have been enumerated. In this table, each classifier is implemented with and without clustering separately. The clustering process is carried out using the K-means algorithm. By observing the values for the five classifiers, it shows that the accuracy value without K-means ranges from ~72% to ~77%. But with K-means implementation for the five classifiers achieves better results for accuracy; it ranges from ~93% to ~99%. Hence it is clearly shown that the binary classification, the implementation of the ensemble approach, performs better than the standalone DL architecture. Out of those five DL classifiers, CNN performs well than the others. In the same way, Table III explores the performance analysis of multi-label classification. Unlike binary classification, the results of the standalone DL algorithm and the ensemble approach show only a minimal gap. Both models yield good results for multi-label classification. In this classification, DNN performs better than all four DL classifiers.

<table>
<thead>
<tr>
<th>Algorithm Used</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-measure</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-Means+CNN</td>
<td>99.685</td>
<td>0.992</td>
<td>0.999</td>
<td>0.995</td>
<td>99.685</td>
<td>0.996</td>
<td>0.996</td>
<td>0.996</td>
</tr>
<tr>
<td>CNN</td>
<td>77.911</td>
<td>0.799</td>
<td>0.574</td>
<td>0.668</td>
<td>97.906</td>
<td>0.979</td>
<td>0.979</td>
<td>0.978</td>
</tr>
<tr>
<td>K-Means+DNN</td>
<td>99.178</td>
<td>0.980</td>
<td>0.998</td>
<td>0.989</td>
<td>99.735</td>
<td>0.997</td>
<td>0.997</td>
<td>0.997</td>
</tr>
<tr>
<td>DNN</td>
<td>77.821</td>
<td>0.780</td>
<td>0.596</td>
<td>0.676</td>
<td>97.244</td>
<td>0.972</td>
<td>0.972</td>
<td>0.971</td>
</tr>
<tr>
<td>K-Means+RNN</td>
<td>93.262</td>
<td>0.894</td>
<td>0.936</td>
<td>0.915</td>
<td>99.649</td>
<td>0.996</td>
<td>0.996</td>
<td>0.996</td>
</tr>
<tr>
<td>RNN</td>
<td>72.162</td>
<td>0.606</td>
<td>0.802</td>
<td>0.691</td>
<td>94.111</td>
<td>0.790</td>
<td>0.996</td>
<td>0.856</td>
</tr>
<tr>
<td>K-Means+LSTM</td>
<td>96.128</td>
<td>0.943</td>
<td>0.958</td>
<td>0.950</td>
<td>99.671</td>
<td>0.996</td>
<td>0.996</td>
<td>0.996</td>
</tr>
<tr>
<td>LSTM</td>
<td>75.853</td>
<td>0.890</td>
<td>0.430</td>
<td>0.580</td>
<td>90.076</td>
<td>0.895</td>
<td>0.900</td>
<td>0.895</td>
</tr>
<tr>
<td>K-Means+GRU</td>
<td>95.602</td>
<td>0.908</td>
<td>0.986</td>
<td>0.945</td>
<td>99.712</td>
<td>0.997</td>
<td>0.997</td>
<td>0.997</td>
</tr>
<tr>
<td>GRU</td>
<td>73.767</td>
<td>0.636</td>
<td>0.756</td>
<td>0.691</td>
<td>97.135</td>
<td>0.973</td>
<td>0.971</td>
<td>0.972</td>
</tr>
</tbody>
</table>
The suggested ensemble-based strategy for binary and multi-label classification is compared in Fig. 4 for both cases. It is evaluated in terms of accuracy, F-measure, recall, and precision. For binary classification, better performance is obtained using the K-means+CNN approach. The accuracy, precision, recall, and F1-measure obtained with K-means+CNN approach are 99.685, 0.992, 0.999, and 0.995, respectively. Compared to other deep learning-based approaches, K-means+DNN performs better on multilabel-based classification. K-means with deep learning approaches provide better performance than only deep learning based approaches. If the clustering is not performed for the proposed approach, the performance is lower than 0.8.

Fig. 5 compares the accuracy and loss for the CNN and K-means+CNN techniques. The accuracy improves and the loss decreases as the number of epochs rises. The accuracy of validation is greater than that of training. The optimal value of accuracy is reached with the epoch between 10 and 15. The lower loss value is reached with a higher epoch that is nearer to 15. The accuracy and loss comparison with DNN and K-means+DNN for binary classification is shown in Fig. 6. Increased accuracy and decreased loss result from more approaches. The optimal accuracy is obtained with the number of epochs 14. When the number of epochs reaches 3, the accuracy rate crosses the value of 0.9. The accuracy below 0.75 is reached, and the loss value is higher up to the number of epochs is 3. When it goes beyond 3, there is a gradual decrease in loss, and the smooth curve is obtained up to 14 epochs.

The accuracy and loss comparison for GRU and K-means+GRU is shown in Fig. 7. There is a gradual increase in accuracy value from 1 to 5 epochs. After 5, the accuracy deviation is low, and it isn’t very important. For the GRU approach, this deviation is higher up to 14 epochs. The training accuracy is lower than the validation accuracy in all aspects. When the numbers of epochs are 3, the loss is higher than 0.5 and 0.15 for the validation set and training set of the K-means+GRU approach.

![Fig. 4. Comparison of accuracy, precision, recall, and F1-measure with different voting techniques.](image1)

![Fig. 5. Accuracy and loss comparison for training and validation set of CNN, and K-means+CNN (Binary Classification).](image2)
The accuracy and loss comparison for K-means+LSTM and LSTM approaches are shown in Fig. 8. There is a fluctuation in the accuracy value as the number of epochs is increased in the LSTM approach. The accuracy is above 0.9 for most epochs in the training and validation set of K-means+LSTM approaches. The accuracy loss is higher than 0.5 for LSTM and K-means+LSTM with fewer epochs. The lower loss is reached with the number of epochs 14. 

![Diagram showing accuracy and loss comparison for training and validation set of LSTM and K-means+LSTM](image-url)
The performance evaluation of RNN and K-means+RNN for binary classification is shown in Fig. 9. The K-means+RNN and the validation set provide better performance than only RNN and the training set. When the number of the epoch is 3, K-means+RNN and RNN approaches interfere with each other. When the number of epochs is decreased, the variation in loss for the training and validation sets is also decreased. When the number of epochs is decreased, the loss deviation for training and validation is also decreased. The training and validation loss is less than 0.5 for the K-means+RNN approach. For only the RNN approach, the training and validation loss is less than 0.3.

The accuracy and loss comparison for the multi-label classification of K-means+CNN is shown in Fig. 10. For all epochs, the validation accuracy is higher and nearer to 1. But, for the training set, the accuracy is lower with a reduced number of epochs. The accuracy value is between 0.85 and 0.9 for the CNN approach of the training and validation set. It is increased to the level between 0.95 and 0.99 for the numbers of epochs are 8. The loss value is lower for the validation set of the K-means+CNN approach. For the training set, it is higher with lower epochs. For lower epochs, the loss value is between 0.5 and 0.6. The loss is reduced to 0.1 for the number of epochs between 8 and 10.

The accuracy and loss comparison for the DNN and K-means+DNN approaches is shown in Fig. 11. The accuracy value is higher with the validation set of K-means+DNN approaches. The training accuracy is lower than the validation set. The higher value is reached with the number of the epoch is 4, and the value remains the same up to 10 epochs. K-means+DNN has a lower training and validation loss than the DNN-based method. The loss is decreased when the number of epochs is increased. The loss value of GRU and K-means+GRU is compared for the training and validation set. The loss is decreased with an increasing number of epochs.
The multi-label classification of the training and validation set for K-means+GRU and GRU based approaches are given in Fig. 12. The accuracy is higher with the K-means+GRU approach, and it is lower with GRU based approach. If the number of the epoch is 1, the training accuracy of K-means+GRU is lower than the validation accuracy.

The accuracy comparisons with multi-label classification for K-means+LSTM and LSTM approaches are shown in Fig. 13. When the number of epochs is 7, the validation accuracy of LSTM highly deviates from the training accuracy of LSTM. The validation accuracy of K-means+LSTM achieves a constant value nearer to 1. With a lower amount of epochs, the accuracy value is lower than 0.9. The value of the training and validation set is lower for K-means+LSTM and higher for LSTM.
The accuracy comparisons of multi-label classification for K-means+RNN and RNN approaches are shown in Fig. 14. The accuracy is higher for the K-means+RNN approach than the RNN approach. The training accuracy is lower than the validation accuracy. By increasing the number of epochs, the accuracy is increased for K-means+RNN and RNN approaches. The loss value is lower for the K-means+RNN approach, whereas it is higher for the RNN approach. When the number of the epoch is 9, the training and validation accuracy for K-means+RNN and RNN is the same.

The confusion matrix for the proposed ensemble-based approach is shown in Fig. 15. For binary classification, the CNN-based approach provides better detection performance; for multi-label classification, DNN provides better intrusion detection results. The precision recall curve for the ensemble approach is shown in Fig. 16. If the recall value is closer to 1, then the precision also gets closer to 1. The best results from the multi-label categorization are displayed in Fig. 16. Fig. 17 depicts the receiver operating characteristic curve for the ensemble method. It’s a graph made up of true positive and false positive numbers. The DNN method of multi-label classification has achieved a macro-average ROC of 1. The ROC curve value reached for class 0 is 1.00, class 1 is 0.99, class 2 is 1.00, and class 3 is 1.00.
V. CONCLUSION

In this work, an intrusion detection framework has been designed using the ensemble based deep learning algorithm for the SDN based Cloud environment. This proposed model performs both binary as well as multi-label classification. The feature extraction with a decision tree provides accurate feature extraction. It reduces overfitting and is a flexible approach to feature reduction. The clustering process makes the interpretation easier than other approaches. By implementing the clustering process, the computational complexity of the DL algorithm got reduced by neglecting the hybrid DL algorithm. With the proposed ensemble approach, higher prediction accuracy is obtained by handling different
By using the deep learning approaches, the identical features are correlated and combined for an efficient learning process. The features are automatically learned from the data, and thus, the processing efficiency is increased. The performance of the ensemble based method achieves a higher detection rate of around 99.8% approximately. By deploying the clustering process, the training process also can be reused to some extent. In future work, the performance is enhanced with the Quality-of-Service requirement.
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Abstract—The Internet of Things (IoT) is integral to human life due to its pervasive applications in home appliances, surveillance, and environment monitoring. Resource-constrained IoT devices are easily accessible to attackers due to their direct connection to the unsafe Internet. Public access to the Internet makes IoT objects more susceptible to intrusion. As the name implies, anomaly detection systems are designed to identify anomalous traffic patterns that conventional firewalls fail to detect. Effective Intrusion Detection Systems (IDSs) design faces three major problems, including handling high dimensionality, selecting a learning algorithm, and comparing entered observations and traffic patterns using a distance or similarity measure. Considering the dynamic nature of the entities involved and the limited computing resources available, more than traditional anomaly detection approaches is required. This paper proposes a novel method based on Whale Optimization Algorithm (WOA) to detect anomalies in IoT-based networks that conventional firewall systems cannot detect. Experiments are conducted on the KDD dataset. The accuracy of the proposed method is compared for classifiers such as kNN, SVM, and DT approaches. The detection accuracy rate of the proposed method is significantly higher than that of other methods for DoS, probing, normal attacks, R2L attacks, and U2R attacks compared to other methods. This method shows an impressive increase in accuracy when detecting a wide range of malicious activities, from DoS, probing, and privilege escalation attacks, to remote-to-local and user-to-root attacks.
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I. INTRODUCTION

Scientific and technological advancements in the fields of optical networks [1, 2], Internet of Things (IoT) [3], cloud computing, Complementary Metal-Oxide Semiconductor (CMOS) [4, 5], machine learning [6], 5G connectivity [7, 8], Blockchain [9], artificial intelligence [10, 11], and smart grids [12] have greatly benefited society. In recent years, the internet has grown tremendously and is now used to connect objects. The Internet of Things (IoT) influences almost every aspect of human and industrial life [13, 14]. By linking physical things together, the IoT is expected to bridge various technologies [15]. Wireless technology advancements such as radio frequency identification (RFID), Bluetooth, and WiFi enable better communication among objects and with the internet [16, 17]. A unique identifier can also be assigned to each item [18]. A lack of security mechanisms and the Internet connectivity of IoT devices makes them vulnerable to attacks [19]. By gaining control over smart devices, an attacker can hack IoT devices and use them maliciously to hack other IoT devices [20]. As part of anomaly detection, intrusion detection examines incoming traffic for abnormality or abnormality [21]. In order to recognize abnormal traffic within a network efficiently, intrusion detection systems need to automate their detection procedures [22]. The majority of network intrusion detection systems analyze incoming traffic using data mining and clustering techniques. A fundamental function of an intrusion detection system is to identify normal or abnormal traffic patterns based on the current traffic pattern [23].

An Intrusion Detection System (IDS) tracks network activity in real-time and alerts or takes proactive action when suspicious transmissions are detected [24]. The main difference between IDS and other network security tools is that IDS can detect ongoing invasions as well as recent intrusions. An intrusion detection system generally distinguishes between normal and anomalous network traffic behavior and determines the type of attack based on a binary classification problem [25]. It is primarily motivated by improving classification accuracy by detecting intrusive behavior. Network information security has gradually gained attention over the past 30 years [26]. IDS systems are currently categorized as anomaly-based detection systems and signature-based detection systems. The signature-based detection system compares the signatures extracted from the subsequent detection systems with those extracted from known attack methods to detect upcoming attacks and notify users. While anomaly-based detection systems are accurate, they are limited in their ability to detect unidentified attacks, such as 0-DAY vulnerabilities and advanced persistent threats.

A classifier based on ensembles is proposed as a method for improving the accuracy of IDS. Twelve experts are trained and tested to form an ensemble. WOA weighs each expert's opinion. As a meta-optimizer, the LUS method finds high-quality parameters based on the behavioral parameters inserted by the user. The weights of each expert are then adjusted using WOA. Seven stages are involved in the system framework: data preprocessing, SVM classification, k-NN classification, decision tree classification, weighting with WOA, and comparison of results. The remainder of the paper is organized as follows. The Section II reviews related work. A detailed description of the proposed method appears in Section III. Section IV reports the results of the experiments. The paper is concluded in Section V.
II. RELATED WORKS

This section will review the existing anomaly and intrusion detection methods and determine their main features and weaknesses.

Alamiedy, et al. [28] have proposed an IDS scheme based on the Grey Wolf Optimization (GWO) algorithm. The GWO algorithm is employed for feature selection in order to identify the optimum dataset features for accurate classification. Besides, the support vector machine has been utilized in evaluating the accuracy of selected features in attack prediction. Experiments confirm that the offered method has obtained classification accuracy of 94%, 92%, 58%, and 54% for DoS, probing, R2L, and U2L attacks, respectively.

An IDS approach based on a genetic algorithm and Deep Belief Network (DBN) has been presented by Zhang, et al. [29]. When faced with multiple iterations of the genetic algorithm and varying attacks, generating several neurons in each layer and an optimal number of hidden layers, the proposed mechanism uses DBN to achieve a high detection rate while maintaining a compact structure. The performance of the method has been assessed based on the NSL-KDD dataset. The results indicate that the combined IDS and DBN model effectively reduced neural network complexity and improved intrusion detection rates.

Moreover, a random neural network-based IDS for IoT has been developed by Qureshi, et al. [30], in which, with the NSL-KDD dataset, neurons are trained and then tested at different rates of learning. The accuracy of RNN-IDS was increased from 86% to 96% by using two methods to evaluate the proposed approach. Simulation outcomes indicate that the proposed IDS can distinguish anomalous traffic more accurately from normal traffic.

An EFSAGOA method, which combines an Ensemble of Feature Selection (EFS) and Adaptive Grasshopper Optimization algorithm (AGOA), has been introduced by Dwivedi, et al. [31]. At first, in order to determine the highest-ranked attributes, the EFS method was applied to rank attributes. Using the AGOA method, key attributes derived from the reduced datasets were identified for network traffic prediction. To optimize the classification process, AGOA applies Support Vector Machines (SVM) as a fitness function. Additionally, the method was used to optimize the tube size, kernel parameter, and penalty factor of SVM classifiers. Utilizing ISCX 2012 dataset, the performance of EFSAGOA has been evaluated. In comparison to existing methods in ISCX 2012 data, the proposed method produced better accuracy, false alarm rates, and detection rates.

A novel host-based automated framework for IDS in the IoT has been presented by Gassais, et al. [32], in which user and kernel space information are combined with machine learning approaches to identify intrusions of different types. Tracing methods have been utilized to detect the behavior of devices automatically, transform data into numeric arrays, and train machine learning algorithms. Several machine learning algorithms have been implemented to improve detection capability with minimal overhead on monitored devices.

Furthermore, a novel IDS combining deep learning and a dendritic cell algorithm has been proposed by Aldhaheri, et al. [33]. Classifying IoT intrusions and preventing false alarms are the main aims of the approach. By selecting the appropriate set of features from the IoT-Bot dataset, the proposed IDS categorizes signals and then performs classification using the dendritic cell algorithm. The proposed approach demonstrated a better ability to detect IoT attacks, achieving an accuracy rate of 97% and a low false positive rate.

Brown and Anwar [34] have developed a deep neural network-based validation model integrated into an artificial immune system based on human intelligence. The solution provides implementation strategies and a pilot implementation of the core component to address the challenges associated with IoT networks. The suggested approach is suitable for discovering real-time attacks and is adaptable to changing network environments. This mechanism may serve as a baseline for the development of holistic IoT IDS in which each node plays a role in network security.

Finally, Ge, et al. [24] have offered a novel IDS for IoT utilizing a customized deep-learning technique. They have utilized an innovative IoT dataset of real-world attacks, such as data theft and denial of service attacks. They have developed a feed-forward neural network model embedded with multi-class classification layers. Besides, a binary classifier based on a second feed-forward neural network model was built using transfer learning to encode categorical features of high dimensions. For both binary and multi-class classifiers, the proposed method achieves higher classification accuracy.

III. PROPOSED METHOD

In this section, at first, the problem statement is described as well as the adopted network model is explained. Then, the suggested strategy is clarified step by step.

A. Problem Definition

With the rise of IoT applications and smart objects, IoT networks generate more data and traffic, resulting in a rise in IoT vulnerabilities and, consequently, RPL threats. Although RPL offers mechanisms for achieving confidentiality, integrity, and replay protection through encryption of control messages, local and global repairs, and loop detection, it is still susceptible to internal attacks. The RPL network has vulnerabilities beyond its encryption and authentication defenses. The second line of defense for networks is IDSs, which monitor network activity and node behavior for disruption attempts.

B. Network Model

First-line defenses against computer system cyberattacks are security frameworks that enforce industry standards such as authentication, authorization, and confidentiality. Vulnerabilities in system software, operational errors, and other issues may make attacks more likely. IDSs are critical in identifying and alerting system administrators to such attacks. Depending on the configuration, an IDS can be installed on individual hosts, at a central location, or distributed throughout the network. Fig. 1 illustrates how IDS operates in several areas across the network system. The IDS is a kind of IDS...
intended to detect attacks on a computer network rather than a single system. It is designed to detect malicious activities such as unauthorized access, data manipulation, and denial of service attacks. It monitors the network for suspicious activities and flags any potential threats, allowing for quick response and mitigation of possible damage. These systems monitor network operations using network telemetry, which may comprise network traffic, network flow metadata, and host event logs to identify attack events. By analyzing this telemetry, the system can detect and classify malicious activity, alerting administrators to potential malicious activity and allowing for remediation of any potential threats [35].

An IDS funnels all network traffic via its sensors to identify intrusions and anomalies. As network traffic increases, using a single IDS on a network poses congestion issues if the network throughput is too high. Deep Packet Inspection may include significant pattern matching against complicated attack rule signatures. Pattern matching is a time-consuming procedure that requires substantially more computer resources than a firewall, which might cause an IDS to become overloaded. When an IDS becomes overburdened and begins dropping or ignoring packet content, it might compromise the network's security. Eventually, some intrusions may go unnoticed since some packets associated with the same attack may evade the IDS's inspection, leading to incomplete packet matching [6]. There are several strategies for handling high levels of network traffic for IDS, including:

C. Proposed Algorithm Description

As stated earlier, this paper aims to improve the accuracy of IDS by developing ensemble-based classifiers. An ensemble of twelve experts is formed after training and testing twelve experts. Each expert's opinion is weighed according to WOA. User-inputted behavioral parameters are a vital indicator of the effectiveness of WOA. Each expert's weights are then adjusted based on the improved WOA. A seven-stage system framework is designed to simplify the process: preprocessing data, classifying data with five distinct SVM experts, classifying data with five distinct KNN experts, classifying data with five distinct decision tree classifiers, setting weights with WOA, and comparing the results.

1) Adopted dataset: Experiments are conducted using the Knowledge Discovery and Data Mining 1999 (KDD99) dataset. Thousands of records describe connections in the dataset. Each TCP/IP connection contains 41 qualitative and quantitative features. Observations are classified as normal or intrusive based on their features. The performance of each classifier must be evaluated on two datasets: training and testing. The data is taken from [36]. The KDD99 dataset contains four types of attacks.

- User to Root (U2R): connects an attacker to the root account after gaining access.
- Remote to Local (R2L): An entry attempt into a computer or network illegally.
- Probe (Probing): Examining the target machine for potential weaknesses.
- Denial of Service (DoS): The attempt to deny authorized users access to a targeted computer's services.

2) Data preprocessing: Each observation must have a set of numerical values in order to be classified using the proposed methods. Additionally, each class must be given a numerical value. The proposed classification algorithms are incompatible with three symbolic features of KDD99 data:

- Flag: The connection status flag is represented by this feature.
- Service: It represents a destination service (for example, telnet, FTP, etc.).
- Protocol type: This feature signifies the connection protocol.

Data preprocessing involves two steps: data mapping and state identification.

- State identification: The KDD99 defines states for different features, such as regular connections or attacks. The data has five major classes: R2L, U2R, Probe, DoS, and Normal. Numerical values are assigned to each state.
- Data mapping: Every observation is mapped to a numerical value in the training, validation, and testing datasets. The three features are each given a numerical value between 1 and n, where n represents the symbol count.

3) SVM classifier: Support vector machines (SVM) can effectively solve classification and regression problems. This technique has a low generalization error and does not overfit training data. When a model performs poorly outside the
training set, it is referred to as over-fitting or having a high generalization error. SVM is most effective when separating data sets linearly, which means instances in one class are all positioned along the same hyperplane H. SVM chooses the hyperplane H with the shortest distance between every pair of instances in each class. Up to this point, only linearly separable data have been considered. Such a hyperplane may only be possible for some real-life data sets. Such separation can be achieved using SVM based on data mapping to another feature space. In most cases, this transformation involves mapping into high-dimensional spaces. Kernel functions perform these modifications.

A multi-class SVM is extended by training five binary classifiers, one for each class. Suppose i = (1, . . . , 5) belongs to the quintuple F = (R2L, U2R, DoS, Probe, and Normal), and Bi denotes the binary classifier for target class i within F. Binary classifiers are trained on the entire training set for their respective target classes. Training the classifier Bi involves labeling observations belonging to class i as 1 and all other observations as 0. Classifying observations into one of the five classes is referred to as the One-versus-All approach. The 5-classifier set is used to distinguish between binary classifiers. According to Fig. 2, binary classifiers and experts have different relationships illustrated in their output formats. Binary classifiers take input data and output one of two possible classes, while experts take input data and output a continuous value. This difference in output formats reflects the different ways in which the two types of models process data.

In SVM, the RBF kernel function yields the best results [37]. Various RBF functions are employed in experiments to determine the performance of SVM classifiers with RBF kernel functions. In order to maximize the efficiency of the SVM algorithm, six different SVM experts are trained with different RBF parameters. In addition, this approach ensures that ensemble classifiers have a greater variety of experts. The RBF vector defines the selected values for RBF parameters as follows: RBF = [5, 2, 1, 0.5, 0.2, 0.1]. RBF vector values determine the accuracy of binary classifiers in each expert system. Six SVM experts are developed based on the RBF vector:

- SVM 1: RBF = 5
- SVM 2: RBF = 2
- SVM 3: RBF = 1
- SVM 4: RBF = 0.5
- SVM 5: RBF = 0.2
- SVM 6: RBF = 0.1

4) kNN classifier: An effective and simple tool for object classification is the k-nearest neighbor (kNN) algorithm [38]. Consider observations and targets (o1, t1), . . . , (on, tn), where observations o∈ Rd and targets t∈ {0, 1}. For a given i in the training sample, kNN predicts the test vector class based on the class labels of the nearest neighbors. A kNN classifies new points by identifying the points with the most votes based on the K closest points. The Euclidean distance is a distance metric commonly used in kNN to compare two vectors:

\[ d^2(x_i, x_j) = \|x_i - x_j\|^2 = \sum_{k=1}^{d} (x_{ik} - x_{jk})^2 \]  

In contrast to SVM, kNN classifiers can solve multi-class problems. However, five binary classifiers are needed to make kNN and SVM experts compatible. Accordingly, kNN expert systems are structured similarly to the SVM expert systems, as shown in Fig. 2. The compatibility of SVM and kNN expertise allows them to be combined into an ensemble expert system. kNN classifiers use the k parameter to determine how many neighbors close to a given observation are in a training set. The accuracy of binary classifiers inside an expert will vary as this parameter is changed. The kNN classifier can be optimized by creating six experts with different values of the k parameter as defined by the k vector: K = [1, 3, 5, 7, 9, 11]. The six k-NN experts are created as follows by selecting different k parameters:

- k-NN 1: k=1;
- k-NN 2: k=3;
- k-NN 3: k=5;
- k-NN 4: k=7;
- k-NN 5: k=9;
- k-NN 6: k=11;

5) Whale optimization algorithm for IDS: The WOA algorithm is a swarm-based intelligent algorithm for continuous optimization problems. Compared to recent meta-heuristics methods, it exhibits superior performance. It is more straightforward and robust than other swarm intelligence algorithms, making it comparable to other nature-inspired algorithms. A single parameter (time interval) is required to achieve the desired result in practice. WOA involves humpback whales searching for food in a multidimensional space. Humpback whale locations are considered decision variables, while distances between them and food are represented as objective costs. Three operational processes determine a whale’s time-dependent location: search for prey, bubble-net attacking method, and shrinking encircling prey [39]. The primary presentation of the WOA is shown in Fig. 3. These operational processes are described and mathematically expressed in the following. A spiral mathematical formulation can describe the bubble-net behavior of humpback whales as follows.

\[ \ddot{X}(t + 1) = \overrightarrow{D} \cdot e^{bi} \cdot \cos(2\pi l) + \overrightarrow{X}(t) \]  

\[ \ddot{X}(t + 1) = \begin{cases} \overrightarrow{X}(t) - \overrightarrow{A} \overrightarrow{B} & \text{if } p < 0 \\ \overrightarrow{D} \cdot e^{bi} \cdot \cos(2\pi l) + \overrightarrow{X}(t) & \text{if } p \geq 0 \end{cases} \]
In Eq. (3), p is a constant used to explain the logarithmic spiral’s shape, and k is a uniformly distributed number. As a global optimizer, if A > 1 or A < -1, a randomly chosen search agent replaces the best search agent as follows:

\[ \vec{D} = |\vec{C} \cdot \vec{X}_{\text{rand}} - \vec{X}| \]  

\[ \vec{X}(t + 1) = \vec{X}_{\text{rand}} - \vec{X}, \vec{D} \]  

The current iteration nominates \( \vec{X}_{\text{rand}} \) arbitrarily from whales. Whales with a minimum fitness function represent the ideal solution. A whale with the best fitness represents the optimal set of weight coefficients \( w = (w_1, w_2, ..., w_n) \), where \( n \) denotes the number of experts. This means that each whale has its own set of weight coefficients. Using Eq. (2), every observation \( x \) in the sample is classified according to the voting algorithm \( y \). Every observation in the training set is provided with the correct class (target). As a training sample of size \( m \) is classified correctly, \( c \) is the number of instances where an output is predicted to have the same value as a target \( T \), or \( y = T \). Based on the validation sample, \( \text{ACC}(w) \) is the fraction of correctly classified observations, \( \text{ACC}(w) = \frac{c}{m} \), where \( m \) is the number of observations. The accuracy of ensemble classifiers should be maximized, or the error minimized for each whale in order to achieve improved performance.

Weights are generated separately for each class. According to Fig. 2, the ensemble classifier created by WOA weights will have the same structure as an expert. Consequently, five weights need to be generated with WOA, one for each binary classifier in the base expert. Weights are generated based on the validation data. An accurate evaluation of the accuracy of classifiers based on training data is required. It is not acceptable to evaluate model performance using the same data for training since this would lead to strongly biased weights and could easily result in an overfitted model. The fitness value of an expert system cannot also be determined by testing data since it is necessary to use only testing targets to evaluate the performance of each expert system, whether it is a basic classifier or an ensemble. The validation dataset was created by taking a subset from the corrected.gz file used for testing and removing it from all testing datasets. This ensures the independence of the validation process.

![Expert system structure](image1)

![Position update in a spiral](image2)
IV. EXPERIMENTAL RESULTS

This study was conducted using Matlab-2018 32bit on Windows 7 Professional 32bit, with an Intel Core i5 processor and 8GB of RAM. As mentioned earlier, the KDD-99 dataset is used in the proposed IDS strategy. KDD-99 consists of a large number of records that fall into five different categories. In fact, KDD-99 records fall into one of these five classes. The number of randomly selected records from the KDD-99 dataset is listed in Table I.

It should be noted that the selected dataset is divided into two groups of training and testing datasets. The training dataset is used to train the classifier, while the testing dataset is used to evaluate it. These datasets are shown in Table II and Table III.

A. Detection Accuracy Evaluation

The classification accuracy criterion is one of the main and most significant evaluation criteria for each IDS mechanism. Considering that the dataset considered in this article includes five different classes. As a result, each of the fifteen presented classifiers includes five binary classifiers. According to Eq. (6), it is possible to calculate the classification accuracy of each binary classifier. In this regard, A indicates the classification accuracy of the binary classifier, S indicates the total number of test samples of the desired class, and C indicates the number of correctly identified samples of the same class. The fifteen classifiers will be examined in the following according to their accuracy of identification.

\[ A = \frac{C}{S} \] (6)

- Classifiers based on support vector machine: Five different classifiers can be formed based on the SVM. These classifiers include a multi-class SVM based on the RBF kernel function with y values set to 0.1, 0.2, 0.5, 1, and 2. Table IV shows the accuracy of different SVM-based classifiers.
- Classifiers based on k-nearest neighbor: There are five types of kNN-based classifiers. Classifiers include multi-class kNNs with k values of 1, 3, 5, 7, and 9. The accuracy of these classifiers is shown in Table V.
- Classifiers based on decision tree: There are five types of classifiers based on the C4.5 classification algorithm. These classifiers contain 19, 21, 23, 25, and 27 features. Previous research has determined the number of selected features. In fact, the difference between these five classifiers is the number of selected features. Table VI shows the accuracy of these classifiers.
- Proposed algorithm: The proposed IDS strategy in this paper comprises fifteen different classifiers. By combining these classifiers, the proposed IDS system is designed and built. Each classifier is also given a suitable weight based on the WOA. The proposed system based on the WOA was trained with 70% of the data and tested with 30% of the data. Table VII shows the number of training data, the test results, and the recognition accuracy. This proposed method outperforms fifteen different classifiers regarding average detection accuracy, as shown in Fig. 4.

B. Performance Analysis on the UNSW-NB15 Dataset

This scenario tests the efficiency of the ensemble-based WOA model in terms of accuracy, F-measure, precision, recall, and AUC. The UNSW-NB15 dataset contains 175,341 records for training and 82,332 records for testing. Similarly, to the NSL-KDD dataset, the ensemble classifier with WOA demonstrated superior performance for intrusion detection with an AUC of 99.6%, F-measure of 99%, recall of 99.1%, precision of 99.2%, and accuracy of 99.3%. Fig. 5 compares the ensemble-based WOA model with other approaches.

![Comparison results](image-url)
### TABLE II. The Number of Records Randomly Selected from KDD-99

<table>
<thead>
<tr>
<th>Class</th>
<th>NC</th>
<th>DoS</th>
<th>R2L</th>
<th>U2R</th>
<th>Probing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of records</td>
<td>12500</td>
<td>7231</td>
<td>4876</td>
<td>104</td>
<td>12500</td>
</tr>
</tbody>
</table>

### TABLE III. Training Dataset

<table>
<thead>
<tr>
<th>Class</th>
<th>NC</th>
<th>DoS</th>
<th>R2L</th>
<th>U2R</th>
<th>Probing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of records</td>
<td>5000</td>
<td>4107</td>
<td>1126</td>
<td>52</td>
<td>5000</td>
</tr>
</tbody>
</table>

### TABLE IV. Testing Dataset

<table>
<thead>
<tr>
<th>Class</th>
<th>NC</th>
<th>DoS</th>
<th>R2L</th>
<th>U2R</th>
<th>Probing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of records</td>
<td>7500</td>
<td>3124</td>
<td>3750</td>
<td>52</td>
<td>7500</td>
</tr>
</tbody>
</table>

### TABLE V. Detection Accuracy of SVM-Based Classifiers

<table>
<thead>
<tr>
<th>Classifier</th>
<th>NC</th>
<th>DoS</th>
<th>R2L</th>
<th>U2R</th>
<th>Probing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classifier 1</td>
<td>68.55 %</td>
<td>93.26 %</td>
<td>81.44 %</td>
<td>99.88 %</td>
<td>92.1 %</td>
</tr>
<tr>
<td>Classifier 2</td>
<td>73.44 %</td>
<td>94.66 %</td>
<td>81.63 %</td>
<td>99.74 %</td>
<td>93.37 %</td>
</tr>
<tr>
<td>Classifier 3</td>
<td>76.69 %</td>
<td>98.88 %</td>
<td>81.43 %</td>
<td>99.45 %</td>
<td>94.31 %</td>
</tr>
<tr>
<td>Classifier 4</td>
<td>82.16 %</td>
<td>98.17 %</td>
<td>81.8 %</td>
<td>99.55 %</td>
<td>94.58 %</td>
</tr>
<tr>
<td>Classifier 5</td>
<td>76.55 %</td>
<td>94.55 %</td>
<td>81.18 %</td>
<td>99.18 %</td>
<td>94.69 %</td>
</tr>
</tbody>
</table>

### TABLE VI. Detection Accuracy of KNN-Based Classifiers

<table>
<thead>
<tr>
<th>Classifier</th>
<th>NC</th>
<th>DoS</th>
<th>R2L</th>
<th>U2R</th>
<th>Probing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classifier 6</td>
<td>81.74 %</td>
<td>97.8 %</td>
<td>83.93 %</td>
<td>99.65 %</td>
<td>96.2 %</td>
</tr>
<tr>
<td>Classifier 7</td>
<td>81.28 %</td>
<td>97.36 %</td>
<td>83.45 %</td>
<td>99.73 %</td>
<td>95.29 %</td>
</tr>
<tr>
<td>Classifier 8</td>
<td>76.44 %</td>
<td>93.54 %</td>
<td>83.44 %</td>
<td>99.77 %</td>
<td>92.3 %</td>
</tr>
<tr>
<td>Classifier 9</td>
<td>76.16 %</td>
<td>92.18 %</td>
<td>83.55 %</td>
<td>99.78 %</td>
<td>92.32 %</td>
</tr>
<tr>
<td>Classifier 10</td>
<td>76.1 %</td>
<td>92.44 %</td>
<td>83.56 %</td>
<td>99.80 %</td>
<td>92.33 %</td>
</tr>
</tbody>
</table>

### TABLE VII. Detection Accuracy of Classifiers Based Decision Tree

<table>
<thead>
<tr>
<th>Classifier</th>
<th>NC</th>
<th>DoS</th>
<th>R2L</th>
<th>U2R</th>
<th>Probing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classifier 11</td>
<td>78.37 %</td>
<td>90.45 %</td>
<td>81.65 %</td>
<td>99.1 %</td>
<td>92.5 %</td>
</tr>
<tr>
<td>Classifier 12</td>
<td>79.41 %</td>
<td>91.04 %</td>
<td>81.9 %</td>
<td>99.21 %</td>
<td>93.48 %</td>
</tr>
<tr>
<td>Classifier 13</td>
<td>80.55 %</td>
<td>91.5 %</td>
<td>82.48 %</td>
<td>99.43 %</td>
<td>94.51 %</td>
</tr>
<tr>
<td>Classifier 14</td>
<td>80.6 %</td>
<td>94.31 %</td>
<td>82.13 %</td>
<td>99.47 %</td>
<td>95.88 %</td>
</tr>
<tr>
<td>Classifier 15</td>
<td>81.73 %</td>
<td>95.77 %</td>
<td>83.82 %</td>
<td>99.68 %</td>
<td>95.31 %</td>
</tr>
</tbody>
</table>

### TABLE VIII. The Number of Training and Testing Data and the Detection Accuracy of the Proposed Method

<table>
<thead>
<tr>
<th></th>
<th>NC</th>
<th>DoS</th>
<th>R2L</th>
<th>U2R</th>
<th>Probing</th>
</tr>
</thead>
<tbody>
<tr>
<td>The number of records in the training dataset</td>
<td>8750</td>
<td>5062</td>
<td>3413</td>
<td>73</td>
<td>8750</td>
</tr>
<tr>
<td>The number of records in the testing dataset</td>
<td>3750</td>
<td>2169</td>
<td>1463</td>
<td>31</td>
<td>3750</td>
</tr>
<tr>
<td>Accuracy</td>
<td>90.2 %</td>
<td>98.66 %</td>
<td>89.61</td>
<td>99.9 %</td>
<td>96.83 %</td>
</tr>
</tbody>
</table>
The IoT enables physical objects in different domains to become Internet hosts, raising high expectations. Nevertheless, attackers may also use the IoT to threaten the privacy and security of users. Hence, the IoT requires security solutions. IDSs play a critical role in keeping IoT networks accessible and secure. This paper proposed a new strategy to improve the accuracy of IDS by developing ensemble-based classifiers. Twelve experts are trained and tested to form an ensemble. With LUS, user-supplied behavioral parameters are used as meta-optimizers to estimate high-quality parameters. WOA is then used to adjust the weights of each expert. The detection accuracy rates of the proposed method were significantly higher than those of other approaches for attacks, such as DoS, probing, normal, R2L, and U2R. We will investigate the efficiency of the ensemble-based WOA model using other intrusion datasets in the future, and apply this approach to other optimization problems as well.

V. CONCLUSION

The IoT enables physical objects in different domains to become Internet hosts, raising high expectations. Nevertheless, attackers may also use the IoT to threaten the privacy and security of users. Hence, the IoT requires security solutions. IDSs play a critical role in keeping IoT networks accessible and secure. This paper proposed a new strategy to improve the accuracy of IDS by developing ensemble-based classifiers. Twelve experts are trained and tested to form an ensemble. With LUS, user-supplied behavioral parameters are used as meta-optimizers to estimate high-quality parameters. WOA is then used to adjust the weights of each expert. The detection accuracy rates of the proposed method were significantly higher than those of other approaches for attacks, such as DoS, probing, normal, R2L, and U2R. We will investigate the efficiency of the ensemble-based WOA model using other intrusion datasets in the future, and apply this approach to other optimization problems as well.
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Abstract—With the rapid development of modern industry, the application of automated mechanical and electronic technology is gradually increasing, and the research on automatic path planning is also receiving increasing attention. In this environment of rapid technological progress, rapid growth of the knowledge economy, and fierce competition, industrial intelligence has become an indispensable part of social development. Industrial Automated Guided Vehicle (AGV) has put forward higher requirements for the application of automatic control technology in the planning and research of autonomous path planning. Autonomous path planning with AGV as the service object is currently the most widely used direction in industrial production processes, with the best development prospects and the highest market demand. Optimizing autonomous path planning for AGV is of great significance in promoting the process of industrial modernization and improving industrial production efficiency. In order to solve the problems of low path planning efficiency, excessive reliance on the rich experience and subjective judgment of relevant personnel, and excessive consumption of path planning costs in traditional AGV omnidirectional autonomous path planning, this article attempted to introduce sensor technology to conduct in-depth research on AGV omnidirectional automatic path planning. Based on intelligent optical sensors and combined with ant colony algorithm, the autonomous path planning model for AGV was optimized, and an innovative AGV omnidirectional autonomous path planning model application experiment was conducted in two industrial production enterprises in a certain region. Comparative analysis of experimental data showed that the innovative AGV omnidirectional autonomous path planning model studied in this article had an average improvement of about 17.8% in four evaluation indicators compared to traditional AGV omnidirectional autonomous path planning models.

Keywords—Smart machinery; optical sensors; industrial development; autonomous path planning

I. INTRODUCTION

The development of science and technology is a very complex, lengthy, challenging, and competitive process. In order to adapt to the increasingly competitive modern industrial market, the research on autonomous path planning for systematic omnidirectional AGVs has become the primary task at present. The path planning research that combines the motion transformation of an object or device with the surrounding environment is a flexible design aimed at adapting to external conditions and constraining internal targets. This design idea can achieve response to external environmental stimuli, allowing the target subject to perform autonomous control to complete specified tasks. In the research of automatic path planning, this article has conducted in-depth research, promoting the industrialization process of cities.

Some scholars have conducted experimental analysis on the autonomous path planning of mechanical equipment and summarized some issues that arise in conventional research. They hope to optimize the research direction of autonomous path planning. Gul Faiza conducted in-depth discussions on the purpose of autonomous path planning research and discussed how to find the optimal and shortest path in the autonomous path planning process [1]. Karamuk Mustafa proposed a high-performance autonomous path traction system by studying the optimization direction of AGV autonomous path planning during the interaction between upper software and lower mechanical components [2]. Pantic Michael proposed a novel autonomous path planning scheme to enable machines and equipment to perform motion planning tasks interacting with the environment in complex industrial production activities [3]. Marosan Iosif Adrian optimized the omnidirectional autonomous path planning system for AGVs by studying the use of autonomous mobile platforms in modern industry and combining various sensor systems [4]. In order to improve the path tracking accuracy and stability of AGV vehicles in complex environments, Liu Yaqiu proposed an improved autonomous path control tracking method, which greatly improves the trajectory deviation phenomenon [5]. The above research summarizes the theoretical framework of autonomous path planning.

The optimization of autonomous path planning models is aimed at adapting to more complex industrial production environments and exploring for this purpose. Seder Marija has developed a new omnidirectional AGV autonomous path planning solution based on an open logistics innovation platform for local manufacturing logistics automation systems. It is suitable for complex and difficult transportation tasks, which can improve the control level of local mobile robots and prove its effectiveness [6]. Zhang Jie analyzed and studied the dynamic control of AGV in local industrial production activities. He combined autonomous guidance of mechanical equipment in the Internet of Things with decentralized decision-making methods for path planning and proposed an AGV design scheme using Mc numb wheels for autonomous omnidirectional path planning [7]. Quan Yanming explored the balance and motion trajectory of AGV in industrial production activities, and evaluated the safety and reliability of
autonomous trajectory planning during AGV cargo transportation by combining different production line scenarios, loading situations, and motion states [8]. Shentu Shuzhan focused on optimizing the autonomous positioning of mobile robots in indoor industrial problems. He integrated hybrid navigation systems and optimized them on the basis of traditional mobile robot autonomous positioning systems [9].

The above research summarizes and analyzes the autonomous planning problem of mechanical equipment in industrial production processes.

In addition, some researchers have considered how to improve the stability and reliability of AGV autonomous path planning in complex industrial production environments. Fragapane Giuseppe analyzed the scheduling application of AGV in local internal logistics business and proposed a central control unit design model that dynamically responds to system state and environmental changes [10]. Moshayedi Ata Jahangir explored the autonomous path planning and design process of AGV robots and the obstacles to their application in modern industry. He conducted a comparative analysis of AGV autonomous path planning systems for different construction schemes [11]. Lin Rui studied the application effects of guided logistics robots for pallet transportation in local areas. Through performance evaluation and analysis of the stability of automated guidance and the reliability of path planning, he determined that the research on machine automation is the future trend of industrial production [12]. The above studies have all analyzed autonomous path planning for automatic transportation machines, but no specific research plan has been proposed.

In order to solve the unstable performance of AGV autonomous path planning applied in traditional industrial production activities, it is difficult to plan the optimal path to complete the task. In the automated transportation process of AGV, there are still many issues such as manual manipulation. This article comprehensively analyzed the traditional AGV autonomous path planning system and summarized its advantages and disadvantages. Combining an intelligent optical sensor system based on mechatronics and intelligent algorithms, an autonomous path planning model for omnidirectional AGV was studied. This model not only fundamentally solves the problems encountered in some traditional AGV autonomous path planning models, but also has good autonomous path planning capabilities in complex industrial production environments and difficult industrial transportation tasks. It also has strong risk response capabilities in the face of unexpected transportation problems in industrial production activities, making contributions to the modernization process of industrial production.

II. TECHNICAL APPLICATION OF INTELLIGENT OPTICAL SENSORS IN ROBOT AUTONOMOUS PATH PLANNING MODEL

In recent years, the highly integrated technology of sensors continues to make breakthroughs and innovations. Optical sensors are widely used in more and more fields, such as intelligent control, path planning, mode transformation, and so on. In the application of autonomous path planning, how to improve the accuracy of robot intelligent identification applications in the path is the main research direction at present. Autonomous path planning requires robots to complete tasks with the most efficient motion trajectory in a complex and dynamic production environment. The best collision-free path can be found in known or unknown production environments and relatively efficient path planning can be carried out. It can not only reduce the wear and tear of mechanical equipment during movement, but also improve production and work efficiency in industrial activities, which has extremely high practical significance in the process of industrial modernization [13-14].

In order to conduct better road condition analysis and path planning for complex environments in industrial production activities, intelligent research on autonomous path planning of machinery and equipment is the future trend of industrial development. Industrial production activities often require a large number of industrial raw materials and manufactured products to be transported and transmitted cyclically on the industrial assembly line. Artificial methods are mainly used to analyze road conditions and identify paths in complex industrial production environments, which require subjective judgment and visual identification by professional scholars or experienced staff. It is not possible to enable autonomous learning of transportation equipment, greatly reducing transportation efficiency. It is also difficult to ensure the safety and reliability of the planned transportation path.

With the rapid development of science and technology, complex, diverse, and rapidly changing information abounds in daily life and production work. In order to effectively collect this information and promote the progress of industrial automation and control, intelligent optical sensors have emerged, and are applied on working paths with obstacles, thereby improving the dynamic capture performance of obstacles on the path [15-16]. Based on practical needs, this paper tentatively introduces intelligent optical sensor technology to optimize the design of industrial intelligent production and equipment transportation processes. In industrial transportation operations, optical sensors are used to collect real-time road condition information, and the collected road condition information is fed back to the control center using wireless communication technology. Finally, through learning algorithms, road conditions are analyzed and identified in real time. The autonomous path planning system for robots based on intelligent optical sensors has a higher speed of updating road information and adaptability to complex production environments.

Optical sensors generate varying degrees of electrical signals from different photoelectric effects by collecting information on the intensity of light emitted by the light source on the sensor [17]. This principle enables the conversion of light intensity into quantitative digital data. An autonomous path planning model for intelligent optical sensors is introduced to collect photoelectric signal data in industrial production environments. The collected photoelectric signals are subjected to data analysis and feature extraction before being further optimized for processing. Finally, combined with fuzzy rules, road conditions are intelligently identified. As a result, the process utilizes optical sensors to meet real-time monitoring of road conditions and can plan the optimal path to complete the task, improving the intelligence and accuracy of
road condition analysis and path planning on the basis of traditional path planning models.

III. DEVELOPMENT OF AUTONOMOUS PATH PLANNING RESEARCH FOR INDUSTRIAL OMNIDIRECTIONAL AUTOMATED GUIDED VEHICLE

With the extensive practical application of information collection and intelligent control technology in modern science, autonomous robot movement has developed rapidly. Autonomous path planning technology for robots refers to the optimal path planning for robots in complex work environments that does not encounter any collisions from the starting point to the end of the task and meets constraints while following some movement constraints, such as the shortest straight path, the shortest actual time, and the lowest energy consumption. In the construction of modern industry, optimization research on AGV omnidirectional autonomous path planning technology with AGV as the service object is conducive to improving the production efficiency and development process of modern industry.

AGV is mainly used for automatic transportation of raw materials and finished products in industrial production processes. Due to its simple integration, simple programming, and high efficiency, AGV is widely used in industrial manufacturing systems. The working environment of AGVs is mostly under harsh terrain conditions. AGVs need to choose efficient and collision free planning paths as much as possible while completing specified tasks. During transportation, they need higher travel speeds to improve the efficiency of automatic placement and movement of various objects in complex industrial production environments. The optimization of AGV omnidirectional autonomous path planning is an important development direction for modern industries such as discrete manufacturing.

The traditional AGV autonomous path planning method has a low degree of freedom, requiring relevant staff to visually collect road condition information for transportation tasks in complex industrial production environments. Extensive work experience is used to plan paths and set more rigid paths for AGV through programming and other means. The path planned under the traditional AGV autonomous path planning method is difficult to cope with the complex industrial production environment. In the face of sudden and complex road conditions and path obstacles, it is impossible to continue the task set by the program, resulting in a life-and-death lock phenomenon, requiring a large amount of labor costs to detect and correct errors. This does not achieve the original purpose of freeing manpower, reducing costs, and improving production efficiency.

Traditional AGV path planning requires a large amount of manpower and material resources to collect road information in complex industrial production environments. It relies on the professional knowledge of relevant staff with rich work experience and experts to manually plan the AGV transportation path, as well as embedding the program into the AGV core through programming and other methods. The AGV transportation path set in this way is quite rigid. Whenever encountering overly complex road conditions, structures, or sudden obstacles, AGV deadlock occurs, which is not conducive to the conduct of industrial production activities, causing serious consequences such as delayed delivery of production materials at critical moments, leading to the disconnection of the production chain. The optimization of the AGV omnidirectional autonomous path planning model is conducive to promoting the improvement of industrial production efficiency and the advancement of the modernization process. It is necessary to establish evaluation indicators for the AGV omnidirectional autonomous path planning model. Table I shows some evaluation indicators and their behavioral rules.

<table>
<thead>
<tr>
<th>Evaluation indicators</th>
<th>Rules of conduct</th>
</tr>
</thead>
<tbody>
<tr>
<td>Road condition</td>
<td>Speed of road condition information collection</td>
</tr>
<tr>
<td></td>
<td>Number of road condition information collected</td>
</tr>
<tr>
<td>monitoring</td>
<td>Road condition monitoring response time</td>
</tr>
<tr>
<td>Road conditions</td>
<td>Speed of road information prediction</td>
</tr>
<tr>
<td>prediction</td>
<td>Number of road condition information forecasts</td>
</tr>
<tr>
<td></td>
<td>Predicted response time for road condition information</td>
</tr>
</tbody>
</table>

In the optimized AGV omnidirectional autonomous path planning model, highly integrated intelligent optical sensor components are combined, greatly enhancing the ability to collect road information in complex industrial production environments. Then, the obtained road condition information is subjected to data calculation and model learning using a deepening learning algorithm to achieve road condition prediction in complex industrial production environments, and has a higher risk response ability in the face of sudden path obstacle problems. The optimal path that meets the constraints is determined on the premise of completing the set tasks, which greatly improves the level of intelligence and automation in modern industrial production activities, and also has a high task completion rate during the progress of AGV transportation tasks. The AGV path planning research structure is shown in Fig. 1.
IV. APPLICATION OF ANT COLONY ALGORITHM IN AUTOMATED GUIDED VEHICLE OMNIDIRECTIONAL AUTONOMOUS PATH PLANNING

Path planning is one of the important foundations for realizing automatic transportation of AGV, which calculates and classifies the collected data. Then, based on fuzzy rules of data fusion, the optimal path planning is carried out in a complex industrial production environment [18]. In order to overcome the problems of excessive computational cost, difficulty in obtaining optimal solutions, and difficulty in implementing planned paths in complex construction environments, it is possible to solve the path planning problem of a large number of irregular obstacles that hinder AGV from completing industrial transportation tasks in complex industrial production environments. In this paper, an evolutionary ant colony algorithm is used to solve the problem by simulating the process of ants searching for food in nature.

During movement, ant colonies leave a special pheromone secreted on their path. Later, ant colony members make decisions about their direction of travel based on the concentration of pheromones left on the path. The longer the path, the lower the concentration of pheromones. When the ant colony team arrives at the intersection later, they choose a path with a high pheromone concentration to travel, and ultimately find the optimal foraging path through continuous exchange of information throughout the self-organized travel of the entire ant colony. The ant colony algorithm designed based on this principle can play an important role in the AGV omnidirectional autonomous path planning model [19].

Data collection is the premise and foundation of algorithm calculation. A highly integrated intelligent optical sensor emits light beams from a transmitter on a complex industrial production environment path, and a receiver receives the returned light beams. Different photoelectric signals are generated by varying the intensity of the returned light beams, which are used to reflect the specific road condition information of the complex path in the industrial production environment. The collected road condition information is exchanged with the control center through wireless communication technology, and a large number of collected data samples are used as training samples for learning and calculation by ant colony algorithm. The number of samples is $Q$. $c_{a,b}(a = 1,2,\cdots,n_1; b = 1,2,\cdots,n_2)$ is the distance between location points $a$ and $b$ in a planar environment, and $n_1$ and $n_2$ are two-dimensional vectors corresponding to the planar environment. $j_a(t)$ is the number of environmental samples at position $a$ at time $t$. $\nu_{a,b}(t)$
represents the residual pheromone concentration at time \( t \) in path \((a,b)\). The total concentration of pheromones can be calculated by Formula (1).

\[
\nu = \sum_{a=1}^{n} j_a(t)
\]  

(1)

At the initial moment of the ant colony algorithm calculation, the pheromone concentration content on all paths is quantitatively preset by Formula (2).

\[
\nu_{a,b}(0) = \zeta
\]  

(2)

Among them, \( \zeta \) is a constant. During the calculation process, sample \( q(q=1,2,\cdots,Q) \) determines the next moving direction based on the pheromone concentration on each path. The probability of movement can be calculated by Formula (3).

\[
P_{ab}^q(t) = \begin{cases} \left(\frac{\nu_{a,b}^x(t)\lambda_{a,b}^b(t)}{\sum_{e\in M_a^q} (\nu_{a,e}^x(t)\lambda_{a,e}^b(t))}\right), & b \in M_a^q \\ 0, & \text{other} \end{cases}
\]  

(3)

Among them, \( P_{ab}^q(t) \) represents the probability of a transition from position \( a \) to \( b \) at time \( t \). \( \lambda_{a,b}(t) \) is a local heuristic function for visibility. The parameters \( \alpha \) and \( \beta \) represent the influence weights of \( \nu_{a,b}(t) \) and \( \lambda_{a,b}(t) \) on the overall sample transfer probability, respectively. \( M_a^q \) represents the feasible area of sample \( q \) at position \( a \). As time goes on, the pheromone content on the algorithm’s decision path gradually decreases. Formula (4) calculates the pheromone content of the path path when the sample movement completes a cycle of movement after \( u \) moments.

\[
\nu_{a,b}(t+u) = \theta\nu_{a,b}(t) + \sum_{q=1}^{Q} \Delta\nu_{a,b}^q
\]  

(4)

Among them, \( \theta \) represents the residual degree after the pheromone gradually decreases on a certain path. \( \Delta\nu_{a,b}^q \) represents the amount of pheromone tracks that the sample remains on path \((a,b)\) during this cycle. Finally, through the tradeoff and comparison of pheromone content and concentration, the optimal path planning decision to complete the task is obtained. The above is the calculation process of ant colony algorithm used in the AGV autonomous path planning model in this article. The application of ant colony algorithm makes the AGV omnidirectional autonomous path planning model more efficient. The computational structure of the ant colony algorithm is shown in Fig. 2.

V. APPLICATION EXPERIMENT OF AUTOMATED GUIDED VEHICLE OMNIDIRECTIONAL AUTONOMOUS PATH PLANNING MODEL BASED ON INTELLIGENT OPTICAL SENSORS

With the continuous advancement of industrial modernization, the degree of automation is also gradually improving, and the optimization and upgrading of automatic control systems is the current development trend. The invention of intelligent materials and the development of highly integrated sensor technology pose new challenges to industrial automation. However, in the process of industrial production and transportation, there are still many transportation risks and room for improvement. As an important component of modern industrial development, AGV autonomous path planning and multi-directional parallel control methods are being studied in the direction of high accuracy and reliability.

This article conducts an in-depth analysis of the original AGV omnidirectional autonomous path planning model and identifies the advantages and disadvantages of the traditional AGV omnidirectional automatic path planning model. It proposes solutions to some risks and hidden dangers in the traditional AGV omnidirectional automatic path planning mode. In this paper, based on highly integrated intelligent optical sensors and neural network technology, combined with ant colony algorithm, an omnidirectional autonomous path planning model for AGV was constructed. Laser light was emitted through a transmitter into the industrial production environment, and then the returned refracted light was collected by highly integrated optical sensors. Different light intensities irradiate the photosensitive element to generate different photoelectric signals, and the collected photoelectric signals are exchanged and transmitted by wireless communication technology and the control center. The obtained electrical signal data was injected into the AGV omnidirectional autonomous path planning model as an original sample, and the data was calculated and classified by an ant colony algorithm. Combined with fuzzy rule planning, the optimized path for transportation tasks can be better completed. In this process, real-time monitoring of road information in the industrial production environment was
carried out, and risk issues arising on the planned path were promptly investigated and resolved.

With this model structure and data algorithm, an omnidirectional autonomous path planning model for AGV based on intelligent optical sensors was formed. On the basis of inheriting the advantages of traditional AGV path planning models, optimization was conducted to address the shortcomings of traditional AGV path planning that are not intelligent and reliable, improving the monitoring effect of traditional AGV path planning models on complex industrial production environments and their ability to respond to obstacles and risks in planning paths. This AGV omnidirectional autonomous path planning model improves the objectivity and scientificty of traditional AGV path planning models in path planning tasks. It saves a lot of manpower and material costs, and effectively allocates computing resources, which can open up a new direction for the research of AGV omnidirectional automatic path planning. However, it still requires some experiments to conduct in-depth verification.

First, two local industrial production enterprises, A and B, were tested for AGV omnidirectional autonomous path planning applications. During the experiment, the laser probe of the AGV transportation equipment emits laser light on the path in the industrial production environment, and the probe on the AGV transportation equipment collects the light reflected from the path. Intelligent optical sensors collect different photoelectric signals generated by the returned light shining on photosensitive devices, and generate corresponding digital data through analog-to-digital conversion. The obtained large amount of signal data is transmitted to the control center through wireless communication technology, and the large amount of data is calculated and analyzed by the ant colony algorithm as the original sample to build a learning model. Combining fuzzy rules for optimal path planning, an AGV autonomous planning path that can complete transportation tasks with the highest efficiency is obtained. While monitoring the industrial production environment in real time, it can conduct sensitive monitoring of light fluctuations for sudden obstacles appearing on the path, thereby effectively and timely avoiding the risk of sudden obstacles.

The managers and relevant staff of the AGV omnidirectional autonomous path planning model of Enterprise A were surveyed with an application satisfaction questionnaire, and the upper limit of the evaluation index for each satisfaction index was 10. Based on the exponential feedback from the model application satisfaction questionnaire, the application satisfaction evaluations of traditional and innovative AGV omnidirectional autonomous path planning models were analyzed using an exponential comparison, as shown in Fig. 3.

Fig. 3(a) shows the four satisfaction evaluation indicators of Enterprise A under the traditional AGV omnidirectional autonomous path planning model. The four evaluation indicators are road condition monitoring, road condition prediction, transportation time, and risk response. The evaluation index sizes of the four satisfaction evaluation indicators were 6, 5, 4, and 5, respectively. Fig. 3(b) shows the four satisfaction evaluation indicators of Enterprise A under the innovative AGV omnidirectional autonomous path planning model. The evaluation index sizes of the four satisfaction evaluation indicators were 6, 6, 5, and 6, respectively. The innovative AGV omnidirectional autonomous path planning model outperformed the traditional model in terms of the evaluation index of all indicators except the satisfaction evaluation index of road condition monitoring. This indicates that intelligent sensor technology is not omnipotent, and tradition does not mean backwardness. In the process of optimizing the AGV omnidirectional autonomous path planning model, it is necessary to proceed from reality, based on the advantages and disadvantages of tradition, to improve the shortcomings and shortcomings.

![Fig. 3a](image1.png) ![Fig. 3b](image2.png)

**Fig. 3.** Satisfactory comparative analysis of the application of traditional and innovative models in Enterprise A. (a) Evaluation of satisfaction with the application of the traditional model in Enterprise A, (b) Evaluation of satisfaction with the application of the innovative model in Enterprise A.
Then, the managers and relevant staff of the AGV omnidirectional autonomous path planning model of Enterprise B were surveyed with an application satisfaction questionnaire. Based on the index feedback from the model application satisfaction questionnaire, an index comparison analysis was conducted on the satisfaction evaluation of the application effect of traditional and innovative AGV omnidirectional autonomous path planning models in Enterprise B. The upper limit of each evaluation index was 10, as shown in Fig. 4.

Fig. 4(a) shows the four satisfaction evaluation indicators for Enterprise B under the traditional AGV omnidirectional autonomous path planning model. The evaluation index sizes for the four satisfaction evaluation indicators, namely, road condition monitoring, road condition prediction, transportation time, and risk response, were respectively 5, 5, 6, and 4. Fig. 4(b) shows the evaluation index sizes of these four satisfaction evaluation indicators for Enterprise B under the innovative AGV omnidirectional autonomous path planning model, which were respectively 6, 6, 7, and 5. As shown in the comparison between Fig. 4(a) and Fig. 4(b), the innovative AGV omnidirectional autonomous path planning model was superior to the traditional AGV omnidirectional autonomous path planning model in terms of four satisfaction evaluation indicators. This indicates that the omnidirectional autonomous path planning model for AGV based on intelligent optical sensors is more efficient than the traditional omnidirectional autonomous path planning model for AGV in terms of overall performance. Electronic information automation technology provides an intelligent and automated development direction for AGV transportation projects in industrial production activities. It improves transportation efficiency in industrial production activities, and contributes to the process of combining industrial automation and information technology.

Finally, this paper analyzed the performance differences between the AGV omnidirectional autonomous path planning model based on intelligent optical sensors and the traditional AGV omnidirectional autonomous path planning model, as shown in Fig. 5.

By summarizing the application performance of traditional and optimized models in Enterprises A and B, the performance differences between traditional and optimized models in four aspects of road condition monitoring, road condition prediction, transportation time, and risk response were analyzed. Fig. 5(a) shows the performance of traditional models in practical applications. In the application process, traditional models have poor performance in coping with risks of sudden problems, and their performance in road condition prediction and transportation time consumption is relatively ordinary. Therefore, there is potential for further optimization in road condition monitoring.

Fig. 5(b) shows the performance of the innovative model in practical applications. From the data shown in the figure, it can be seen that the optimized model has more advantages in performance compared to traditional models. Due to the use of advanced technology and algorithmic processing, innovative models have a more efficient information processing speed, with varying degrees of performance optimization in road condition monitoring, road condition prediction, transportation time, and risk response.

After a comprehensive comparative analysis of the two data, it can be concluded that the innovative AGV omnidirectional autonomous path planning model proposed in this article had an average improvement of about 17.8% in four satisfaction evaluation indicators compared to the traditional AGV omnidirectional autonomous path planning model.
VI. CONCLUSION

With the development of modern industry, AGV autonomous path planning technology has become an important field that has attracted much attention. It cannot only be used as a new transportation tool for industrial production activities, but also become the most widely used technology carrier for information transmission and processing in future industrial production activities. Although the application of AGV in the field of industrial automated transportation is approaching maturity, there are still many problems, such as complex mechanisms, high costs, and low operating efficiency. With the development and innovation of highly integrated sensor technology, new challenges have been posed to AGV omnidirectional autonomous path planning. In order to solve the problems of high cost in collecting road condition information during the route planning process of traditional AGV autonomous path planning models, rigid route planning for AGV transportation tasks, and untimely response of AGV to unexpected problems arising from planned routes during transportation tasks, based on highly integrated intelligent optical sensors, this paper combines intelligent ant colony algorithm to optimize the AGV omnidirectional autonomous path planning model. In the application process of this model, corresponding countermeasures have been proposed to address the shortcomings and shortcomings of the traditional AGV omnidirectional autonomous path planning model. In the actual industrial production activities, the transportation efficiency of industrial production activities has been improved, and a large amount of manpower and material costs have been saved. At the same time, the complex industrial production environment has been monitored in real time, and sudden obstacles on the AGV transportation path have been risk predicted and timely responded to. Planning a more efficient route on the basis of ensuring the completion of industrial production and transportation tasks has promoted the process of industrial production modernization. This article has conducted model application experiments using this innovative model in two industrial production enterprises in a certain region, and conducted a satisfaction evaluation questionnaire survey on the application effect of intelligent optical sensors in the AGV omnidirectional autonomous path planning model. Based on the analysis of the satisfaction evaluation index of the experimental results, it can be concluded that this AGV omnidirectional autonomous path planning model using intelligent optical sensors has greatly improved the efficiency of transportation tasks in industrial production activities. It is worth affirming that the optimized AGV omnidirectional autonomous path planning model has a higher level of intelligence compared to traditional AGV omnidirectional autonomous path planning models. Traditional models consume a lot of costs to plan paths that are too fixed, making it difficult to specify safer avoidance plans based on road conditions when facing sudden obstacles and emergency risks. The optimization model in this article can save a lot of time and labor costs while ensuring the progress of transportation operations in the face of complex industrial production environments, and its emergency avoidance ability is also more outstanding. However, research on energy consumption and resource integration is not yet complete, and further exploration is needed. On the basis of inheriting the advantages of traditional path planning, this article has optimized some shortcomings and made contributions to the application of advanced technology in modern industrial development. However, further in-depth research is needed to explore the integration of model computing resources and energy consumption, in order to design an efficient model with faster path planning speed and lower energy consumption.
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Abstract—The trend of globalization in the world is becoming increasingly frequent, and people from different regions are communicating more closely. Therefore, the demand for a second language is constantly expanding, accelerating the development of the field of English oral evaluation and also accelerating the development of online education. The study proposes a text priori based oral evaluation model, which is based on the Transformer model and uses target phonemes as input to the Decoder. The model successfully predicts the relationship between actual pronunciation and error labels. At the same time, a self-supervised oral evaluation model with accent is constructed, which simulates the training process of misreading data by calculating semantic distance. The experimental results show that when the training set ratio reaches its maximum in the Speed Ocean dataset and the L2 Arctic dataset, the F1 values of the proposed method are 0.612 and 0.596, respectively; the length of the target phoneme has a smaller impact on this model compared to other models. Experiments have shown that the proposed deep learning method can alleviate deployment difficulties, directly optimize the effectiveness of oral evaluation, provide more accurate feedback, and also provide users with a better learning experience. This has practical significance for the development of the field of oral evaluation.
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I. INTRODUCTION

Deep learning technology has largely enhanced the efficiency of speech recognition. Deep speech recognition technology can recognize the phonemes of students' speech and compare them with the text they read. Compared with traditional evaluation methods, this method only needs to train a single recognition model, without complex modeling or providing additional comparative corpus. This speech recognition technology has become the main solution in spoken language testing [1-2]. However, the current spoken language testing methods based on deep learning mostly focus on speech recognition, mainly from improving the accuracy of speech recognition. These methods tend to use better acoustic models in speech testing to improve the effect of oral testing, thus ignoring the shortcomings of speech recognition in oral testing. The spoken language test algorithm based on speech recognition mainly aims at the phoneme and target phoneme in speech recognition to misread. Its optimization aims at improving the accuracy of speech recognition, rather than directly optimizing the effect of oral test. The misreading result generated by the algorithm is binary. It misreads the identified phoneme and target phoneme by aligning them, and judges whether to align the target phoneme or not, so it is unable to adjust the severity of the evaluation. At present, most of the mainstream recognition patterns need autoregressive recognition and decoding. This process is not real-time, which is a big defect for students who require fast feedback [3-4]. Therefore, to solve the above problems, a text priori oral evaluation model is proposed. This model uses the Transformer mode as the basis of the oral test, and appends a target text entered by the Decoder. By converting the non-differential calibration to the data preparation stage, the misreading of each target is improved, thus realizing the error recognition of each target. Furthermore, the study further discusses the role of phonemes in speech recognition models, demonstrating the key role of phonemes in English oral teaching. The innovation of this method lies in optimizing the speech recognition model from the perspective of oral phonemes, enabling learners from different regions and accents to learn from online oral teaching. The method proposed in the study can effectively recognize the phonemic features of spoken language, making oral learning more widely applicable and playing an important role in promoting online oral teaching.

II. RELATED WORK

The gradual development of deep learning has become the research object of many international scholars and has achieved certain results. Wang et al. implemented a new fault location by using multiple feature groups for depth and breadth learning. They analyzed suspicious features based on spectrum and mutation by combining the combination features of invariants based on suspiciousness, static measurement, collapse stack tracking and invariants change features. Through testing a real software defect standard, Defects4J, higher early diagnosis performance than traditional methods were confirmed [5]. KotaV et al. adopted neural networks for emotion analysis. Methods CNN, double LSTM, attention mechanism and other methods were used for emotional analysis. CNN can reduce complexity, while dual LSTM can help handle long input text. This method uses the attention mechanism to determine the importance of each hidden state and weight it [6]. Seebeck and other scholars developed a DL method, which can automatically obtain comprehensive retinal sensitivity from OCT volume. The relative error of PWS and multiple sclerosis is 2.34 dB, and the minimum relative error is 5.70 and 3.07. Pearson correlation coefficient is 0.66 and 0.84,
Spearman correlation coefficient is 0.68 and 0.83. Their research showed that predicting the retinal function of each measurement site based on OCT scanning can be used as a new visual function prediction method [7]. Kong and his team developed a second-order one-dimensional phase expansion method. The first step is to encode the phase of one dimension using quasi-Grami matrix. The second step is to use the deep convolution neural network to unwrap the phase. Both simulation and measurement results showed that the phase unwrapping quality of this algorithm is significantly improved when the SNR is less than 4 dB, and it can still maintain good performance under negative SNR [8].

There are many types of oral teaching models in the current research field. Chen S introduced an online oral English teaching platform based on the Internet of Things. This platform adopts the technology of Internet of Things to realize the design of the system structure of online oral English teaching platform and establish a virtual teaching environment. The platform corrects the user's mouth shape and pronunciation through the voice teaching system, and establishes a vocabulary tagging model based on long-term memory. He also introduced the attention mechanism into the long-term memory network. The test results showed that the network delay of the system is between 0.26 seconds and 0.37 seconds, which reduces the development time by 50% and increases the human-computer interface by 13.20% [9]. Liu used speech recognition technology to analyze and deal with differences in phoneme expression in spoken English, and made statistics on some errors and areas to be improved in English. The development and promotion of speech recognition technology can effectively reduce the cost of college oral English teaching and promote the improvement of college students' oral English ability [10]. Xu first proposed the concept of five dimensions of AR situational telepresence, i.e. the sense of scene, immersion, reality, interaction, and social telepresence. Then, combined with the actual situation of English teaching, he put forward a theoretical framework to strengthen the teaching of spoken English. Finally, he made a systematic analysis and discussion on the relationship between the proposed dimensions. He explored the application of augmented reality technology in classroom and online teaching from three levels of perception, acceptance and application [11].

To sum up, deep learning has been widely used in many fields and has shown strong performance. However, the field of oral evaluation is still in the development stage, so the research applies the deep learning technology to the oral evaluation model for the first time. The purpose of the study is to improve the oral evaluation model and further promote the development of oral evaluation.

III. ORAL ENGLISH LEARNING EVALUATION MODEL FOR ONLINE EDUCATION BASED ON IMPROVED DEEP LEARNING ALGORITHM

A. The Construction of Transformer Oral Evaluation Model based on Text Priori

With the continuous development of computer deep learning technology, the task of speech recognition has been greatly improved. The evaluation model based on in-depth learning of spoken English has been applied in online oral English education [12-14]. The research first proposes a text priori-based oral evaluation model, whose structure is shown in Fig. 1.

The model built in Fig. 1 obtains the error status label of the phoneme by comparing the actual phoneme with the target phoneme. The obtained wrong label can avoid the model from introducing an improbable alignment operation during training, and at the same time, the alignment operation will be transferred to the data preparation stage. This model is significantly different from the spoken language evaluation model using speech recognition. The model used in the research does not use the actual pronunciation phoneme as the input of Decoder, but uses the target phoneme. The prediction expression of actual pronunciation and error label is shown in formula (1).

![Fig. 1. Work flow of oral evaluation based on text priori.](image-url)
When the model extracts the relevant acoustic features of the speaker's mother tongue as an auxiliary task, the research adds a module about mother tongue prediction to the output of Encoder. This module predicts the speaker's mother tongue through the input audio features. The input sequence audio features need to be converted into a single classification output, so the research uses the Statistics pooling layer based on mean variance statistics to achieve the above purpose. Its expression is shown in formula (3).

\[ \hat{a} = \text{StatisticsPooling}(H) \]  

In formula (3), \( \hat{a} \) represents the single classification output of the sequence audio feature transformation. Cross Entropy (CE) is also used for the training of \( \hat{a} \) and \( a \). Its expression is shown in formula (4).

\[ l_a = \text{CrossEntropy}(\hat{a}, a) \]  

The criterion for classifying the error state is the misreading of the target phoneme. The model needs more samples for training, otherwise the model cannot combine the output target with the corresponding audio and target phonemes, and then over-fitting occurs. At present, there are few data sets that can be used in oral evaluation, so the research needs to obtain an acoustic model first. The model can be trained by standard speech recognition dataset. After completing the pre-training task, the research will still require the model to complete the auxiliary task of speech recognition, so as to mine more relations between audio features and phonemes. Finally, the loss function is integrated to obtain the formula (5).

\[
\begin{align*}
\ell &= l_e + \alpha l_a + \beta l_{a\text{r}} \\
\ell &= \text{CrossEntropy}(\hat{P}, P^{\text{out}})
\end{align*}
\]  

In formula (5), \( \alpha \) represents the weight of the auxiliary task of native language recognition. \( \beta \) represents the weight of loss function of speech recognition auxiliary task.

---

**B. Self-Supervised Acoustic Model Construction**

In the practice of second language learning, learners are extremely vulnerable to the objective influence of their mother tongue pronunciation, which leads to the deviation of their second language pronunciation from the standard pronunciation. There is unavoidable misreading in oral English pronunciation. There is unavoidable misreading in oral English pronunciation. There is unavoidable misreading in oral English pronunciation. There is unavoidable misreading in oral English pronunciation.
assessment. There is a large error between the text annotation of the Second Language (L2) phonetic feature and the actual pronunciation. Therefore, in the absence of actual pronunciation marking, it is difficult to accurately model L2 speech features based on the text priori oral evaluation model.

Self-supervised learning (SSL) is a common machine learning method. It can use auxiliary tasks to accurately mine the supervision information related to itself from the massive unsupervised data without external tag data, and then realize effective network training [18-20]. In recent years, the research on SSL in the voice field has attracted more and more attention. The most classic structure in SSL is the Noise Reduction Auto Encoder (DAE). Its main structure is divided into three parts, namely encoder, bottleneck layer and decoder, as shown in Fig. 3.

According to Fig. 3, the DAE will first learn a compressed feature vector from the original features. Then the decoder will process the feature vector to recover the corresponding original data. The feature vectors in the original feature will be compressed once in the encoder and bottleneck layer respectively. Therefore, the original data recovered by the decoder is no longer accompanied by noise and other influence elements, and will be more representative and typical. From Fig. 1, the DAE will modify the original features before importing them. According to the different types of input features, there are also some differences in the modification methods of features, mainly including transformation, masking, and comparative learning. Transformation refers to converting the original voice input information into spectrum information, and then requiring the network model to recover the original waveform from it. Masking refers to treating the input speech feature as 0 randomly, and the most widely used is the Bidirectional Encoder Representations from Transformer (BERT) model. Comparative learning can ensure that the model can screen out more typical and distinctive speech features under specified conditions. This modification method no longer only destroys and modifies the original input information, but helps the network model learn valuable representative features by adding interference items. The most typical model is Wav2Vec model. The BERT model and Wav2Vec model are organically combined, and a discrete process is added after the encoder completes the encoding of the original features. This realizes the effective integration of discretization process and comparative learning, and obtains the Wav2Vec2 network model, whose structure is shown in Fig. 4.

![Network structure diagram of DAE](image1)

![Structure and training diagram of Wav2Vec2 network model](image2)

Looking at Fig. 4, the original speech feature \( X \) can be encoded as \( Z \) under the action of the encoder, and \( Z \) has a higher degree of abstraction. Then the Wav2Vec++c2 network model will enter the discretization process, from which \( Z \) can be converted into speech feature \( Q \). Finally, Transformer...
can integrate it into a new context feature $C$. The Wav2Vec2 network model also includes the contrast loss function training model, which can generate a richer discrete code table. On this basis, the discrete acoustic units can be obtained by clustering them with k-Means algorithm, as shown in Fig. 5.

Fig. 5 shows the complete acoustic unit construction process. The circle represents the cluster, the red label and the blue label represent the original acoustic unit and the replaced acoustic unit respectively. Black dots represent each voice data in the training process of the clustering model network. The semantic vector is extracted from the target speech standard and L2 speech feature, and then Class-$K$ speech information is obtained under the clustering effect of k-Means algorithm. Finally, it is converted into discrete acoustic unit sequence $U$, as shown in Eq. (6).

$$U = \{u_1, u_2, \cdots, u_T\}$$ (6)

In formula (6), $T$ is the corresponding length of the discrete acoustic unit sequence, which can replace the original voice features as the input of the network model. For any $U$, ranking the other $K-1$ acoustic units according to their distance from $U$, and their corresponding distance is obtained as shown in Formula (7).

$$S^d = \{s^d_1, s^d_2, \cdots, s^d_{K-1}\}$$ (7)

In formula (7), $d$ is the single semantic distance, that is, the difference between the vector distance of the acoustic unit before and after the replacement in the semantic subspace. It can accurately reflect the matching degree between the replaced acoustic unit sequence and the original speech features. The research selects the unit closest to $k$ from the dataset as a substitute, and uses normal distribution to select it, as shown in formula (8).

$$k = \min(K - 1, \text{int}(\frac{r(K-1)\text{abs}}{3}))$$ (8)

The above method can obtain the vector distance difference of the acoustic model in the semantic subspace before and after the replacement. Euclidean distance is selected as the calculation method of distance difference, and the expression is shown in formula (9).

$$d(u, u') = \text{MSE}(v, v')$$ (9)

In formula (9), $d$ refers to the distance difference of the vector. The mute part of the original audio will have a huge distance from other acoustic units after clustering. These outliers will interfere with the model, so the replacement method used in the study should be used under the condition of $d(u, u') < H$. If the condition is not met, it will not be replaced. The pre-training process based on acoustic unit replacement is shown in Fig. 6.

In Fig. 6, the original audio is converted into a discrete audio sequence $U$. Then the new sequence $U'$ is obtained by replacing the acoustic unit. The distance difference between the two in the quantum space is shown in formula (10).

$$D = \{d, \cdots, d_r\}$$ (10)
To obtain the corresponding distance between phonemes, the initial position of phonemes is searched through the forced alignment tool. Therefore, the corresponding distance of phonemes is shown in formula (11).

\[ D^p = \{d^p_1, \ldots, d^p_L\} \]  

(11)

In formula (11), \( L \) represents the sequence length of the target phoneme. Finally, the research attempts to predict the distance model of each phoneme with the model, and then make the model learn the degree of deviation from the target text. The loss of the model is expressed by the mean square error function, as shown in formula (12).

\[ l_{ed} = MSE(\hat{D}^p, D^p) \]  

(12)

Formula (13) is the loss function when using the substitution method based on acoustic units for migration prediction.

\[ l = l_{ed} + \beta l_{asr} \]  

(13)

The clustering model is trained in L1 and L2 speech, and the characteristics of standard and non-standard pronunciation of the target speech are obtained. These features can obtain more fine-grained audio replacement by changing the number of clusters, which greatly increases the authenticity of misread samples.

IV. PERFORMANCE VERIFICATION OF ORAL ENGLISH LEARNING EVALUATION MODEL FOR ONLINE EDUCATION

A. Performance Analysis of Oral Language Evaluation Model based on Text Priori

Before the experimental analysis, the weight of the auxiliary task of mother tongue recognition was set to 0.1. If no native language information is added, the weight is set to 0. The weight of loss function of speech recognition auxiliary task is set to 0.1. The ASR pre-training uses the Librispeech data set. The ratio of training set, verification set and test set is approximately 10:1:1 in this data set. The L2-Arctic data set is used in the oral evaluation task. The data set is divided into training set, verification set and test set according to the ratio of 10:1:4. The test of model performance is mainly evaluated by seven indicators: Phoneme Error Rate (PER), Precision, Accuracy, Recall, F1, False Rejection Rate (FRR) and False Acceptance Rate (FAR). The effect comparison of different models in oral evaluation is Table I.

<table>
<thead>
<tr>
<th>Model</th>
<th>PER</th>
<th>PRE</th>
<th>ACC</th>
<th>REC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primitive phoneme</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ASR</td>
<td>0.224</td>
<td>0.426</td>
<td>0.787</td>
<td>0.524</td>
</tr>
<tr>
<td>TC-ASR</td>
<td>0.120</td>
<td>0.452</td>
<td>0.833</td>
<td>0.396</td>
</tr>
<tr>
<td>TC-Direct</td>
<td>0.129</td>
<td>0.506</td>
<td>0.824</td>
<td>0.474</td>
</tr>
<tr>
<td>Extended phoneme</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ASR</td>
<td>0.286</td>
<td>0.403</td>
<td>0.789</td>
<td>0.401</td>
</tr>
<tr>
<td>TC-ASR</td>
<td>0.155</td>
<td>0.569</td>
<td>0.842</td>
<td>0.502</td>
</tr>
<tr>
<td>TC-Direct</td>
<td>0.173</td>
<td>0.500</td>
<td>0.823</td>
<td>0.521</td>
</tr>
<tr>
<td>Extended phoneme+</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ASR</td>
<td>0.293</td>
<td>0.398</td>
<td>0.786</td>
<td>0.413</td>
</tr>
<tr>
<td>TC-ASR</td>
<td>0.172</td>
<td>0.552</td>
<td>0.838</td>
<td>0.519</td>
</tr>
<tr>
<td>TC-Direct</td>
<td>0.181</td>
<td>0.488</td>
<td>0.818</td>
<td>0.629</td>
</tr>
</tbody>
</table>

Fig. 6. Pre-training process based on acoustic unit replacement.
Table I shows the performance comparison of different models under different conditions. In Table I, there is a certain gap between the PER, RRE, ACC and REC indicators of ASR model and the other two models. The ACC index of TC-ASR model is higher than TC-Direct, while the remaining three indexes are lower than TC-Direct model. The PER value of TC-Direct model in “extended phoneme+” is 0.181. The ACC value in “extended phoneme” is 0.823. The REC value in “extended phoneme+” is 0.629. The experimental results show that the TC-Direct model has better performance in oral evaluation.

Fig. 7 shows the F1 value result of the translation model. Fig. 7 (a) shows the F1 value of the model in the original phoneme. The F1 of ASR is 0.464. TC-ASR model is a text priori phoneme level speech recognition model, its F1 value in the original phoneme score is 0.462. The TC-Direct model is a text priori model proposed by the study, and its F1 score in the original phoneme is 0.538. Fig. 7 (b) shows the F1 value of the model in the extended phoneme. The F1 score of ASR model is 0.402. The F1 score of TC-ASR model is 0.533. The F1 of TC-Direct is 0.554. Fig. 7 (c) shows the F1 value of the model in “extended phoneme+”. The F1 score of ASR model is 0.405. The F1 score of TC-ASR model is 0.535. The F1 score of TC-Direct model is 0.549. The experimental results show that the F1 value of TC-Direct model is the highest in the three environments, and the validity of extended phoneme is also shown.

![Fig. 7. F1 values of machine translation models in different models.](image)

![Fig. 8. F1 scores of the model before and after adding mother tongue accent information.](image)
Fig. 8 shows F1 scores of each model after adding native language feature information. Fig. 8(a) shows the F1 score of the model adding native language feature information to the original phoneme. The F1 value of ASR is 0.464 without adding native language accent label; The F1 score of the ASR model is 0.473 when the mother tongue accent label is added. Similarly, the F1 scores of TC-ASR model before and after adding mother tongue information were 0.462 and 0.469 respectively; The F1 scores of TC-Direct model before and after adding mother tongue information were 0.538 and 0.550 respectively. Fig. 8(b) shows the F1 score of the model in which the mother tongue accent information is added to the expanded phoneme. The F1 scores of ASR model were 0.402 and 0.404 before and after the addition of mother tongue accent information. The F1 scores of TC-ASR model before and after adding mother tongue information were 0.533 and 0.551 respectively. The F1 of TC-Direct before and after adding mother tongue information were 0.554 and 0.562 respectively. Fig. 8(c) shows the F1 score of the model in which the mother tongue accent information is added to “extended phoneme+”. The F1 scores of ASR model were 0.405 and 0.408 respectively before and after adding native accent information. The F1 scores of TC-ASR model before and after adding mother tongue information were 0.535 and 0.552 respectively. The F1 scores of TC-Direct model before and after adding mother tongue information were 0.549 and 0.555 respectively. From the comparative analysis of model results, TC-Direct model has a higher F1 score compared with other models, indicating that the model has better performance. From the analysis of the results before and after adding the mother tongue accent information, adding the mother tongue accent information can improve the F1 score of the model, indicating that the mother tongue accent information can help the model obtain better recognition performance.

B. Analysis of Influence of Parameters on Model Performance

Adjusting the weight $\theta$ between FAR and FRR can make the oral evaluation model different in difficulty, as shown in Fig. 9. Fig. 9(a) shows the change of the Recall-Recision curve of the loss function when adjusting $\theta$. The larger the value of $\theta$, the effective adjustment range of Focal function is between 0.05 and 0.95. The effective adjustment range of BCE function is about 0.38 to 0.78. The effective adjustment range of F1 function is 0.59 to 0.62. Fig. 9(b) shows the change of the FAR-FRR curve of the loss function when adjusting $\theta$. The effective adjustment range of Focal function is also between 0.05 and 0.95. The effective adjustment range of BCE function is about 0.22 to 0.42. The effective adjustment range of F1 function is 0.37 to 0.39. The experimental results show that Focal loss function has a wider adjustment range, which is a better choice for practical application.

Fig. 10 shows the effect of target phonemes of different lengths on the reasoning duration. Fig. 10(a) shows the reasoning time results of ASR model for different length phonemes. The longer the length of the target phoneme is, the longer the reasoning time of ASR model, which is in positive proportion. Fig. 10(b) shows the reasoning time results of TC-Direct model for different length target phonemes. The reasoning time of the model is also positively correlated with the phoneme length, but the influence is low. The model has the best performance when the target phoneme length is 25-40.

Fig. 11 shows the effect of the scale of the training set on the performance of the model. Fig. 11(a) shows the F1 value of the model in the L2-Arctic dataset. The F1 of ASRis 0.372 without training; The F1 value is 0.473 when the training set proportion reaches the highest. The F1 value of TC-Direct is 0.596 when the training set proportion is the highest. Fig. 11(b) shows the F1 value of the model in the Speed Ocean dataset. The F1 of ASR is 0.356 without training, and the ratio of training set is 0.446 when it reaches the maximum. The F1 of TC-Direct is 0.612 when the training set proportion is the highest. The F1 value is higher than that of ASR model in both data sets regardless of the proportion of the training set. Comparing the two data sets, the F1 value of ASR in the Speed Ocean dataset is slightly lower than that in the L2-Arctic data set. The F1 value of the TC-Direct model in the Speed Ocean dataset is higher than that in the L2-Arctic dataset. Thus, the TC-Direct has wider applicability.
Fig. 10. Reasoning duration results of target phonemes with different lengths.

Fig. 11. F1 value of model in different training set proportions.

V. DISCUSSION

The proposed model was experimentally validated through comparative experiments. Analyzing the performance of the model from three datasets, among which the TC-ASR and TC-Direct models have better performance. In the original phonemes, the PER and ACC indicators of TC-ASR are slightly better than those of TC-Direct, but both exceed 0.1. The PER and REC indicators of the TC-Direct model are significantly higher than those of the TC-ASR model. In the "extended phoneme" and "extended phoneme+" models, the TC-ASR model showed lower REC indicators than the TC-Direct model, while the PER, PRE, and ACC indicators were higher than the TC-Direct model. Through the above four indicators, it is difficult to distinguish the performance gap between models. The study continued to use the F1 value to measure the superiority of the model's performance. After introducing the F1 value, the TC-Direct model showed the highest F1 value in all three phoneme conditions, indicating that the model had good performance. Not only that, the study also added native accent information, which can enhance the F1 value of the model, indicating that native accent information helps the model to perform more accurate recognition. To verify the rigor of the experiment, several parameters were validated. Adjust the weight of parameters, adjust the length of phonemes, and adjust the size of the training set. In the experiment, the weight of FAR-FRR has a direct impact on the performance of the model. If its weight ratio is about, the worse the model performance; The length of phonemes does not directly affect the performance of the model, indicating that the model has a wide range of applications; The performance of the model also depends on the size of the training set, and with sufficient training sets, the model can perform better.

VI. CONCLUSION

For the low performance of the conventional speech recognition oral evaluation model, a text priori-based oral evaluation model is proposed. By using the self-supervised learning method to build the acoustic model, the speech recognition and misreading detection are combined to achieve the purpose of error state prediction. The research verifies the performance of the proposed model through Librispeech dataset, L2-Arctic dataset and Speed Ocean dataset. The
experimental results show that the F1 value of the model in the "original phoneme" is 0.538, the F1 value in the "extended phoneme" is 0.554, and the F1 value in the "extended phoneme+" is 0.549; After adding native accent features, the F1 value of the model is 0.550 in the "original phoneme", 0.562 in the "extended phoneme", and 0.555 in the "extended phoneme+". The proposed model has good F1 values in different phoneme datasets, indicating that the model has good performance in phoneme recognition and can improve the recognition performance of English spoken language. In the experiment, the study also verified the impact of the length of the target phoneme on the model performance, and the results showed that the change in model performance was less affected by the change in the length of the target phoneme. The experiment has verified that the performance of the model has a direct impact on the size of the training set. If the model is trained in sufficient training sets, it cannot continuously increase the F1 value, further improving the model's performance, and indicating that the model has a wider adaptability. However, there are still deficiencies in the study. The research did not explore the speech style when it was used for oral evaluation, so the follow-up research needs to preserve the speech style without accent.
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Abstract—Blockchain and the healthcare sector have a serious concern with context to scalability, which has a challenge of converting arbitrary values to fixed values. The transfer of arbitrary data coming from diverse resources has another point of concern in the blockchain. In this paper, the author proposed a model that will receive data from diverse sources and will convert it to a fixed type of value. The paper also proposes an access control scheme with various permission and consensus level protocols which will allow a reduction in block size with respect to scalability. The consensus level will allow access to the individual or a group of users and the permission level with respect to each block via considering the access granted to nodes of the blockchain. The addition of various permission and consensus levels will allow only a restricted type of data to pass the model. Once the data is verified and approved by various levels, then the data is all set to be part of the blockchain. The paper introduces a model where the time taken to create a new hash is 0.15625 microseconds. A total number of 64 transactions taken from the data set where the throughput is calculated for individual access are considered. After applying the formula, the calculated throughput is 32.5 microseconds. By the lighter block size data can be made available to the patients. The research is for the patients so they can keep track of their medical history and the deaths due to overdose of the medicines can be reduced.
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I. INTRODUCTION

Blockchains are incredibly popular nowadays. As the name indicates, a blockchain is a collection of blocks associated with a timestamp. It ensures the irreversibility and immutability of the data block. A blockchain technology is a distributed ledger which allows the data to be stored across the network along with the next hash and previous hash. There are some applications of the blockchain like bitcoin and ethereum that ensure the correct transmission of the data over the network. Security and privacy challenges arise in the medical field due to rapid growth in data collection and subsequent analysis by a variety of organizations. The devices that relate to the internet or Internet of Things (IoT) data come from various sources. Scalability is a huge challenge that comes with it. Personal Health Records (PHR) are usually owned by the patients; however, they can also be shared with third-parties based on the patient’s approval. Medical professionals can use Electronic Medical Records (EHR) to retain and share patient data, but paper-based medical records cannot be transferred across institutions or locations. Healthcare data collection is expected to reach 4.5 billion dollars by 2030. It is expected to expand at a percentage of 26.9 from 2022 to 2030 [1]. It becomes vital to design an online model which helps the patient and the doctors keep track of all the medicines and treatments given by the doctor to the patient. Consequently, third parties must be limited in their access to this data. Controlling who can and cannot access a system’s resources is the major aspect of access control.

A timestamp embeds the time of the transaction. Fig. 1 explains the basics of the access control model. A hash value is used to ensure the uniqueness of the transaction. A Nonce is a randomly generated 32-bit number that is used by miners to adjust the hashing of a block and make it valid for use. Once the perfect nonce is found, it is connected to the hashed block. The log file is a part of the proposed model that stores the calculation of the address. By using this calculation, the next address can be allocated to the chain of the blockchain model. An access control mechanism is used to collaborate on the attributes of the block. Thus, the blockchain can have a unique value that easily differentiates the block with other blocks.

![Fig. 1. A log file based access control model.](image-url)

Personal or medical health data [2] kept by many parties, and which may be required for third-party access to third-party aims (such as medical or insurance companies), is a difficult task to manage. The data collected from heterogeneous sources is difficult to manage for any insurance or medical organization. This is due to the complexity of the data and the need to make it usable for the organization. Obtaining and normalizing the data from diverse sources requires considerable efforts, making it a challenging task for organizations. Interoperability is the major issue that comes up in this matter. The availability of the data cannot be achieved without the attribute-based scheme.
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To resolve the issues related to address control in a huge system like e-Health, a technique is proposed in this study as shown in Fig. 1, which allows data to be accessed with various levels of authorization and granularity. Adding, updating, or removing rights to their data should be easy for the data keepers to do. Permissions should be able to be defined at the user and source level with sufficient precision in such a system.

An overview of access control in e-Health systems, focused on blockchain technologies for access control, is provided in the first section of this paper. In the following section, a breakdown is found for the intended solution architecture. As a next step, few essential components for building a working model are discussed. There are also a few concluding comments that summarize the contributions and hint at future advancements. The issue related to the healthcare field is the huge amount of data coming from diverse resources. Data management is a huge task, and, if any patient wants to fetch their medical history from the offline database, it would be even more difficult to find the data in a quick time. Another issue is the maintenance of centralized storage, which has various overhead issues and a high reliance on servers. To ensure that the data is available on time and at every end, the blockchain technology is used for the work.

Purpose and need of the study: The study is important because once the patient has undergone some treatment from the doctor, it is important that the medical health history being maintained by the patient and the doctor as well. If the patient is not satisfied by the treatment of the doctor, patient changes the doctor and it becomes vital for the patient to know what medicines or injections are already given to the patient, it can be maintained through Electronic Health Records (EHR). With the help of EHR data can be stored, in a blockchain based system which allows the availability of the data at patient end. When the patient changes the doctor, patient should be having the updated medical history available all the time so that it will be easy for the new doctor to understand the patient history. Every doctor who has done any treatment of the patient has to fill the attributes. The system works remotely and ensures the availability of the data. By using this, data can be made available to each end and access can be granted based on access control mechanism used in the proposed model. The model can be embedded with a variety of technologies like: Internet of Things (IoT) and Artificial Intelligence (AI). By associating these technologies with blockchain the medical record collection can be more automated; where if a patient has gone through X-Ray, the record can be automatically recorded in the EHR. A block in the blockchain typically consists of approximately 2000 transactions. To make the node lighter, reducing the size of the transaction can be beneficial. Gas amount is used to operate the blockchain, and a limited amount of gas can be passed. Heavy nodes with duplicate values allow only a few nodes to be connected to the blockchain; on the other hand, light nodes have less total weight, requiring less gas to operate the blockchain, allowing for more nodes to be added to the network [3].

Limitations of blockchain scalability: The scalability of current blockchain technology is limited by its transaction throughput, cost, network latency, data storage, and energy consumption. As the number of transactions grows, the cost of running a blockchain increases and the data stored on it becomes more difficult to manage. Furthermore, the time it takes for a transaction to be validated and added to the blockchain is too long, and the consensus algorithms used by blockchain networks are often very energy intensive. All these factors demote scalability.

The paper is arranged as follows: After the introduction section, the advancement of blockchain for healthcare, in Section II, Literature Review is discussed on blockchain and healthcare. Section III focuses on data sets where various attributes are taken to show the results and it discusses the proposed methodology to achieve the goal. Section IV talks about the evaluation parameter. Section V focuses on how the model can be developed. Section VI focuses on implementation of the proposed model. Section VII presents the results and discussions and Section VIII summarizes the paper.

II. RELATED WORK

To find and analyse the results of the various existing models and compare them with the proposed model, various models are studied. The literature review is discussed in the related work section, where several existing models are there, and the results are compared in the final section. Ayache, M. et al. [2], proposed a Decentralized Accessible Scalable and Secure (DASSCare 2.0) model which works on real-time health monitoring that route all the data from various resources and makes it available to various end users, which allows the collaborative health monitoring and maintains the bills paid by the patient. The model gives an extra edge to other frameworks. Using a distributed database is a consensus of shared and synchronised digital data spread along a set of nodes. Contrary to popular belief, however, not all decentralized ledgers are in fact distributed ledger technology (DLT). The duplicity is high when the data is shared across various blocks.

Karaki, A. et al. [3], proposed a Decentralised Accessible Scalable and Secure (DASSCare) model which is a decentralised framework, which is scalable and accessible. It allows real-time access of data that comes from diverse resources. To maintain this, the generated clinical data is signed. The sign ensures that the type of data coming from diverse resources is of the same type, and then it is considered. This framework solves the problem of real-time access of medical records in healthcare, which is a primary part of the work and ensures that privacy is not compromised.

The healthcare data stored on various resources is a difficult task to be followed. Mira, S. et al. [4] proposed a CrowdMed model that works on managing the data and, to ensure the data is in the correct format, a review team is assigned. The data reviewer resolves two issues: one is to resolve the issues coming from diverse resources and the other is to make data more homogeneous to ensure the scalability of the chain across the network. In this
framework, the patient has full access to the data, so if the patient has taken any medical treatment of his own, the data can be updated by the patient itself.

The CrowdMed model allows the data reviewer to review the data and the data is reviewed at different ends simultaneously. Tampering of data is a prime concern that is associated with the CrowdMed model. To overcome this, Hu, C. et al. [5], developed a scheme CrowdMedII where the smart contract allows only insertion in the model. The healthcare workers are not allowed to update the data. By this, the data quality can be improved and the chances of tampering of data from diverse resources can be made more specific. The disadvantage is also associated with the model, which requires a lot of space.

Developed by Nakamoto, S. [6], the blockchain is a distributed record that serves as the foundation for the Bitcoin digital currency. Digital signatures and digital fingerprints (hashing) are two methods that can be used to ensure the integrity of data and prevent tampering with data. The ledger must be secure from malicious attempts to undermine it as well as from peers submitting incorrect data, computer/network failures that are only partially or fully finished, or even by peers providing incorrect data out of ignorance. The blocks that make up a blockchain contain data on transactions. A digital signature is attached to each one of these transactions. Using this method, a state transaction system (state machine) is implemented, in which every node adds a snapshot to the existing model to various existing models. The peer-to-peer network relies on a proof-of-work concept to move to consensus on a block’s validity. There are various alternatives to proving work. The block that is to be pushed inside with various existing timestamps allows the transaction to be a unique transaction.

Blockchain, according to Buterin, V. et al. [7], is divided into three parts: public, private, and consortium. Unlike private blockchains, public blockchains (e.g., Bitcoin) are accessible to anybody who wants to read them, send transactions, and expect them to be added if they are genuine. "Fully-private blockchains" where the participants (e.g., a supply chain) are called "fully-private blockchains" since the write permissions are centralized within a single organization (even if they are spread across multiple facilities). An open blockchain may or may not restrict who has access to perform blockchain queries. To ensure that the access control mechanism is working well, identity is confirmed from where the data is fetched.

Salman, A. et al. [8] granted a controller which indicates that the identity is genuine or not. The address of the sender can be used as a certificate and attached with the complete model to ensure that the transaction is authentic or not. This scheme is an identity-based scheme where the identity of the sender acts as a certificate and allows only the verified transactions to be approved from the end. Nakamoto, S. [5] introduces the concept of "blockchain," a distributed ledger technology that allows data to be transferred from one node to another while retaining a copy in the user's node rather than storing all data in a single shared database. Maesa, D. et al. [9], present a paper which is based on bitcoin. The access control mechanism is based on the resources that are being used for the transactions of the blockchain. The XACML (Extensible Access Control Markup Language) is used to develop the code of the resources that allows the end resources to access and transform similar types of data.

Castiglione, A. et al. [10], proposed a model that is a device-based model. Various types of data are made available at various points. Different duties are allocated to various devices that play different roles in the transaction. Each device has its own restrictive access control mechanisms that allow only quality data to be inserted into it. To handle IoT devices, Novo, O. [11] proposes a distributed blockchain-based permission method. The work included a unique concept to prevent integrating blockchain with IoT devices, which is the major part of the model. This approach correlates the use of blockchain with IoT, particularly for devices with limited resources. Fair Access is a blockchain-based authorization mechanism described by Ouaddah A et al. [12]. Smart contracts were utilized to exchange access tokens for the fulfillment of access control protocols. The authors incorporated various IoT devices into the blockchain and investigated the issues of real-time permission and the efficiency of the scheme.

Using a smart contract, Xu, R. et al. [13] suggested a decentralized, federated capability-based access control method. The technique was used for multi-hop delegation and was also reliable and scalable. Based on objectives, models, architecture, and mechanisms, Ouaddah A et al. [14] gave a complete review of various access control methods. The report also focuses on the various taxonomy-based author reviews and the advantages and disadvantages of each are discussed in the model. Novo, O. [15] proposed scalable decentralised access management for IoT devices based on blockchain technology. To avoid network overheads, the architecture removed IoT devices from the blockchain-enabled network. In terms of IoT access control, the system has various advantages, including accessibility, parallelism, lightweight, immutability, scalability, and transparency. This framework has managers that allow IoT devices to be registered and verified. Although this method achieves scalability by distributing query rights through management hubs, it faces various security risks.

Dorri, A. et al. [16] advocated leveraging private blockchain technology to provide a lightweight architecture for protecting the IoT. The proposed method ensures security with an access control permission list and their design, including various models. All the devices based on the model are mined by miners. This approach has control of the policies in the header part of the policy. It does not use a Proof of Work (PoW) concept to ensure its uniqueness. They claimed that the solution’s overheads are modest in comparison to the security benefits. By concentrating on user preferences, which can find access and denying methods, Touati, L. et al. [17] suggested an activity control method (a broader version of context-aware access control). For dynamic access policy adaption, ciphertext-policy and a finite state automaton are used to keep track of all the updates in the network. By analysing the logical approach to trust computation from language-
based information received from IoT devices, Mahalle, P. et al. [18] proposed an energy efficient architecture which is both energy efficient and dynamic in nature. An individual or a group with the authority to provide access to privileges and resources can be easily accessed. The Table 1 compares the different models studied in literature review.

Zhang, R. et al. [19] suggested a sensor network-specific distributed privacy-preserving access control method. It requires users to have a token from the owner and then request sensor data, which is supplied after the token is verified. To prevent the reuse of tokens, which would allow unwanted access, they deploy a distribution token reuse detection system. Their focus was on preserving privacy and they did not consider access control settings for end devices. Access Control In current operating systems, Access Control Lists (ACLs) are a typical method of controlling access. An ACL lists people who have access to an object, as well as the amount of access (or privileges) they have. Alternatively, other systems employ an Access Control Matrix, which consists of rows and columns, where a column denotes an object and a class denotes a subject. Health care is a good example of the use of Oole-Enabled Access Control and privileges linked with those roles are used to determine a user’s access rights in RBAC. The consortium’s XACML can be used to express Attribute Based Access control Model (ABAC) policies Access control systems can be designed and implemented using the XACML standard’s reference architecture that defines the system components and usage flow. More expressive access control policies can be defined using Entity-Based Access Control (EBAC) [27], another commonly used technique. Both attribute value comparisons and relationship traversals along arbitrary entities are supported, so this is possible. There is also an authorisation system that provides realistic policy language and an assessment engine for the system. Application of Blockchain to Access Control One solution to the issue related to access control in e-health is based on blockchain technology. According to Maesa, D et al. [9], the XACML standard architecture can be used to construct Attribute Based Access Control on top of blockchain technology for access control. Using Bitcoin as a base, this strategy can be proven to work.

<table>
<thead>
<tr>
<th>Name of Authors</th>
<th>Model Name</th>
<th>Access Control</th>
<th>Blockchain Enabled</th>
<th>Permission Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ayache, M. et al. [2]</td>
<td>DASSCare 2.0</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Wang, T. et al. [23]</td>
<td>Audit Model</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Karaki, A. et al. [3]</td>
<td>DASSCare</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Salman et al. [8]</td>
<td>Access control list</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Novo, O. et al. [11]</td>
<td>Blockchain based</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
</tbody>
</table>

However, in the e-Health context, this method does not consider the possibility of having several authorities and/or companies as the resource owners.

A Healthcare Data Gateway (HGD) blockchain model can be used for e-Health by Chen, Y. et al. [20] has the capability to store patient records where patients can keep track of their medical history. The patient’s history is recorded on blockchain as part of this solution. I. Baldine et al. [21], has a solution to the issues raised in the previous paper, despite the uniqueness of this strategy, it is likely to need a significant amount of time and effort to implement, which may put the current utility of this method into question. If the patient is unable to enable the access, or if some governmental regulations require that the data be accessed without the patient’s permission, then this solution has no capacity to do so (e.g., some family members allow the data access). Keeping e-health data on the blockchain will cause its size to explode, far beyond the capacity of currently available hard drives, necessitating the purchase of specialized hardware for full nodes and possibly even leading to the centralization of the blockchain.[28,29]

III. MATERIALS AND METHODS

The dataset which is used for the implementation is taken from Kaggle, which consists of a huge variety of databases related to EHRs. Data is gathered and, as per the model, the data is converted into a decision-based format where the data can be made available for the blockchain construction. The description gives an overview of the dataset and focuses on various attributes used for them [22]. The data set consists of various attributes to maintain the patient records. The data set is based on the chronic kidney disease of the patients, which requires the medical history of the patients to be stored so that if the patient is undergoing some surgery or treatment, the data can be accessed from
the EHR that maintains the history of the patient. The detailed description of the dataset taken into consideration for this study is given in Table II.

**TABLE II.** DETAILED DESCRIPTION OF THE DATASET USED FOR THIS STUDY

<table>
<thead>
<tr>
<th>Attribute Name</th>
<th>Domain Values</th>
<th>Attribute Name</th>
<th>Domain Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>{0= M, 1=F}</td>
<td>HTNmeds</td>
<td>Range = {0, 1}</td>
</tr>
<tr>
<td>AgeBaseline</td>
<td>Range = {23, …89}</td>
<td>ACEIARB</td>
<td>Range = {0, 1}</td>
</tr>
<tr>
<td>HistoryDiabetes</td>
<td>Range = {0, 1}</td>
<td>CholesterolBaseline</td>
<td>Range = {2.23, …9,3}</td>
</tr>
<tr>
<td>HistoryCHD</td>
<td>Range = {0, 1}</td>
<td>CreatinineBaseline</td>
<td>Range = {6, …,123}</td>
</tr>
<tr>
<td>HistoryVascular</td>
<td>Range = {0, 1}</td>
<td>eGFRBaseline</td>
<td>Range = {60, …,242.6}</td>
</tr>
<tr>
<td>HistorySmoking</td>
<td>Range = {0, 1}</td>
<td>sBPBaseline</td>
<td>Range = {92, …,180}</td>
</tr>
<tr>
<td>HistoryHTN</td>
<td>Range = {0, 1}</td>
<td>dBPBaseline</td>
<td>Range = {41, …,112}</td>
</tr>
<tr>
<td>HistoryDLD</td>
<td>Range = {0, 1}</td>
<td>BMIBaseline</td>
<td>Range = {13, …,57}</td>
</tr>
<tr>
<td>HistoryObesity</td>
<td>Range = {0, 1}</td>
<td>TimeToEventMonths</td>
<td>Range = {0, …,111}</td>
</tr>
<tr>
<td>DLDmeds</td>
<td>Range = {0, 1}</td>
<td>EventCKD35</td>
<td>Range = {0, 1}</td>
</tr>
<tr>
<td>DMmeds</td>
<td>Range = {0, 1}</td>
<td>TIME_YEAR</td>
<td>Range = {0, …,9}</td>
</tr>
</tbody>
</table>

This is a dataset of electronic medical records of 491 patients collected at Tawam Hospital in Al-Ain city (Abu Dhabi, United Arab Emirates). The patients included 241 women and 250 men, with an average age of 53.2 years. Each patient has a chart of 22 clinical variables, that express her/his values of laboratory tests and exams or data about her/his medical history. The attribute starts with patient name and is based on various attributes like doctor and medicine. The patient record is based on the updating done by various doctors and patients. The dataset contains the information of attributes related to the patients and the results are calculated based on that data. The record of the patient can be updated by the doctor and if any medicine is given to him that must be added to the chain. To achieve scalability, the block of the blockchain is compressed by using various hashing techniques. The attributes are defined in the model so to ensure the fixation of the inputs prescribed by the doctor.

IV. EVALUATION PARAMETER

Wang, T. et al. [23], proposed a model. The paper also includes various factors by which the model can be evaluated and compared with the other models that are based on various factors like execution time, latency, and throughput. Xu, Z. et al. [24], evaluates the performance of the model based on the time that it takes to generate the hash, the amount of delay that is required to keep the transaction and the time required to complete the transaction. Description of each evaluation parameter is discussed in Table III.

**TABLE III.** DIFFERENT EVALUATION PARAMETERS OF PROPOSED MODEL

<table>
<thead>
<tr>
<th>S. N</th>
<th>Evaluation Parameter</th>
<th>Description of the parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Execution Time</td>
<td>It is the time taken as the difference between once the transaction is confirmed and the execution of the blockchain.</td>
</tr>
<tr>
<td>2</td>
<td>Latency</td>
<td>It is the time taken by the system that waits for the other system to complete the action.</td>
</tr>
<tr>
<td>3</td>
<td>Throughput</td>
<td>It is the amount of data that can be shifted from one block to other block of the blockchain in a unit of time.</td>
</tr>
<tr>
<td>4</td>
<td>Performance Assessment</td>
<td>It is the measurement done on the models by providing the described hardware and can be calculated based on time frame.</td>
</tr>
</tbody>
</table>

To understand how the proposed model performs, various users can apply operations on the blockchain-based model.

All standard paper components have been specified for three reasons: (1) ease of use when formatting individual papers, (2) automatic compliance to electronic requirements that facilitate the concurrent or later production of electronic products, and (3) conformity of style throughout conference proceedings.

V. PROPOSED ATTRIBUTE-BASED ACCESS CONTROL MODEL

After Access control Data management is used to ensure that the data coming from various sources must have an arbitrary value that is difficult to handle. The model will ensure that the data coming from various resources is converted into fixed values. The model access controller establishes a relationship with various subjects and objects, which ensures the data can be easily stored and passed through the blockchain model and creates a block. The methodology works on various entities like permission levels, data keepers, policies, and records [25, 26]. The proposed attribute-based access control is given in Fig. 2. Classes and entities of the proposed attribute-based access control are discussed below:

Entity (UID): The entity contains the records of the various transactions, read, write or any other. Whether the
entity should be given read, write or read/write access, is maintained in the record file.

Data Keeper: The data keeper keeps track of all the access granted so that it can be compared with the upcoming transactions. It records the various levels of the permissions that can be granted to the various entities of the model. The type of the access granted to the entity is also decided by the data keepers.

Policies are rules and regulations that govern which types of access are granted. Policies are based on permission levels and consensus levels, which are useful for filtering the data. The consensus level policy, which is based on permission level, requires Unique Identity (UID), record and permission level to fetch the data. Once the UID is compared and verified, the permission is granted based on levels and the consensus level policy works on UID, record and the type of permission granted. Various policies can be created to improve the quality of the blockchain model. The policies correlate various data keepers with their permission level. Some exceptional cases, like if a patient wishes to have a medicine without the permission of the doctor, can also be considered in the patient’s record history file. The permission level defines various types of permissions that can be read, written, or both read and written. The access, once granted, is compared with the access required by the transaction to be verified and completed.

Grant based Model Structure: Model of Access Control
There are many entities and relationships that must be defined before a model can be created. Fig. 3 shows such a model, and it may be used to classify objects into five different types. There are three types of access that can be granted to the model, like Read, Write, and Read/Write. The data keeper keeps a record of all the data and ensures that only authentic people can access it. The data keeper tracks the UID, consensus, and pointer to maintain the integrity of the record as well. This also prepares a policy to provide more validation to the access by checking the record and entity and allocating a certain permission level. The permission level can be read, write, or read and write as well. By ensuring this, the quality of the access mechanism can be enhanced and not every type of transaction can access all types of data in it. Each policy with various permission levels generates a particular consensus level which allows the model to get restricted input from various channels. The state machine can also be a useful part of the model. This machine gives an inside view of how the permissions are granted by the data keeper. Fig. 3 indicates that once the transaction is inserted into the model, it must pass through various blocks like request, verify, and require.

![Fig. 3. Grant based access model.](image)

The request block allows the block to be requested and verified by using the properties of the blockchain like: irreversibility and immutability. The verification also checks the hash value of the block. The hash value is compared with the previous block hash value then it is a valid transaction. Once the verification is successful, the access is granted and the transaction is performed. The verify block in the model also has the power to deny the access when the requested block does not match the hash value in further. If the access granted is only a write operation access that usually is given to the doctors of the hospitals then the medical history of patient can be written. Once the updating in the record is done by the doctor then the revoke operation can be performed on the transaction. After the verification of the hash values time stamps are compared with the previous block, if there is a scenario where any other specific requirement is there. The hash value matches but the issues are there in the timestamp, in that case the transaction is sent to the waiting state that will wait for the grant condition to be performed on it. Various parts of the block model for blockchain structure are mentioned in Table IV.

<table>
<thead>
<tr>
<th>S. N</th>
<th>Components</th>
<th>Description of the components</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Index</td>
<td>Represents the present index of the block</td>
</tr>
<tr>
<td>2</td>
<td>Timestamp</td>
<td>Represents the time when block is generated</td>
</tr>
<tr>
<td>3</td>
<td>Previous Hash</td>
<td>The hash of the previous block</td>
</tr>
<tr>
<td>4</td>
<td>Digital Sign</td>
<td>Cryptographic hash of the most recent data block</td>
</tr>
<tr>
<td>5</td>
<td>Data</td>
<td>This block’s content. Access control policies, records information, and individual authorizations are all described in this set of transactional data</td>
</tr>
</tbody>
</table>
6. For a block’s hash to include leading zeroes, it must have this value set. Iteratively, the value is implemented until it is completed and discovered to meet the requirements. The correct nonce value is proof of effort because it takes time and resources to get it right.

7. Hash: The hash of the block data in SHA256 form. The effort of the proof-of-work is defined by the leading sequence of this hash, which must be predetermined. Additionally, the data field must be comprehensive because it serves as a repository for transaction information. There are three sub-fields that make up this data category:
   a) A record is a piece of data pertaining to a certain state machine transaction, such as the creation, modification, or deletion of an eHealth record.
   b) Information on the creation and revocation of access policies related to transactions in the state machine shown in Fig. 2.
   c) Transactions relating to individual authorization by each of the Record Data Keepers in connection with each Policy.

There is no need for a central authority because any change in data would result in a new hash, which would invalidate the next blocks on a chain of transactions that is immutable without a central authority. Accountability and auditability are additional possible outcomes. Assuring the authenticity of each block on the blockchain is done by assigning an individual key pair to each entity with access to it.

VI. IMPLEMENTATION OF PROPOSED ATTRIBUTE-BASED ACCESS CONTROL MODEL

The model starts with registration of the patient in the system; various peers are the sources from where the data is originated. To ensure that the access control mechanism works well, the levels which are discussed in Fig. 2 ensure the type of the data that will only be allowed to be inserted in the node. In Fig. 4, the security level object ensures the type of the access provided by the system to the framework. The security level checker matches the access type from which the access is being granted and the type of data which comes from various resources with various access rights. If the data matches the access granted and the access demanded by the transaction coming from the source, the access is considered as high-level access. The peer level stores the access related data, when the data requirement comes from any patient or the doctor, it is compared with the access that is being demanded by the transaction. The role of patient is just to have a view of the data so the access read is required all the time. Consider a situation where the patient wants to write the medical record but not mentioned in the peers. In that situation, low level access is given. The reason why these protocols are being added to the model is that once the data is being transferred to the block chain the data should be of fixed type that is being approved by various peers.

When the high-level access is being granted, in that case the transaction has passed the peers and it can move to the blockchain as shown in Fig. 4. The blockchain easily accepts the type of attribute based fixed transaction. The algorithm also defines some roles which includes insertion, updating and deletion of the data. While working with various operations, the add functions inserts a value along with the parameter passed to the function.

![Methodology of designing attribute-based access control model in healthcare system.](image)

The limit for the passing of the arguments can be at most the total number of the patient attributes. Except the doctor one is not allowed to insert the data into the blockchain environment. Once the data is verified, the registration number is updated with 1. Suppose, if the patient has taken medicine after doctor prescription 76 times the new entry where the data is added can be considered as 77, also if the patient has taken medicine by his own consent, the database is required to be updated. The OR gate allows that both the doctor and patient is capable for the necessary modification in the record. The updating can be done with the update function record but more validation check is being added to it. If the sender of the data is the concerned doctor or the patient, then the other condition is checked and verified. The patient ID is compared with the existing ID available of the patient that allows or denies the updating of the data. Once the criteria meet both the conditions, the data can be updated otherwise the data needs to be on hold for the upcoming transaction.
Algorithm 1: Algorithm used for attribute-based access control Model

Add Data:
method Add Patient Record (var1, var 2……n)
if (record.input = = doctor || patient || healthworker)
Regist_ID = Regist_ID+1
end if
end method
Data added successfully

Update Data:
method Update Patient Record (var1, var2……n)
if (record.input = = doctor || patient || healthworker)
and if (id = = patient id)
then Update patient_record
end method
Data updated successfully

Delete Data:
method Delete Patient Record (patient id)
if (record.input = = doctor)
and if (id = = patient id)
then delete patient record & Abort
Set Record =Record-1;
end method
Record deleted successfully

The deletion of the data depends on the id verification, the patient ID is compared with the existing ID, once the ID is verified then the deletion of the data can be processed. Inside the method, if the data is sent by the doctor and the patient ID is verified to be true, the account of the patient which is also considered as a block is verified as true as shown in algorithm 1. The record set is decreased by 1. One block in the blockchain contains the record file which consists of the total values used in the block. The value of the record is decremented by 1.

VII. RESULTS AND DISCUSSION

The focus of result is on data calculation and on that basis the performance of the blockchain is calculated. The section explains the metrics based on those metrics the results generated by the models can be compared and evaluated with the other models. The results prove that the performance of the model can be enhanced based on some inputs. The performance can be improved as when the hash value is generated with high participants, the chance of getting the maximum digits of the model can be same. The model allows the performance to be enhanced based on increase in number of users.

Execution Time is the time taken for the process to be completed. It starts with the initialization of the transaction with the completion of the transaction. The hash value is generated by SHA-256 algorithm in the blockchain. The average time taken to generate the hash value is 3ms and if the transactions are 100 transactions, 300 ms would be taken to complete the transactions.

Case 1: Let us take a hash key that is of 64 bits and the generation of 100 hash values will take 300 ms. By applying the proposed model various improvements can be done in the existing blockchain model. This case covers the cases and assumes that if the value of hash next evaluated hash has a single bit change.

Hash Key = 8F434346648F6B96DF89DDA901C5176B10A6D83961D D3C1AC88B59B2DC327AA4
- Total number of digits used by Hash = 64
- Generation of 100 Hash values will take 300 ms
- Total number of digits for 100 Hash values =6400
- Time consumed for one bit Hash Key generation= 300/6400=0.046875
- Block size generation after applying attribute-based log file model

Case 2: Let us take a Hash Key that is of 64 bits and the generation of 100 hash values will take 300 ms. By applying the proposed model various improvements can be done in the existing blockchain model. This case covers the cases and assumes that if the value of hash next evaluated hash has all the bits changed as written in Table V.

Hash Key = 8F434346648F6B96DF89DDA901C5176B10A6D83961D D3C1AC88B59B2DC327AA8
- Number of digits modified in the block=1 Ratio of digits =1/64
- Total number of digits used by Hash=64
- Generation of 100 Hash values will take 300 ms
- Total number of digits for 100 Hash values =300
- Time consumed for one bit Hash Key generation= 300/300=1

One out of 100 cases exists in the model the results can be improved by transferring the data from 1/100 which makes 99.015625 to 1. Increase in number of cases will improve the quality of the algorithm as compared to another non-attribute-based model.

Average Execution Time=Total Execution Time/Total number of Transactions.

<table>
<thead>
<tr>
<th>Numbers of Cases</th>
<th>Execution Time</th>
<th>Growth Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>99.015625</td>
<td>0.0984375</td>
</tr>
<tr>
<td>2</td>
<td>98.03125</td>
<td>1.96875</td>
</tr>
<tr>
<td>3</td>
<td>97.046875</td>
<td>2.953125</td>
</tr>
<tr>
<td>4</td>
<td>96.0625</td>
<td>3.9375</td>
</tr>
<tr>
<td>5</td>
<td>95.078125</td>
<td>4.921875</td>
</tr>
</tbody>
</table>

One of the metrics in Table V is the production of the algorithm which shows the improvement in two methods of the attribute-based blockchain. The Production of the algorithm is calculated from the performance of the model.

Case 2: Let us take a Hash Key that is of 64 bits and the generation of 100 hash values will take 300 ms. By applying the proposed model various improvements can be done in the existing blockchain model. This case covers the cases and assumes that if the value of hash next evaluated hash has all the bits changed as written in Table V.

Hash Key = 8F434346648F6B96DF89DDA901C5176B10A6D83961D D3C1AC88B59B2DC327AA8
- Number of digits modified in the block=1 Ratio of digits =1/64
- Total number of digits used by Hash=64
- Generation of 100 Hash values will take 300 ms
- Total number of digits for 100 Hash values =300
- Time consumed for one bit Hash Key generation= 300/300=1

One out of 100 cases exists in the model the results can be improved by transferring the data from 1/100 which makes 99.015625 to 1. Increase in number of cases will improve the quality of the algorithm as compared to another non-attribute-based model.

Average Execution Time=Total Execution Time/Total number of Transactions.

Case 1: Let us take a hash key that is of 64 bits and the generation of 100 hash values will take 300 ms. By applying the proposed model various improvements can be done in the existing blockchain model. This case covers the cases and assumes that if the value of hash next evaluated hash has a single bit change.

Hash Key = 8F434346648F6B96DF89DDA901C5176B10A6D83961D D3C1AC88B59B2DC327AA4
- Total number of digits used by Hash = 64
- Generation of 100 Hash values will take 300 ms
- Total number of digits for 100 Hash values =6400
- Time consumed for one bit Hash Key generation= 300/6400=0.046875
- Block size generation after applying attribute-based log file model

Case 2: Let us take a Hash Key that is of 64 bits and the generation of 100 hash values will take 300 ms. By applying the proposed model various improvements can be done in the existing blockchain model. This case covers the cases and assumes that if the value of hash next evaluated hash has all the bits changed as written in Table V.

Hash Key = 8F434346648F6B96DF89DDA901C5176B10A6D83961D D3C1AC88B59B2DC327AA8
- Number of digits modified in the block=1 Ratio of digits =1/64
- Total number of digits used by Hash=64
- Generation of 100 Hash values will take 300 ms
- Total number of digits for 100 Hash values =300
- Time consumed for one bit Hash Key generation= 300/300=1

One out of 100 cases exists in the model the results can be improved by transferring the data from 1/100 which makes 99.015625 to 1. Increase in number of cases will improve the quality of the algorithm as compared to another non-attribute-based model.

Average Execution Time=Total Execution Time/Total number of Transactions.

<table>
<thead>
<tr>
<th>Numbers of Cases</th>
<th>Execution Time</th>
<th>Growth Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>99.015625</td>
<td>0.0984375</td>
</tr>
<tr>
<td>2</td>
<td>98.03125</td>
<td>1.96875</td>
</tr>
<tr>
<td>3</td>
<td>97.046875</td>
<td>2.953125</td>
</tr>
<tr>
<td>4</td>
<td>96.0625</td>
<td>3.9375</td>
</tr>
<tr>
<td>5</td>
<td>95.078125</td>
<td>4.921875</td>
</tr>
</tbody>
</table>
Average Latency: It can be calculated by the difference between the request sent and the response generated by the model. However, the latency of the model is calculated by JMeter. In Fig 5, it is clearly visible that execution time is reduced after each bit change. The average latency can be measured in the context of milliseconds. The average latency can be measured:

\[
\text{Average Latency} = \text{Time taken to update Hash/Number of Hash bits}
\]

The performance of the model is also evaluated by accessing the size and cost of the generated Hash value. The transaction payload can also be accessed by the transaction size.

<table>
<thead>
<tr>
<th>Hash size</th>
<th>Change in hash bits</th>
<th>Time taken by existing model in ms</th>
<th>Same bits in hash value</th>
<th>Proposed model</th>
</tr>
</thead>
<tbody>
<tr>
<td>64</td>
<td>4</td>
<td>64</td>
<td>60</td>
<td>0.0625</td>
</tr>
<tr>
<td>64</td>
<td>3</td>
<td>64</td>
<td>61</td>
<td>0.046875</td>
</tr>
<tr>
<td>64</td>
<td>2</td>
<td>64</td>
<td>62</td>
<td>0.03125</td>
</tr>
<tr>
<td>64</td>
<td>1</td>
<td>64</td>
<td>63</td>
<td>0.015625</td>
</tr>
<tr>
<td>64</td>
<td>0</td>
<td>64</td>
<td>64</td>
<td>0</td>
</tr>
</tbody>
</table>

One Hash code is of 64 bits, the time taken to 1 bit Hash = 1 sec.

Time taken to update 64-bit Hash = 64 seconds

Latency of log-based model = 1/64 = 0.015625.

Time taken to generate the 2nd Hash Value = 0.015625 + 2nd Hash value

Throughput is the amount of the data to be passed from one location to the other location. The throughput can be referred based on time and data. Only a single hash bit is required to be changed and the throughput time can be reduced by the possible number of favorable cases.

\[
\text{Throughput} = \text{Time taken to get result/Number of units.}
\]

A total number of 64 transactions taken from the data set where the throughput is calculated for individual access is considered. After applying the formula, the calculated throughput is 32.5 ms. The value of throughput can be considered as 32.5 ms. The average throughput can be considered as 32.5/64 which is 0.5078125ms where 32.5 is the sum of the throughput of the total 64 cases and the number of total cases is 64. The average latency of the 64 units can be calculated as 32.5/64 which is equivalent to 0.5078125ms. The proposed framework works better when the complete data set with 64 different values are applied to it. With the existing model the throughput is considered as 1 ms but the proposed model improves the average throughput by approximately 49 percent. The Table VI demonstrates the reduction in the time taken to construct the hash.

Different parameters are discussed that are based on which comparisons can be made without compromising the security and privacy of the model. After incorporating these parameters, the model can be further optimized as demonstrated in Table VII.

A. Scalability

Scalability is considered as the ability of the system never degrades once the data is increased or decreased. Scalability requires a permanent solution of the problem. The proposed system reduces the block size which makes the chain light in size. The logic behind the model is that the data stored in blockchain is comparatively lighter than the actual data. The log file associated with it keeps the load light and enhances the scalability of the network. This is also ensured that the security is not compromised while enhancing scalability.

B. Access Control

By adding the access control mechanism it is ensured that the restricted amount of data is required to be passed from the model. The definition of the roles is defined and data is passed from the chain. This not only promotes the security but also when the data is verified and passed the mechanism converts it into fix set of values. The fix data is forwarded to the blockchain model easily. This promotes scalability as well as security.

C. Security

The security is one of the prime attributes of the blockchain. The model allows the arbitrary values to be cross verified by the attribute-based model. This proposed model uses various permission and consensus levels to ensure the security of the model. Only authentic data is required to be transmitted from one node to other. Moreover, the data becomes even secure using blockchain technology because of its temper-proof and immutable nature.
TABLE VII. COMPARISON OF PROPOSED MODEL WITH RELATED WORK

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Scalability</td>
<td>High</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Access Control</td>
<td>High</td>
<td>Moderate</td>
<td>Low</td>
<td>Moderate</td>
<td>High</td>
</tr>
<tr>
<td>Security</td>
<td>High</td>
<td>Low</td>
<td>Moderate</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td>Data Integrity</td>
<td>Moderate</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td>Access Control</td>
<td>Moderate</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>High</td>
</tr>
</tbody>
</table>

D. Integrity

Integrity is the trustfulness of the system which can be easily achieved by the blockchain technology. The stored information can never be changed by unauthentic channel. Integrity allows the information to be available to end users like doctors and patients. The developed smart contract does not allow any entry to change the values of the model. The access control model is responsible for managing and making the data available at each end.

E. Data Confidentiality

Data Confidentiality: The patient’s medical records are stored and are confidential from any third-party disturbance. All these types of data are made available to the doctors and the patients. The patient data include various reports like blood group, records of X-Rays and Magnetic Resonance Imaging (MRI) scans. Smart contracts make this confidential as it consists of some strict rules placed inside it. The privacy can be ensured by using blockchain as well as the access control mechanism.

VIII. CONCLUSION

A solution to the challenge of managing access control in an e-health ecosystem has been described in this paper. This paper describes a solution to the problem of managing access control in an e-health ecosystem. Access control in e-health is particularly difficult because resources and data are dispersed across various places and institutions. The problem is exacerbated by the fact that not all e-health resources are owned by a single organization or individual. To establish the correctness of the scheme idea, a proof-of-concept had to be built and implemented. Success was largely due to proof-of-concept. Even if they are preliminary, some functional and application tests and validations verify that the technique is sound. Overall, we believe the technique is feasible, with numerous advantages over existing systems when compared. The benefits of this system include, but are not limited to, the fact that access control policies are communicated and synchronised across the consortium’s institutions and organizations, ensuring their integrity, transparency, and authenticity. The paper introduces a model where the time taken to create a new hash is 0.15625 microseconds. A total number of 64 transactions taken from the data set where the throughput is calculated for individual access are considered. After applying the formula, the calculated throughput is 32.5 microseconds. By the lighter block size, data can be made available to the patients. The research is for the patients so they can keep track of their medical history: and the deaths due to overdose of the medicines can be reduced. The future work of the proposed model includes finding more computational forces to make the blockchain size lighter and more scalable. Additionally, access control mechanisms should be implemented to ensure the integrity of the data coming from various sources.
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Abstract—This paper presents a new design of optical NOR and XNOR logic gates using a two-dimensional-hexagonal photonic crystal (2D-HPc) that allows for both Transverse Electric (TE) and Transverse Magnetic (TM) polarization modes. The structure is very small in size and has a low delay time. The design includes three inputs (A, B, C) and one output (Q) waveguide, with the NOR gate having a delay period of 0.75 ps and the XNOR gate having a delay period of 0.9 ps. The contrast ratio between the input and output for both gates is 7-8 dB. The XNOR gate has an optimum transmission signal rate of T = 96%.

The purpose of the structure is to use a reference input to create the fundamental logic gates NOR and XNOR by adjusting the signal phase angle.

Keywords—Photonic crystal; hexagonal lattice; NOR; XNOR; transverse electric; transverse magnetic

I. INTRODUCTION

Future electronic circuits will have speed constraints due to the growth of telecommunication systems to enhance the speed and bandwidth acceptable for data transfer (frequency). In optical networks and signal processing systems, high-frequency, all-optical logic gates are essential. All-optical logic switches and gates are among the basic components for designing future information processing systems and optical networks. Using optical networks, speed and capacity limits in communication networks are solved [1]. Optical crystals are considered a suitable structure in optically integrated circuits due to their compressibility. For the implementation of all-optical logic gates, several architectures have been suggested thus far. Logic gates through linear and nonlinear photonic crystals have gotten special attention in order to ease the integration of the suggested architectures [2]. A logic gate in a digital system executes a logical operation on one or more rationale inputs before producing a rationale yield. All digital circuits often employ Boolean logic, which is the foundation of this logic. Logic gates use binary logic, mostly made of transistors and diodes in electrical devices.

Photonic crystals are alternating structures on the nanoscale and affect the motion of photons due to changes in the refractive index of the components and the proportional wavelength. This is what semiconductor crystals do with electrons. Similar to how the Schrodinger equation involves electrical potential, the refractive index plays a part in the Helm-Holtz equation. The periodicity in the refractive index, more or less within the crystal, serves as the foundation for photonic crystals. The wavelength of the photons affects how they are emitted inside these structures. Modes are the light wavelengths that are permitted to move. A group of diffuse fashions forms the bandgap. Unauthorized bands of photonic crystals are called bandgaps. If we have materials of the dielectric material, which have a forbidden band for photons, at a certain frequency range no light can move inside the crystal structure of matter. The most important difference between photons and electrons is their velocity. Electrons belong to the group of fermions due to their incorrect spin, and the Pauli Exclusion Principle governs them. In contrast, photons have the correct spin and are considered bosons, so there is no limit to the number and energy of photons in the crystal. The effect of photons on each other is much less than the interaction of electrons, which reduces losses in dielectrics. Because the shrinkage of optical circuits faced problems such as energy loss, photonic crystals have been proposed to solve this problem. Defects in photon crystal structures can be created and based on the defects in the photon crystal lattice, these structures are divided into three categories: one-dimensional, two-dimensional, and three-dimensional [3].

Due to the use of photonic crystals to make all-optical logic gates and their use in all-optical systems, structures with low losses and high efficiency are required for all-optical logic gates. The proposed structure for all-optical logic gates based on photon crystals should have small dimensions (for integration), low losses, and a suitable distance between to be logic surfaces. In addition to the above, the working wavelengths of the proposed structure should be in telecommunication windows so that these logic gates can be used in filters, switches, sequential circuits, and all-optical composite circuits. Given the importance of processing speed, bandwidth, and dimensions in today's all-optical integrated circuits, it is necessary to provide a structure with such specifications. In this research, we will try to design and simulate a structure with the mentioned capabilities, and the proposed structure will be flexible and will change the type of logic gates with a small change in the arrangement of dielectrics. The initial structure proposed is the NOR logic gate, based on a photonic crystal, the subsequent gates being designed by trial and error and the experience of previous articles in the field.

Today, the demand for high bandwidth to reduce the speed limit of electronic devices is increasing rapidly. Optical signal processing requires complex logic gates. To build all-optical systems, it is necessary for all the components used to be able to work in the optical network. Gates are key components for building all-optical systems. In order to convert digital gates into all-light gates, changes in the original design are needed.
To design all-optical gates, it is necessary to apply an alternating layer of dielectrics, which modulates the signal to produce the desired results. Nonlinear effects can be achieved using various methods such as nonlinear ring mirrors, linear fiber, photon crystals, changing the refractive index of materials, filters, waveguides, or optical semiconductor amplifiers [4]. Optical elements that reduce the size of optical integrated circuits are good candidates for future optical networks and optical computations due to the transmitted wavelength. All-optical communication is one of the solutions to the problem of the speed and size of electronic circuits. Logic gates are one of the most important components in all-optical circuits. In recent years, researchers have developed all-optical logic gates for use in nonlinear effects in optical fibers, but one of the limitations has been a large size, low speed, and size of integrated circuits [5].

Many researchers have been interested in all-optical signal processing techniques recently, but all-optical devices must be fully utilized to use optical transmission capabilities. These devices include optical filters [6, 7], optical multiplexers [8, 9], optical analogue-to-digital converters [10, 11], optical switches [12], optical logic gates [13, 14], optical accelerometers [15], optical half-adders [16], and other similar optical devices. A device known as an "all-optical logic gate" produces logic outputs by performing logic operations on light with light. When one or more lights with light inputs are subjected to logic operations, the device is known as a logic gate. High-speed all-optical logic gates are necessary in the processing of signal as well as optical networks. The complication, speediness, reliability, steadfastness, and straightforwardness of integration of the numerous designs created hence distant to degree the execution of all-optical rationale gates shift. Rationale entryways based on through straight and nonlinear photon precious stones have gotten extraordinary consideration and have been significantly broadened to help in joining the recommended structures [17, 18]. All-optical rationale gates based on photon precious stones may be made, recreated, and fabricated utilizing nanocavity, nonlinear fabric characteristics, ring resonators, and the Mach Zehnder interferometer. On the premise of XOR, XNOR, NAND, and NOT rationale entryways, Nozhat et al. effectively outlined high-contrast nonlinear two-dimensional gem photonics in 2015. The tall differentiate proportion of around 20 dB between "1" and "0" [19] may be a recognizing quality of this rationale entryway in comparison to other rationale gates already formulated. A two-input, two-dimensional photon crystal-based NAND gate with a ring resonator was recommended by Siraj M. The proposition incorporates an add up to zone of 249.75µm2, and the delay time is, at best, 3.6 ps [16, 20]. Most newly suggested rationale entryway designs can as it were work within the TM or TE polarization modes. Both the delay time and the auxiliary estimate are significant.

Employing a hexagonal cross section in silicon photon gems on a cover and autonomous of polarization, a strategy for building all-optical rationale entryways is given in this inquire about. An assortment of entryways utilized in this way can join optical rationale gates through the obstructions wonders, utilizing direct blemishes and obstructions between light bars.

II. NUMERICAL METHODS

The finite difference time domain (FDTD) approach may demonstrate light diffusing in a photonic crystal. The center thought behind the limited contrast time space approach is to inexact spatial and worldly subsidiaries utilizing the limited contrast in Maxwell conditions. The microstructure under examination is split into a small number of constant lattice points in the FDTD technique, where the field values are computed. For the expression of spatial and temporal derivatives, magnetic and electric fields use backlash and anterior differences, respectively. For the electric and magnetic regions of Maxwell's Eq. (1) and (2), the derivatives listed below can be used in their place.

\[
\frac{\partial E(r,t)}{\partial t} \rightarrow \frac{\Delta E_r}{\Delta t} = \frac{\hat{E}(r + q, u_r, t) - \hat{E}(r, t)}{q_r}
\]

\[
\frac{\partial H(r,t)}{\partial t} \rightarrow \frac{\Delta H_r}{\Delta t} = \frac{\hat{H}(r + q, u_r, t) - \hat{H}(r, t)}{q_r}
\]

\[
\hat{E} = q, E \rightarrow \text{and} \rightarrow \hat{H} = q, H
\]

In these equations, qi denote distance among the grid's lattice points and ui the unit vectors that constitute the computational grid, are used to measure the geometric space. Reclaimed by fields:

\[
\hat{E} = q, E \rightarrow \text{and} \rightarrow \hat{H} = q, H
\]

The x and z axes of the FDTD simulator's coordinate system are specified to lie in \(\Gamma - M\) and \(\Gamma - k\) planes, correspondingly. The direction of y is vertical/perpendicular to crystal's surface for fitting the hexagonal configurations’ geometry. The rectangular coordinate is regarded for the lattice coordination where the distance of lattice is considered qx = \(\sqrt{3}\), qx. The FDTD software accordingly ensures stability.

\[
\delta t = 0.99 \left(\frac{3}{\sqrt{7}} \frac{q_x}{c}\right)
\]

Where qx denotes the x-directional lattice distance, the relationship between the spatial grid and worldly steps is illustrated by the statement mentioned above, which states that for a more precise spatial lattice, numerous more worldly steps are vital. The output contrast ratio is yet another factor of significance in the development of logic gates [21]. The ratio of the control for "1" rationale to the control for "0" rationale from the condition is utilized to compute the differentiate proportion for both TE and TM polarizations.

\[
\text{Contrast Ratio} (CR) = 10 \log \left(\frac{P_1}{P_0}\right) (dB)
\]

Where P0 stands for the control of the consistent "0," whereas P1 speaks to the coherent control of "1." In this work, we decide the differentiate proportion for this rationale gate at 1.550 µm wavelength.
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III. PHOTONIC BAND STRUCTURE

The behavior of light as it passes through a periodic structure, which generates a number of potential barriers and wells for photons, is referred to as the photonic band structure. Similar to the energy bands for electrons in a solid, the structure produces photonic bands and energy gaps known as photonic band gaps. In order to ascertain the band structure and operating wavelength of photonic structures, it is essential to comprehend the microstructure of photonic bandgap graphs. The band structure of the in-demand unit cell depends on the microstructure of the photonic bandgap graph. In order to create photonic crystals with distinctive optical characteristics, the photonic band structure and the microstructure of photonic bandgap graphs are crucial.

Here, the microstructure of the photonic bandgap graph has been selected to begin with some time recently continuing to the specifics of the plan and displaying. Getting the recurrence crevice is one of the key thoughts within the microstructure of vitality groups. The working wavelength is the wavelength that can be exchanged from the source to the yield without being scattered, losing vitality, or entering the structure. According to Blah's theory, this requires knowledge of the microstructure's unit cell. The hexagonal photonic crystal's unit cell is seen in Fig. 1.

In arrange to decide the in-demand unit cell’s band structure, we must to begin with decide the structure's unit cell. The bandgap structure is seen in Fig. 2. The recommended microstructure within the wavelength run of $\lambda = 1.4874\mu m \sim 1.621\mu m$ as appeared, and encompasses a full photonic bandgap within the normalized recurrence run of $\lambda = 0.3516 \sim 0.3832$.

Remember that the structure has a complete bandgap since the specified gates are polarization-independent. The bandgaps for the TM and TE modes cross across, as seen in the above picture.

![Fig. 1. The hexagonal cell of the planned rationale entryways.](image1)

![Fig. 2. Photonic band structure.](image2)

IV. OPTICAL LOGIC GATE

In expansion to the two essential inputs, another input is included within the plan of rationale entryways to alter the application and increment the applications, such as NOR and XNOR. This extra input permits fluffy control of the optical signals. So, when there are three input waveguides and one yield waveguide, the suggested structure is as takes after. (Fig. 3) The performance of the constructive and destructive interference in the controller waveguide results in the logic gates. On the SOI substrate, the recommended plan comprises of an $X \times Z$ hexagonal cross section with a number of $17 \times 15$ gaps separated into two bunches. The sweep was selected to produce two diverse photonic bandgaps. The two air holes have a radius of $r_b = 0.36a$ for the larger air hole and $r_s = 0.16a$ for the smaller air hole, where $(a)$ is the cross-section steady, which is equivalent to $a=550$ nm. The greater air holes are completely in the middle of the smaller ones. The two-dimensional photonic crystal's holes are partially removed to produce the waveguides. Using the effective refractive index approach, two-dimensional analysis is carried out since three-dimensional computations take more time and memory.
The suggested design has been determined to be capable of acting as all-optical logic gates after the microstructure has been tuned for both polarization modes at wavelength.

V. RESULT AND DISCUSSION

There are three different kinds of general logic operations that will be executed in this suggested architecture. If a light signal with $\varphi = 0^\circ$ is applied to either the A or B input port and a control signal with $\varphi = 0^\circ$ is applied to the reference port, then a logical “1” is produced. When a light signal with a $\varphi = 0^\circ$ is excited at either the A or B input port and the reference port is stimulated with a control signal with a $\varphi = \pi^\circ$, a logical “0” is produced. And, the highest output power is achieved when the reference port is activated only by the controller signal at either $\varphi = 0^\circ$ or $\varphi = \pi^\circ$ out of phase.

A. NOR Optical Logic Gate

The NOR logic gate, primarily employed in most digital devices’ design, follows the reverse OR gate. Four separate states are used to characterize the NOR logic gate’s operation [19, 21]. Table I displays this logic gate’s potential states and the transmission rate.

Within the ‘to begin with’ situation, no flag is connected to any of the input ports, and the control flag is connected to the reference harbour with a stage point of $\varphi = \pi^\circ$. When utilizing TE or TM polarization, the yield harbour, in this occasion, gets "1" rationale at a transmission rate of 67% or 58%, separately. The reference harbour is concurrently energized with the light flag with a stage point of $\varphi = \pi^\circ$ and the control flag by a stage point of 180 degrees ($\varphi = \pi^\circ$) within the moment and third occurrences, separately, and A and B input ports are energized concurrently by the light flag within the moment and third cases. Fig. 4 portrays the introductory state. As watched, the TE-polarization mode has the most reduced delay time or the fastest working speed with a NOR Entryway within the moment state, 0.75ps.

Segments (a) and (b) of Fig. 5 show the field conveyance designs for the $TE$ and $TM$ polarization modes, individually. The consequences illustrate that the planned strategy capacities as a NOR optical rationale gate.

This gate has a signal in each of its reference ports at an angle of 180 degrees ($\varphi=\pi^\circ$), as observed. Also, 7dB is used for the contrast parameter.
B. Optical Logic Gate of XNOR

Within the ‘to begin with’ state, no flag is connected to any input ports, whereas the control flag is connected to the reference harbour with a stage point of $\varphi = 0^\circ$ [18]. Within the moment and third stages, a light flag with a stage point of $\varphi = 0^\circ$ is utilized to individually excite the A as the input port and, subsequently, the second input port B. In contrast, a control signal by a phase angle of $\varphi = \pi^\circ$ is utilized to exclusively energize the primary input harbour A and, hence, the moment input harbour B. In differentiate, a control flag with a stage point of $\varphi = 0^\circ$ fortifies A and B i.e., input ports and reference harbour C within the fourth state. In this occurrence, constructor obstructions is fulfilled since all three light signals are at co-phase in yield harbour 1. Table II lists the findings for every possible combination of TM and TE polarizations. At 1550 nm wavelengths, the difference percentage for this reasonable entrance is 8dB.

The three fundamental states within the TE and TM polarization modes are appeared within the field dissemination in Fig. 6(a) a persistent Gauss a wavelength of 1550 nm. Section (a), which can be seen in the image, simulates the three principal states while applying an optical signal source in $TE$ mode to the microstructure. The inputs in the section receive an optical signal source operating in $TM$ mode (b).

The reenactment discoveries appear that the stage alter point of the reference harbour C is utilized to construct all of the elemental optical rationale entryways utilized in optical coordinates circuits. Another significant benefit of the suggested microstructure is its ability to receive polarization and supply the correct output. The TE-polarization modes and the TM-polarization mode’s respective minimum delay times are one period (ps) and nine periods (ps), respectively.

<table>
<thead>
<tr>
<th>(Q)</th>
<th>0</th>
<th>1</th>
<th>0</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>T (TE Mode)</td>
<td>5 %</td>
<td>65 %</td>
<td>11 %</td>
<td>5 %</td>
</tr>
<tr>
<td>T (TM Mode)</td>
<td>5 %</td>
<td>58 %</td>
<td>6 %</td>
<td>5 %</td>
</tr>
<tr>
<td>Input (A)</td>
<td>0i($\varphi=0^\circ$)</td>
<td>0i ($\varphi=0^\circ$)</td>
<td>1i ($\varphi=0^\circ$)</td>
<td>1i ($\varphi=0^\circ$)</td>
</tr>
<tr>
<td>Input (B)</td>
<td>1i ($\varphi=0^\circ$)</td>
<td>0i ($\varphi=0^\circ$)</td>
<td>1i ($\varphi=0^\circ$)</td>
<td>0i ($\varphi=0^\circ$)</td>
</tr>
<tr>
<td>Input (C)</td>
<td>1i ($\varphi=\pi^\circ$)</td>
<td>1i ($\varphi=\pi^\circ$)</td>
<td>1i ($\varphi=\pi^\circ$)</td>
<td>1i ($\varphi=\pi^\circ$)</td>
</tr>
</tbody>
</table>

Fig. 4. The time of delay for second state of NOR logic gate.
Fig. 5. Field dissemination at NOR rationale entryway, (a) TE mode, (b) TM mode.

TABLE II. THE EXACT NECESSITY OF THE NOR RATIONALE GATE WITH FOUR INPUTS.

<table>
<thead>
<tr>
<th>(Q)</th>
<th>0</th>
<th>1</th>
<th>1</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>T (TE Mode)</td>
<td>1%</td>
<td>64%</td>
<td>96%</td>
<td>5%</td>
</tr>
<tr>
<td>T (TM Mode)</td>
<td>5%</td>
<td>58%</td>
<td>90%</td>
<td>5%</td>
</tr>
<tr>
<td>Input (A)</td>
<td>(0_i (\phi=0^\circ))</td>
<td>(0_i (\phi=0^\circ))</td>
<td>(1_i (\phi=0^\circ))</td>
<td>(1_i (\phi=0^\circ))</td>
</tr>
<tr>
<td>Input (B)</td>
<td>(1_i (\phi=0^\circ))</td>
<td>(0_i (\phi=0^\circ))</td>
<td>(1_i (\phi=0^\circ))</td>
<td>(0_i (\phi=0^\circ))</td>
</tr>
<tr>
<td>Input (C)</td>
<td>(1_i (\phi=\pi^\circ))</td>
<td>(1_i (\phi=\pi^\circ))</td>
<td>(1_i (\phi=0^\circ))</td>
<td>(1_i (\phi=\pi^\circ))</td>
</tr>
</tbody>
</table>
VI. CONCLUSION

This paper plans and mimics all base rationale gates (TE/TM) free of polarization modes utilizing a hexagonal photonic gem with silicon dielectric on a separator. Embracing the recommended microstructure will empower the headway of all prior thinks about to a brand-new era of polarization-independent gates. In this paper, a novel optical NOR and XNOR logic gate design is introduced utilizing a two-dimensional-hexagonal photonic crystal (2D-HPhC) that facilitates Transverse Electric (TE) and Transverse Magnetic (TM) polarization modes. The size of the structure is relatively small, and it possesses a low delay time. The design incorporates a waveguide with three inputs (A, B, C) and one output (Q). The NOR gate demonstrates a delay period of 0.75 ps, while the XNOR gate showcases a delay period of 0.9 ps. The contrast ratio between input and output for both gates is 7-8 dB. Furthermore, the XNOR gate displays an optimal transmission signal rate of $T = 96\%$. The work of hexagonal photonic gems, silicon dielectric fabric on cover with a satisfactory thickness, and the span of the gaps within the structure causes the mutual bandgap in equally TM and TE polarization types. The current study is only considered the specific design and parameters of the gates and does not explore other possible configurations or applications of the 2D-HPhC. Future study could explore the potential of integrating the 2D-HPhC design with other technologies for advanced functionality and performance.
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Abstract—Early detection of armed threats is crucial in reducing accidents and deaths resulting from armed conflicts and terrorist attacks. The most significant application of weapon detection systems would be found in public areas such as airports, stadiums, central squares, and on the battlefield in urban or rural conditions. Modern surveillance and control systems, such as closed-circuit television cameras, apply deep learning and machine learning algorithms for weapons detection on the base of cloud architecture. However, cloud computing is inefficient for network bandwidth, data privacy and slow decision-making. To address these issues, edge computing can be applied, using Raspberry Pi as an edge device with the EfficientDet model for developing the weapons detection system. The image processing results are transmitted as a text report to the cloud platform for further analysis by the operator. Soldiers can equip themselves with the suggested edge node and headphones for armed threat notifications, plugged into augmented reality glasses for visual data output. As a result, the application of edge computing makes it possible to ensure data safety, increase the network bandwidth and provide the device operation without the internet. Thus, an independent weapon detection system was developed that identifies weapons in 1.48 seconds without the Internet.

Keywords—Internet of Things; gun recognition; edge device; Raspberry pi; military systems control; network analytic

I. INTRODUCTION

Recent world events show that the number of terrorist attacks per year and armed conflicts continues to grow. According to the report of Global Terrorism Index 2022 [1], even developed countries such as the United States of America ranked 30th in the overall terrorism index score, while France and Germany were in 34th and 35th places and the United Kingdom was in 42nd place among 195 countries. More than 20 countries are involved in armed conflicts and civil wars in 2023 [2]. Most of these acts of violence involve armed people whose goal is to seize territories and destroy stability in a region or state. Often enemy strikes and terrorist attacks occur at strategic targets and in public areas. Defence forces and intelligence agencies should monitor the situation to prevent and minimize the consequences of those violent acts. One of that approaches is early weapons detection.

The conventional surveillance and control system of Closed-Circuit Television (CCTV) cameras involve human as an operator and requires manual control of a large number of cameras [3]. Thus, it is requiring a significantly large number of personnel to monitor cameras in vast areas. Modern Weapons Detection Systems (WDS) mainly apply an Artificial Intelligence (AI). The initial task of the first AI recognition and detection systems was to recognize a person and a face [4]. Since the process of face recognition is one of the most important tasks in the field of Computer Vision (CV) with various promising applications from academic research to intelligence services [5]. Moreover, a human pose [6] can give some information about the probability that a person is going to use a weapon.

This paper describes the process of creating a weapons detection system for military and civil purposes. To avoid the disadvantages of cloud architecture, such as low network bandwidth, threats to data safety and lack of computing resources of a data center, the edge computing architecture has been applied in the development of the weapons detection system. A single-board computer, Raspberry Pi, has been selected as an edge computing device, or it is briefly called an edge device [7, 8]. Our previous studies have shown the excellent results in the application of computer vision and edge computing to number plate recognition system on the Raspberry Pi [9], as well as in the development of an intelligent task offload system [10]. Thus, the Raspberry Pi would be able to complete the task of weapon recognition based on the EfficientDet model and significantly reduce the cost of the technical solution. In order to minimize the possibility of bias or overfitting with subsequent performance degradation [11], some method optimization parameters can be applied.

This study aimed to develop a weapons detection system based on Raspberry Pi with a camera module using the EfficientDet model and edge computing algorithms, as well as notification about armed threats through headphones and the capability of visualization output on the interface of soldiers’ augmented reality (AR) glasses and send results to the Internet.

This research is sponsored by the Science Committee of the Ministry of Science and Higher Education of the Republic of Kazakhstan (Program No. BR1090140221).
of Things (IoT) cloud platform for further report analyses by an operator.

As a hypothesis, it is assumed that the application of edge computing significantly decreased the volume of transcended data to the cloud, offloading the computing resources of the data center and affording the edge device functioning without an Internet connection.

The paper is organised as follows: Section II reviews the related works in the area of weapon detection and Internet of Things application. Section III presents the EfficientDet and edge computing architectures, the process of building a model for weapons detection and its algorithms. Section IV provides a detailed description of the results for each various experimental case of weapons detection. Section V compares the obtained experimental results with the existing related works. Finally, Section VI summarises all text and indicates a direction for future work.

II. RELATED WORKS

During the last years, object detectors have been greatly improved technologically and allow security forces to identify weapons with fast speed and high accuracy. Nevertheless, there is an issue in practice when it comes to recognising small objects or the reflective surface of the knife [12, 13]. One study has focused on training a model for tilling approach using Single Shot Detector MobileNet V2 and Armed CCTV Footage dataset to detect small weapons [14]. The mean average precision (mAP) of that research was about 0.758 for pistol and knife evaluation. Also, a rather significant problem is the detection of a weapon in the attacker's hand [15] or whether it is hidden from an observer in the other part of the body.

As previously noted, there are many related works describing Deep and Machine Learning methods that are currently used to detect weapons. One of the most widely used classic real-time weapons detection approaches is the Convolutional Neural Networks (CNN). The accuracy and speed of weapon detection by the CNN approach through the transfer learning method using the Visual Geometry Group and fine tuning [16] show a moderate result. This is true that CNN had quite impressive image classification performance, but without enormous data and multiview cameras, it has a problem with overfitting [17]-[19]. Since the architecture of CNN can be transformed in Faster Region CNN due to a feature extractor Inception-ResNetV2 [20], that model type can demonstrate a high per cent of mAP. However, You Only Look Once V2 (YOLO) is faster in testing and training time compared to Faster Region CNN. The other study showed that Region CNN (R-CNN) and Region Fully Convolutional Networks (R-FCN) approaches have increased the speed of weapon detection, according to the experiment conducted by Arif [3]. However, in their experimental part of the study, there were false positive results for the detection of weapons. The next paper has considered CNN approach with applying Transfer Learning and two techniques such as AlexNet and GoogLeNet [21]. Nonetheless, they have the same issue connected with false positive results as previously considered work. To overcome false positive results, Deb Nath and Bhowmik [12] have developed an Iterative Model Generation Framework (IMGF), which detects only moving persons with a gun and decreases the consumption of computing resources. Goenka and Sitara [23] have applied Gaussian deblur technique for Mask RCNN to detect guns better in case of a blurred image. Comparing Deep Learning (DL) and Machine Learning (ML) approaches for weapons detection [24] in terms of speed and accuracy, the former is better.

The newest and most accurate model for object detection is YOLO, and it has a lot of versions. The paper described difference between YOLOv3 and YOLOv4 in terms of sensitivity and processing time [25]. The experimental part of following studies confirms the superiority of YOLOv4 over previous YOLOv3 [26]-[28]. Also, this model can be implemented for custom object detection on Jetson Nano GPU from Nvidia with a TensorRT network optimizer [29]. The newer YOLOv5 allows to significantly increase the accuracy of weapons detection [30, 31]. The processing time per frame is 0.010 seconds compared to the 0.17 seconds of the Faster R-CNN [32]. There is also an implementation of the YOLOv5 model on high-cost device Nvidia's Jetson AGX Xavier with an impressive accuracy of 98.56 percent [33]. The applying complex hardware and DL algorithms allow for achieving effective results, but they are expensive and difficult to deploy [34]. Besides YOLO, there is a promising method based on the use of semantic embeddings and a pre-trained Contrastive Language-Image Pre-Training (CLIP) model. The highest accuracy rate of this method was 99.8 percent [35], which is quite competitive with FireNet and YOLO algorithms.

The majority of modern WDS solutions are based on the IoT. The IoT applications automate routine processes and work without human interactions [36]. The IoT technology has a wide range of applications [37], ensuring people’s safety in smart homes, industry, transportation and cities [38, 39]. Most IoT solutions use cloud services as a data treatment center, for instance, data collected from sensors of smart farm are sent to the server [40], as well as the video stream data are transmitted to the cloud for further processing [41, 42]. However, some studies point to insufficient network bandwidth [43], massive generated data [44], high power consumption [45, 46], weak network security [47] and data privacy issues [48] because of using the cloud paradigm in the IoT. Those issues of IoT applications are strongly critical for military purposes. Mainly the latest researches are focused on the security of the IoT [49] since the consequences of disabling the network are not measurable. The application of military IoT could be found in the field of battlefield perception, improving the early warning, weapons and equipment management, intelligence sharing ability and support efficiency of the military, logistics support, military training and so on [50, 51]. To be more specific, military IoT studies also consider WDS, such as rope roaming robots for 360 degrees of monitoring a specific area [52], a semi-autonomous robot with WDS and stair climbing functions [53], drones or Unmanned Aerial Vehicles (UAV) for WDS [54] and explosive weapons detector [55]. To partially solve the issue associated with high power consumption, it was advised [56] to use Field Programmable Gate Array (FPGA). However, in order to finally resolve all the above list of issues, it is highly recommended to replace the cloud paradigm with edge computing [57]. FPGA provides high energy-efficient,
accelerating and high performance for complex AI tasks [58]-[60]. Thus, the edge device implements pre-processing data and sends the result to the data server [61] with much lower network bandwidth.

III. MATERIALS AND METHODS

As previously mentioned in the first section, it was decided to apply Raspberry Pi 4 Model B (4 GB) with a camera, which are shown below as edge device in Fig. 1.

![Raspberry Pi with a camera as an edge node](image)

Headphones and a power bank have been used for audio notifications about armed threats and for the power supply of the Raspberry Pi. Raspberry Pi OS (Raspbian) has been picked as the operating system. ‘Thingspeak’ has been chosen as the IoT cloud platform for report and analytics formation due to visual infographic capabilities. However, the Message Queue Telemetry Transport (MQTT) without graphical support could be applied for more private message exchanges between publisher and subscribers.

A. Edge Node

The high-level programming language Python has been selected for supporting a computer vision by progressive libraries and frameworks: TensorFlow Lite, Numpy, OpenCV, Python Imaging Library (PIL) and Picamera. Since Raspberry Pi (RPi) have limited CPU and GPU resources to train a model, it was decided to use the computing server of Google Colaboratory, the framework TensorFlow Lite and 1588 images from the Kaggle dataset of various types of weapons [62, 63]. Some samples of weapons for the model training and the flow scheme are illustrated in Fig. 2.

![The scheme of model training using Google Colab and TensorFlow Lite](image)

The EfficientDet has been selected as the model for weapons detection because it creates a smaller output model file, consumes less computing resources, and implements algorithms faster [64]. Moreover, EfficientDet offers a list of mobile-size lite models, which are suitable for IoT and edge devices. The EfficientDet architecture is illustrated below in Fig. 3.

![The EfficientDet architecture](image)

EfficientDet can be considered as the one-stage detector paradigm that applies EfficientNet as the backbone network. Bi-directional feature pyramid network (BiFPN) acts as the feature network and utilizes level 3-7 features (P3, P4, P5, P6, P7) from the backbone network. It repeatedly applies bidirectional feature fusion, both top-down and bottom-up, resulting in fused features that are then fed to the class and box network for object class and bounding box predictions.

There are a few EfficientDet-Lite variants, and their checkpoints and results are shown in Table I.

<table>
<thead>
<tr>
<th>Model</th>
<th>Mean average precision (float)</th>
<th>Quantized mean average precision (int8)</th>
<th>Parameters, millions</th>
<th>Mobile latency, milliseconds</th>
</tr>
</thead>
<tbody>
<tr>
<td>EfficientDet-lite0</td>
<td>26.41</td>
<td>26.10</td>
<td>3.2</td>
<td>36</td>
</tr>
<tr>
<td>EfficientDet-lite1</td>
<td>31.50</td>
<td>31.12</td>
<td>4.2</td>
<td>49</td>
</tr>
<tr>
<td>EfficientDet-lite2</td>
<td>35.06</td>
<td>34.69</td>
<td>5.3</td>
<td>69</td>
</tr>
<tr>
<td>EfficientDet-lite3</td>
<td>38.77</td>
<td>38.42</td>
<td>8.4</td>
<td>116</td>
</tr>
<tr>
<td>EfficientDet-lite4</td>
<td>43.18</td>
<td>42.83</td>
<td>15.1</td>
<td>260</td>
</tr>
</tbody>
</table>

Since it is necessary to prioritize safety and provide the highest speed of object detection, the EfficientDet-Lite0 has been chosen.

The general equitation for compound scaling of the EfficientDet model would be the following:

\[
\phi \phi f \alpha + \beta + \gamma = 1
\]

(1)

Where \(\alpha\) is a depth scaling factor, \(\beta\) is a width scaling factor, \(\gamma\) is a resolution scaling factor, \(\phi\) is a number of network variation, and \(f\) is a network scaling factor.

The BiFPN network width and depth would use scaling equitations:

\[
W_{\text{bfpn}} = 64 \times (1.35^p)
\]

(2)
\[ D_{\text{detr}} = 3 + \varphi \]  

(3)

Box/class prediction network would be scaled with the following equation:

\[ D_{\text{box}} = D_{\text{class}} = 3 + \left\lfloor \frac{\varphi}{3} \right\rfloor \]  

(4)

Input image resolution uses the next scaling equation:

\[ R_{\text{input}} = 512 + \varphi \times 128 \]  

(5)

Thus, the EfficientDet allows us to decrease the size of the model file by 4x–9x and use 13x–42x fewer Floating-point operations per seconds (FLOPs) than most previously reviewed detectors.

The flowchart of weapons detection is presented below in Fig. 4.

Fig. 4. The flowchart of weapons detection process.

Firstly the Pi's camera has been initialized, and its resolution has been configured at 400x400. Then algorithm started capturing an image and loading a trained model by Google Colab and TensorFlow Lite. Applying that model and EfficientDet architecture allowed to detect objects from captured image. The sorted objects were counted and classified by a model as person, rifle, pistol (handgun) and knife. Finally, the results were transcended to IoT cloud platform 'Thingspeak' through HTTP-request. After that a subscriber can send Http GET-request to collect results. If an armed threat was detected, the user of the system would receive a voice notification via headphones.

The common scheme processing of captured image is demonstrated in Fig. 5.

B. Server Side

The IoT cloud platform 'Thingspeak' has been used to monitor the results of weapons detection on the server side, as mentioned before. 'Thingspeak' supports Representational State Transfer of the Application Programming Interface (RESTful API) and due to this users can easily exchange messages between edge device, client and server. The client-server model is illustrated in Fig. 6.

Fig. 5. The scheme of image processing.

Fig. 6. The client-server model for the weapons detections system.

To observe the processed data securely from any type of device, an admin has logged in to the 'Thingspeak' account and created a private channel. Then he has gotten an API and started the configuration process of private channel. The configuration of channel and widgets are shown in Fig. 7.
C. Client Side

An operator browsing a private channel from any accessible type of device (table, smartphone, personal computer) and collect all data for report and analysis. The processes data are presented in the widgets of the web application 'Thingspeak', which could be found in Fig. 8.

The operator has a capability to apply the MQTT protocol as an option to keep data privacy and output received results in a terminal window, which is shown in Fig. 9.

D. The Application of Weapons Detection System for Augmentation Reality Glasses

To improve the user experience of armed threats detection in addition to voice notification, it has been proposed to plug in Raspberry Pi to AR glasses for better visualization. The result of marking an armed threat will be displayed on the interface of the soldier's glasses, providing him with the necessary information to make a quick decision. The scheme of AR glasses interaction with Raspberry Pi is shown in Fig. 10.

IV. EXPERIMENTAL RESULTS

Three cases of weapons detection have been considered such as rifle, pistol (handgun) and knife. The first case with the rifle detection from smartphone display has been presented in the previous section in Fig. 9. The terminal window describes the following information: weapon type with accuracy recognition in per cent, inference time in milliseconds, and...
frame per second. For this case, an operator can find such information in the web application: number of armed persons and time for algorithm execution, which are presented in Fig. 8.

The results of the next case with handgun are shown in Fig. 11.

The handgun has been marked by rectangle and labeled. The terminal window also outputs the type of detected weapon, inference time and Http POST-request. The results of that case in web application are shown in Fig. 12.

The first widget from the left presents the number of armed persons. The lamp of the next widget has become active and red since the armed threat has been detected. The last widget shows the execution time of the algorithm.

Finally, the last case of cold steel weapon (knife) detection from the real scenario is shown in Fig. 13.

The common view of the knife detection case for the web application is shown in Fig. 14.

To collect information about network traffic and bandwidth, the web application ‘Monitorix’ was deployed on the Raspberry Pi for the local host. Fig. 15 demonstrates that the maximum transmitted data to the IoT cloud platform have reached about 53 kilobytes per second or 40 packets per second without any network error during transcending data.
V. DISCUSSION OF RESULTS

To compare with the transmission of the video stream with an average required throughput of over 1.8 megabytes per second [43], the proposed approach requests less network bandwidth and significantly reduces the amount of transmitted data. As a consequence, it also reduced the load on the network and server resources. The average time for algorithm execution is approximately 1.48 seconds. It is quite a medium time of algorithm execution compared to 1.76 seconds for the Inception-ResNetV2 model and 1.1 seconds for the ResNet50 CNN model [20]. That is true that YOLO and MobileNetV2 [15, 20] are almost twice as fast in terms of object recognition and detection as EfficientDet-Lite0, but it should be noted that the productivity of the proposed algorithm execution time can be improved with Coral USB Accelerator. However, YOLO and ResNet require over 10 million parameters for object classification [41, 64]. Consequently, those models consume more disk space and computing resources. The highest accuracy of the knife detection case for EfficientDet-Lite0 model is an average result compared to 71.44 per cent for Faster R-CNN [17] and 77.78 per cent for YOLOv4 [26].

VI. CONCLUSION

In this paper, the weapons detection system has been developed based on the Raspberry Pi using computer vision and edge computing. The suggested approach has successfully overcome the resource limitation of Raspberry Pi to train a model through Google Colaboratory and TensorFlow Lite. Also, the hypothesis has been confirmed and obtained results indicating a significant decrease in the amount of data transmitted over the Internet, and as a result, it allows optimizing the server resources to accomplish other tasks. The presented data in the web application allows the operator to create a report. Moreover, it has been considered the capability to plug in Raspberry Pi with a camera module to AR glasses of soldiers for visually marking humans with weapons in real-time. The application of edge computing made it possible for the device to work without the Internet connection and thus ensure data safety. In addition to that, edge computing has reduced the cost of the technical solution and provides an option to operate the device on a local area network using MQTT protocol for message exchange. As a result, an autonomous weapon recognition system has been proposed that can operate without an Internet connection and detect weapons within 1.48 seconds.

In the future, it is considered expanding our research to detect explosive devices, heavy tanks and unmanned aerial vehicles. Though there may be some issues related to the detection of fast-moving objects, poor lighting conditions and quality of images, which should be solved with an FPGA and high megapixels infrared camera.
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Distributed Cooperative Control for Multi-UAV Flying Formation
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Abstract—The problem of collaborative pattern tracking in multi-agent systems (MAS) like unmanned aerial vehicles (UAV) is investigated in this article. First, a new method for distributed consensus is constructed inside the framework of the leader-following approach for second-order nonlinear MAS. The technique canceled the chattering effect observed in the conventional sliding mode-based control protocols by transmitting smooth input signals to agents’ control channels. Second, a novel formation framework is proposed to accomplish three-dimensional formation tracking by including consensus procedures in the formation dynamics model. This will allow for formation tracking in all three dimensions. The Lyapunov theory provides evidence demonstrating the proposed protocols’ stability and convergence. Numerical simulations have been carried out to prove the proposed algorithms’ effectiveness.
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I. INTRODUCTION

The increased complexity of the missions of engineering systems has led to the development of distributed and cooperative control for networked systems under the paradigm of multi-agent systems (MAS). The benefits of using MAS include increased efficiency, precision, flexibility, robustness, and affordability. Real-life applications of MAS include ground systems [1], [2], unmanned aerial vehicles (UAV) [3]–[12], transport aircraft [13], [14], helicopters [15], spacecraft [16]–[19], satellites [20], [21], and missiles [22], [23].

One of the most fascinating and challenging applications of networked aerial systems is the cooperative control of multi-UAV systems. Research on multi-UAV cooperative control has recently increased, employing various methods and theories. Using the net contract protocol, Liu & Zhang [3] developed a model for assigning tasks to manned and unmanned aerial vehicles in real environments. The formation control problem of multi-UAV systems was treated as a differential game problem in [4], with the open-loop Nash strategy for each agent being to construct fully distributed formation control. The creation of autonomous quadrotor aircraft was addressed in [5] by developing a non-smooth distributed cohesive motion control using the virtual structure approach. The non-smooth backstepping design technique was used to create a distributed formation flying control algorithms [6]. Using a differential evolution method, Zhang et al. [7] designed an adaptive formation control to find the optimum formation for a swarm of UAVs. An algorithm based on the Riccati equation was used in [8] to solve the problem of formation-containment control for a fleet of multirotor UAVs. Ziyang et al. [9] proposed a decentralized, self-organized mission planning algorithm. According to [10], a distributed formation control free of collisions can be created using a Voronoi diagram or partition. Path planning for a formation control approach with constraints and without collisions was examined in [11] utilizing rapid particle swarm optimization, considering chaos-based initialization, parameter optimization, and topology updating. For linear MAS, Almalki & Kada [24] offered a sliding-PID control that can be applied directly for multi-UAV consensus tracking.

Although the methodologies and approaches discussed above have been shown to be effective, there are still several critical obstacles to be solved in the cooperative control of MAS, particularly in multi-UAV systems. Formation keeping, communication failures inside MAS, altering communication topologies, and the smoothness of control inputs are some practical issues that must be addressed. Within the framework of a smoothly distributed consensus and formation control paradigm, we address these challenges and provide potential solutions in the study that we have presented here. As a result, the first thing we have contributed is the invention of distributed consensus procedures that are smooth for multi-agent systems with nonlinear dynamics integrated into them. In place of the signum-based control used in classic MAS control, which results in controller chattering, a continuous PI-like (proportional-integral) control is used to design the control inputs to the agent closed-loop dynamics. This allows for more precise and accurate control over the system. The second significant contribution made by this study is a model for maintaining airborne formation. We create the formation model by combining distributed protocols into a six-degree-of-freedom dynamical framework. This allows us to simulate the formation of complex structures. For a fair comparison, one can see, for example, the work presented in [25] and [26].

II. PRELIMINARIES

Graph theory can be used to model the topology of information exchange in a networked system with n agents.

The interaction among an agent set \( \mathcal{M} = \{1, 2, ..., n\} \) is represented by a weighted graph \( \mathcal{G} = (\mathcal{V}, \mathcal{E}, \mathcal{A}) \) where \( \mathcal{V} = \{v_1, v_2, ..., v_n\} \) denotes the vertex set, \( \mathcal{E} \subseteq \mathcal{V} \times \mathcal{V} \) denotes an edge set, and \( \mathcal{A} = \{a_{ij} \geq 0\} \in \mathbb{R}^{n \times n} \) describe a nonnegative adjacency matrix. The elements of edge set are defined such that \( a_{ij} > 0 \) if \( (v_i, v_j) \in \mathcal{E} \), \( a_{ij} = 0 \) if \( (v_i, v_j) \not\in \mathcal{E} \), and \( a_{ii} = 0 \) (no self-loop).
Definition 1: Each agent $i$ in the set $\mathcal{M}$ has a set of neighbors denoted by its connectivity set, $\mathcal{N}_i = \{ \mathcal{V}_i | (\mathcal{V}_i, \mathcal{V}_i) \in \mathcal{E} \}.$

Definition 2 Laplacian matrix $L(l_{ij}) \in \mathbb{R}^{n \times m}$ is associated with the graph $\mathcal{G}$, where $l_{ij} = -a_{ij}$ for $i \neq j$ and $l_{ij} = \sum_{j=1,j \neq i}^{n} a_{ij}$.

Assumption 1: As the graph $\mathcal{G}$ is not fully connected, the topology is directed communication that allows only the leader to communicate with the followers.

Unlike undirected communication, where a symmetric matrix comes from the exchange of information in both directions, directed communication involves a one-way flow of data (due to the symmetry of the coupling weights).

Assumption 2: When defining the Laplacian matrix $L$, the eigenvalues $\lambda_i(L)$ are specified as $0 \leq \lambda_1(L) < \lambda_2(L) < \cdots < \lambda_n(L)$.

III. SYSTEM MODEL

A. Distributed Consensus Problem for Nonlinear Second-Order MAS

MAS can be considered a team consisting of a single virtual leader 0 and a diverse set $n$ of identically-behaving, second-order dynamics followers:

$$\begin{align*}
\dot{x}_i & = \mathbf{v}_i \\
\dot{\mathbf{v}}_i & = f_i(t, x_i, \mathbf{v}_i) + u_i
\end{align*}$$

(1)

where the agent's position, velocity, and control input vectors are respectively represented by $x_0, \mathbf{v}_i, u_i \in \mathbb{R}^m$. It is detailed how the dynamics of the virtual leader work by

$$\begin{align*}
\dot{x}_0 & = \mathbf{v}_0 \\
\dot{\mathbf{v}}_0 & = f_0(t, x_0)
\end{align*}$$

(2)

where $x_0, \mathbf{v}_0 \in \mathbb{R}^m$ are the position and velocity of the leader. The dynamics of the leader and the followers are modeled by the functions $f_0, f_i \in \mathbb{R}^m$, respectively.

Assumption 3: System (1) is stabilizable if and only if the functions $f_i$ are uniformly bounded with respect to $t$ and locally uniformly bounded with respect to $x_i$ and $\mathbf{v}_i$. As a consequence of that,

$$\|f_i(t, x_i, \mathbf{v}_i)\| \leq \delta_{f_i}$$

(3)

Where $\delta_{f_i} \in \mathbb{R}^+$

B. Distributed Consensus Control Algorithm

Here, we examine the issue of smooth distributed consensus control for a second-order nonlinear MAS under the assumption of time-varying velocities. The aim of controlling is to design distributed individual protocols $u_i$ that will lead to the following sort of consensus agreement:

$$\begin{align*}
\lim_{t \to \infty} \|x_i(t) - x_0(t)\| & = 0 \\
\lim_{t \to \infty} \|\mathbf{v}_i(t) - \mathbf{v}_0(t)\| & = 0 \quad \forall i \in \mathcal{V}
\end{align*}$$

(4)

In order to find a solution to this consensus problem, we have come up with certain smooth distributed control protocols, which are as follows:

$$u_i = -\alpha e_i - \beta |e_i|^\gamma$$

(5)

$$e_i = \sum_{j=0}^{n} a_{ij}(x_i - x_j) + c \sum_{j=0}^{n} a_{ij}(\mathbf{v}_i - \mathbf{v}_j)$$

(6)

while $\alpha$ and $\beta$ represent control gains and $c \in \mathbb{R}^+$ is constant, and the exponent $\gamma$ is a positive constant chosen by the designer.

Assumption 4 There exists a constant $\delta L \in \mathbb{R}^+$ for which

$$\|L \otimes I_p \| \leq \delta L \max(L)$$

(7)

Where $I_p$ denotes the $p$-identity matrix, $p = n \times m$.

Theorem 1 Let's suppose that assumptions 1–4 are valid, and that the communication graph $\mathcal{G}$ is connected. It is possible that the parameters of the distributed protocols (5)-(7) can be satisfied if:

$$\begin{align*}
\alpha & < \frac{\beta \delta f_i}{(1 + \lambda_{\max}(L \otimes I_p)} \\
\beta & > \left(\frac{\lambda}{\delta} \right)^{-1} 1 \frac{1}{\lambda_{\max}(I_p)} \frac{1}{\lambda_{\max}(L)} \frac{1}{\lambda_{\max}(L)}\end{align*}$$

(8)

Therefore, the consensus argument (4) is reached by a nonlinear leader-follower MAS (1)-(2). A Lyapunov function associated with the positions of the agents is indicated by $V_c(0) = V_c(t = 0)$, where $\lambda$ is an eigenvalue.

Proof: The time dependence is left out of the notation for simplicity. Each piece of evidence is described in detail below.

First, let's define the vectors $\bar{x}_i = x_i - x_0 \in \mathbb{R}^m$, $\bar{\mathbf{v}}_i = \mathbf{v}_i - \mathbf{v}_0 \in \mathbb{R}^m$, $\xi_x = [\bar{x}_1^T, ..., \bar{x}_n^T]^T \in \mathbb{R}^p$, $\xi_v = [\bar{v}_1^T, ..., \bar{v}_n^T]^T \in \mathbb{R}^p$, $u = [u_1^T, ..., u_n^T]^T \in \mathbb{R}^p$, where $p = n \times m$. The system of (3)-(2) is modified by applying those notation to be

$$\begin{align*}
\dot{\xi}_x & = \xi_v \\
\dot{\xi}_v & = f(\xi_v) + u
\end{align*}$$

(9)

Second, employing (5) and (6) to (9), it gives

$$\left\{ \begin{array}{l} 
\dot{\xi}_x = \xi_v \\
\dot{\xi}_v = f(\xi_v) - \alpha (L \otimes I_p) \xi_v - \beta (L \otimes I_p) \xi_v \end{array} \right.$$  

(10)

Third, determine the following Lyapunov function for the system (3)-(10):

$$V = V_x + V_v + \xi_x^T I_p \xi_v^T = \xi_x^T \left[ \sigma L \otimes I_p \right] I_p \xi_v$$

(11)

$$V_x = \frac{\sigma}{2} (L \otimes I_p) \xi_x^T \xi_x$$

(12)

$$V_v = \frac{1}{2} \xi_v \xi_v$$

$$\xi = [\xi_x^T, \xi_v^T] \in \mathbb{R}^{2p}$$

As a result, the following condition must be true for $\sigma \in \mathbb{R}^+$

$$V \geq \frac{\sigma}{2} \left[ \sigma \lambda_2(L) \right] \xi \otimes I_n \xi$$

(13)
Substituting the following form for (13):

\[
V \geq \frac{\sigma}{2\lambda_2(\textbf{L})} \left[ \left( \frac{\textbf{A} - \textbf{BC}^{-1}\textbf{B}}{\textbf{C}} \right) \otimes \textbf{I}_{n \times p} \right] \xi
\]

Furthermore, \( V \) is positive using Schur ’s complement, if \( \sigma \) is chosen such that \( \sigma > \frac{1}{\lambda_2(\textbf{L})} \):

\[
\textbf{A} - \textbf{BC}^{-1}\textbf{B} = \sigma \lambda_2(\textbf{L}) - 1 > 0
\]

Forth, utilize trajectories (10) to get the time derivative of the function \( V \):

\[
\dot{V} = \xi^T \left[ \frac{\sigma (\textbf{L} \otimes \textbf{I}_p)}{\textbf{I}_p} \right] \dot{\xi} + \frac{\sigma}{\textbf{I}_p} \sum_{k=0}^{p} \binom{(v)}{k} \left[ (\textbf{L} \otimes \textbf{I}_p) \xi_{v} \right]^{v-k} \left[ c(\textbf{L} \otimes \textbf{I}_p) \right]^{k-1}
\]

This is the consequence of applying system dynamics (3-10) to the situation.

\[
\dot{V} = \sigma \xi^T_x (\textbf{L} \otimes \textbf{I}_p) \xi_v + \xi^T_v \xi_v + \sum_{k=0}^{p} \binom{(v)}{k} f - \alpha \xi^T_x (\textbf{L} \otimes \textbf{I}_p) \xi_v + c(\textbf{L} \otimes \textbf{I}_p) \xi_v
\]

\[-\beta \xi^T_x (\textbf{L} \otimes \textbf{I}_p) \xi_v \sum_{k=0}^{p} \binom{(v)}{k} \left( (\textbf{L} \otimes \textbf{I}_p) \xi_x \right)^{v-k} \left[ c(\textbf{L} \otimes \textbf{I}_p) \right]^{k-1}
\]

By adopting Young’s generalized binomial theorem to the setting of the fixed-time graph topology, we demonstrate that

\[
\dot{V} = \sigma \xi^T_x (\textbf{L} \otimes \textbf{I}_p) \xi_v + \xi^T_v \xi_v + \sum_{k=0}^{p} \binom{(v)}{k} f - \alpha \xi^T_x (\textbf{L} \otimes \textbf{I}_p) \xi_v + c(\textbf{L} \otimes \textbf{I}_p) \xi_v
\]

\[-\beta \xi^T_x (\textbf{L} \otimes \textbf{I}_p) \xi_v \sum_{k=0}^{p} \binom{(v)}{k} \left( (\textbf{L} \otimes \textbf{I}_p) \xi_x \right)^{v-k} \left[ c(\textbf{L} \otimes \textbf{I}_p) \right]^{k-1}
\]

Therefore, if we want to show that \( \dot{V} < 0 \) holds when \( \forall t > t_0 \), As a starting point, let’s consider about the term:

\[
\sigma \xi^T_x (\textbf{L} \otimes \textbf{I}_p) \xi_v - \beta (\xi^T_x)
\]

\[+ \xi^T_v \sum_{k=0}^{p} \binom{(v)}{k} \left[ (\textbf{L} \otimes \textbf{I}_p) \xi_x \right]^{v-k} \left[ c(\textbf{L} \otimes \textbf{I}_p) \right]^{k-1}
\]

We put a limit on this term by rewriting it as follows:

\[
\sigma \xi^T_x (\textbf{L} \otimes \textbf{I}_p) \xi_v - \beta (\xi^T_x)
\]

\[+ \xi^T_v \sum_{k=0}^{p} \binom{(v)}{k} \left[ (\textbf{L} \otimes \textbf{I}_p) \xi_x \right]^{v-k} \left[ c(\textbf{L} \otimes \textbf{I}_p) \right]^{k-1}
\]

\[
\sigma \xi^T_x (\textbf{L} \otimes \textbf{I}_p) \xi_v - \beta \frac{\sum_{k=0}^{p} \binom{(v)}{k} \left[ (\textbf{L} \otimes \textbf{I}_p) \xi_x \right]^{v-k} \left[ c(\textbf{L} \otimes \textbf{I}_p) \right]^{k-1}}{	extbf{I}_p}
\]

\[
\sigma \xi^T_x (\textbf{L} \otimes \textbf{I}_p) \xi_v - \beta \frac{\sum_{k=0}^{p} \binom{(v)}{k} \left[ (\textbf{L} \otimes \textbf{I}_p) \xi_x \right]^{v-k} \left[ c(\textbf{L} \otimes \textbf{I}_p) \right]^{k-1}}{\textbf{I}_p}
\]

According to the characteristics of the matrix \( \textbf{L} \), (19) is limited as follows:

\[
\sigma \xi^T_x (\textbf{L} \otimes \textbf{I}_p) \xi_v - \beta \frac{\sum_{k=0}^{p} \binom{(v)}{k} \left[ (\textbf{L} \otimes \textbf{I}_p) \xi_x \right]^{v-k} \left[ c(\textbf{L} \otimes \textbf{I}_p) \right]^{k-1}}{\textbf{I}_p}
\]

\[
\sum_{k=0}^{p} \binom{(v)}{k} \left[ (\textbf{L} \otimes \textbf{I}_p) \xi_x \right]^{v-k} \left[ c(\textbf{L} \otimes \textbf{I}_p) \right]^{k-1}
\]

\[
\sum_{k=0}^{p} \binom{(v)}{k} \left[ (\textbf{L} \otimes \textbf{I}_p) \xi_x \right]^{v-k} \left[ c(\textbf{L} \otimes \textbf{I}_p) \right]^{k-1}
\]

\[
\sum_{k=0}^{p} \binom{(v)}{k} \left[ (\textbf{L} \otimes \textbf{I}_p) \xi_x \right]^{v-k} \left[ c(\textbf{L} \otimes \textbf{I}_p) \right]^{k-1}
\]

\[
\sum_{k=0}^{p} \binom{(v)}{k} \left[ (\textbf{L} \otimes \textbf{I}_p) \xi_x \right]^{v-k} \left[ c(\textbf{L} \otimes \textbf{I}_p) \right]^{k-1}
\]

\[
\sum_{k=0}^{p} \binom{(v)}{k} \left[ (\textbf{L} \otimes \textbf{I}_p) \xi_x \right]^{v-k} \left[ c(\textbf{L} \otimes \textbf{I}_p) \right]^{k-1}
\]

\[
\sum_{k=0}^{p} \binom{(v)}{k} \left[ (\textbf{L} \otimes \textbf{I}_p) \xi_x \right]^{v-k} \left[ c(\textbf{L} \otimes \textbf{I}_p) \right]^{k-1}
\]

\[
\sum_{k=0}^{p} \binom{(v)}{k} \left[ (\textbf{L} \otimes \textbf{I}_p) \xi_x \right]^{v-k} \left[ c(\textbf{L} \otimes \textbf{I}_p) \right]^{k-1}
\]
\[ V \leq \xi^T \mathbf{Y} \xi - \beta \sum_{k=1}^{p} \left( \xi_k^T \left( \mathbf{L} \otimes I_p \right) \xi_k \right) \] (28)

where

\[ \begin{aligned}
Y_{11} &= \beta \delta_{f_1} + 1 \\
Y_{12} &= Y_{21} = \frac{1}{2} \alpha (1 + c) \lambda_{max} (\mathbf{L} \otimes I_p) \\
Y_{22} &= \frac{1}{2} \alpha (1 + c) \lambda_{max} (\mathbf{L} \otimes I_p)
\end{aligned} \] (29)

It follows from (28) that \( \dot{V} \) is negatively definite if and only if

\[ \alpha (1 + c) \lambda_{max} (\mathbf{L} \otimes I_p) - \beta \delta_{f_1} < 0 \] (30)

Which results in

\[ \alpha < \frac{\beta \delta_{f_1}}{(1 + c) \lambda_{max} (\mathbf{L} \otimes I_p)} \] (31)

IV. DISTRIBUTED COOPERATIVE CONTROL FOR UAV MAS

A. UAV MAS Dynamics

Consider a network of \( n \) UAVs are operating autonomously, and that the three-dimensional trajectory of each vehicle \( i \in N \) is defined by a vector \( \mathbf{q}_i \), where

\[ \mathbf{q}_i = [x_i, y_i, z_i]^T \] (32)

Where the position vector is denoted by \( x_i \), whereas the angular rotation vector is denoted by \( \theta_i \), which includes roll, pitch, and yaw. Within the boundaries of the body airframe, the angular velocity vector \( \omega_i \) is defined as

\[ \omega_i = \begin{bmatrix} 1 & 0 & -\sin \theta \\ 0 & \cos \theta & \cos \theta \sin \phi \\ 0 & \sin \theta & \cos \theta \cos \phi \end{bmatrix} \] (33)

All of the following agent and leader dynamic models are considered as following

Agents:

\[ \begin{aligned}
x_i &= v_i, \quad \dot{v}_i = f_{lt} + u_{lt} \\
\gamma_i &= \omega_i, \quad \dot{\omega}_i = f_{rt} + u_{rt}
\end{aligned} \] (34)

Leader:

\[ \begin{aligned}
x_0 &= v_0, \quad \dot{v}_0 = f_{lt} \\
\gamma_0 &= T^{-1} \omega_0, \quad \dot{\omega}_0 = f_{rt}
\end{aligned} \] (35)

where \( t \) and \( r \) denote translational and rotational motions, respectively; \( f_{lt} = T^{-1} f_{lt} \). \( f_{rt} = f_{rt} \); \( T \) is the matrix that connects the body frame to the inertial frame; it is obtained, from Euler rotations, as

\[ T = \begin{bmatrix} T_{11} & T_{12} & T_{13} \\ T_{21} & T_{22} & T_{23} \\ T_{31} & T_{32} & T_{33} \end{bmatrix} \] (36)

where

\[ T_{11} = \cos \phi \cos \theta - \cos \phi \sin \theta \sin \phi \\
T_{12} = -\cos \phi \sin \theta - \cos \phi \cos \theta \sin \phi \\
T_{13} = \sin \phi \\
T_{21} = \sin \theta \sin \phi \\
T_{22} = \cos \theta \sin \phi - \sin \theta \cos \phi \\
T_{23} = \cos \phi \\
T_{31} = \cos \phi \sin \theta + \cos \phi \cos \theta \sin \phi \\
T_{32} = -\sin \phi \sin \theta + \cos \phi \cos \theta \sin \phi \\
T_{33} = \cos \phi \cos \theta \\
\]

B. UAV MAS Consensus Control

Lemma 3: Theorem 1 is used to construct the \( u_{lt} \) and \( u_{rt} \) control inputs for translation and rotation, respectively.

\[ \begin{aligned}
u_{lt}(t) &= -\alpha_t \mathbf{e}_{lt} - \beta_l \mathbf{e}_{lt} |'(t) \\
u_{rt}(t) &= -\alpha_r \mathbf{e}_{rt} - \beta_r \mathbf{e}_{rt} |'(t)
\end{aligned} \] (37)

where \( \alpha_t, \beta_t, \alpha_r, \) and \( \beta_r \) are computed by using (23) and (30), and

\[ \begin{aligned}
\mathbf{A}_{lt}(t) &= \sum_{i=0}^{n} a_{ij} (x_i(t) - x_j(t)) \\
\mathbf{A}_{rt}(t) &= \sum_{i=0}^{n} a_{ij} (\mathbf{v}_i(t) - \mathbf{v}_j(t)) + c \mathbf{I}_T \end{aligned} \] (38)

C. UAV MAS Formation Control

The goal of formation control is to develop translational and rotational controls that allow multi-UAVs to precisely track a predetermined geometric pattern \( P(x, y, z) \) in three-dimensional space with

\[ \sum_{i=1}^{n} p_{ix} = \sum_{i=1}^{n} p_{iy} = \sum_{i=1}^{n} p_{iz} = \sum_{i=1}^{n} p_{oz} \] (39)

Where \( (p_{ox}, p_{oy}, p_{oz}) \) is the center of the geometric pattern \( P(x, y, z) \).

In this scenario, we assume that the formation states are denoted by that \( \eta_{1}, \eta_{2}, \eta_{3}, \) and \( \eta_{3l} \), and that the formation control protocols are denoted by \( u_{lt} \) and \( u_{rt} \), and that the formation evolves according to the following dynamics system [28]:

\[ \begin{aligned}
\eta_{1l} &= u_{lt} \\
\eta_{2l} &= u_{rt} \\
\eta_{3l} &= u_{1l} \eta_{2l} - k_0 \eta_{1l} |'(t)
\end{aligned} \] (40)

where \( k_0 \in \mathbb{R}^+ \). The following illustrates how the trajectories of the agents relate to the pattern's trajectory:

\[ \begin{aligned}
x_i &= \cos(\eta_{1l}) \eta_{2l} - k_0 \sin(\eta_{1l}) \eta_{3l} + p_{xi} \\
y_i &= \sin(\eta_{1l}) \eta_{2l} - k_0 \cos(\eta_{1l}) \eta_{3l} + p_{yi} \\
z_i &= p_{zi}
\end{aligned} \] (41)

If \( \lim_{t \to \infty} (\eta_{1l} - \eta_{1l}) = 0 \) and \( \lim_{t \to \infty} (u_{lt} - u_{rt}) = 0 \) for \( k = 1, 2, 3; l = 1, 2, 3; 1 \leq i, j \leq n \), then for \( 1 \leq i \neq j \leq n \) the MAS of \( n \)-UAV achieves

\[ \lim_{t \to \infty} \left( \begin{array}{c}
x_i - x_j \\
y_i - y_j \\
z_i - z_j
\end{array} \right) = \left( \begin{array}{c}
P_{xi} - P_{xj} \\
P_{yi} - P_{yj} \\
P_{zi} - P_{zj}
\end{array} \right) = 0 \] (42)
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where the leader coordinates are denoted by $x_0, y_0, z_0$ respectively (the formation pattern centroid). The definition of the vector $\tilde{\eta}_1 = [\eta_{11} - \eta_{10}, \eta_{12} - \eta_{20}, \eta_{13} - \eta_{30}]^T$ as the tracking error vector for each UAV, and applying control law (5) to both $u_{1i}$ and $u_{2i}$, we are able to establish that

$$
\begin{align*}
    u_{ki} &= -\alpha_i A_{ki} - \beta_i [A_{ki}]^r \\
    A_{ki}(t) &= \sum_{j=0}^{n} a_{ij} (\eta_{ki}(t) - \eta_{kj}(t)), \quad k = 1, 2.
\end{align*}
$$

(43)

Following is the reduced dynamic system that is generated as a result of substituting protocols (42) into the first two dynamic equations of the system (39):

$$
\begin{align*}
    \dot{\tilde{\eta}}_{11} &= -\alpha_1 \sum_{j=0}^{n} a_{1j} (\eta_{11}(t) - \eta_{1j}(t)) \\
    \dot{\tilde{\eta}}_{12} &= -\alpha_2 \sum_{j=0}^{n} a_{1j} (\eta_{21}(t) - \eta_{2j}(t)) \\
    \dot{\tilde{\eta}}_{21} &= -\beta_1 \sum_{j=0}^{n} a_{1j} (\eta_{11}(t) - \eta_{1j}(t))^r + \tilde{\eta}_{10} \\
    \dot{\tilde{\eta}}_{22} &= -\beta_2 \sum_{j=0}^{n} a_{1j} (\eta_{21}(t) - \eta_{2j}(t))^r + \tilde{\eta}_{20}
\end{align*}
$$

(44)

In the form of a vector, equation (44) is identical to the auxiliary closed-loop system that is presented in the following:

$$
\dot{\tilde{\eta}} = -\alpha (L \otimes I_2) \tilde{\eta} - \beta (L \otimes I_2) \tilde{\eta}^r - \tilde{\eta}_0
$$

(45)

where

$$
\begin{align*}
    \tilde{\eta} &= [\tilde{\eta}_{11}, \tilde{\eta}_{21}]^T \\
    \tilde{\eta}_0 &= [\tilde{\eta}_{10}, \tilde{\eta}_{20}]^T \\
    \alpha &= \begin{bmatrix}
        \alpha_1 I_n & 0_{mn} \\
        0_{nn} & \alpha_2 I_n
    \end{bmatrix}, \beta = \begin{bmatrix}
        \beta_1 I_n & 0_{mn} \\
        0_{nn} & \beta_2 I_n
    \end{bmatrix}
\end{align*}
$$

Theorem 2: Considering Assumptions 1-3 hold true, the communication graph $G$ is connected and the control inputs to the closed-loop system (46) are selected according to (43), the agents' states $\eta_{1i}$ and $\eta_{2i}$ will converge to the formation states $\eta_{10}$ and $\eta_{20}$, respectively, if the tracking error converges to zero $\lim_{t \to \infty} (\tilde{\eta}_i) = 0$.

Proof: The following quadratic function can be considered of as a potential Lyapunov function

$$
V = \frac{1}{2} \tilde{\eta}^T (L \otimes I_2) \tilde{\eta}
$$

(46)

If we assume that $V$ is continuously differentiable with regard to $\zeta$, we may formulate its time derivative $\dot{V}$ as

$$
\dot{V} = \tilde{\eta}^T (L \otimes I_2) \tilde{\eta}
$$

(47)

If the auxiliary closed-loop system (45) is used, we obtain

$$
\dot{V} = -\alpha \tilde{\eta}^T (L \otimes I_2) \tilde{\eta} - \beta \tilde{\eta}^T (L \otimes I_2) (L \otimes I_2) \tilde{\eta}^r - \tilde{\eta}_0
$$

(48)

Since $\gamma > 0$ and the gain matrices $\alpha$ and $\beta$ are both diagonal, we have

$$
\dot{V} \leq -\text{det} (\alpha) \tilde{\eta}^T (L \otimes I_2) \tilde{\eta} - \text{det} (\beta) \tilde{\eta}^T (L \otimes I_2) (L \otimes I_2) \tilde{\eta}^r
$$

(49)

Furthermore, the inequation (49) satisfies

$$
\dot{V} \leq -\text{det} (\alpha) \lambda^2_{\min} (L \otimes I_2) \| \tilde{\eta} \|^2
$$

(50)

Since $V = \frac{1}{2} \tilde{\eta}^T (L \otimes I_2) \tilde{\eta} \leq \frac{1}{2} \lambda_{\max} (L \otimes I_2) \| \tilde{\eta} \|^2$ and $\lambda_1 (L \otimes I_2) = \lambda_1 (L)$, it follows that

$$
\dot{V} \leq -\text{det} (\alpha) \frac{\sqrt{\lambda_{\max}^2 (L)}}{\sqrt{\lambda_{\min} (L)}} \sqrt{V}
$$

(51)

It is concluded from (51) that

$$
\sqrt{V} \leq \sqrt{V}_0 - \frac{\text{det} (\alpha) \lambda^2_{\min} (L)}{\sqrt{\lambda_{\max} (L)}} t
$$

(52)

Formation tracking is guaranteed to converge if and only if $\sqrt{V} = 0$.

$$
t \geq \sqrt{V}_0 \frac{\sqrt{\lambda_{\max} (L)}}{\lambda^2_{\min} (L)}
$$

(53)

V. SIMULATION

A. Consensus of Formation Pattern

Here, a team of $n = 4$ UAVs performs out a path-following mission within a simulated environment. As illustrated in Fig. 1, the path under consideration follows a half-parabolic shape. A swarm of UAVs forms in a specified formation is shown in Fig. 2 (a), following the common trajectory. Using the topology depicted in Fig. 2 (b), they track together a predetermined 3D trajectory through space.

Fig. 1. Desired formation and trajectory.

Fig. 2. Desired formation and fixed-time directed communication topology graph.
Fig. 3 illustrates the consensus in three dimensions among the four agents, as well as the timeline of how the agents’ orientations gradually approach those of the virtual leader. Meanwhile, Fig. 4 illustrates the path taken for the leader and the followers by the centroid formation as it moves along the motion axes.

Fig. 3. Formation tracking with the control law.

(b) Agents’ orientations.

Fig. 4. Geometric pattern centroid tracking.

B. Tracking of Formation Pattern

Within the context of the simulated scenario, a team of four UAVs performs out a routing path following mission. Parametric trajectories take into account the considered path as defined by:

\[
\begin{align*}
    x &= x_0 + \cos^{-1} t - b \frac{r \sin t}{\sqrt{a^2 + b^2}} \\
    y &= y_0 + \cos^{-1} t - b \frac{r \sin t}{\sqrt{a^2 + b^2}} \\
    z &= z_0 + r \cos t \sqrt{a^2 + b^2}
\end{align*}
\]  

(54)

With \( a = 10, b = 10, \) and \( r = 50 \)

The formation mission can be accomplished with a switching communication topology like that illustrated in Fig. 5 and a dwell duration of 15 s.

Fig. 5. Switching undirected topology interaction graph.

Fig. 6 illustrates how the proposed control law was applied to the formation tracking.
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Abstract—Economic indicator prediction in big data requires treating all random variables as an independent set of selective values and used as a discriminative method for classification tasks. A Bayesian network is a popular graphical representation approach for modeling probabilistic dependencies and causality among a set of random variables to incorporate a huge amount of human expert knowledge about the problem of interest involving diagnostic reasoning of big data. In our study, we set out to construct the Bayesian networks using the standard error for a least-squares linear regression (STE) and the domain knowledge from the literature in the field for predicting the big data economy prediction. The experimental results show that the proposed STE baseline provided us with an accuracy of 20% to 58% in seven out of eight regions, including the aggregate for “World”. In comparison, the Bayesian Networks generated by our first Domain Knowledge Model improved accuracy from 54% to 75% in the same regions.
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I. INTRODUCTION

Although methods exist to construct Bayesian networks using expert knowledge [1][2], genetic algorithms [3][4], and topological ordering [4][5] few methods exist to construct a Bayesian network using purely mathematical relations between the variables [5]. We believe such a method to be an important contribution to the field, for which reason we set out to develop it.

We based our method on the standard error for a least-squares linear regression, or STE [6]. This metric is consistent with commonly used statistics such as the correlation coefficient ([7], [8]) and has the additional advantage of allowing us to test causation. This, combined with minimal domain knowledge, allows us to define an unambiguous, valid Bayesian network.

To test our method, we set out to apply it to the problem of predicting economic growth. This problem not only has a large number of variables on which to build on, but it has also become particularly important in the past eight years given the considerable slowdown that has occurred in the global economy. More informed prediction mechanisms would prove invaluable to policy makers and help them make better decisions. However, it seems unlikely (and in fact is strongly discouraged [9]) that a single model can encompass all the countries in the world accurately. It is necessary, then, to subdivide the countries into regions and build a prediction model for each. This makes it an ideal fit to test our Bayesian Network construction methodology: our problem is not only to create a good prediction model, but how can we build prediction models for each country or region.

Our Bayesian Networks aim to show such how significant these factors are to economic growth in each region. We select a series of variables that measure Economy, Production, Education, and Innovation. We will relate them using STE to create a network, establishing a link where a strong relation is found, and discarding the links that contradict domain knowledge. We will then train and test the networks against the data from the variables.

The next section explains in greater detail the problem of economic growth. Section III describes previous work, both in computing factors of economic growth, and in developing Bayesian Network construction methodologies. Section IV gives the formal problem formulation. Section V explains the complexity of the dataset. Section VI goes into our Bayesian Network construction methodology. Section VII will show how we applied it to the economic prediction problem, followed by a discussion of our results, both as far as computed networks and our evaluation of them. We conclude by evaluating our successes and remaining challenges.

II. BACKGROUND THEORY

The global economy is in trouble. Global GDP has been generally falling for nearly a decade (see Fig. 1). Governments worldwide and investors have been forced to cut back on spending [10], reducing the strength of the actors that have traditionally been expected to spur economies [11]. A return to the year-to-year growth observed prior to the Great Recession is desirable (the Great Recession can be observed between the years 2007–2009 in Fig. 1). This would indicate a return to a global economy capable of withstanding events such as the Asian Financial Crisis (1997–1999 in Fig. 1) and the dot-com crash (2001–2003 in Fig. 1) without affecting the overall global trend. However, such a strengthening does not seem likely under current conditions. It is only natural for the global question to be how to achieve this.
Decisions in recent years have seen education funding cut, with widespread opposition. Worldwide, UNESCO has largely led the fight on preventing education funding from being cut.

The 2020 report [10] had the explicit aim to develop policy and public awareness on the “social and economic” importance of preparing engineers. The question of what to cut ultimately boils down to how important each of these factors is.

Recent research has shown that investment in education and technology would be extremely favorable to economic growth. As Irina Bokova said in a 2020 UNESCO report, the current economic crisis presents challenges and opportunities for engineering. There are encouraging signs that world leaders recognize the importance of continuing to fund engineering, science and technology [This investment] may provide a path to economic recovery and sustainable development [13].

A country’s economic growth has been proven to depend strongly on the number of experts that country has in several areas, ([14], [15]). Specifically, economic growth depends on the knowledge gained by these persons that can be used to manufacture goods, perform services, and improve the productivity of existing processes. This knowledge is known as “productive knowledge” ([16], [10]) and is usually a subset of the knowledge gained by these persons in their higher education studies, or new knowledge generated by them. Therefore, we can measure productive knowledge, and thereby the effect of higher education on the economy, by comparing the number of graduates in different areas, and the research they perform. However, the exact weight of productive knowledge in comparison to more traditional factors such as government spending [11] has never been quantitatively assessed. Detriments of favoring any one factor exclusively, are well known [17], but the strength of the influence is observed through trial and error if it is assessed at all.

In this paper, we posit that the Bayesian interpretation of conditional probability is a good measure of this influence. To this end, we will construct a Bayesian network to predict two economic indicators from: two production indicators, one education indicators, and two innovation indicators.

III. PREVIOUS WORK

Much has been published linking different economic and education variables to economic growth. In recent years, research has shown that economic development depends strongly on the number of engineers ([10], [15]), scientists ([10], [16], [14]), researchers ([10], [14]), and experts in technology ([12], [15]) While the existence of a strong relation cannot be denied, none of these studies have measured the strength of this link compared to other possible factors mostly because they lack a practical application. A Bayesian Network provides such a practical application.

Procedures for constructing Bayesian networks, however, are scant [5]. The most basic method ([11], [18]) consists of the arrangement of variables in cause and effect ordering and the exploitation of conditional independence assumption such that Chain rule can be applied to form the conditional probability table. However, this method is strongly dependent on the ordering of the variables which, in the absence of any true natural order, ends up being pure guesswork.

Methodologies have been developed to construct Bayesian networks for specific purposes, mainly using genetic algorithms ([19], [3], [5]). These algorithms are strongly dependent on their initial population which because they are generated at random, is also pure guesswork. Comparing variables using purely their statistical properties has been done previously using mutual information as a measure of dependence in [7]; however, this work also points out that this approach does not seek to optimize any statistical and makes no use of the existing domain knowledge. The authors attempt to introduce an external optimization metric but notes that it is computationally intensive. In our approach, the variables are compared with a measure of dependence based on an optimized square error.

The authors of [7] also indicate that the number of parents for each node must be restricted in some way, but provide no guidelines on how to do so, leaving the possibility of all other variables to be considered, creating a factorial-order problem. In our approach, we use a domain knowledge graph, thus restricting the number of operations to a polynomial-order problem.

IV. BIG DATA PROBLEM FORMULATION

To allow future research to perform similar tasks and compare more easily, we present a mathematical formulation presented first as an agent-environment problem and then as a “black box” problem. An agent charged with the task of predicting development indicators would live in an environment where all the data from all the countries and regions in the world exist. A state in this environment would be defined by the intersection of a year and a region/country; for instance, the state given by (Sub-Saharan Africa, 1999). Such an agent would, taking a selection of these variables, output a prediction for any other variable (For instance, GDP growth). Its goal is to make the correct prediction. We define success of this goal if the prediction is exact, and failure if it is not. Because we will take the dependences of these variables $(x_1, \ldots, x_n)$, each defined in the discretized domain $\{High, Medium, Low\}$.
Medium, and Low), an exact prediction only needs to be exact if it matches the corresponding discrete variable.

Our task is the generation of said agents is to better understand the problem, we offer a black box formulation: Our economic prediction agents are black boxes that take education, innovation, and production indicators and output economic indicators. However, at a higher level we have the problem of how to generate such a black box. Given that every region is different [9], we should create an agent for each. We therefore define a black box prime as a black box that outputs agent black boxes from variables and domain knowledge.

V. DATASET

To properly estimate the economy, we need to measure the variables related to productive knowledge ([16], [10]). We used as our data source the World Bank open data bank [12] and hand-picked six variables from their list of world development indicators.

- GDP per capita, PPP (constant 2011 international $).
- GDP growth (annual %).
- Industry, value added (% of GDP).
- Agriculture, value added (% of GDP).
- Labor force with tertiary education (% of total).
- Scientific and technical journal articles.
- General government final consumption expenditure (% of GDP).

Each indicator has data from 1960 to 2013, with some values missing. We categorized the indicators into Economic (GDP per capita and GDP growth), Innovation (Journal articles and Government expenditure), Production (Industry and Agriculture), and Education (Tertiary education). We choose PPP as a suitable measure of the economy independent of inflation; Industry as a measure of mining, manufacturing, and construction [20]; Journal articles as a measure of the amount of research being performed in the region; and Government Expenditure as a measure of how much money the local governments are pumping into their economies, whether it be as incentives or investments.

Labor Force with Tertiary Education refers to the number of working-age adults that have completed College or its local equivalent [21]. We chose this over other education measures based on conclusions in [15] pointing it out as more significant.

A. Regional Subdivision

Because there are 217 countries and territories in the World Bank, it seems prudent to aggregate them somehow and make use of their combined data. However, this creates the problem of how to perform this aggregation, and how to assign weights to each country. Fortunately, the World Bank also defines 32 aggregations, with the values of each country correctly weighted and added together. We will use the World Bank’s seven regions of the world, which will allow us to cover the world completely [22]. In the cases where a region is divided into “developing only” and “all income levels”, we use the latter. Finally, we consider the aggregate for “world” as an eighth region be able to evaluate our accuracy in predicting the global economy.

B. Dataset Size

In our dataset, we have 4752 data points, 2135 of which are missing, representing 45% missing and 55% not missing. The World Bank handles data at country-level granularity. When it performs an aggregate, it leaves the value for that year blank if the data from one-third of the countries in that region are missing [23]. However, most regions have very competed data for at least half of the variables. For exact proportions of missing data and dataset dimensions, see Table I.

TABLE I. PROPORTION OF MISSING VALUES AND DATASET DIMENTION SIZE

<table>
<thead>
<tr>
<th>Regions</th>
<th>East Asia</th>
<th>Europe</th>
<th>Latin America</th>
<th>Middle East</th>
<th>North America</th>
<th>South Asia</th>
<th>Africa</th>
<th>World</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agriculture</td>
<td>Missing</td>
<td>Missing</td>
<td>Missing</td>
<td>Missing</td>
<td>Missing</td>
<td>Missing</td>
<td>Missing</td>
<td>Missing</td>
</tr>
<tr>
<td>%</td>
<td>11</td>
<td>31</td>
<td>5</td>
<td>22</td>
<td>38</td>
<td>0</td>
<td>5</td>
<td>36</td>
</tr>
<tr>
<td>Not Missing</td>
<td>43</td>
<td>23</td>
<td>49</td>
<td>32</td>
<td>16</td>
<td>54</td>
<td>49</td>
<td>18</td>
</tr>
<tr>
<td>Unemployment</td>
<td>Missing</td>
<td>31</td>
<td>Missing</td>
<td>Missing</td>
<td>Missing</td>
<td>31</td>
<td>31</td>
<td>31</td>
</tr>
<tr>
<td>%</td>
<td>80</td>
<td>80</td>
<td>91</td>
<td>59</td>
<td>59</td>
<td>100</td>
<td>91</td>
<td>33</td>
</tr>
<tr>
<td>Not Missing</td>
<td>23</td>
<td>23</td>
<td>23</td>
<td>23</td>
<td>23</td>
<td>23</td>
<td>23</td>
<td>23</td>
</tr>
<tr>
<td>%</td>
<td>42</td>
<td>42</td>
<td>42</td>
<td>42</td>
<td>42</td>
<td>42</td>
<td>42</td>
<td>42</td>
</tr>
<tr>
<td>Tertiary education</td>
<td>Missing</td>
<td>54</td>
<td>Missing</td>
<td>Missing</td>
<td>Missing</td>
<td>54</td>
<td>54</td>
<td>54</td>
</tr>
<tr>
<td>%</td>
<td>0</td>
<td>0</td>
<td>14</td>
<td>6</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Not Missing</td>
<td>0</td>
<td>26</td>
<td>11</td>
<td>0</td>
<td>9</td>
<td>7</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Secondary education</td>
<td>Missing</td>
<td>54</td>
<td>Missing</td>
<td>Missing</td>
<td>Missing</td>
<td>54</td>
<td>54</td>
<td>54</td>
</tr>
<tr>
<td>%</td>
<td>0</td>
<td>0</td>
<td>14</td>
<td>6</td>
<td>0</td>
<td>5</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>Not Missing</td>
<td>0</td>
<td>40</td>
<td>48</td>
<td>54</td>
<td>49</td>
<td>51</td>
<td>54</td>
<td>54</td>
</tr>
<tr>
<td>%</td>
<td>0</td>
<td>0</td>
<td>26</td>
<td>11</td>
<td>0</td>
<td>9</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
VI. METHODOLOGY

Our main contribution to the field lies in our methodology, which can be summarized in the following steps:

- Selection of Parameters.
- Calculation of dependency.
- Determination of causality.
- Construction of the Bayesian Network.
- Evaluation of the Bayesian Network.

This methodology is fully automatable and can be adapted to any domain. We start off by selecting and categorizing the variables. A simple linking of the categories using the domain knowledge creates a graph which we term our Domain Knowledge Model, which allows the procedure to readily be applied to other domains by simply changing the variables involved. We then calculate the degree of dependence between all the variables in every pair of linked categories, after some minimal preprocessing. By using just, the links between categories, as opposed to comparing all against all, this reduces our computations from \((n+m)!\) (similar to the approaches used by [7], [1], and [18]) to \(n \times m\), where \(n\) and \(m\) are the number of variables in each category. The resulting Bayesian network can then be trained and evaluated normally.

A. PREPROCESSING STAGE

In the preprocessing stage, there are some initial steps implemented such as big data scaling, and missing value treating.

1) **Big data scaling step**: Most variables in our dataset are percentages. However, the variables for journal articles are numerical quantities. It is good practice to train Bayesian networks with normalized values, all within the same range, for which reason we perform a simple scaling.

Simply we take the value for each of these variables according to its region and divide it by the population of this region times 100. This is formally stated in (1) where \(R\) refers to each region in the dataset.

\[
\text{Scaled}_{\text{variable}_R} = \frac{\text{old variable}_R}{\text{Population}_R} \times 100 \quad (1)
\]

2) **Big data missing value treatment**: The missing values were simply ignored. Since each variable has a deep complex economic implication defined solely by The World Bank [23], and they highly depend on many other evidences, we decided that the prediction of those missing values by filling in the best values or with distribution using EM algorithm would be a crude estimation if not biased towards the low amount of data in our study. We select which rows to ignore in each operation using matlab’s `isnan` function.
B. Bayesian Network Construction Stage

In the proposed work, we used the standard error for a least-squares linear regression or STE ([6], [15]) to calculate dependence. In particular, we used the implementation by Sansom [22]. We note that the methodology is not tied to this statistical (Friedman et al. [7] suggests correlation or mutual information for this purpose; however, STE is known to be consistent with both of these statistical). We use STE because it gives an indication of which variable is the dependent variable and which one is the independent variable. Specifically, a small STE \( (Y, X) \) implies a strong causative relation where \( Y \) depends on \( X \) [24].

The formula for STE is shown in Equation (2) with \( Y \) and \( X \) being vectors of values that have a length \( n \), and \( \bar{Y} \) and \( \bar{X} \) being their respective sample means.

\[
STE(Y, X) = \sqrt{\frac{1}{n-2} \left( \sum_{y \in Y} (y - \bar{Y})^2 - \sum_{x \in X, y \in Y} (x - \bar{X})(y - \bar{Y})^2 \right) / \sum_{y \in Y} (x - \bar{X})^2} \tag{2}
\]

To make the result easier to interpret, we use Equation (3) from [15] so that higher values are better. This equation also normalizes the measure into the [0,1] range for better readability. We call this the degree of dependency. Note that vertical bars denote absolute value.

\[
Dependency(Y, X) = \frac{1 - |STE(Y, X)|}{n} \tag{3}
\]

If dependency \( (Y, X) > \) dependency \( (X, Y) \), we conclude there may be a causal relationship between \( X \) and \( Y \), with \( X \) being the cause and \( Y \) being the effect, and thus add an arc from \( X \) to \( Y \) in our Bayesian network. However, if dependency \( (Y, X) < \) dependency \( (X, Y) \) rather than concluding \( Y \) is the cause and \( X \) is the effect, we discard it entirely. This is because the comparison is made following the links in the Domain Knowledge Model, and adding such an arc would contradict the domain knowledge. Because data may be prone to errors, outliers, or may simply not be complete enough, we define the case when dependency \( (Y, X) \) is slightly less than dependency \( (X, Y) \). This is the case when dependency \( (Y, X) \leq \) dependency \( (X, Y) \), but are close enough to consider that, given slightly better data, we could have dependency \( (Y, X) > \) dependency \( (X, Y) \). We define a threshold of three percent as the limit of this closeness; however, this threshold is user-defined as any number between zero and one only depends on the desired number of arcs. Note that we can similarly use simple STE (2) instead of dependency, but in this case the threshold would have to be defined between \( \bar{Y} \) and \( \bar{X} \). In other words, the normalization of STE in (3) means that, when the threshold values are interpreted as maximum error, they are expressed in means of \( Y \).

Finally, it has been define the case when dependency \( (Y, X) \) is simply too small to imply a causal relationship. Since we do not want to add an arc in these cases even if dependency \( (Y, X) > \) dependency \( (X, Y) \), we discard the results entirely. We define a minimum of 60% as the measure of this smallness. Again, this minimum is user-defined between zero and one and only depends on the desired number of arcs, and again, one can use simple STE, but the range becomes a function of \( \bar{Y} \). The result is a Bayesian network graph. Any graph representation can be used. In our work, we used a simplified adjacency matrix \( T \) where only node that could have children, as given by the domain knowledge, were columns and only nodes that could have parents, as given by the domain knowledge, were rows. That is, if the Domain Knowledge Model is seen as a graph \( K \), we omit the source nodes of \( K \) from the rows of \( T \) and the sink nodes of \( K \) from the columns of \( T \). The network construction algorithm is summarized in Fig. 2.

<table>
<thead>
<tr>
<th>Function Dependency_Graph (Child_Layer, Parent_Layer, Threshold, Minimum)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Inputs</strong></td>
</tr>
<tr>
<td>child_layer</td>
</tr>
<tr>
<td>parent_layer</td>
</tr>
<tr>
<td>threshold</td>
</tr>
<tr>
<td>minimum</td>
</tr>
<tr>
<td><strong>Return</strong></td>
</tr>
</tbody>
</table>

Fig. 2. Pseudocode for the bayesian network construction algorithm.

1) Complexity analysis step: The runtime of the construction algorithm depends strongly on the Domain Knowledge Model and how many variables it receives. In the best case, each category will have exactly one variable, which would imply the Bayesian network structure is already known, and merely needs to be simplified. In this case, the algorithm performs \( 2m \) operations (dependency \( (Y, X) \) and dependency \( (X, Y) \)), where \( m \) is the number of arcs in the Domain Knowledge Model. Since a Bayesian network must be a directed acyclic graph, this case may have \( m \) being anywhere between \( n - 1 \) (Markov chain) and \( n(n - 1)/2 \) (transitive closure of a fully reachable graph), where \( n \) is the number of variables. Therefore, the algorithm is \( \Omega(n) \) and \( O(n^2) \) in the best case. This is comparable to the best case in [7] where each node has one or two candidate parents.

In the worst case, each category has the same number of variables: \( n/c \) where \( c \) is the number of categories and \( n \) is a multiple of \( c \) such that \( m \geq 2c \). To evaluate each arc, the members of each category in the arc’s source have to be compared with the member of each category in the arc’s sink, each comparison of which requires two operations, or \( 2(n/c)^2 \) per arc between categories for a total of \( 2m(n/c)^2 \). Since,
again, there may be anywhere between \( n - 1 \) and \( n(n - 1)/2 \) arcs between categories, the algorithm is \( Q(n^2) \) and \( O(n^4) \) in the worst case. This is much better than the worst case in [7] where all other nodes are candidate parents, leading to \( (n!) \).

It should be noted that, given the nature of Bayesian networks as inference engines, the worst case is highly unlikely to be encountered in practice. It is more likely that there will be a category with much less variables than the others, since there is always a small group of target variables (usually one). For this reason, we can assume an average order of \( n^2 \).

C. Bayesian Network Evaluation Stage

The Bayesian network designed is manually built to handle discrete values and thus learn the Conditional Probability Tables for the network. Inference is then performed using elimination or enumeration on the learned probabilities. For comparison purposes, we define a Baseline Structure, consisting of the joint probability of all variables – in effect, a Domain Knowledge Model with just two categories: One containing the target variable(s), and one containing all others.

1) Discretization step: To perform the conversion, values are discretized into High, Medium, or Low using Equation (4), where \( x \) is the specific value being converted; \( X \) is the multiset of all the values the variable takes on in the dataset; \( H, M, L \) represent High, Medium, or Low respectively; \( m(x) \) is the Maximum Likelihood estimator for the mean, given by \( \sum_{x \in X} x / |X| \); and \( d(X) \) is the Maximum Likelihood Estimator for the standard deviation, given by Equation (5). Note that here, the vertical bars denote the cardinality of the set.

\[
\text{Discretized } (x \in X) = \begin{cases} 
H & \text{if } x > m(x) + d(x) \\
M & \text{if } x = m(x) + d(x) \\
L & \text{otherwise} 
\end{cases} 
\]

\[
\sqrt{\frac{1}{n} \sum_{x \in X} (x - m(x))^2} \quad (5)
\]

2) Baseline structure step: In the Baseline structure, the joint probability of everything is computed (all the variables). In this model, all variables directly affect the target (the economic indicators in our work).

3) Learning step: In the learning part, the Bayesian network parameters have been learned by computing the conditional probabilities through Maximum Likelihood. By using the formula in Equation (6).

\[
P(x_1, ..., x_n) = \prod_{i=1}^{n} p(x_i|\text{parent}(X_i)) = p(x_1)p(x_2)p(x_3|x_1)p(x_4|x_2)p(x_5|x_2,x_3,x_4) \quad (6)
\]

The algorithm steps for parameter learning is illustrated in Fig.3, (a), (b), and (c) respectively.

<table>
<thead>
<tr>
<th>Function</th>
<th>Inputs</th>
<th>Outputs</th>
</tr>
</thead>
<tbody>
<tr>
<td>LEARNING</td>
<td>Dataset, bn, k</td>
<td>CPT of all variables in the Bayesian network</td>
</tr>
<tr>
<td>bn</td>
<td>the dataset (already discretized)</td>
<td></td>
</tr>
<tr>
<td>k</td>
<td>Laplacian smoothing coefficient</td>
<td></td>
</tr>
<tr>
<td>minimum</td>
<td>Value at which the possibility of dependence is discarded</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Function</th>
<th>Inputs</th>
<th>Outputs</th>
</tr>
</thead>
<tbody>
<tr>
<td>PREDICT_BY_ELIMINATION</td>
<td>e, factors</td>
<td>prediction of PPP variable</td>
</tr>
</tbody>
</table>

Fig. 3. Pseudocode for parameter learning algorithm, (a) Bayesian network learning function, (b) Pattern Recognition (PR) function, (c) CPT function.
Innovation and Production affect the Economy ([11], [8]). Education is known to not have a direct effect on the economy due to the necessity of applying productive knowledge to Innovation and Production for its effects to become visible ([10], [16]). This gives us a three-layer structure (Fig. 4).

Modelling the domain knowledge also allows us to delimit the number of dependency values we would have to calculate. Suppose we have six variables. If we were to compare all variables against all others (worst case in [7]), we would need to perform 6! comparisons, or calculate 1440 dependency values. The three-layer domain knowledge model for the development indicator problem is summarized in Fig. 5.

Following the three-layers structure, with four variables in the middle layer and two in each of the others, we only need to compute 16 dependency values. We note that, although this is in the order of $6^2$, it is much less than $6^2$.

**VII. EXPERIMENTAL RESULTS**

**A. Generated Bayesian Network**

Five different networks are constructed for our first belief system: a baseline as described in section VII.C.2), and a network with the dependency analysis results for each of the eight regions. The resulting networks are shown in Fig. 6. Only considered six of the selected variables to construct these networks: Tertiary education, Agriculture, Industry, Government spending, Journal articles, and GPD by PPP. Then, just keep the previously established categories for these variables.

5) Accuracy calculation step: To define our accuracy, which is success if the prediction is exact, and failure if it is not, we will take the dependences of these variables $(x_1, x_2, \ldots, x_n)$, each defined in the discretized domain {High, Medium, and Low}. We recall that an exact prediction only needs to be exact if it matches the corresponding discrete variable or not. Mathematically, we define it as the number of predicted values that match the actual values divided by the total number of known values. This is summarized in equation (7). Note that here vertical bars denote cardinality.

\[
\text{accuracy} = \frac{\left| \{x; y_{\text{predicted}} \neq y_{\text{actual}}; x_i = y_i\} \right|}{\left| \{y; \text{actual is not missing}\} \right|} \tag{6}
\]

**D. Development Indicators Domain Knowledge Model**

To build the Domain Knowledge Model, consider the categories from section V. Previous work has shown that relationships between these broad categories is known: Education affects Innovation and Production ([10], [14], [15]);

![Diagram](https://www.ijacsa.thesai.org)
regions’ data. The designed Baseline Belief network is running for “Middle East and North Africa” using the Elimination algorithm. We run all other networks using the Enumeration algorithm [29] [30].

1) Baseline structure: As described above, the baseline structure is the joint probability for all variables affecting PPP. The highest inference accuracy is for “Europe and Central Asia” with 92% accuracy and the lowest one is the World with 20% accuracy.

2) Belief network no.1 structure for world regions: As with the Baseline structure, the highest inference accuracy is for the “Europe and Central Asia region”; however, the accuracy for the computed network is of 79% accuracy which is lower than the baseline by 13%. The lowest inference value is in the North America with 54%. This is better than the baseline, where the accuracy was 46%. We also improve on the accuracy of the world, which was the lowest for the baseline as is shown in Fig. 6.

Fig. 6. Performance comparison between Baseline Belief Networks and the computed Belief Network 1

A comparison of the baseline and the networks computed for each region is shown in Fig. 7.

Fig. 7. Belief Network 1 structures for (a) the baseline (used for comparison purposes), (b) Sub-Saharan Africa region, (c) Middle East and North Africa region, (d) Europe and Central Asia region, (e) Latin America region, (f) North America region, (g) South Asia region, (h) East Asia and Pacific region, (i) World; where “Agr” represents Agriculture, “Innov. Art” and “Jour” represent Scientific and Journal Articles, “Inds” represents Industry, “Gov” represents Government final consumption expenditure, “Tertiary” represents Labor force with tertiary education, and “PPP” represents GDP per capita by Purchasing Power Parity.
VIII. CONCLUSION

In this paper, logical models for all selected regions are designed and implemented based on the proposed methodology. The resulting models are consistent with the knowledge known about the regions during the years covered by the data. The proposed networks in general provide accuracy improvements over the baseline. Designed baseline provided us an accuracy of 20% to 58% in seven out of eight regions, including the aggregate for “World”, while the Bayesian networks generated by our first Domain Knowledge Model improved that accuracy from 54% to 75% in the same regions. For Europe, we were not able to improve on the accuracy of the baseline (92 percent). We suspect this may be due to insufficient data (the aggregation caused the existence of too many missing values) or because Europe is inherently exceptional. We were similarly unable to construct networks to determine GDP growth for all regions, or GDP per Capita by PPP in South Asia. Better data, as well as variables that measure year-to-year changes, are needed to fully determine whether this methodology is adequate for these cases.

IX. FUTURE WORK

In future analysis, we would like to reduce our proportion of missing values to better evaluate our Bayesian networks. One of the main reasons our proportion of missing values was so high was because of how the World Bank aggregates regions and the way its regions are defined. One way to reduce this proportion is to aggregate regions differently, or change how missing data is handled during aggregation [21].

Bayesian networks are also capable of handling multiple queries other than just the target variable. We would like to evaluate the accuracy of questions like:

- What does a strong economy and a weak education system imply for the production sectors?
- How high must education be in each region for a high GDP?
- What is the probability the GDP will drastically change given how we know current events affect other indicators?

We also have, so far, manually implemented each of the Bayesian networks. We are aware that this process is automatizable, especially given that our methodology generates a graph adjacency matrix. We would like to experiment with different Domain Knowledge models and see their effect on the accuracy. Similarly, we would like to use more variables from the World Bank to see their effect on the accuracy.

In addition, we do not yet have a mathematically proven estimate on the effects of tuning the “minimum” and “threshold” parameters to have on the accuracy we would like.
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Abstract—With the development of virtual technology, posture recognition technology has been integrated into virtual technology. This new technology allows users to further understand and observe the activities carried out in life scenes based on their original observation of the external world. And it enables them to make intelligent decisions. Existing posture recognition cannot meet the requirements of precise positioning in virtual environments. Therefore, a two-stage three-dimensional pose recognition model is proposed. The experiment illustrates that the three-dimensional gesture recognition performance is excellent. In addition, under the ablation experiment, the error accuracy of the research model decreased by more than 5 mm, and the overall error accuracy decreased by 10%. In the P-R curve, the accuracy rate of the model reaches 0.741, and the recall rate reaches 0.65. When conducting empirical analysis, the virtual posture disassembly action is complete; the disassembly error is less than 5%, and the disassembly error accuracy is good. The fit degree of the leg bending amplitude reaches over 96%, and the fit degree of the arm bending amplitude reaches over 95%. When the model is applied to actual teaching, the overall satisfaction score of teachers and students reaches 94.6 points. This has effectively improved the teaching effect of art design and is of great significance to the development of education in China.

Keywords—Posture recognition; deep learning; art design; time convolutional network; VR

I. INTRODUCTION

5G technology has gradually integrated into all aspects of life. Virtual reality (VR) technology is being applied in various fields such as engineering design, game entertainment, and teaching applications as a new emerging technology. In a highly informational society, bringing virtual reality technology into teaching experiments and learning training can bring better teaching experiences. And its rich sensory stimulation and immersive teaching experience provide teachers and students with new teaching paths [1-3]. With the improvement of people's requirements for virtual technology, the accuracy of gesture recognition systems and the requirements for visual tasks are also increasing in response. The animation generated by two-dimensional posture recognition systems has gradually been unable to meet the needs of high accuracy positioning of virtual space for doormen. Therefore, three-dimensional attitude recognition systems have been developed. However, 3D pose recognition systems have problems such as complex motion capture machines, and time-consuming multi camera and multi perspective solutions. Moreover, there are problems such as demanding camera operating environments, and the degree of occlusion affecting the accuracy of dynamic capture [4-6]. In the process of generating three-dimensional poses from two-dimensional images, there are currently problems such as insufficient joint point capture accuracy, occlusion affecting the range of joint and limb movements, discontinuous movement of the bone model within a single frame image, joint point change faults, and motion sequence generation jitter. These issues are not conducive to building 3D animation. However, with the publication of various pose datasets and the design and generation of new recognition models, research on capturing and generating three-dimensional poses using common cameras has gradually stepped onto the right track. In the sequential task of single frame image generation, temporal convolutional neural networks perform well in terms of energy. Moreover, the network has time correlation, and is applied to three-dimensional pose recognition in combination with high-precision calculation of angle vectors. This can effectively improve the accuracy of 3D pose recognition. And when it is applied in art design teaching, it can effectively solve the use of VR technology and recognition technology in online art teaching. This can also provide better technical support for the development of the art industry [7-9]. Therefore, by combining time convolutional neural networks and high-precision angle vector calculation, we can compensate for the current problems of insufficient node capture accuracy and the impact of occlusion on joint movement range, thereby effectively improving the accuracy of 3D pose recognition. By optimizing the temporal task process of single frame image generation, problems such as discontinuous movement of bone models, changes in joint points and faults, and jitter in action sequence generation are solved, laying the foundation for building high-quality 3D animations. Apply the optimized 3D pose recognition system to art and design teaching, improving the practical application value of VR technology in online art teaching.

The research content mainly includes four parts. The second part is a review of the research status of pose recognition technology and online teaching. The third part proposes a two-stage three-dimensional pose joint positioning and temporal image processing system model. The first section constructs the image to process the model, and the second section constructs the pose recognition model. The fourth part verifies the improved system performance and application effectiveness. The results indicate that the attitude recognition system has good application effects. The fifth Section concludes the research.
II. RELATED WORKS

The principle of posture recognition technology is to calculate human joint points from images and link them as a whole and output them in the form of images. And two-dimensional attitude recognition technology has a mature system and has been applied in various industries. The technology of three-dimensional gesture recognition is also developing rapidly. S Li et al. proposed a DS (Dempster Shafer) based evaluation algorithm to detect students' attention state in class by measuring students' facial posture. The detection of facial pose angle can be implemented in low pixel surveillance video. The experiment showcases that using DS theory to integrate each student's attention state, the overall classroom attention score of students changes and improves over time. This keeps the whole class in a good state of attention. Meanwhile, it proves that the design of the algorithm is feasible and effective. Compared to the average score of the questionnaire given by the reviewers, the accuracy of the proposed algorithm exceeds 85% [10]. To solve the inaccurate face recognition results caused by factors such as illumination, noise intensity, affine, and projection transformation, SWS et al. proposed scale invariant feature transformation (SIFT). Its research incorporates a SIFT algorithm based on principal component analysis (PCA) dimensionality reduction to reduce computational complexity and improve the efficiency of the algorithm. The experiment indicates that the dimension of SIFT has been reduced to 20 dimensions through experiments on open databases. This improves the efficiency of face extraction; Comparative analysis of several experimental results has verified the superiority of the improved algorithm [11]. MGR Alam et al. proposed an improved LoMT emotion recognition system for studying and recognizing human emotional states. Experimental results show that the performance of the proposed method using benchmark dataset analysis has a high classification accuracy in judging human emotional state [12]. Hong Zhen et al. proposed a collaborative solution based on the artificial intelligence Internet of Things to solve the high rate of misjudgment in motion capture in healthcare. This scheme proposes an offline algorithm for multi posture recognition implemented on wearable hardware for posture recognition based on multidimensional data. The results show excellent performance in terms of accuracy and reliability [13].

In online teaching, diversified teaching methods reflect the optimization and reform of students' teaching concepts. In terms of improving online teaching, Z Fen proposed a biological immune algorithm framework using GBDT algorithm coding to improve the efficiency of online English teaching. Then, a flow feature selection algorithm based on bag learning is proposed to solve the problem that redundant information between features can reduce the accuracy of the framework. The research results show that the model constructed in the study has high reliability [14]. A study by Doligan et al. identified the relationships between specific variables, teaching experience, professional development, and teaching support, and self-learning among teachers transitioning to online teaching during the pandemic. The results showed that higher online teaching effectiveness scores were related to participation in online additional qualification courses and professional development courses. The highest online teaching effectiveness score is positively correlated with traditional learning management systems and the use of virtual technology support [15]. With the development of language research and teaching, M Li studies virtual reality technology based on artificial intelligence and machine learning. This technique is then applied to immersive contextual teaching to improve students' English learning abilities. Through a comparative teaching experiment between two classes of freshmen in a university, it is found that in traditional teaching classes, teachers occupy most of the time and students passively receive information. Therefore, there are insufficient channels for information exchange and the expression of ideas in target languages. The overall English level of immersion teaching is better than that of the control class, with an average score of 2.8 points higher. This indicates that immersive contextual teaching of college English combining constructivism theory with VR technology can indeed improve students' English proficiency [16]. For college art and design majors, virtual scenes have a more natural interactive way to promote learning. Y Zhang proposed a new interactive intelligent virtual reality (VR) paradigm. Aiming at the problem that traditional image-based rendering cannot meet the needs of artistic style virtual environments, nonrealistic rendering technology is introduced into virtual scene construction. Therefore, this study proposes a virtual environment generation method based on nonrealistic rendering. The experiment illustrates that the research model can not only simulate artistic images of linear wave motion, but also realizes the construction of artistic style virtual environments. This makes immersion teaching excellent [17].

In summary, research by domestic and foreign scholars on art design teaching and human posture recognition shows that the teaching mode of art design is still relatively traditional. More curriculum reforms tend to focus on multimedia digital teaching, while virtual reality technology is less applied. There is still much room to accurately identify and apply the optimization of online education. Therefore, this study integrates temporal convolutional networks and angle vector computation into attitude recognition, and optimizes the gradient disappearance and gradient explosion problems of temporal convolutional networks. Then it improves the posture recognition effect and simplifies the model application operation. Finally, this study explores the optimization and development of art design teaching.

III. CONSTRUCTION OF A VIRTUAL REALITY SYSTEM FOR ART DESIGN TEACHING BASED ON GESTURE RECOGNITION

A. Two-Stage Three-Dimensional Posture Joint Positioning and Timing Image Processing

In the teaching of art design, the state that reflects the mechanical structure of the human body is the posture of the human body. Common human postures are divided into three-dimensional models and skeletal models. A three-dimensional model is a virtual modeling model based on the human body, while a skeleton model is a tree structure diagram showing the changes in human posture. Therefore, the evaluation skeleton model has the advantage of being more concise and clearer than the virtual model. This is shown in Fig. 1.
In the skeleton model, the research uses joint points as coordinates to represent human posture recognition and predict joint points; it expresses information such as the rotation angle of the human body with different posture changes. The stereoscopic model has strong picture representation and more simulation. However, due to factors such as computational complexity and estimated cost, it is not widely used in virtual costume changing and virtual animation design in art design teaching. The skeleton model has the advantages of greater flexibility and abundant joint information points, which makes it more efficient in motion tracking and other aspects. Therefore, this study selects a skeleton model for 3D pose recognition. Common human posture recognition methods include end-to-end posture recognition and two-stage posture recognition. End-to-end pose recognition methods that need to span data dimensions during training can lead to inaccurate posture prediction. Two-stage pose recognition is to extract important joint composition information from videos and images of the two-dimensional human body and reconstruct the three-dimensional pose in a virtual three-dimensional space. The study selected OpenPose for preliminary positioning of skeleton joint points. In the OpenPose algorithm, this study uses convolutional neural networks as feature extractors to extract feature points and calculate affinity and confidence, assemble joint points, and human posture features. The confidence algorithm uses neural network features to extract the probability value of a certain point coordinate joint point in the image. The personal confidence calculation formula is shown in Formula (1).

$$S^*_i(p) = e^{\frac{1}{\sigma^2}||p - \bar{v}_i||^2}$$  \hspace{0.5cm} (1)

In formula (1), $X_{i,j}$ is the corresponding bone joint point in the corresponding body; $P$ is the coordinate point. The lower the confidence level when the coordinate point is away from the position of the bone joint point. The calculation of multi person attitude confidence is shown in Formula (2).

$$S^*_i(p) = \max_j S^*_{i,j}(p)$$  \hspace{0.5cm} (2)

In formula (2), $S^*_i(p)$ is the multi person confidence level; And the final result is a normal distribution. When the coordinate points coincide with the bone joint points, the confidence level reaches the maximum value. In the skeleton model, to ensure that joint points correctly connect the direction of the limb, the study selected an affinity algorithm for prediction. The definition of the affinity algorithm is to predict the possible joint connection directions for each coordinate position at different positions of the body. When $X_{j1}$ and $X_{j2}$ are set as different joint points of the human body, $\bar{v}$ is the unit vector from the first joint point to the second joint point, and $\bar{v}_r$ is the vector perpendicular to the unit vector. Whether there is a point in the limb can be calculated. The calculation formula is shown in Formula (3) and Formula (4).

$$0 \leq \bar{v} \cdot (p - X_j) \leq l_j$$  \hspace{0.5cm} (3)

$$|\bar{v}_r \cdot (p - X_j)| \leq l_j$$  \hspace{0.5cm} (4)

In formulas (3) and (4), the length of the limb is $l_j$; the limb width is $w_j$. Therefore, the distance between the point and the torso is calculated as a confidence vector. The affinity of pixel points is shown in Formula (5).

$$A_j(p) = \begin{cases} 1, & \text{P On the limb} \\ 0, & \text{P is not on the limb} \end{cases}$$  \hspace{0.5cm} (5)

When you select Openpose to generate a skeleton frame, there are a total of 25 joint points, as shown in Fig. 2.
In the skeleton frame diagram, the limbs have three different frames to determine joint points. However, when calculating the affinity of a point on a limb, it is not possible to determine whether the connection is correct, so the confidence level is recalculated using a definite integral method. The calculation of vector confidence at two different joint points is shown in Formula (6).

\[ E_c = \int A_c (p(u)) \frac{X_{j2} - X_{j1}}{\|X_{j2} - X_{j1}\|} \, du \]  

(6)

When the calculated confidence level is higher, it shows that the joint connection direction is unified, and the joint connection probability is higher. When sufficient joint point information is obtained, all joint points are rearranged and combined to distinguish different human bodies. Then, this study selects the Hungarian algorithm to rematch the joint point distance. When there are three joint points, the corresponding joint points have only one edge actively connected. The constraint principle can be expressed as follows: if there is an interconnection relationship between type A joint points and type B joint points, the sum of the confidence levels of type A joint points n and all type B joint points is less than 1; Otherwise, the end of joint point n and B type joint point columns exceeds 1. After determining the backbone network under the three algorithms, temporal image processing was selected for this study. Attitude recognition based on two-dimensional key point sequences is expressed in multiple frames of images. Therefore, it can be viewed as a sequential task that utilizes time convolutional networks for parallel processing and adjusting the size of convolutional receptive fields. When there is an input sequence \( L \), define the sequence as in Formula (7).

\[ L = \{l_1, l_2, l_3, \ldots, l_M\} \]  

(7)

In sequence (7), \( M \) is the sequence length; the target sequence can be defined as Formula (8).

\[ Y = \{y_1, y_2, y_3, \ldots, y_N\} \]  

(8)

In sequence (8), \( N \) is the target sequence length. Therefore, the sequence model can be defined as formula (9) through a mapping function.

\[ \hat{Y} = f(x_1, x_2, x_3, \ldots, x_T) \]  

(9)

In the sequence (9), \( \hat{Y} = \{\hat{y}_1, \hat{y}_2, \hat{y}_3, \ldots, \hat{y}_N\} \) is the output prediction result. For ease of calculation, this study assumes that the input sequence and the target sequence have the same length. The model satisfies constraints when the input and event information are correlated. The temporal image processing model should meet the principles of equal output and input, and the prediction results should not be correlated with delayed future information. Therefore, a linear convolution structure is selected in the model to ensure that the input layer and the output layer have the same length. And the convolution kernel selects causal convolution optimization replacement.

Fig. 3 is a schematic diagram of causal convolution. Each location in the input layer corresponds to a time step, and there are multiple dimensions of data in the practice department. The convolutional kernel moves through the first layer and passes on to obtain a causal effect. However, the time series of causal convolution is too long, resulting in excessively high model complexity. As a result, gradient disappearance and gradient explosion occur, and their selective cavity convolution increases the size of the receptive field and the amount of compression parameters. Therefore, when there is an input sequence, the calculation method for whole convolution processing a certain frame is shown in Formula (10).

\[ F(t) = (X * f_d)(t) = \sum_{i=0}^{k-1} f(i) \cdot x_{t-d-i} \]  

(10)

In formula (10), \( d \) is the expansion coefficient; \( k \) is the number of convolution kernels; \( t - d \cdot i \) is the time slice size.

**B. Construction of a Two-Stage Three-Dimensional Attitude Recognition Model**

To improve the accuracy of 3D human posture prediction, research has been conducted to extract joint information from images or videos, and reconstruct 3D posture from 2D joint points. After generating 2D coordinates through OpenPose and generating complete 2D pose recognition joint point coordinates using a time convolution network, the 3D pose recognition reconstruction is completed using angle vectors. The overall structure of the model is shown in Fig. 4.
In Fig. 4, after capturing the original human posture and generating a timing video, two-dimensional bone animation is performed. Then it uses a time convolution model to eliminate jitter and calculates the angle vector to generate a three-dimensional human posture. The purpose of angle vector calculation is to reconstruct three-dimensional coordinates. Taking the head joint point as an example, it determines the length ratio of different joint points to determine the angle between the subject’s body trunk and the photographing instrument. When the included angle is not 0, the transformation matrix normalizes the plane and coordinate axis, providing convenience for three-dimensional coordinate calculation. The normalization diagram is shown in Fig. 5.

\[
\theta = \cos^{-1}\left(\frac{\mathbf{\pi} \cdot \mathbf{e}_z}{||\mathbf{\pi}|| \cdot ||\mathbf{e}_z||}\right)
\]

(12)

Therefore, the calculation formula for the rotation matrix is shown in (13).

\[
R = \hat{A} + \text{con} \cdot (I - \hat{A}) \sin \theta \cdot \hat{A}^*
\]

(13)

In formula (13), \(\hat{A}\) is the joint point matrix; The calculation formula for \(\hat{A}^*\) is shown in matrix (14).

\[
\hat{A}^* = \begin{bmatrix}
0 & -a_z & a_y \\
-a_z & 0 & -a_y \\
-a_y & a_z & 0 \\
\end{bmatrix}
\]

(14)

After obtaining the front coordinates of the photograph, measure the length of the joint points associated with each other and perform three-dimensional pose recognition. The schematic diagram of converting 2D joint points to 3D joint points is shown in Fig. 6.
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\]
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\]
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In formula (13), \(\hat{A}\) is the joint point matrix; The calculation formula for \(\hat{A}^*\) is shown in matrix (14).
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\hat{A}^* = \begin{bmatrix}
0 & -a_z & a_y \\
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After obtaining the front coordinates of the photograph, measure the length of the joint points associated with each other and perform three-dimensional pose recognition. The schematic diagram of converting 2D joint points to 3D joint points is shown in Fig. 6.
\[ \theta_{bc} = \cos^{-1} \frac{L_{bc}}{L_{bd}} \] (15)

In formula (15), \( \theta_{bc} \) is the angle between the change vectors. By repeating this operation for each adjacent joint point, all three-dimensional coordinate positions can be obtained. Finally, the joint points are connected in a tree structure to obtain a human skeleton feature map. After obtaining the human bone feature map, evaluate the actual data and predicted data of predicted joint points, and the evaluation formula is shown in Formula (16).

\[ MPJPE = \frac{1}{N} \sum_{i=1}^{N} \| J_i^* - J_i \|_2 \] (16)

In formula (16), \( J_i^* \) is the \( i \) coordinate point corresponding to the predicted coordinate; \( J_i \) is the coordinate corresponding to the real coordinate point.

IV. PERFORMANCE VERIFICATION OF THREE-DIMENSIONAL COORDINATE MOTION RECOGNITION AND EMPIRICAL ANALYSIS OF MOTION CAPTURE SYSTEM

A. Performance Verification and Action Testing of Action Recognition Algorithm

In the performance analysis experiment of a two-stage 3D pose recognition model, in order to ensure the effectiveness of the model, a public dataset was used as the test set, consisting of Human 3.6M and Human Eva-I. The Human 3.6M dataset contains over 3 million three-dimensional poses, and the Human Eva-I dataset contains various motion process datasets. When testing the performance of the model, we first analyze the accuracy comparison between different algorithms and research algorithms in the Human Eva-I dataset. The comparison results are shown in Fig. 7.

From the scatter diagram in Fig. 9, it can be seen that the DFN model has the largest error. The action with the largest error among the eight actions is photo, reaching an error of 73 mm; the action with the smallest error is a walk, reaching 48.4 mm. In the BKFC model, the action with the largest error is also a PHOTO action, reaching 57.2 mm. The KNN model is the most effective model among the comparison models. The overall model error accuracy is improved by 5%, and the minimum error action is walk, only 41.8 mm. The overall error accuracy of the model in this study is 10% higher than the other three models, and the error is reduced to within 40 mm. The maximum error action photo is 38.1 mm, and the minimum error action is walk, only 30.9 mm. Even for the smooth purchase action, the accuracy improvement reaches about 8%. This indicates that using angular vector constraints to generate human posture has the best effect.
Fig. 9. Comparison of error tests for different models in data sets.

Fig. 10. Model training result accuracy and P-R curve.

Fig. 10(a) shows the model training results; During 300 iterations, the accuracy rate of test results on the validation set reached 0.741, and the recall rate reached 0.65. In the attitude estimation model training results in Fig. 10(b), the final accuracy of the model reaches 0.87, and the mAP verified and evaluated on the test set reaches 0.65.

B. Empirical Analysis of a Two-Stage Three-Dimensional Attitude Capture System

In the teaching of art design, this study utilizes research and improved three-dimensional posture capture system. This can enable students to understand the key design principles and multi-dimensional design expression techniques of certain actions in art design teaching from a comprehensive and three-dimensional perspective and at a data and three-dimensional level. This is different from traditional teaching in which students observe things or use digital courseware to learn and think about design norms and design concepts. Therefore, in the teaching of motion capture system, the research selects the leg disassembly teaching action and arm disassembly teaching action of three-dimensional animation football shooting action as capture demonstration. The experimental results are shown in Fig. 11.

The difference analysis and comparison of teacher and student motion capture in Fig. 11 shows that after disassembling the shooting posture in a three-dimensional manner, students can highly imitate the teacher's design skills. This study uses the accuracy of limb tracking as a performance indicator of the algorithm, and the bending amplitude of the leg and arm joints represents the tracking accuracy. In Fig. 11(a), the change in leg bending amplitude shows that the three-dimensional movements of the teacher's legs are clearer and more accurate, allowing students to observe the design from multiple angles, making it easier to learn and understand. The initial action designed by the students is slightly higher than that of the teacher, and the bending amplitude is gradually adjusted during the shooting process. Finally, an agreement was reached with the teacher to design the action after the shooting action was completed. The overall design model fits more than 96%. In the variation of arm bending amplitude in Fig. 11(b), there is body part occlusion, but the overall design fit still exceeds 95%. At the beginning of designing the action, the student's arm design angle is slightly lower than the teacher's design angle. In designing follow-up actions, the overall error is smaller and the arm bending amplitude is more easily detected. To sum up, the research on improved two-stage
three-dimensional gesture recognition can improve the anti-interference ability of the sensor by separating the magnitude of the motion. Motion posture error recognition is more accurate and motion amplitude changes are sensitive. This not only has a higher accuracy, but also has a lower error angle than traditional gesture recognition methods to achieve accurate motion capture.

![Fig. 1. Analysis of the difference in action capture between teachers and students.](image1)

![Fig. 11. Planning path simulation experiment results.](image2)

<table>
<thead>
<tr>
<th></th>
<th>Concept understanding</th>
<th>Learning effect</th>
<th>Teaching effectiveness</th>
</tr>
</thead>
<tbody>
<tr>
<td>First group</td>
<td>Research model</td>
<td>Offline teaching</td>
<td>Traditional online teaching</td>
</tr>
<tr>
<td>Concept understanding</td>
<td>96</td>
<td>74</td>
<td>81</td>
</tr>
<tr>
<td>Learning effect</td>
<td>93</td>
<td>76</td>
<td>86</td>
</tr>
<tr>
<td>Teaching effectiveness</td>
<td>97</td>
<td>72</td>
<td>82</td>
</tr>
<tr>
<td>Second group</td>
<td>Concept understanding</td>
<td>Learning effect</td>
<td>Teaching effectiveness</td>
</tr>
<tr>
<td>Concept understanding</td>
<td>89</td>
<td>80</td>
<td>89</td>
</tr>
<tr>
<td>Learning effect</td>
<td>98</td>
<td>79</td>
<td>83</td>
</tr>
<tr>
<td>Teaching effectiveness</td>
<td>96</td>
<td>71</td>
<td>81</td>
</tr>
</tbody>
</table>
In the evaluating teaching effectiveness, this study selected art and design majors from a certain university to conduct an experimental comparative evaluation of three teaching modes. When the research model is applied in the teaching process, the learning effect, concept understanding, and teaching situation have obvious advantages compared to traditional teaching and multimedia courseware teaching. In the score of concept understanding, the average score of the research model reached 92.5. In terms of learning effectiveness, the average score reached 95.5. In the teaching effectiveness score, the average score of the research model reached 96.5. Compared to the other two teaching modes, the average score exceeds 5 points. The score indicates that the improved posture recognition system in this study has achieved good teaching results when applied to design teaching. Moreover, students have a sufficient understanding of artistic design concepts, and can achieve a high degree of artistic space, with excellent teaching effects.

V. CONCLUSION

Efficient and accurate gesture recognition technology is essential for achieving human-computer interaction and applying interaction systems to the field of artistic design or production. Measuring human body data and calculating the movement amplitude of joint points pose a higher requirement for the refinement of gesture recognition technology. To improve the teaching effect of art design, a two-stage three-dimensional gesture recognition model is studied and designed. The experiment demonstrates that using open data sets as test sets and performing ablation experiments are compared with the estimation accuracy; the accuracy of the model error decreases rapidly when a residual structure is added to the ablation experiment. The overall MPJPE calculation error decreased by 5 mm to 51.3 mm. Under PA-MPJPE error calculation, the error accuracy is only 43.2mm, and the overall optimization is three modules. In the estimation accuracy comparison, the study selected eight different actions from the Human3.6M dataset for testing. The overall error accuracy of the research model was improved by 10%, and the error range was within an acceptable range. The accuracy rate of the model reached 0.741, and the recall rate reached 0.65. When conducting empirical analysis, the accuracy of motion disassembly error is good. The fit degree of the leg bending amplitude reaches over 96%, and the fit degree of the arm bending amplitude reaches over 95%. When the model is applied to actual teaching, the overall satisfaction score of teachers and students exceeds 94 points, which can effectively improve the teaching effect of art design. The research deficiency lies in the insufficient application of complex multi-level structure design. This is also the direction of future in-depth research.
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Abstract—The kissmetric data analysis model can be used for the analysis and research of business data, and the focused research method in this model is cluster analysis. To realize the effective application of Kissmetric data analysis model, the focused method is improved in the experiment. An improved hierarchical clustering algorithm generated by splitting stage and merging stage is proposed in the experiment, and then the algorithm is combined with density clustering method while considering noise point processing to achieve automatic determination of clustering centers and improvement of clustering effect. In different dimensions, the highest F-measure index and ARI values of the hybrid clustering method are 0.997 and 0.998, respectively. In different numbers of classes of the dataset, the highest F-measure index and ARI values of the hybrid clustering method are 1.000 and 0.999, respectively. The mean accuracy and mean-variance were 95.94% vs. 5.89%, 94.72% vs. 0.57%, 89.72% vs. 4.97%, 87.45% vs. 5.53%, 93.83% vs. 5.76%, and 88.43% vs. 5.40 %, respectively. The mean and mean squared deviation of hybrid clustering method’s accuracy was 89.71% vs. 6.17% and 88.85% vs. 0.33% when dealing with the real datasets 7 and 8, respectively. The quality and stability of the clustering results of the hybrid clustering method are better. Compared with other clustering methods, the accuracy and stability of this method are higher and have certain superiority.
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I. INTRODUCTION

In the context of big data, by collecting business data, users can analyze the data according to the actual needs and get the latent customer behavior pattern behind the big data [1]. The business data analysis methods mainly include the list method, statistical method, cluster analysis method, etc. [2]. The list method is to record and process the data results by certain rules by applying tables, which should be designed to meet clear and precise correspondence [3]. The statistical method can collect and organize data with characteristics from microstructure and use suitable statistical methods to organize the data and explore the hidden laws of the macroscopic nature behind the data [4]. Clustering analysis is a simple and efficient way to summarize the data on a website to determine whether there is a correlation between things [5]. Kissmetric is a data analysis model that can be used for customer engagement. The data analysis of this platform can help users understand customer engagement, analyze product performance, and determine whether the customized marketing plan is effective [6-7]. However, Kissmetric contains a large amount of data, and users may not be able to quickly obtain effective information from it. Therefore, it is also necessary to analyze these data in order to improve the application effectiveness of the data analysis model. Research has shown that clustering algorithms have good applications in the analysis of business data [5]. It can be used for data analysis in the Kissmetric data analysis model. However, traditional clustering algorithms require a predetermined k value when applied. The setting of k value is easily influenced by subjective factors, resulting in significant differences in clustering results. In order to reduce the impact of subjective factors, some scholars proposed hierarchical clustering analysis [8]. This method only requires fewer or no parameters, making it highly flexible. Therefore, hierarchical clustering is selected as the main algorithm for business data analysis in this study. However, this method requires a large amount of computation and cannot trace back to the intermediate clustering process. In this experiment, an improved hierarchical clustering algorithm is proposed, which is generated by the split phase and the merge phase. Then, while considering noise point processing, the algorithm is combined with density clustering method to achieve automatic determination of clustering centers and improve clustering performance. It is hoped that the improvement of the method can improve the application effect of clustering methods in the Kissmetric data analysis model. It is hoped that this data analysis model can help users analyze business data and obtain the information hidden behind the data, which can be used for formulating enterprise development goals and directions.

The article is mainly divided into five parts. Firstly, there is an introduction as the background of the article. Then there is a literature review, which discusses the existing methods and serves as the literature basis for selecting methods in the experiment. The third part is the establishment and improvement of methods. The fourth part is the performance analysis of the method. The last part is the conclusion, which is a summary of the entire text.

II. REVIEW OF THE LITERATURE

The era of big data requires us to process the data efficiently so as to solve the problems brought by the data. When dealing with complex business problems, the laws behind the data need to be mined to uncover the business value represented by different data. The analysis of business data mainly consists of searchable data analysis and model selection analysis. When the data in search web pages are disorganized, searchable data analysis can be achieved by using mapping, generating tables and equation fitting [9-10]. The search data analysis can be used to obtain the potential business value behind the data, based on which a suitable business model can be selected to promote the long-term
development of the company. Kissmetric is a data analysis model that can be used for customer engagement [7-8]. The main components of the Kissmetric data analysis model include the visitors to the web pages, the features used to describe the user information, and the events and their attributes. The hierarchical clustering method is the key method used in the Kissmetric data analysis model for statistical analysis of data, which is divided into three steps. The first step is to count and divide the number of customers, the second step is to count and divide the types of products, and the third step is to count and divide the platforms. Hierarchical cluster analysis can help users to analyze business data and get the hidden information behind the data, which can be used for the formulation of business development goals and development directions.

Kissmetric is an automated customer engagement data analysis model based on a hierarchical clustering approach, and clustering algorithms are an important part of data mining. Many classical clustering algorithms have been proposed, such as K-means, DBSCAN, Gaussian mixture models, spectral clustering, non-negative matrix decomposition-based clustering, and graph-based clustering. Many optimizations have been made on the traditional algorithms to enable more efficient and accurate data mining using clustering analysis. For example, Xi W A et al. proposed a memetic algorithm with adaptive inverse K-means operation for data clustering, and the performance of the method was evaluated on a series of data sets and compared with related algorithms, and the experimental results showed that the algorithm generally provides superior performance and outperforms related methods [11]. Optimization improvements to K-means clustering methods can be applied to multidisciplinary research. Liu S et al. proposed a self-guided reference vectors (RVs) strategy for decomposition-based evolutionary algorithms in multi-objective optimization to extract RVs from a population using an improved K-means clustering method [12]. A neighborhood network layout scheme based on the unsupervised K-means clustering algorithm and the contour index method has been proposed to determine the number of effective data aggregation points (DAPs) required for different smart meter densities and to find the optimal deployment locations of DAPs [13]. Qin X et al. proposed a machine learning K-means clustering algorithm to select interpolative separable density fitting (ISDF) interpolation points, and K-means algorithm can significantly reduce the computational cost of selecting interpolation points by nearly two orders of magnitude, thus speeding up the ISDF-based Hartree-Fock exchange computation by a factor of 10 [14]. In the study of enterprise business model change, Dressler M et al. used clustering algorithm to data mine different business models and then used PCA analysis to generate two classes of business models, which provided a better classification method for business model expansion [15]. In the development of SMEs, some scholars use two-step clustering method to analyze the financial data of enterprises to get the optimal number of clusters, and then use fuzzy clustering to analyze the business scale of enterprises, and the optimal clusters are obtained after verification [16]. For the investment selection of enterprises, Gubu L et al. introduced the Markowitz model based on the K-means algorithm for estimating the covariance matrix as well as the mean vector. The method was experimentally demonstrated to have good robustness in processing a large amount of data and can effectively use outliers for data analysis [17]. Clustering algorithm can optimize the parameters of the machine learning model, and the optimized method can be used to cluster the customer preferences and predict the market trends. Clustering-based analysis can uncover the patterns and trends behind customer behavior, which is important for business scaling [18].

Based on the above study, clustering algorithm has good application in the analysis of business data. In order to better improve the application of Kissmetric data model, the focused clustering method in Kissmetric data model is improved in this experiment. An improved hierarchical clustering algorithm generated by splitting stage and merging stage is proposed in the experiment, and then the algorithm is combined with the density clustering method while considering the noise point processing to achieve the automatic determination of clustering centers and the improvement of clustering effect. It is hoped that the improvement of the Kissmetric data model focus method can help users to improve the effectiveness of business data analysis.

III. BUSINESS DATA ANALYSIS BASED ON KISSMETRIC

A. Business Data Analysis Method based on Improved Hierarchical Clustering

The focus of Kissmetric data analysis model is the data analysis method based on cluster analysis. In order to improve the application of Kissmetric data analysis model, the focus of this experiment is improved for its focus. K-means algorithm is a representative clustering method in cluster analysis, and is the basis of other clustering algorithms. In the practical application, it is necessary to determine the number of data object classes, divide the points with different object attributes into different cluster classes according to the principle of closest distance, then use the averaging method to calculate the center of mass of each cluster class, and then reassign the center of mass according to the actual calculation results, and finally ensure that the center of mass moves below the set threshold, and Fig. 1 shows its iterative process.
K-means algorithm requires a pre-specified k-value, but it is susceptible to the influence of subjective factors, which leads to large differences in the results of clustering. To reduce the influence of subjective factors, some scholars propose hierarchical cluster analysis method, which is mainly divided into cohesive and split hierarchical cluster analysis methods. Only fewer parameters or no parameters are required in the hierarchical cluster analysis method, which is more flexible and can be used to divide different types of data according to the different levels of data objects. Therefore, hierarchical cluster analysis method is chosen as the main algorithm for business data analysis in this study, but this method is computationally intensive and cannot retrace the intermediate clustering process, so a new hierarchical clustering method consisting of two phases, merging and splitting, is proposed in this experiment. The splitting stage treats the original overall dataset as a cluster class, and then places the samples in the appropriate splitting position (i, h) is added, with an initial value of 1, which is used to determine whether the subclasses in a certain level are split from the same data set. At the same time, the condition is produced. Multiple subclasses can be obtained after processing in the splitting phase, and the splitting process is iteratively processed on the dataset D at the splitting position (i, h) is shown in Equation (1) and (2).

\[ C = \{C_1, \ldots, C_k\} | C_1 \cup \ldots \cup C_k = D \text{ and } C_j \cap C_i = \emptyset, i \neq j \]  

The representation of the splitting process of the dataset D at the splitting position (i, h) is given by

\[ C_1 = \{p | p \in D \land p_i \leq h, i = 1 \ldots d, j = 1 \ldots n\} \quad (1) \]

\[ C_2 = \{p | p \in D \land p_j \leq h, i = 1 \ldots d, j = 1 \ldots n\} \quad (2) \]

The splitting process is iteratively processed on the dataset by using Eq. (1) and (2) until no splitting position satisfying the conditions is produced. Multiple subclasses can be obtained after processing in the splitting phase, and the merging phase requires merging these subclasses with consistent attributes. In the previous splitting process, the samples are labeled with label, and the initial value of label is 1, which is used to determine whether the subclasses in a certain level are split from the same data set. At the same time, the split level marker level is added, with an initial value of 1, to update the marker for sample splitting. The splitting process is top-down, and the merging process is bottom-up, starting from the current marker until the marker is 0.

Fig. 1. Iterative process of K-means algorithm.

Fig. 2. Schematic diagram of the merging process.
The schematic diagram of the merging process is shown in Fig. 2, and we need to determine whether the red part in Fig. 2(d) needs to be merged. If it can be merged, then the marker level=4 is reduced by one level, that is, level=3, see Fig. 2 (a) to (d). If the condition is not satisfied, the child node of the red part replaces its parent node, and its marker level is updated and reduced by one layer, and whether to merge with other data sets is considered in the subsequent merging process, see Fig. 2(e). The condition for merging need to satisfy that the subclasses are not disconnected in any dimension and that the similarity within classes is increased and the similarity between classes is decreased after the merging process. In this study, the Calinski - Harabazs index was introduced as a measure of inter- and intra-class similarity, as shown in Eq. (3).

$$CH - index(C) = \frac{(BCSS(C) / WCSS(C)) \times ((n - k) / (k - 1))}{n}$$

(3)

WCSS denotes Within Cluster Sum of Squares in Equation (3), BCSS denotes Between Cluster Sum of Squares. $n$ and $k$ denote the number of samples and the number of groups to be grouped, respectively. For the two subclasses $C_i$ and $C_j$, their Calinski - Harabazs index after merging is calculated in Eq. (4).

$$CH - index(C_{i,j}) = \frac{(BCSS(C_{i,j}) / WCSS(C_{i,j})) \times ((n - k_i) / (k_i - 1))}{n}$$

(4)

B. A Study of Hybrid Clustering Methods based on Improved Hierarchical Clustering and Density Clustering in Kissmetric Model

Hierarchical clustering-based analysis methods are parameter-insensitive and can be used for arbitrary shape class discovery, but they are computationally intensive. Density clustering-based methods can classify the original data set more rationally, but have the problem of parameter sensitivity. Based on the characteristics of both hierarchical and density clustering methods, a hybrid algorithm is combined in this study to compensate for the deficiencies and take advantage of the advantages of both hierarchical and density clustering methods. The density clustering needs to divide the high-density region from the low-density region surrounded by the fast density peaking algorithm does not need to carry out the calculation of sample local density and sample distance. Eq. (5) shows the calculation of local density.

$$\rho_i = \sum_j \chi(d_{ij} - d_{ij}^0) \begin{cases} \chi(x) = 1, & x < 0 \\ \chi(x) = 0, & x \geq 0 \end{cases}$$

(5)

$d_i$ denotes the truncation distance in Equation (5). The sample distances are calculated in Equation (6).

$$d_i = \begin{cases} \max_{x \geq 0} \{d_{ij} \} = 1, \rho_i = \max(\rho_1, ..., \rho_n) \\ \min_{x \leq 0} \{d_{ij} \} = 1, \rho_i \neq \max(\rho_1, ..., \rho_n) \end{cases}$$

(6)

Based on the calculation of sample local density and sample distance, the fast density peaking algorithm is able to find the sample with high density as the center of clustering, and this sample is far away from other samples with high density, and Figure 3 shows the schematic diagram of this method.

Samples 1 and 10 in Fig. 3 represent the two clustering centers of the fast density peaking algorithm, and the method can be more successful in finding samples that can serve as clustering centers. However, there are also problems such as wrong selection of clustering centers, or selecting multiple centers in the same class and finally dividing to form multiple subclasses. In this experiment, the method is improved by first selecting multiple samples as clustering centers in the first stage of clustering using the fast density peaking algorithm, and then combining the clustering results in the subsequent hierarchical clustering. The method of cluster center selection is divided into two steps, first calculating the product of the sample distance and local density of sample i, i.e., $\gamma_i = \rho_i \times \delta_i$.

Then the calculated $\gamma_i$ is sorted in the order from largest to smallest, and the cluster center of the first stage selects the sample with the largest change in the value of $\gamma_i$. The correct clustering centers can be obtained after fast density peaking algorithm selection, and then these clustering centers need to be merged using hierarchical clustering method. In the current study the similarity measure of hierarchical clustering mainly uses average connection, full connection or single connection, but these methods do not consider the distribution of samples, which leads to the failure of the sample measurement with special distribution. In this experiment, an aggregation-based hierarchical clustering method is proposed, in which a new noise point avoidance strategy is introduced to circumvent the drawbacks of artificially determining noise points and parameters. Assuming that the probability density function of subclass $C_i$ is $f_i(v)$, the probability density function of subclass $C_i$ is $f_j(v)$, and $v$ denotes the attribute values of the samples within the class, the definitions of the connectivity of $C_i$ and $C_j$ in Equation (7) can be obtained.

$$join(C_i, C_j) = \sum_{p \in C_i \cup C_j} \min(f_i(p), f_j(p))$$

(7)

This leads to the aggregation function of $C_i$ and $C_j$ in Eq. (8).

$$cohesion(C_i, C_j) = \frac{join(C_i, C_j)}{|C_i| + |C_j|}$$

(8)

$|C_i|$ denotes the number of samples in $C_i$ and $|C_j|$ denotes the number of samples in $C_j$ in Equation (8). Assuming that the samples in the subclass $C_i$ obey a multivariate normal distribution, i.e., $V \sim N_{m}(\mu, \Psi)$, the expression of the probability density function of $C_i$ is given in Eq. (9).

$$f_i(v) = (2\pi)^{\frac{-m}{2}}(\det\Psi)^{\frac{1}{2}} \exp[-\frac{1}{2}(v - \mu)^T \Psi^{-1}(v - \mu)]$$

(9)
d denotes the dimensionality, \( \mu \) denotes the mean vector, and \( \Psi \) denotes the covariance matrix in Eq. (9). The calculation of \( \mu \) is shown in Eq. (10).

\[
\mu = \frac{1}{n} \sum_{i=1}^{n} V_i
\]  

(10)

The calculation of \( \Psi \) is shown in Eq. (11).

\[
\Psi = \frac{1}{n} \sum_{i=1}^{n} (v_i - \mu)(v_i - \mu)^T
\]  

(11)

Given the probability density function of \( C_i \) according to Eq. (9), the volume calculation of \( C_i \) can be obtained from this, see Eq. (12).

\[
V_i = \frac{4}{3} \pi \sqrt[4]{\lambda_1 \lambda_2 \ldots \lambda_d}
\]  

(12)

\( \lambda_1, \lambda_2, \ldots, \lambda_d \) represents the d eigenvalues of the covariance matrix \( \Psi \) in Eq. (12). Because the subclass volume and the eigenvalues of \( \Psi \) are proportional, the constant term is removed for the subsequent calculation, i.e.,

\[
V_i = \sqrt[4]{\lambda_1 \lambda_2 \ldots \lambda_d}
\]

Eq. (13) is the density calculation of \( C_i \).

\[
D_i = \frac{|C_i|}{V_i}
\]  

(13)

According to the characteristics of noise points, if two subclasses that are close to each other have a large difference in density or volume, one of them has a higher probability of being a noise point cluster. Based on this feature, the definition of the noise point avoidance function for the subclasses \( C_i \) and \( C_j \) is given in Eq. (14).

\[
\text{dependence}(C_i, C_j) = \frac{D_i + D_j}{2 \times \sqrt{D_i \times D_j}} - \frac{V_i + V_j}{2 \times \sqrt{V_i \times V_j}} - \frac{\sum_{i=1}^{n} \sqrt{\lambda_i^i} + \sqrt{\lambda_i^j}}{\sqrt{|C_i|} - |C_j|}
\]  

(14)

\( \overline{C_i} \) denotes the cluster center of subclass \( C_i \) in Equation (14), \( \overline{C_j} \) denotes the cluster center of subclass \( C_j \), and \( \sqrt{\lambda_i^i} \) denotes the length of each dimensional axis of \( C_i \), and \( \sqrt{\lambda_i^j} \) denotes the length of each dimensional axis of \( C_j \). Since \( \frac{D_i + D_j}{2 \times \sqrt{D_i \times D_j}} \leq 1 \), \( \frac{V_i + V_j}{2 \times \sqrt{V_i \times V_j}} \leq 1 \), the value of the mean inequality is maximized when and only when \( D_i = D_j, C_i = C_j \). From the noise point avoidance function in Formula (14), the closer the density and volume of the two subclasses are, the higher the dependency of the two subclasses is, and the greater the probability of their combination is. On the contrary, the combination probability of the two is smaller. According to the definitions of noise point avoidance function and aggregation function, the similarity of subclasses \( C_i \) and \( C_j \) is given in Eq. (15).

\[
similarity(C_i, C_j) = \text{cohesion}(C_i, C_j) + \text{dependence}(C_i, C_j)
\]  

(15)

The similarity measure in this experiment consists of an aggregation function and a noise point processing function, which fully considers the distribution of samples within classes while circumventing the interference of noise points during class merging.

Kissmetric is an automated customer engagement data analysis model based on the hierarchical clustering approach described above, capable of providing business data analysis to clients. The main components of the Kissmetric data analysis model include the visitors to the web pages, the features used to describe the user information, and the events and their attributes. The hierarchical clustering method is the key method used in the Kissmetric data analysis model for statistical analysis of data and is divided into three main steps. The first step is to count and divide the number of customers, which can get three types of customers, namely, resource customers who have browsed the products, potential customers and customers who have purchased the products. The second step is to count and divide the types of goods, mainly by analyzing the information of the type, name, price and size of the goods. The third step is to count and divide the platforms, and make a regional division of the number of customers who have purchased goods on different platforms.
IV. PERFORMANCE STUDY OF BUSINESS DATA ANALYSIS MODEL BASED ON KISSMETRIC

The parameter settings in the experiment are as follows: the number of centroids is 8, and the maximum number of iterations is 300. In the improved hierarchical clustering method, the effectiveness of the algorithm in the splitting process is verified using the Aggregation dataset in Fig. 4. For the original Aggregation dataset, the improved hierarchical clustering method is able to split the original samples and obtain multiple subclasses.

The original data set needs to be merged after the splitting process. In Fig. 5, the subclasses with consistent attributes need to be merged in the merging stage to finally obtain a more accurate classification effect, and the clustering accuracy of this method is 99.21%.

Performance validation for clustering algorithms can be evaluated using the F-measure metric, which is a weighted summed average of recall and accuracy, and is used to evaluate the merit of the classification model. The Rand Index (RI) can be used to measure the similarity of clustering results, but there is a lack of differentiation. To address this problem, the Adjusted Rand Index (ARI) makes some improvements on the basis of RI, which can make a clearer distinction of clustering effects. In the range of [-1,1], the larger value of ARI indicates the better effect of the clustering method. The results of the F-measure metrics and ARI of the hybrid clustering method proposed in this experiment compared with K-means, K-medoids, and K-means++ methods in different dimensions in Fig. 6 [19-21]. The highest F-measure index and ARI values of the hybrid clustering method proposed in this experiment are 0.997 and 0.998, respectively, under different dimensions, which are higher than those of K-means, K-medoids, and K-means++ methods.

The F-measure and ARI values of the algorithm are compared in Fig. 7 for different numbers of classes of the dataset. The highest F-measure metrics and ARI values of the hybrid clustering method proposed in this experiment are 1.000 and 0.999, respectively, under different numbers of data set classes, which are higher than those of K-means, K-medoids, and K-means++ methods. F-measure index and ARI values of the hybrid clustering method do not change due to the number of classes in the data set, and its clustering effect is better and more stable.

The hybrid clustering method proposed in this experiment is used with K-means, K-medoids, and K-means++ methods to cluster the Aggregation dataset in Fig. 8. The hybrid clustering method accurately divides the Aggregation dataset into seven classes according to the similarity calculation results, while the rest of the methods for some of the samples were classified with ambiguity, and more than seven classes were finally classified. The hybrid clustering method proposed in this experiment has a better clustering effect and its clustering accuracy is better.

![Fig. 4. Cracking effect of improved hierarchical clustering method.](image1)

![Fig. 5. Merging effect of improved hierarchical clustering method.](image2)
To further validate the performance of the hybrid clustering method, experiments were conducted to evaluate the performance using Purity validity metrics in eight datasets, which included simulated datasets 1-6 and real datasets 7-8. Table I shows the results in simulated datasets 1-6. When running datasets 1-6, the mean accuracy and mean squared error of the hybrid clustering method were the best among the four algorithms, which were 95.94% vs. 5.89%, 94.72% vs. 0.57%, 89.72% vs. 4.97%, 87.45% vs. 5.53%, 93.83% vs. 5.76%, and 88.43% vs. 5.40%, indicating that the algorithm has higher accuracy. When comparing the clustering analysis of datasets 1 to 6 with different methods, the hybrid clustering method has the highest clustering accuracy, the best clustering effect and the best stability in the six datasets. The hybrid clustering method has significantly improved in terms of accuracy and stability when clustering the simulated datasets. In terms of algorithm runtime, the hybrid clustering method has improved over the other methods.
The results obtained in the real dataset are presented in Table II. The hybrid clustering method has the best quality and accuracy of clustering results with the best accuracy mean and accuracy mean squared error of 89.71 % vs. 6.17 % and 88.85 % vs. 0.33 %, respectively, when dealing with datasets 7 and 8. When comparing the clustering analysis of the real datasets 7 and 8 with different methods, the hybrid clustering method has the highest clustering accuracy, the best clustering effect and the best stability in these two datasets. The results indicate that the hybrid clustering method has significantly improved in terms of accuracy and stability when clustering analysis is performed on the real dataset. The results from the real and simulated datasets mentioned above show that the algorithm proposed in this experiment can handle datasets of any shape and different distributions. And this algorithm has a higher accuracy compared to most current clustering algorithms. This is because the algorithm proposed in this experiment can avoid the problem of missed or incorrect selection when selecting cluster centers. Therefore, this algorithm can correctly classify samples. At the same time, this method introduces a similarity measurement method. It can be used to deal with datasets with different types and uneven sample distribution. At the same time, the treatment of noise points was added in the experiment. This can effectively handle the impact of noise points on clustering results.

V. RESULTS AND CONCLUSIONS

The improvement of data mining technology promotes the efficiency of commercial data application. In existing research, the K-means clustering algorithm can effectively handle data of different scales. In order to improve the ability of traditional clustering algorithms to determine the cluster center, some scholars proposed a hierarchical clustering analysis method [8]. This method can reduce the subjective factors affecting the determination of k-values in traditional clustering methods. However, this method requires a large amount of computation and cannot follow back to the intermediate clustering process. For this reason, an improved hierarchical clustering algorithm is proposed in the experiment, which is generated in the split phase and the merge phase. This algorithm can combine the algorithm with density clustering methods while considering noise point processing, achieving automatic determination of clustering centers and improving clustering performance. For the original Aggregation dataset, the improved hierarchical clustering method can crack the original samples to obtain multiple subclasses. Then these subclasses with consistent attributes are merged in the merging stage to get more accurate classification results, and the clustering accuracy of this method is 99.21%. Under different dimensions, the highest F-measure index and ARI values of the hybrid clustering results are:

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Parameter</th>
<th>Data set 1</th>
<th>Data set 2</th>
<th>Data set 3</th>
<th>Data set 4</th>
<th>Data set 5</th>
<th>Data set 6</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean value</td>
<td>Mean square value</td>
<td>Mean value</td>
<td>Mean square value</td>
<td>Mean value</td>
<td>Mean square value</td>
<td>Mean value</td>
</tr>
<tr>
<td>This paper</td>
<td>P(%)</td>
<td>95.94</td>
<td>5.39</td>
<td>94.72</td>
<td>0.57</td>
<td>98.72</td>
<td>4.97</td>
</tr>
<tr>
<td>Time consuming(ms)</td>
<td>52.42</td>
<td>6.05</td>
<td>372.96</td>
<td>68.54</td>
<td>256.03</td>
<td>22.18</td>
<td>387.07</td>
</tr>
<tr>
<td>K-means++</td>
<td>P(%)</td>
<td>93.24</td>
<td>6.55</td>
<td>93.93</td>
<td>1.87</td>
<td>83.41</td>
<td>8.01</td>
</tr>
<tr>
<td>Time consuming(ms)</td>
<td>48.38</td>
<td>18.14</td>
<td>158.26</td>
<td>27.22</td>
<td>163.30</td>
<td>33.26</td>
<td>186.48</td>
</tr>
<tr>
<td>K-medoids</td>
<td>P(%)</td>
<td>92.62</td>
<td>8.72</td>
<td>87.19</td>
<td>6.69</td>
<td>83.07</td>
<td>6.15</td>
</tr>
<tr>
<td>Time consuming(ms)</td>
<td>25.20</td>
<td>4.03</td>
<td>74.59</td>
<td>15.12</td>
<td>79.63</td>
<td>10.08</td>
<td>92.74</td>
</tr>
<tr>
<td>K-means</td>
<td>P(%)</td>
<td>91.98</td>
<td>6.38</td>
<td>93.10</td>
<td>2.78</td>
<td>86.07</td>
<td>8.66</td>
</tr>
<tr>
<td>Time consuming(ms)</td>
<td>56.45</td>
<td>14.11</td>
<td>192.53</td>
<td>49.39</td>
<td>131.04</td>
<td>25.20</td>
<td>201.60</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Parameter</th>
<th>Data set 7</th>
<th>Data set 8</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean value</td>
<td>Mean square value</td>
<td>Mean value</td>
</tr>
<tr>
<td>This paper</td>
<td>P(%)</td>
<td>89.71</td>
<td>6.17</td>
</tr>
<tr>
<td>Time consuming(ms)</td>
<td>28.22</td>
<td>6.05</td>
<td>24.19</td>
</tr>
<tr>
<td>K-means++</td>
<td>P(%)</td>
<td>81.32</td>
<td>10.77</td>
</tr>
<tr>
<td>Time consuming(ms)</td>
<td>24.19</td>
<td>6.05</td>
<td>18.14</td>
</tr>
<tr>
<td>K-medoids</td>
<td>P(%)</td>
<td>86.15</td>
<td>11.29</td>
</tr>
<tr>
<td>Time consuming(ms)</td>
<td>9.07</td>
<td>3.02</td>
<td>17.14</td>
</tr>
<tr>
<td>K-means</td>
<td>P(%)</td>
<td>85.48</td>
<td>9.35</td>
</tr>
<tr>
<td>Time consuming(ms)</td>
<td>20.16</td>
<td>4.03</td>
<td>35.28</td>
</tr>
</tbody>
</table>
method proposed in this experiment are 0.997 and 0.998, respectively. Under different numbers of classes in the data set, the highest F-measure index and ARI values of the hybrid clustering method are 1.000 and 0.999, respectively, which are higher than those of the K-means, K-medoids, and K-means++ methods. When running simulated datasets 1 to 6, the mean and mean squared error of the hybrid clustering method were the best among the four algorithms, with 95.94% vs. 5.89%, 94.72% vs. 0.57%, 89.72% vs. 4.97%, 87.45% vs. 5.53%, 93.83% vs. 5.76%, and 88.43% vs. 5.40%, respectively, indicating that the algorithm has higher accuracy. When dealing with the real data sets 7 and 8, the hybrid clustering analysis techniques and their uses in agriculture and medicine can correctly classify samples. At the same time, how to effectively improve the stability of clustering algorithms, as well as further enhance the algorithm's ability to handle massive amounts of data is an important task in the subsequent measurement method. It can be used to process datasets with different types and uneven sample distribution. At the same time, the treatment of noise points was added in the experiment. This can effectively handle the impact of noise points on clustering results. Although the method proposed in this experiment can correctly and effectively handle different types of data, there are still some shortcomings in this method. As the amount of data increases, the clustering performance of the method will decrease. The dataset used in this experiment has a smaller scale. The application effect of the improved method in large-scale data is still uncertain. Therefore, improving the ability of clustering algorithms to handle massive amounts of data is an important task in the subsequent work of this article. In addition, the data in real life is quite complex and noisy. This will affect the stability of the clustering algorithm. Therefore, how to effectively improve the anti-interference ability and practicality of clustering algorithms, as well as further enhance the algorithm's ability to process real data, is one of the next directions that need to be studied.
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Abstract—The migration of monolithic applications to the cloud is a popular trend, with microservice architecture being a commonly targeted architectural pattern. The motivation behind this migration is often rooted in the challenges associated with maintaining legacy applications and the need to adapt to rapidly changing business requirements. To ensure that the migration to microservices is a sound decision for enhancing maintainability, designers must carefully consider the underlying factors driving this software architecture migration. This study proposes a set of software architecture metrics for evaluating the maintainability of microservice architectural designs for monolith to microservice architecture migration. These metrics consider various factors, such as coupling, complexity, cohesion, and size, which are crucial for ensuring that the software architecture remains maintainable in the long term. Drawing upon previous product quality models that share similar design properties with microservice, we have derived maintainability metrics that can help measure the quality of microservice architecture. In this work, we introduced our first version of structural metrics for measuring the maintainability quality of microservice architecture concerning its cloud-native characteristics. This work allows us to get early feedback on proposed metrics before a detailed evaluation. With these metrics, designers can measure their microservice architecture quality to fully leverage the benefits of the cloud environment, thus ensuring that the migration to microservice is a beneficial decision for enhancing the maintainability of their software architecture applications.

Keywords—Monolith; cloud migration; software architecture; design quality; maintainability; quality metric

I. INTRODUCTION

In recent years, the demand for online applications and services has increased. Organizations and businesses with online applications perceive cloud platforms as a promising future for business strategy to remain competitive. For an organization with an existing legacy architecture that involves the organization’s core business process, migrating the application to the cloud is more imminent to utilize cloud benefits and ensure business continuity. These applications often have monolithic software architecture, which does not consider modularity in its design principle [1], and the systems work in a silo [2]. In monolith architecture, developers develop the entire application as a single unit with a large codebase and tightly integrated components, increasing complexity and making it difficult to manage and scale [3]. These characteristics also affect its deployment approach when any minor changes to the application require a complete rebuild, leading to increased risk [4].

The motivation of the legacy application to cloud migration is to overcome the roadblocks and limitations of monolith applications [5] and to achieve cloud-native benefits such as improving application modifiability, maintainability, scalability, and deployability [6]. The cloud platform provides scalability for computing resources without worrying about the underlying infrastructure quickly and efficiently [7]. The organization also gains more flexibility and agility in responding to changing business ideas, thus increasing service innovation. However, not all migration strategies to the cloud provide mentioned benefits [8]. The Lift-and-Shift approach involves taking existing as-is on-premise applications and moving them to the cloud as a single service without architecture and design changes limiting its cloud scalability features [9].

In contrast, the microservice is a cloud architecture design pattern designed to provide better scalability and maintainability. In a microservice architecture, designers create sets of independent services that use API as their communication medium. Each microservice is responsible for specific business capabilities, strong component separation, and independent deployability execution [1], [5], [10]. Other fundamental properties of microservice architectural design are low coupling, high cohesion, and modularity [10] must be carefully considered by developers and designers [11], [12] during the design phase.

In the cloud migration context, migrated application quality should be equivalent to, or better than, legacy monolith applications. Software errors can stem devastating effects to financial loss, time delays, or even risks to life [13], [14]. Numerous frameworks for migrating from monolith to cloud have been introduced [1], [15]-[18], yet they still do not adequately address quality considerations after the migration [19]. Therefore, the migration did not accomplish its objective [5], thus introducing new product quality challenges such as application maintainability, security, reliability, and compatibility [8], [20].

From a technical standpoint, migrating monolith applications to the cloud allows for quick and effective implementation of essential software changes to meet current business needs. The relevant quality attribute is known as maintainability, which expresses the degree of effectiveness and efficiency with which an application can be changed, modified, or corrected to meet requirements [21]. Therefore, it is essential to ensure that migrated applications must be maintainable by developers to avoid accumulated waste and technical debt after the migration [22]-[24]. Thus, maintainability has become an essential quality feature [25].
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However, empirical research on maintainability quality assurance remains a missing research area for microservice architecture [26]. To address this concern, the following research questions have been formulated to guide this study:

- **RQ1**: What are the existing structural quality metrics that relate to service-based architecture?
- **RQ2**: How do the existing structural metrics relate to cloud-native characteristics?
- **RQ3**: What are the feasible metrics for the maintainability quality model for microservice architecture?

This paper proposes the structural metrics for measuring microservice maintainability quality, focusing on microservice architecture migration. A multi-structural design metrics consisting of coupling, cohesion, complexity, and size form the basis of the maintainability measurement. These metrics help practitioners evaluate the architecture maintainability quality at the earlier migration phase to minimize post-migration technical debt, thus ensuring the achievable migration objective [6].

The remainder of this paper is organized as follows. Section II discusses related works with some comments on their limitations. Section III describes the research methodology for identifying existing service-based structural metrics. Section IV discusses how the existing structural metrics can be associated with cloud-native characteristics. Section V further discusses structural metrics from maintainability quality. Section VI briefly introduces our proposed maintainability quality model, followed by a discussion in Section VII. Finally, Section VIII concludes with a summary and outlook on potential follow-up research.

II. RELATED WORK

The software quality model’s development reflects the software architecture’s progression. A robust quality model approach is necessary for measuring product architecture quality, regardless of the adopted software architecture. Thus, this work explores previous works on software quality models and monolith-to-microservice migration approaches to identify reliable and valid metrics to evaluate software design quality.

A. Software Quality Model Evolution

One of the first software product quality models introduced by [27] describes as a generic model that separates high-level quality attributes into tangible product quality properties. Due to rapidly changing and dynamic business requirements, different metrics have been proposed to meet software architecture evolutions.

In their work, Bansiya et al. [13] proposed an improved hierarchical design quality assessment model for object-oriented software architecture. This model, known as the Quality Model for Object-Oriented Design (QMOOD), builds upon Dromey’s generic quality model methodology. The QMOOD comprises four hierarchical levels: object-oriented design components, design metrics, design properties, and design quality attributes. Notably, the authors adopted most of the design quality attributes in QMOOD from the ISO/IEC 9126 standard. However, this model failed to serve simple, practical applicability as it assesses high-level design quality attributes. Hence the metrics are limited for object-oriented applications.

SOA Quality Model (SOAQM) is an extension of QMOOD to enhance architecture scalability through hierarchical abstraction and clear bottom-up relationship [28]. Bogner et al. [29] suggest that most metrics explicitly designed for SOA also apply to microservice architecture. The author then introduces the Maintainability Model for Microservices (MM4S) with five service properties: coupling, cohesion, granularity, complexity, and code maturation. Although this work is similar to ours, the authors did not consider migration scenarios, hence providing the mathematical formalization for proposed metrics.

Vera-Rivera et al. [30] conducted a systematic literature review on microservice architecture, explicitly focusing on the impact of microservice granularity on application quality. The authors employed a genetic algorithm to determine the optimal microservice granularity based on key factors such as coupling, cohesion, complexity, and resource usage. They integrated various metrics and quality attributes into their analysis with the development team’s involvement for effort estimation based on user story artefacts.

Pulnil et al. [31] and Taibi et al. [32] proposed a microservice quality model that relies on microservice anti-patterns. The authors incorporated eleven microservice anti-patterns with the ISO/IEC 25010 standard as a benchmark for microservice quality attributes, while this work builds on top of microservice design principles [33]. Furthermore, the proposed quality assessment model is formulated depending on the weightage of the harmfulness level of the design properties exposing it to the biased decision by the designer.

B. Microservice

Microservice is an architecture design pattern that promises high maintainability, making it an exciting option for modernizing software during the cloud computing era [23]. Generally, microservices have been designed based on domain-driven functionality with limited business capabilities, strong component separation, and enabling automated deployment execution [1], [5], [10].

The developer and designer must carefully consider the fundamental properties of microservices, which include low coupling, high cohesion, scalability, independence, maintainability, modularity, and deployability [10]. These properties are closely related to architectural design [11], [12].

Chen et al. [34] proposed a monolith decomposition approach from a dataflow diagram viewpoint, while Fan et al. [24] suggested microservice candidate identification through domain-driven design analysis. Runtime behaviour information [35] strategy and Functionality-oriented Service Candidate Identification (FoSCI) framework introduced by [36] to identify service candidates using a search-based functional atom grouping algorithm based on recorded monolith’s execution trace log. Combining the data usage with the dynamic analysis provides a better understanding of feature prioritization during the migration. The static approach based on source code [37], [38] and system structure [23] exhibits...
structural information as decomposition reasoning. Meanwhile, the metric-based method, as demonstrated by previous works, uses structural properties such as coupling [37], [39], [40], service granularity [41], size [42], and cohesion [43].

Li et al. [44] introduced a method for identifying microservices based on the UML model from the source code as an input consisting of class and sequence diagrams for static and dynamic analysis. The authors then used a clustering approach to identify microservice candidates. The determination of clustering output quality relied on the utilization of functional requirements and deployment constraints. However, the authors did not consider microservice distributions to verify the architecture quality. At the same time, the ambiguity of language and contextual understanding prevents semantic-based analysis of the system requirements from guaranteeing the attainment of optimal solutions [45].

Our work extends and complements [28], [29] in the context of a structural quality model for the service-based application. Bingu et al. [28] did not consider maintainability quality in their model besides re-implementing weighted value by [13] in their quality attribute equation without necessary empirical justification. While Bogner et al. In [29] approach are beneficial for microservice maintainability design properties, the authors did not consider the migration scenario, thus limiting its applicability to the greenfield implementation. So, while the general approach from Bogner et al. is a sound foundation, this work established it to fit monolith to microservice migration scenario and enhanced it with practically collectable quality metrics for the architecture design consideration.

**III. METHODOLOGY**

In order to formulate the architectural maintainability quality model for monolith to microservice migration, this study followed a series of steps, as illustrated in Fig. 1. As this work highlights the monolith to microservice migration scenario, it started with a literature review process using trustable electronic journal databases for this research domain [46] consists of Scopus, SpringerLink, IEEE Xplore, and ScienceDirect to collect existing structural quality metrics.

Our initial investigation shows that the software quality model evolves laterally with software architecture advancement [29]. For this reason, pre-migration monolith object-oriented structural quality metrics [13], [47]-[49] and post-migration microservice architecture quality metrics [50]-[54] are included. Next, the object-oriented structural metrics are being mapped with microservice structural metrics based on their shared characteristics, as suggested by [47], [55]-[57]. These structural metrics help understand its relationships further, clarifying the evolution of the software quality model. Section IV explains this step's detailed approach and findings, thus answering RQ1.

The selection of structural maintainability quality metrics is guided by ISO/IEC 25010 – Software Product Quality. This product quality model comprises of hierarchical structure with maintainability quality attributes consisting of its sub-characteristics such as modularity, reusability, analyzability, modifiability, and testability [21]. Detailed methodology for this step is described in Section V, hence answering RQ2.

**IV. SERVICE-BASED STRUCTURAL QUALITY METRICS (RQ1)**

Migrating monolith applications to the cloud involves transforming software architecture to exploit the distributed environment. Due to this factor, the designer must measure software structural quality during the early migration stage. It is cheaper and less time-consuming than evaluating it during operation time [43]. Developers can predict software quality by measuring structural attributes influencing software’s external quality, such as maintainability. Besides, measuring structural metrics is more extensive than component-level metrics [43].

Based on the literature review, the most collective existing structural design property metrics for service-based architecture are summarised (as described in Table II) as the following:

**A. Coupling**

This design property is the most considered metric for measuring software architecture quality. The graph theory of design properties enables the direct analysis of coupling properties. Thirteen metrics have been proposed for measuring microservice coupling [35], [43], [44], [54], [59], [60], while fourteen metrics for service-oriented architecture (SOA) [28], [51], [58], [61]. Expressively, four of the proposed microservice metrics by Bogner et al. [29] were derived from SOA metrics [53] in the context of microservice architecture.

![Fig. 1. The methodology of the monolith to microservice architectural maintainability quality model development.](image-url)
TABLE II. PUBLICATIONS ON QUALITY METRICS FOR A SERVICE-BASED ARCHITECTURE

<table>
<thead>
<tr>
<th>Source</th>
<th>Authors</th>
<th>Architecture</th>
<th>Focus</th>
</tr>
</thead>
<tbody>
<tr>
<td>[28]</td>
<td>Bingu et al.</td>
<td>Service-Oriented</td>
<td>Effectiveness, understandability, flexibility, reusability, and discoverability based on QMOOD metrics: coupling (1), cohesion (1), complexity (1), size (1), and service granularity (1)</td>
</tr>
<tr>
<td>[42]</td>
<td>Taibi et al.</td>
<td>Microservice</td>
<td>Coupling (2) and size (2)</td>
</tr>
<tr>
<td>[43]</td>
<td>Panichella et al.</td>
<td>Microservice</td>
<td>Maintainability based on coupling (1), size (1)</td>
</tr>
<tr>
<td>[44]</td>
<td>Li et al.</td>
<td>Microservice</td>
<td>Coupling (1) and cohesion (1)</td>
</tr>
<tr>
<td>[51]</td>
<td>Mohammed et al.</td>
<td>Service-Oriented</td>
<td>Coupling (3), cohesion (2), and complexity (3) metrics</td>
</tr>
<tr>
<td>[53]</td>
<td>Rud et al.</td>
<td>Service-Oriented</td>
<td>Applicability from OOP, CBSE, and Web Domains: complexity (3), reliability (4), and performance (4) metrics</td>
</tr>
<tr>
<td>[54]</td>
<td>Bogner et al.</td>
<td>Microservice</td>
<td>Maintainability – coupling (4), cohesion (4), complexity (3), size (1)</td>
</tr>
<tr>
<td>[58]</td>
<td>Hofmeister et al.</td>
<td>Service-Oriented</td>
<td>Complexity using coupling (2) metrics</td>
</tr>
<tr>
<td>[59]</td>
<td>Santos et al.</td>
<td>Microservice</td>
<td>Complexity consists of cohesion (2) and coupling (2) metrics</td>
</tr>
<tr>
<td>[60]</td>
<td>Vera-Rivera et al.</td>
<td>Microservice</td>
<td>Complexity based on cohesion (1), coupling (3)</td>
</tr>
<tr>
<td>[61]</td>
<td>Perepletchikov et al.</td>
<td>Service-Oriented</td>
<td>Maintainability by extending OO coupling (8) metrics</td>
</tr>
</tbody>
</table>

B. Size

Four metrics were proposed for microservice [35], [43], [54], and one for service-oriented [28] architecture. The reason for considering fewer size metrics for SOA than for microservice is that the two architectural styles operate at a different level of service granularity. This design property is essential to microservice architecture that promotes smaller atomic functionality than SOA in its design principle.

C. Cohesion

Highly cohesive architecture refers to the strength between operations of services. Cohesion in microservice is more meaningful than for SOA and object-oriented architecture to minimize external dependencies [62] that negatively influence product quality. Eight metrics for microservice cohesion [44], [54], [59], and three metrics for service-oriented [28], [51] were proposed in previous works.

D. Complexity

From the literature review, three metrics for microservices [54] and seven metrics for service-oriented architecture [28], [51], [53] were identified pertaining to this design property. Due to the common structural complexity characteristics for SOA and microservice, Bogner et al. applied three complexity metrics originally proposed for SOA to the microservice architecture.

V. QUALITY METRICS FOR CLOUD-NATIVE ARCHITECTURE (RQ2)

This work defines cloud-native architecture as a distributed, elastic, and horizontally scalable application composed of microservices [63], [64]. Thus, casting the existing legacy application to the cloud as a virtualized environment cannot be demanded as a valid cloud-native application [65]. Moreover, a microservice is a self-contained deployment unit designed according to cloud-focused design principles such as IDEALS [33] to gain full cloud benefits.

Regarding architecture quality, previous design property quality metrics from RQ1 are mapped with IDEALS design principles as in Table III to justify the selection of quality metrics for cloud-native architecture based on defined criteria in Table I.

Instead of designing microservice for a new greenfield scenario, this work focuses explicitly on migrating monolith applications to microservices. This process involves three main phases: pre-migration, migration, and post-migration [67]. Therefore, to answer the following research question RQ3, this work considers monolith quality metrics in the maintainability model, thus devising related metrics based on its common structural characteristics. Identifying related quality metrics during the early migration phase helps the designer to make an informed decision to propose quality microservice architecture design before moving to the cloud environment.

VI. MAINTAINABILITY QUALITY MODEL FOR MICROSERVICE (RQ3)

This paper distinguished existing service-based architecture quality metrics in RQ1. Collected metrics are then aligned with cloud-native characteristics (RQ2) to funnel the microservice architecture-related quality metrics findings.

From the application architectural perspective, a service-based design pattern can be perceived as a higher abstraction layer for object-oriented architecture [68], [69]. One could consider the interaction of methods in object-oriented programming as a form of class interaction in microservices at an abstract level. In contrast, object-oriented class interactions can be understandable at a higher abstraction level as interactions of clusters of classes known as microservice. With this insight, we propose a set of quality metrics to measure microservice structural maintainability described in Fig. 2.

A. Coupling

Coupling is the degree to which the elements in a design are connected or express the strength of interdependencies and interconnections of service with other services [70]. From the quality perspective, these metric impacts system quality, such as maintainability and testability. The findings indicate that incorporating structural coupling can be highly significant for developers who wish to monitor the decomposition quality of their services [43]. A high level of structural coupling resulted in more frequent bug occurrences and propagated changes within modules of systems. Therefore, a successful decomposition should produce minimized coupling between microservices and maximized cohesion. A small number of couplings positively influence product maintainability.
TABLE III. RELATED QUALITY METRICS FOR IDEALS DESIGN PRINCIPLES

<table>
<thead>
<tr>
<th>Design Principle</th>
<th>Design Property</th>
<th>Related Quality Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interface segregation</td>
<td>Complexity</td>
<td>Total Response of Service (TRS) [29]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Service Support for Transactions (SST) [29]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Measure of Functional Abstraction (MFA) [13]</td>
</tr>
<tr>
<td></td>
<td>Size</td>
<td>Number of Operations [28]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Non-Extreme Distribution (NED) [55]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Component Balance [54]</td>
</tr>
<tr>
<td></td>
<td>Cohesion</td>
<td>Service Interface Data Cohesion (SIDC) [29]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Service Interface Usage Cohesion (SIUC) [29]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Total Service Interface Cohesion (TSIC) [29]</td>
</tr>
<tr>
<td>Deployability</td>
<td>Coupling</td>
<td>Service Interdependence in the System (SIY) [29]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Coupling Between Microservice (CBM) [35]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Structural Coupling [43]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Coupling of Service (COS) [58]</td>
</tr>
<tr>
<td></td>
<td>Complexity</td>
<td>Number of Versions per Service (NVS) [29]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Number of Hierarchies (NOH) [13]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Density of Aggregation (DOA) [58]</td>
</tr>
<tr>
<td>Event-driven</td>
<td>Coupling</td>
<td>Absolute Dependence of the Service (ADS) [29]</td>
</tr>
<tr>
<td>Availability</td>
<td>Coupling</td>
<td>Coupling Between Microservice (CBM) [35]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Absolute Criticality of the Service (ACS) [29]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Absolute Dependence of the Service (ADS) [29]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Service Interdependence in the System (SIY) [29]</td>
</tr>
<tr>
<td>Loose coupling</td>
<td>Size</td>
<td>Number of Operations [28]</td>
</tr>
<tr>
<td></td>
<td>Cohesion</td>
<td>Service Interface Data Cohesion (SIDC) [29]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Service Interface Usage Cohesion (SIUC) [29]</td>
</tr>
<tr>
<td></td>
<td>Coupling</td>
<td>Service Interdependence in the System (SIY) [29]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Absolute Importance of the Service (AIS) [29]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Absolute Dependence of the Service (ADS) [29]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Absolute Criticality of the Service (ACS) [29]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Direct Class Coupling (DCC) [13]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Coupling of Service (COS) [58]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Structural Coupling [43]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Coupling Between Microservice (CBM) [35]</td>
</tr>
<tr>
<td>Single responsibility</td>
<td>Cohesion</td>
<td>Activity Cohesion (AC) [66]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Service Cohesion (SC) [66]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Service Design Cohesion (SDC) [66]</td>
</tr>
</tbody>
</table>

Fig. 2. The structural metric for microservice maintainability.

1) **Coupling Between Microservice (CBM):** CBM is the number of other microservices that the microservice coupled with [35], [37]. The inspiration for this coupling derives from the widely recognized Coupling Between Objects (CBO) metric proposed by [71]. CBO counts several types of interactions, including method calls, parameter types, references, and return types. However, CBM only counted for each unique class interaction, excluding its frequencies and bi-directional relationship. To calculate the relative CBM for each microservice as follows:

\[ M = \{m_1, \ldots, m_n\} \text{ is a set of microservice} \]
\[ R = \{r_1, \ldots, r_n\} \text{ is a set of microservice interaction} \]
\[ \text{Total of Interaction}(r,m) = \text{Number of occurrence } r \text{ in } m \]
\[ \text{CBM}(r,m) = \begin{cases} \frac{\text{Total of Interaction}}{m} & \text{if } \text{Total of Interaction} \neq 0 \\ 0 & \text{otherwise} \end{cases} \]

2) **Weighted Coupling between Microservice (WCBM):** WCBM is the frequency of other microservices that the microservice \( m \) is coupled with, i.e., the number of microservices where \( m \) has to interact once [29], [58]. As microservice holds clusters of classes, interactions with other microservices are more expensive than intra-microservice. Thus, frequencies for external microservice coupling need to be considered as interaction weightage. To formulate WCBM for each microservice as follows:

\[ WCBM(r,m) = \text{Total of Interaction}(r,m) \]

Absolute Coupling between Microservice (ACBM): The total number of bi-directional coupling frequencies between microservices where microservice \( m_1 \) interacts with microservice \( m_2 \) and \( m_2 \) also interacts with \( m_1 \) [29]. This metric helps represent inter-microservice dependencies and
how strongly they interact. ACBM for a microservice is represented as:

\[ B = \{ b_1, ..., b_n \} \] is a set of bi-directional interactions \hspace{1cm} (6)

Total of Bidirectional(b,m) = Number of occurrence b in m \hspace{1cm} (7)

B. Cohesion

The degree to which the elements in a microservice design unit are logically related or connected. A high degree of cohesion is a sign of “togetherness” where classes within the microservice provide similar behavior to produce specific services or responsibilities. This characteristic matches the ideal cloud-native design pattern, where each microservice should contain a single responsibility for better maintainability.

1) Normalize Cohesion among Classes of Microservice (NCAM): The NCAM for Microservice is an adaptation of the object-oriented metric Cohesion Among Methods of Class (CAM) [13]. A CAM cluster directly influences the microservice m cohesion in migration to microservice architecture. Thus, m cohesion can be served with an average CAM for a particular m. To represent NCAM for a microservice as follows:

\[ \text{NCAM}(m) = 1 - \text{Avg}(\text{CAM}(m)) \] \hspace{1cm} (8)

2) Intra Microservice Coupling (IMC): IMC is the frequency of internal microservice coupling. In compliance with [13], microservice architecture obtains higher object-oriented design abstraction. Therefore, strong relatedness and interactions between classes within the microservice m indicate strong m cohesion. This strong relatedness demonstrates that each class in a microservice is working together to serve specific functions. IMC for a microservice is represented as follows:

\[ C = \{ c_1, ..., c_p \} \] is a set of classes in m \hspace{1cm} (9)

\[ P = \{ p_1, ..., p_n \} \] is a set of class interaction \hspace{1cm} (10)

Total Class Interaction(p,m) = Number of occurrence p in m \hspace{1cm} (11)

IMC(m) = Total Class Interaction(p,m) \hspace{1cm} (12)

C. Complexity

Complexity is the degree of connectivity between elements of a microservice. This metric is also concerned with the dependencies, microservice operations, and the number of requests with other microservices. Santos et al. [59] derived that complexity architecture has a negative impact on the system’s maintainability as it is difficult to make changes and decreases software understanding.

1) Number of Microservice Operations (NMO): NMO is the number of total operations for the microservices [28]. In migrating from monolith to microservice architecture, the total number of microservice operations encompasses all operations across all classes of the microservice. A high number of internal microservice operations may result in a complex design that requires maintenance. With an increase in the number of clusters, the structural complexity of the microservice also grows. NMO for a microservice is represented as follows:

\[ O = \{ o_1, ..., o_n \} \] is a set of operation in c \hspace{1cm} (13)

\[ \text{Total Operation}(o,c) = \text{Sum of } o \text{ in } c \] \hspace{1cm} (14)

\[ \text{NMO}(m) = \text{Total Operation}(o,c) \text{ in } m \] \hspace{1cm} (15)

2) Total Response for Microservice (TRM): TRM is the total requests for operation O values of microservice [29]. This work employed an adapted version of the Response for Class (RFC) metric [71] from object-oriented design to the context of microservice design. Each microservice exposes its interface mi for other microservices, increasing its dependencies and negatively impacting its complexity. TRM for a microservice can be expressed as:

\[ \text{TRM}(m) = \sum \text{RFC}(m_i) \] \hspace{1cm} (16)

D. Size

This metric measures the size of structural design elements consisting of the number of classes and microservice lines of code. The more extensive and granular the microservice, the more challenging it is to maintain due to the possibilities of multiple responsibilities to the microservice. Size metrics are crucial design attributes in software estimation before executing migration [72].

3) Microservice Line of Code (MLOC): The number of all non-empty, non-commented lines of the microservice body. This classic Line of Code (LOC) metric helps understand and overview microservice size. For a too-big microservice, there might be a sign that a technical debt problem exists. MLOC for a microservice is expressed as follows:

\[ \text{MLOC}(m) = \sum (\text{NE} \& \& \text{NC})_m \] \hspace{1cm} (17)

where \((\text{NE} \& \& \text{NC})\) are non-empty NE and non-commented NC lines of codes within a microservice m.

4) Microservice Number of Classes (MNOC): The number of classes within a microservice [35] can measure how big the microservice is and identify if there are microservices that are too big. The number of classes should be minimized to keep microservice more independent of changes. MNOC for a microservice represents as:

\[ \text{MNOC}(m) = \sum C(m_i) \] \hspace{1cm} (18)

where \(C(m_i)\) are sets of classes within a microservice m.

5) Microservice Class Distribution (MCD): MCD is the number of class sizes in microservice candidates distribution, with a desire that microservice may not contain too many or too few classes. This structural metric is an adaptation of the Non-extreme Distribution (NED) metric by [55]. Therefore, we measure how evenly distributed the sizes for each generated microservice candidate are. Our work improvised this approach by using standard deviation to understand the average of scattered microservice clusters instead of the mean.
value that is heavily influenced by outliers value in determining the bound of non-extreme value for the number of classes within microservices. For better interpretability, measuring $1-MCD$, with a lower value demonstrates a better microservice distribution. To express MCD for a microservice as follows:

$$\text{MCD}(m_i) = \frac{\sum_{n=1}^{N} 1_{n \text{ not extreme} / C_i}}{C_i}$$ (19)

where $c_n$ is the number of classes in microservice $m_i$, and $C_i$ is the set of classes of microservice $m_i$. $n$ is not extreme if its size is within the bounds of $\{\text{mean of classes for all microservices $\pm$ std deviation} \}$. This work measures its normalized value with $1-MCD(m_i)$ for better interpretability, and lower values are recommended.

### VII. DISCUSSION

Measuring architecture quality for migrated monolith applications to microservice is crucial to ensure migration to the cloud achieves the migration objective. Despite various migrations approaches, less attention was given to the post-migration architecture quality. This work starts by identifying existing structural metrics for measuring service-based architecture quality. Our first contribution in this work is reporting the most applicable design property metrics for service-based architecture, including its influence on architecture quality (Section IV). This design property catalogue is a reference for other researchers in understanding how software architecture evolution influences the characteristics of its design properties.

Another state-of-the-art contribution of this paper is that it maps service-based quality metrics with the cloud-native design principles [33]. In contrast, previous quality metrics [13], [28] focus on the structural characteristics without considering architecture quality. From the structural perspective, this mapping is essential to ensure the designated cloud architecture pattern benefits from the cloud environment.

The proposed maintainability quality model for microservice architecture is the main contribution to this work. Ten structural quality metrics for measuring microservice architecture maintainability quality enable software designers and developers to assess the designed microservice candidate’s quality before executing the migration, thus minimizing post-migration quality concerns and ensuring achievable migration objectives [6], [77], [78]. Despite relying on single design property in measuring structural maintainability quality, this approach promotes multiple design properties to give better accuracy and consistent result [79].

While this work pointed out several quality metrics related to microservice design properties, this work is still exposed to construct validity as we may not be able to cover all design properties [47] that influence monolith-to-microservice migration architecture quality [73]. However, this work covers various design properties than previous work [61], [74], [75] on architectural maintainability quality. Our approach is based on ISO/IEC 25010 [21] and additional structural design properties that influence maintainability quality measurement.

Regarding external validity, some of the metrics devised from existing work [13], [28], [29], [35], [55], [58], [71] are based on shared structural characteristics. This work ensured the soundness of the selected metrics by exclusively considering reliable peer-reviewed sources and established authors. Hence, our selection is adequate to initiate an exploration for microservice maintainability quality when migrating from monolith architecture.

This method relies on the monolith application as the source before the migration execution. This work focuses on migration instead of greenfield implementation. Thus, the selection of the quality metrics is heavily influenced and devised by the existing application architecture characteristics. Even though other works proposed various quality metrics for measuring product quality, the complexity of the metrics hindered the applicability of the approach by the industries [76]. As a result, our proposed quality metrics are more practical for industrial practice.

The limitation of this paper is that we did not adopt a more rigorous methodology for this paper, such as conducting a systematic or multivocal literature review. These procedures could have offered a more solid empirical basis for selecting publications. Moreover, a more rigorous process could have been employed to identify the metric candidates presented in this study to minimize any potential subjective bias. Additionally, certain digital libraries were excluded from the search process due to time limitations.

### VIII. SUMMARY AND CONCLUSION

To measure architecture maintainability quality when migrating monolith applications to microservice architecture, this paper proposed a set of metrics related to coupling, cohesion, complexity, and size design property. These metrics were derived from cloud-native architectural design principles to utilize cloud benefits. The proposed metrics allow migration designers and developers to measure software architecture maintainability quality for microservice during design time. Additionally, this work included the mathematical formalization of the proposed metrics. Moreover, applying multiple design properties for measuring microservice architecture maintainability quality is an adaptation of state-of-the-art in this research domain.

As part of this work evaluation process, we intend to assess the metrics through case studies and extend their application to real-world industrial projects to evaluate their efficacy. These forthcoming efforts encompass the development of a tooling approach aimed at promoting a structured and rational migration process and providing practical illustrations of metric implementation throughout the migration process to evaluate the architecture quality of microservice candidates.
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Abstract—With the rise in technology, a huge volume of data is being processed using data mining, especially in the healthcare sector. Usually, medical data consist of a lot of personal data, and third parties utilize it for the data mining process. Perturbation in health care data highly aids in preventing intruders from utilizing the patient’s privacy. One of the challenges in data perturbation is managing data utility and privacy protection. Medical data mining has certain special properties compared with other data mining fields. Hence, in this work, the machine learning (ML) based perturbation approach is introduced to provide more privacy to healthcare data. Here, clustering and IGDP-3DR processes are applied to improve healthcare privacy preservation. Initially, the dataset is pre-processed using data normalization. Then, the dimensionality is reduced by SVD with PCA (singular value decomposition with Principal component analysis). Then, the clustering process is performed by IFCM (Improved Fuzzy C means). The high-dimensional data are divided into several segments by IFCM, and every partition is set as a cluster. Then, improved Geometric Data Perturbation (IGDP) is used to perturb the clustered data. IGDP is a combination of GDP with 3D rotation (3DR). Finally, the perturbed data are classified using a machine learning (ML) classifier—kernel Support Vector Machine—Horse Herd Optimization (KSVM–HHO) to classify the perturbed data and ensure better accuracy. The overall evaluation of the proposed KSVM–HHO is carried out in the Python platform. The performance of the IGDP-KSVM–HHO is compared over the two benchmark datasets, Wisconsin prognostic breast cancer (WBC) and Pima Indians Diabetes (PID) dataset. For the WBC dataset, the proposed method obtains an overall accuracy of 98.08% perturbed data, and for the PID dataset, the proposed method obtains an overall accuracy of 98.04%.

Keywords—Data mining; privacy; health care data; machine learning; perturbation; improved fuzzy c-means; horse herd optimization; kernel based support vector machine

I. INTRODUCTION

Big data analysis with proper security and privacy preserving features is required to balance privacy and utility. Recently, the advancement in information science has led to the digitized collection of data and storage in large numbers [1]. HI (health information) system can handle all the information related to health care. The HI system can be operated through national statistics offices and health information departments. It allows data on risk factors related to morbidity, disease, mortality and health service coverage. The quality of patient treatment can be improved by using healthcare software [2]. Some HI elements are indicators, data sources, data management, information products and dissemination. Data mining is a technology that processes a large amount of data to draw unknown, hidden, and potentially useful data from source information [3]. It is used to help a wide range of business applications such as store layout, targeted marketing and customer profiling. Data mining tasks are divided into two categories: predictive tasks and descriptive tasks [4]. Personal and sensitive information of patients may be theft and breaches the patient’s privacy through several attacks. A third person may use the information at various levels; hence, the data must be saved. Privacy is essential in sharing information for applications based on knowledge [5].

Recent advances in internet of medical things (IoMT) [6] like ambulance, immediate mobile medical devices faces high delay and low throughput due to the continuous motion state. For overcoming this, resource efficient flow enabled distributed mobility (FDMA) approach is introduced for improving the network performance. In [7], the authors undertaken the case study for latest advancement in health care treatments at the time of COVID breakdown in the field of internet of things (IoT). In [8], authors performed an analysis on the Markov random fields (MRF) for medical applications. However, in big data manual processing is one of the complex tasks and MRF play a vital role in overcoming medical related issues in big data. In addition, some other works like [9], researchers made a survey on privacy attacks location and creates a prevention deployment on IoT based vehicular application. For addressing the problems due privacy attacks, anonymity and cryptographic interpretations are introduced on the basis of digital signature technique. However, while integrating these techniques into the big data the performance gets very much reduced and lacks its capability.

Nowadays, PPDM (privacy preserving data mining) is a big challenge and is a technique used to transform data to preserve privacy. The growth in data mining leads to novel research as PPDM. There are several techniques used to achieve PPDM. They are anonymization, condensation, Perturbation, Cryptography, and Randomization [10]. Anonymization eliminates the information from the various
information sets to generalize the attributes [11]. Condensation is achieved by forming clusters in several ways. The range of each cluster differs from that of any other cluster [12]. Cryptography is protected with the help of record encryption to find identity and sensitive information [13]. In randomization, the records are shuffled vertically to hide the correct identity. The perturbation indicates that information is being manipulated using noise. However, various sectors especially in health care, the amount of data gets increased exponentially and it is commonly termed as big data. Perturbing these kinds of data is one of the challenging task due to increasing intruders and advancement in data mining process [14]. Data perturbation is one the privacy preservation approaches that can modify the data present in the database to solve the individual’s confidentiality problem. Some of the existing perturbation techniques like random rotation [15], condensation [16] and micro-aggregation [17] remain challenging for balancing both the privacy and the accuracy. In addition, data present in the health care database increases endlessly and intruders have high chance in extracting the information. In recent era, differential privacy (DP) [18] has attracted the researchers a lot by introducing k-anonymity and l-diversity and providing high data securing in data mining.

The noise can be classified into additive and multiplicative noise [19]. Addictive noise- also called Gaussian noise that can be looked slightly blurry and soft. It is the undesired instantaneous signal and gets added to some real signals. The image of each pixel changes from its real values by a small number. Multiplicative noise is undesired instantaneous signals that get multiplied into real signals. Data perturbation is a method of preserving data and maintaining confidentiality [20]. Several ML models are used to perturb the data and are efficiently used in PPDM. Further, it is compared with the original data to evaluate the efficiency of the model [21] [22]. ML is a computational science field that verifies and interprets the pattern. ML model-based approaches handle big data in the perturbation process [23]. Hence this work used an optimization-based ML model for data perturbation.

A. Motivation

Recent privacy-preserving data mining (PPDM) is a hot research topic in the big data mining process. The major aim of the PPDM is to protect individual data privacy from third party intruders. Nowadays, users are more aware of privacy intrusions on personal data and hesitate to share personal information. Several approaches are present to preserve data like perturbation, anonymization and data transformation. PPDM by data perturbation has attained popularity because these models can hide secret data successfully and ensure more utility in the retrieval process. Some perturbation models are geometric perturbation, condensation, additive perturbation, micro aggregation, and random rotation aids to perturb the medical data effectively. In the medical field, preserving data is essential since medical documents are relevant to privacy concerns and human subjects. PPDM perturbs the data, and intruders cannot identify the medical data. However, many techniques fail to hide the difference between the original and perturbed data, which helps the intruders to easily identify the perturbation in the medical data. Hence, the accuracy of the original and privacy preserved data degrades and cannot apply to the medical data mining process. The latest advancement in the big data mining process helps to achieve better perturbation without the knowledge of intruders.

Recently, numerous approaches have been proposed in the literature for preserving data. But these methods have many limitations. Existing PPDM has high computational complexity for a large volume of data. Further inefficiency poor scalability and make data reconstruction impossible with these approaches. These major drawbacks motivate us to develop an enhanced DL model for medical data mining privacy preservation. Hence, this work proposes the model improved perturbation IGDP (Geometric Data Perturbation) with three-dimensional rotation (3DR) for privacy preservation. The proposed technique is integral in preserving privacy in health care data under low time complexity. The major contributions of the proposed model are illustrated below:

- To introduce a novel perturbation technique (IGDP-KSVM-HHO) for privacy preservation in healthcare data
- To pre-process the data using the min-max normalization technique for better data privacy.
- To reduce the data dimensions by introducing hybridized SVD-PCA technique to avoid data redundancy.
- To cluster the health care data using the IFCM technique, the hierarchical data is segmented, and every partition is set as the cluster.
- To perform perturbation using the IGDP technique for the clustered data to improve health care privacy preservation.
- To propose a KSVM-HHO approach for classifying the perturbated health care data accurately.
- To implement the proposed method in PYTHON, performance measures like F-measure, precision, accuracy, execution time and MSE are analyzed and compared with existing techniques.

The remaining section of the research work is arranged as follows: Section II is the recent relevant literature work; Section III depicts the proposed perturbation technique; Section IV gives the overall evaluation of implemented results. Section V provides the conclusion of the work.

II. RELATED WORKS

Some of the recent related work based on privacy preserving data mining is listed below:

Devi and Manikandan [24] introduced a rotation based condensation technique with geometric transformation for PPDM. This model provided better resilience over the attacks on the data reconstruction process. The improved P2RoCaI was utilized to measure the dynamics of classification
accuracy. This model provided less time for the empirical process, proving that it could be efficiently used in big data analysis. Kousika and Premalatha [25] proposed SVD (singular value decomposition) and 3RD (3D rotation data perturbation) for PPDM. Using these models, a perturbed matrix was obtained. Several ML classifiers classified the original and perturbed data, and the evaluation was computed based on the accuracy rate. Experimentation proved that SVD-3RD outperformed by attaining better accuracy for matrices of various sizes.

Kumar and Premalatha [26] used information value and weight evidence for the initial data perturbation. After that, the 3D shearing was fed on a quasi-identifier once the initial data perturbation was done. Then, several ML classifiers were fed on three benchmark datasets for analyzing the original and perturbed data. The experimentation was analyzed on 2D and 3D rotation. This model can preserve data utility with more privacy preserving and transformation capacity.

Chamikara et al. [27] introduced a novel perturbation model PABIDOT for addressing the utility problem of traditional data perturbation techniques. This model provides privacy to data via $\Phi$ – separation. The accuracy outcome of the perturbed data was near the original data. This model attained a systematic model for optimizing data perturbation variables. Finally, privacy and utility were analyzed on certain metrics.

Kumar et al. [28] proposed HER (Electronic Health Records) for hiding sensitive data by integrating fuzzy and association rules. The fuzzification was formed when multilevel privacy approaches were applied, and association rules perturbed outcomes. The experimentation was carried out on the UCI repository, and ML models were used to compute accuracy to show the robustness of the model.

Bedi and Goyal [29] defined privacy preservation in medical data in cloud IoT using extended fully homomorphic encryption (EFHE). In this study, the FHE helps in adding and multiplying the cipher text. Finally, the information present in the medical data maintains perturbation and shows perturbed results. Thus, the attackers were unaware of the perturbed input and output states during the data mining process. In the experimental section, the peak-to-signal error (PSNR) of 30dB and SNR of 10dB were obtained. However, the security level of this method needs to be increased further for processing big data.

Reddy and Rao [30] defined the clustering and GDP technique for privacy preservation in health care data. The hierarchical data were clustered in this work using the k-means clustering technique. Finally, the clustered data was perturbed on the basis of the GDP algorithm. The perturbed values were encapsulated in the public, and clustered data were encapsulated under the private key. The experimental section obtained an accuracy of 79.58% and an execution time of 161.558s. But this method takes high execution time and obtains the average accuracy.

Janakiraman and Maruthukutty [31] introduced ML based techniques for perturbing the DNA based medical data. In this paper, integrated condensation based PP rotation based DP and ensemble classification (ICS-PPR-DPEC) was emphasized to secure medical data. At the initial stage, condensation algorithm based DP (CADP) was introduced to group the data under tuple distances. Finally, an ensemble machine learning (ELM) based classifier was utilized for recognizing the perturbed human DNA based medical data. In the experimental section, an accuracy of 93.2%, precision of 90%, and recall of 89% were obtained. However, this method faces high complexity during perturbation.

Santhana and Natarajan [32] determined big data analysis for health care data based on clustering and DP algorithm. In this study, an improved FKM (IFKM) based clustering algorithm was introduced to cluster the medical data. Then, modified 3D rotation based DP was introduced to preserve the privacy of the medical data. The experimental section obtained an accuracy of 94% and an execution time of 35ms. However, this method lacks its performance when the data gets increased.

Sujatha and Udayarani [33] evaluated chaotic based geometric DP (CGDP) and hierarchical approach for preserving privacy in health care big data. Initially, the CGDP technique was introduced to perturb the healthcare data. Then, homomorphism based ensemble gradient approach was introduced to classify the perturbed data accurately. In the experimental section, an accuracy of 87% was obtained. However, this technique lacks a clustering technique; hence, the origin of the data cannot be identified.

Even though the approaches mentioned above’ outcomes are encouraging, these methods have some limitations. These models take more time to process the data. Further, these methods do not seem to provide full security for the data. Hence, an efficient perturbation model is essential for maintaining the confidentiality of health data.

**A. Problem Statement**

The recent advancements in the big data mining process have grown much attention towards researchers, especially in the health care sector. With the fast growth in technological advancements, third party and other adversarial attacks also increase exponentially. However, in big data, enormous amounts of data are blemished daily with the increasing data mining process. The third party’s utilization of individual privacy details increases for various commercial purposes. Nowadays, data perturbation is one of the hot topics in preserving one’s privacy effectively. Many different data perturbation techniques have been introduced for effectively hiding personal details from attackers. But each has its benefits and disadvantages during data perturbation. For big data, recent models lack the capability and face high time complexity. In addition, the existing techniques fail to preserve without the knowledge of intruders, which becomes one of the open issues in many data mining applications.

Nowadays, with the latest technologies, the data can be perturbed without the knowledge of attackers, whether the data is perturbed or original. After the data perturbation, the origin of the data cannot be detected in many recent studies. To the best of our knowledge, the proposed big data mining
method outperforms well in preserving privacy without any knowledge to the intruders.

III. PROPOSED METHODOLOGY

Due to the emergence of ICT (Information and Communication Technology), healthcare data are saved in electronic form and obtained based on the requirements. However, big data privacy determines managing big data under minimal risk and secures the hyper-sensitive data. Generally, big data is spread all over the locations, which destroys patients’ privacy for various purposes. Traditional privacy process lacks in handling big data especially in the healthcare sector. Hence, this article privacy enhanced ML algorithms for preserving medical data in the big data mining process. At the initial stage, the min-max normalization based pre-processing technique is emphasized to normalize the medical data efficiently. The normalized data is then fed into the PCA-SVD technique for dimensionality reduction. Then IFCM clusters the data to avoid unwanted complexities while processing big data. In addition, IGDP (Geometric Data Perturbation)-three-dimensional rotation (3DR) is used to effectively preserve data privacy from external attacks. For the classification of perturbed data, an optimization-based kernel Support Vector Machine (K SVM) is utilized. Further, for optimizing the weight of K SVM and improving the performance in classification, a meta-heuristic optimization technique HHO is proposed in this work. Fig. 1 depicts the framework of the introduced Perturbation model.
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Fig. 1. Framework of the introduced perturbation model.

A. Min-Max Normalization

For the classification of perturbed medical data, preprocessing is the essential stage that can effectively improve the performance accuracy of the proposed technique. In the pre-processing stage, data normalization is undertaken to minimize data redundancy and error during perturbation. Recently studies have failed to normalize the data and consume high time complexity while perturbing the medical data. The proposed min-max normalization technique aids in normalizing the data and efficiently preserving the dataset’s sensitive attributes. The major aim of the proposed model is to normalize the original dataset $E$ into a preserved dataset $E'$ that satisfies the needs of privacy with better data privacy. In the dataset, every attribute is normalized arranging its value, hence they will come to the range of 0-1. To map the value $D$ of the attribute $b$ from the range $[\text{max}_b, \text{min}_b]$ to $[\text{New}_{\text{max}}_b, \text{New}_{\text{min}}_b]$ is given by:

$$D = \frac{D - \text{min}_b}{\text{max}_b - \text{min}_b} (\text{New}_{\text{max}}_b - \text{New}_{\text{min}}_b) + \text{New}_{\text{min}}_b$$

(1)

Where $D$ and $D'$ are the original and newly computed value. $\text{max}_b$ and $\text{min}_b$ are the attribute’s maximum and minimum values. $\text{New}_{\text{max}}_b$ and $\text{New}_{\text{min}}_b$ are the attribute’s new maximum and minimum values.

B. Dimensionality Reduction

After pre-processing, the dimensionality of the data is reduced for the normalized data. Similar features present in the medical data are completely removed from the medical data for the minimization of execution time. This research introduces a hybrid PCA-SVD technique for the elimination of similar features. The major aim of PCA is to reduce the dimension of the training set, and the major component of the training set is the outcome of the projection of the Eigenvector with Eigenvalue. The procedure of dimensionality reduction using PCA is given below:

Let $y \in S^n$ is a test sample with $n$ parameters, and every parameter has $m$ independent samples. Then the data matrix is written as:

$$Y_n = [y(1), y(2), \ldots, y(m)], \quad Y_n \in S^{n \times m}$$

(2)

Every column of $Y_n$ indicates a parameter, and every row indicates the sample. Since the dimensions of the measured parameters are different, every column of data is normalized, and it is represented as:

$$Y^* = \frac{Y_n - \text{diag} \sigma}{\text{diag} \sigma}$$

(3)

Where $d = (1,1,\ldots,1)^T$, $\text{diag} \sigma$ is the mean of $Y$ columns and $\text{diag} \sigma$ is a parameter matrix of $Y_n$.

The covariance matrix of $Y^*$ is:

$$V = \frac{1}{m-1}Y^*Y^*$$

(4)

The matrix processing is generally the decomposition of the Eigen value. The matrix is sorted in descending order based on the Eigenvalues size. The value of $Y^*$ is decomposed by:
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\[ Y' = Y + F = TR^T + F \]  
(5)

\[ T = Y^* R \]  
(6)

Where \( Y \) is a projection in PCA, residual space of projection is \( F \), and load matrix is denoted as \( R \). \( T \) is a scoring matrix and the components in \( T \) is a primary parameter. PCA is a modelling segment, residual space is not a modelling segment, and it depicts the noise. The principal component number is selected according to CPV (Cumulative Percent Variance). This scheme represents the number of principal components based on cumulative principal elements. CPV is a ratio of the data variation defined by the initial principal component to the total data variation. Hence, CPV is represented as:

\[ CPV = \frac{\sum_{j=1}^{A}Y_j}{\sum_{j=1}^{m}Y_j} \]  
(7)

Where \( Y_j \) is an Eigenvalue of \( V \). The features reduced by PCA are given to SVD for further dimensionality reduction. SVD is used for eliminating correlation between data features. In SVD, each sample is perturbed using the same parameter. Let a matrix indicates the original data \( B \) with dimension \( l \times m \). The column indicates the attributes in the matrix, and the row indicates data objects. The SVD of the matrix \( C \) is given in equation (8).

\[ C = XBY^T \]  
(8)

Where \( X \) and \( Y^T \) are the \( l \times l \) and \( m \times m \) orthogonal matrix and \( B \) is \( l \times m \) diagonal matrix.

The decomposition matrix \( C \) in (8) is represented as:

\[ C = \sum_{j=1}^{m} \sigma_j B_j Y_j^T \]  
(9)

Where \( \sigma_j \) is a singular value of \( C \) and the columns of \( X \) is \( B_j \) and \( Y_j \). The SVD of the matrix \( C \) is used for solving the linear model \( Cy = d \), and it is given by:

\[ y^* = \sum_{j=1}^{m} \sigma_j^{-1} < d, B_j > Y_j^T \]  
(10)

C. Clustering using IFCM

The dimensionality reduced data is then fed into the IFCM clustering technique to cluster the medical data having similar fields. In the traditional FCM [34] technique, the cluster’s centre and the cluster numbers are fixed artificially, which is sensitive for the first cluster centre. Further, this algorithm has slow convergence and less stability. Hence, IFCM is introduced, in these clusters, centres are based on two parameters like distance \( (d_j) \) and local density \( (\rho_j) \). Then the distance of density is given as:

\[ \phi_j = d_j \rho_j \]  
(11)

Then these parameters are applied to FCM to obtain the clustering results. Consider \( Y = \{Y_1,Y_2,...,Y_n\} \) is a collection of \( m \) is number of clusters and this \( m \) is divided into \( G \) groups. Then the centre matrix is given as \( U = \{U_1,U_2,...,U_G\} \), and the objective function to define FCM is given by:

\[ K(W,U) = \sum_{j=1}^{m} \sum_{k=1}^{G} (w_{jk})^n (d_{jk})^2 \]  
(12)

Where \( W \) is a dimensional membership matrix, \( w_{jk} \) is a membership among \( Y \), and \( U \). \( d_{jk} \) is a Euclidean distance among \( k \)th sample and \( j \)th cluster centre. This equation (12) should satisfy the below conditions.

\[
\begin{align*}
\sum_{j=1}^{m} w_{jk} &= 1, \quad k = 1,2,...,m \\
0 &\leq w_{jk} \leq 1, \quad j = 1,2,...,G; \quad k = 1,2,...,m \\
0 &< \sum_{k=1}^{m} w_{jk} < m, \quad k = 1,2,...,G
\end{align*}
\]  
(13)

Finally, the centre of the cluster is identified by the following expression

\[ U_{jk} = \frac{\sum_{k=1}^{m} (w_{jk})^n y_k}{\sum_{k=1}^{m} (w_{jk})^n} \]  
(14)

Where, \( y_k \) is a data in cluster and the membership function will be updated based on centres of the cluster, and it is represented as:

\[ M_{jk} = \frac{1}{\sum_{l=1}^{m} \left( \frac{y_k - U_{jk}}{2(n-1)} \right)^{2(n-1)}} \]  
(15)
According to Equations (14) and (15), the dataset is grouped, and during clustering, the data are shuffled into several groups. This clustering is used for performing data perturbation.

D. Improved Geometric Data Perturbation (IGDP)

After clustering, the data perturbation process is undertaken to provide privacy to the medical data. Recently, many perturbation techniques have been introduced to preserve medical data effectively without the intruder’s knowledge. However, due to high processing time, those techniques cannot be applicable for processing huge volumes of data, especially in big data. The perturbation technique IGDP is used to perturb the clustered data. 3DR is used with GDP, and it is used to distort data by rotating three orientations \((S_x, S_y, S_z)\), and axes pairs utilized for the rotation are \((S_{xy}, S_{yz}, S_{zx})\). The rotation operation is provided more than once until the entire attributes are transformed to preserve privacy. The procedure of 3DR is given below:

Stage 1: Choose the three orientations \((S_x, S_y, S_z)\) and compute the rotation matrix as:

\[
S_{xy} = S_x \times S_y = \begin{bmatrix}
\cos \theta & 0 & -\sin \theta \\
\sin \theta \cos \theta & \cos \theta & \sin \theta \\
\sin \theta & -\sin \theta \cos \theta & \cos \theta 
\end{bmatrix}
\]

\[
S_{yz} = S_y \times S_z = \begin{bmatrix}
\cos \theta & -\sin \theta \cos \theta & \sin \theta \\
\sin \theta & \cos \theta & 0 \\
\sin \theta \cos \theta & -\sin^2 \theta & \cos \theta 
\end{bmatrix}
\]

\[
S_{zx} = S_z \times S_x = \begin{bmatrix}
\cos \theta & -\sin \theta & 0 \\
\sin \theta \cos \theta & \cos^2 \theta & \sin \theta \\
-\sin^2 \theta & \sin \theta \cos \theta & \cos \theta 
\end{bmatrix}
\]

Stage 2: The attributes are grouped into three functions \((A_1, A_2, A_3)\).

Stage 3: Three functions are rotated around \((S_x, S_y, S_z)\) in a 3D plane for several rotation angles.

Stage 4: Identify the rotation angle until all attributes are transferred to preserve privacy.

GDP has a sequence of randomized geometric transformations like multiplicative transformation \((M)\), distance perturbation \((\Delta)\) and translation transformation \((\varphi)\).

\[
g(y) = My + \Delta + \varphi
\]

In this, the element \(M_f\) is a rotational matrix and \(Y\) is original data.

1) Multiplicative transformation: The parameter \((M)\) is a rotation matrix. This matrix accurately preserves distance. Let the rotation perturbation be expressed as:

\[
g(y) = My
\]

The orthogonal matrix is given as \(M_{d \times d}\) and has some characteristics. The transpose of \(M\) is \(M^T\), the identity matrix is \(I\) and \(m_{jk}\) is the \((j,k)\) component of \(M\). The matrix of \(M\) in columns and rows is orthonormal. The resultant matrix is also orthonormal when the orders of columns and rows are changed.

2) Translation transformation: This transformation is written as:

\[
g(y) = y + \varphi
\]

Let us consider two points \(a\) and \(b\) in the original space, and the distance is given as:

\[
\| (a - t) - (b - t) \| = \| a - a \|
\]

The translation saves distance and doesn’t protect the inner product. When translation and rotation are integrated, \(\varphi\) can enhance the preservation.

3) Distance perturbation: The major aim of this perturbation is to preserve distance and provide strength to distance inference attacks. The entry of the random matrix \(\Delta_{f_{\text{rand}}}\) is an independent sample exhausted from the same distribution with less variance and zero means. When this random matrix is included, the distance between the point’s pair gets disturbed. This IGDP provides more security to medical data. Then fully obtained perturbed matrix is applied for the classification process.

E. Classification using KSVM-HHO

The Perturbed data is then fed into the classification stage to classify the perturbed data accurately. The Classification stage helps to assess a dataset that retains data mining performance approaches after data perturbation. Recently, many ML classifiers have been utilized as a classifier for perturbed data, and each has its benefits and drawbacks. In this work, the ML based SVM classifier is used for classifying the perturbed data and utilizes a separation of non-linear mapping to transform original trained data, which are linearly transformed by a kernel function. The Polynomial kernel function (PKF) is used for the transformation, and this function transforms the non-linear into high dimensionality features. Hence, the data partition is feasible, making a classification task more convenient. Normal SVM states a hyperplane that is separated into two training classes, and it is expressed as:

\[
g(z) = Y_k^* \phi_k(z) + f
\]
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where, $Y^*_k$ is a hyper-plane parameter, $f$ is a bias value and $\phi_k(z)$ is a term used for mapping vector $z$ into high dimensionality space. The major aim is to make an effective classifier by the training set ($o_k, z_k$). The optimal value of $Y^*_k$ and $f$ is given by:

$$o_k(Y^*_k z_k + f) \geq 1 - \zeta_k \quad \text{for } k = 1,2, \ldots, M$$  \hspace{1cm} (21)

where, $\zeta_k$ is a slack parameter for all $k$. $Y^*_k$ and $\zeta_k$ reduces the cost function, and it is expressed as:

$$\phi(Y^*_k, \zeta_k) = \frac{1}{2} ||Y^*_k||^2 + R \sum_{k=1}^{M} \zeta_k$$  \hspace{1cm} (22)

where, $R_k$ is a regularized variable and used to control the size of the discriminant function. The final result of the SVM is denoted as:

$$o_k(y) = \sum_{k=1}^{M} J(y_k, y)$$  \hspace{1cm} (23)

where, $J(y_k, y)$ is a kernel function. There are several types of kernels. In this work, a polynomial kernel is utilized. The kernel’s parameters are to be adjusted previously to the process of the training data. It is one of the non-stationary kernels, and it works better for normalizing training data. It is denoted as:

$$J(y_k, y) = \gamma((y_k, y) + 1)^d$$  \hspace{1cm} (24)

where, $d$ is a polynomial degree. However, the proposed classifier high affected due to increased losses in which the origin of the data cannot be detected. The loss function of the proposed KSVM classifier can be interpreted as:

$$L = \min(\text{Accuracy}), \max(MSE)$$  \hspace{1cm} (25)

1) Parameter tuning using HHO optimizer: The proposed KSVM classifier degrades its performance while processing huge medical data. Thus, the accuracy performance is much reduced, which can be overcome by tuning the parameters in the classifier model. Recently, many optimization techniques have played an integral role in tuning the parameters, thus enhancing the system’s efficiency. This research introduces HHO based metaheuristic optimization technique for parameter tuning of the proposed classifier model.

Initially, the parameters of HHO are initialized, and the parameters of the polynomial SVM are encoded and trained. Obtain fitness value and classification of horses based on age. Then, the position of the horse is obtained. The process is repeated until the satisfied criteria are met.

This optimization is based on the horse’s behaviour. There are six patterns of behaviours they are Grazing (G), Hierarchy (H), Roaming (R), Sociability (S), defences (D) and Imitation (I). The following equation is based on a movement provided to horses at every iteration.$$

$$Z_{n+1}^{i, age} = U_n + Z_n$$  \hspace{1cm} (26)

Where $Z_{n+1}^{i, age}$ is a $n^{th}$ vector at present iteration and $U_n$ is a velocity vector. The following steps show the horse’s six patterns of behaviour.

a) Grazing (G): Horses feed on grasses, grains and plants. HHO creates the grazing field around every horse with a factor $k$. Horses graze at any age in their entire lifetime. The grazing behaviour is expressed as:

$$G_n = g_n[LB + \rho \times UB] + [Z_{n+1}^{i, age}]$$  \hspace{1cm} (27)

$$g_n^{i, age} = g_n^{(i-1), age} \times \sigma_g$$  \hspace{1cm} (28)

Where $G_n$ is a parameter of motion, and it shows the ability of horse grazing tendency. This term minimizes linearity by $\sigma_g$. LB and UB are the lower and upper bounds, which range from 0 to 1.

b) Hierarchy (H): It is proved that the horses at 5 to 15 years are used to follow hierarchy rules, and it is indicated as:

$$H_n = h_n^{(i-1), age} [Z_{n+1}^{i, age} - Z_{n+1}^{i-1, age}]$$  \hspace{1cm} (29)

$$h_n^{i, age} = h_n^{(i-1), age} \times \sigma_h$$  \hspace{1cm} (30)

Where $h_n^{i, age}$ is the effect of the best location of the horse on the velocity, $\sigma_h$ is a reducing factor and $Z_{n+1}^{i, age}$ is the best horse location.

c) Sociability (S): This behaviour is regarded as the movement to an average position of other horses. Horses in their middle age have an interest in the herd, and it is expressed as:

$$S_n^{i, age} = S_n^{(i-1), age} \left[ \frac{1}{N} \sum_{l=1}^{N} Z_{l}^{(i-1), age} - Z_n^{(i-1), age} \right]$$  \hspace{1cm} (31)

$$S_n^{(i-1), age} = S_n^{(i-1), age} \times \sigma_s$$  \hspace{1cm} (32)
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Where $\vec{S}_n$ is a social movement vector, $\sigma_q$ is a reducing factor and $\vec{S}_{n}^{(i,age)}$ is an orientation of a horse to a herd in $i^{th}$ iteration.

d) **Imitation (I):** This characteristic of a horse is set as $\vec{I}_i$, and the horse in 0 to 5 years tries to mimic other horses. This imitating behaviour is expressed as:

$$I_n^{(i,age)} = i_n^{(i,age)} \left[ \frac{1}{qN} \sum_{l=1}^{qN} Z_l^{(i-1)} - Z_n^{(i-1)} \right]$$  \hspace{1cm} (33)

$$i_n^{(i,age)} = i_n^{(i-1,age)} \times \sigma_i$$  \hspace{1cm} (34)

Where $I_n^{(i,age)}$ movement vector of the horse to the average of best horses with a position of $\vec{Z}$. The total of horses with the best location is $qN$ and $\sigma_i$ is a reducing factor.

e) **Defence (D):** This behaviour exists in their overall lifetime. This horse mechanism is represented as $\vec{D}$, and it is a negative factor in equations (32) and (33).

$$D_n^{(i,age)} = -d_n^{(i,age)} \left[ \frac{1}{sN} \sum_{l=1}^{sN} Z_l^{(i-1)} - Z_n^{(i-1)} \right]$$  \hspace{1cm} (35)

$$d_n^{(i,age)} = d_n^{(i-1,age)} \times \sigma_d$$  \hspace{1cm} (36)

Where $D_n^{(i,age)}$ is an escaping vector from a bad location $\vec{Z}_l$, $sN$ is a total of horses and $\sigma_d$ is a reducing factor.

f) **Roaming (R):** This characteristic is imitated as a random motion and represented using $\vec{R}_i$. This behaviour is generally seen at 0 to 5 years and goes away at middle age. It is represented as:

$$R_n^{(i,age)} = r_n^{(i,age)} q Z_l$$  \hspace{1cm} (37)

$$r_n^{(i,age)} = r_n^{(i-1,age)} \times \sigma_r$$  \hspace{1cm} (38)

Where $R_n^{(i,age)}$ is a random velocity vector and $\sigma_r$ is a reducing factor of $r_n^{(i,age)}$.

g) **Fitness function (F):** Finally, the parameter is tuned, and its weight is updated based on the updated location of the proposed optimizer. The fitness function can be formulated as,

$$fitness\ function(f) = max\ (Accuracy), min\ (MSE)$$  \hspace{1cm} (39)

As shown above, the data is perturbed using IDGP and classified by KSVM-HHO. Several classifiers classify perturbed and original data; the achievements are given in the following section. Fig. 2 illustrates the flowchart of the proposed IGDP-KSVM-HHO technique. Algorithm 1 depicts the pseudo-code for the proposed method.
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**Algorithm 1: Pseudo code for the proposed method**

**Pseudo code for the proposed method**

**Input:** Noisy medical dataset from the raw dataset;

**Output:** Classified perturbed and original medical data;

**Start** data pre-processing using min-max normalization

**Perform** data normalization and preserve sensitive attributes using equation 1; //normalized medical data

**For** dimensionality reduction

Utilize hybrid PCA-SVD technique;
Consider the data as a data matrix of PCA using equation 2;
Normalize the medical data present in the row and columns using equation 3;
Calculate the covariance matrix $V$ using equation 4;
Arrange the matrix into descending order and measure the score matrix using equations 5 and 6;
Analyze the data variation $CPV$ in the matrix using equation 7;
**While** the correlation between the features is high

Integrate SVD with PCA for further dimensionality reduction;
Consider the data matrix of SVD using equation 8;
Calculate decomposition matrix $C$ using equation 9;
Calculate the dimensionality reduced matrix using equation 10; //dimensionality reduced medical data

**End while**

**End for**

Do clustering for the dimensionality reduced medical data
using IFCM //helps to find origin of data

Calculate density distance for determining the cluster centre using equation 11;

Assume the centre matrix \( U = \{ U_1, U_2, ..., U_G \} \) having random clusters;

Calculate the objective function using equation 12;

Assume the condition for becoming a member of a particular cluster;

If \( (k = 1) \)

Calculate the membership matrix \( M_{jk} \) having cluster centre using equation 15;

Update the cluster centre \( U_{jk} \) using equation 14;

\[ k \leftarrow K + 1 \]

Return best clusters having membership function \( M \)

Perform data perturbation using IGDP (3D rotation);

Input: Clustered medical data, its attributes and array of security thresholds;

Output: Perturbed medical data;

For GDP with 3D rotational transformation

Select the orientations as, \((S_x, S_y, S_z)\) and perform rotation as, \(S_{xy}, S_{yx}\) and \(S_{zx}\);

Group the attributes as, \((A_x, A_y, A_z)\);

Rotate \((S_x, S_y, S_z)\) in a 3D plane for varying angles;

Do geometric transformations to preserve distance privacy and avoid attacks

Perform multiplicative transformation using equation 17;

Perform translation transformation using equation 18;

Preserve distance and eliminate attacks using distance perturbation;

End for

Return perturbed medical data

For classification of data perturbation

Do optimized KSVM-HHO for perturbed data classification

Initialize the parameters of HHO using equation 26;

Train the SVM model using equation 20;

Calculate the fitness value for the reduced cost function using equation 22;

Calculate the age based on the hierarchical rule in equations 28 and 29;

Find the optimal value \( Y_k^* \) and \( f \) by tuning the parameters using equation 21;

\[ Y_k \leftarrow Y_k^* \]

Analyze the data obtained by optimized SVM using equation 23;

Adjust the kernel parameters using equation 24;

Update the horse position using equations 27 and 28;

Analyze the velocity of the horse based on the age using equations 37 and 38;

If fitness condition is satisfied

Generate best outcome;

Else;

Repeat \( T \leftarrow T + 1 \)

End if

Return the accurate classified perturbed medical data

Stop

IV. RESULTS AND DISCUSSION

The proposed IGDP-KSVM-HHO is evaluated in the Python platform. The efficiency of the approach is evaluated based on accuracy, F-measure, MSE, precision, sensitivity, specificity and execution time. The performance of Perturbed and original data are classified by ML classifiers like KSVM, SVM, NB (Naïve Bayes), KNN (K nearest neighbour) and RF (Random forest). Table I depicts the simulation parameters of the proposed method. Table II represents the system configuration of the proposed method.

| TABLE I. SIMULATION PARAMETERS OF THE PROPOSED METHOD |
| Optimizer | HHO optimizer |
| SVM-type | C-classification |
| SVM-kernel | Polynomial kernel |
| Cost | 1 |
| Gamma \( (\gamma) \) | 0.0625 |
| Number of support vectors | 8434 |

<p>| TABLE II. SYSTEM CONFIGURATION OF THE PROPOSED METHOD |</p>
<table>
<thead>
<tr>
<th>S. No</th>
<th>Parameter</th>
<th>Configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Device name</td>
<td>Desktop</td>
</tr>
<tr>
<td>2</td>
<td>Processor</td>
<td>Intel(R) Core(TM) i3-7100 CPU @ 3.90GHz, 3912 MHz, 2 Core(s), 2 Logical Processor(s)</td>
</tr>
<tr>
<td>3</td>
<td>Installed RAM</td>
<td>8.00 GB (7.89 GB usable)</td>
</tr>
<tr>
<td>4</td>
<td>Device ID</td>
<td>DFBCDAE4-A190-457D-8C56-FDDBBB84BA0F</td>
</tr>
<tr>
<td>5</td>
<td>Product ID</td>
<td>80330-50168-83065-AAOEM</td>
</tr>
<tr>
<td>6</td>
<td>Pen and Touch</td>
<td>No pen or touch input is available for this display</td>
</tr>
<tr>
<td>7</td>
<td>System Type</td>
<td>64-bit operating system, x64-based processor</td>
</tr>
</tbody>
</table>

A. Dataset Detail

1) WBC dataset: This dataset is obtained from the UCI machine learning repository and used to record Brest cancer cases’ measurements. It has nine attributes and 699 samples. This dataset has two classes, and it is downloaded using the following URL: https://archive.ics.uci.edu/ml/datasets/breast+cancer+wisconsin+(Prognostic)

2) PID dataset: This dataset is initially obtained from the National Institute of kidney, digestive and diabetes diseases. It has eight attributes and 768 samples. This dataset is downloaded using the https://www.kaggle.com/uciml/pima-indians-diabetes-database/version/1. For experimental analysis, both datasets are divided into 70% for training and 30% for testing.
B. Performance Measures

In order to quantitatively calculate the performance of the developed scheme, certain metrics are utilized. This research uses six metrics, execution time, sensitivity, accuracy, F1 score, and precision, to evaluate the performance. The introduced IGDP-KSVM-HHO was evaluated based on True positive \((T_p)\), false positive \((F_p)\), true negative \((T_n)\) and false negative \((F_n)\). The description of all metrics with the formula is described below.

1) **Accuracy** \((\hat{A})\): It is a ratio of the number of exact predictions to the overall prediction. It is expressed as:

\[
A = \frac{T_p + T_n}{T_p + T_n + F_p + F_n}
\]

2) **Sensitivity** \((Se)\): An amount of active positive is exactly found as positive using the classifier. The following expression represents it:

\[
Se = \frac{T_p}{T_p + F_n}
\]

3) **Precision** \((P)\): It is a ratio of the positively predicted sample which is positive to the overall observation, and it is expressed as:

\[
P = \frac{T_p}{T_p + F_p}
\]

4) **F-measure** \((F)\): It is a harmonic mean of \(Se\) and \(P\). The following expression expresses it:

\[
F = 2 \times \frac{P \times Se}{P + Se}
\]

5) **MSE** (Mean Square Error): It is measured using the average squared intensity of original and perturbed values. It is denoted as:

\[
MSE = \frac{1}{w \cdot h} \sum_{j=1}^{w} \sum_{k=1}^{h} (D_{jk} - S_{jk})^2
\]

Where \(D_{jk}\) and \(S_{jk}\) are the grey values of \((j,k)\).

C. Performance using the WBC Dataset

This section compares the performance of IGDP-KSVM-HHO with several ML classifiers on the WBC dataset. The metrics like accuracy, F-measure, sensitivity, precision, MSE and execution time are computed.

![Fig. 3. Comparison of (a) accuracy, (b) F-measure, (c) precision, (d) sensitivity.](image)

Fig. 3 compares several metrics like Accuracy, F-measure, Precision and sensitivity. The performance is carried out for the original dataset and the perturbed dataset. That is, the WBC dataset is perturbed using IGDP. The analysis proved that the proposed IGDP-KSVM-HHO attained better results than existing classifiers. It is seen from the graph that the proposed IGDP-KSVM-HHO attained almost equal to the original dataset. The accuracy attained by the original dataset is 95.11\%, and IGDP-KSVM-HHO attained an accuracy of 98.08\%, respectively. The proposed model attained better results due to the KSVM optimized by HHO. It shows that this model can provide privacy to data efficiently.

![Fig. 4. Comparison of (a) MSE (b) Execution time.](image)

Fig. 4 indicates the comparison of the measures like Execution time and MSE. Execution time is the overall time taken by the proposed model to achieve the outcomes, and it is represented in milliseconds (ms). The proposed IGDP-KSVM-HHO takes only 0.79 ms to complete the process. But, other classifiers take more time to complete the process. It shows that the proposed model has less computational complexity.

Further, the perturbed model’s MSE of IGDP-KSVM-HHO, KSVM, SVM, KNN, NB and RF are 0.077, 0.155, 0.14, 0.36, 0.11 and 0.14, respectively. It is proved that the system has fewer errors. This perturbation can be applied to various datasets and utilized for big data analysis.

D. Performance using PID Dataset

This section illustrates the quantitative performance of various classifiers on the PID dataset. The original and
perturbed data is evaluated on a PID dataset, and some performance measures are computed.

Table III depicts the performance comparison of various classifiers. Several classifiers are verified on the perturbation method to evaluate the data perturbation effect in the potential of data mining. The experimental demonstration proved that the introduced model preserves the data and enhances accuracy in classification. The existing models attained poor results due to their structure and high computational complexity. In all cases, the performance attained by the original dataset is nearly equal to the perturbed PID dataset. The accuracy, F-measure and precision obtained by the perturbed dataset for the proposed model are 98.04%, 97.36% and 96.6%, respectively.

Table IV depicts the performance comparison of sensitivity, MSE and Execution time of classifiers like KSVM, SVM, NB, KNN, RF and proposed IGDP-KSVM-HHO. Classifiers are applied for original and perturbed data. The table shows that the overall values of a perturbed dataset are almost the same as the perturbed data. It shows that IGDP-KSVM-HHO ensures better accuracy than existing classifiers. In addition, after perturbation, the mined remains similar, preserving data utility. The proposed model achieved better due to the 3D rotation and optimal weight selection.

Table III. Performance Comparison (Accuracy, F-Measure and Precision) of Various Classifiers

<table>
<thead>
<tr>
<th>Classifiers</th>
<th>Original dataset</th>
<th>Perturbed dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
<td>F</td>
</tr>
<tr>
<td>RF</td>
<td>96.09</td>
<td>95.3</td>
</tr>
<tr>
<td>KNN</td>
<td>96.4</td>
<td>95.64</td>
</tr>
<tr>
<td>NB</td>
<td>91.85</td>
<td>90.95</td>
</tr>
<tr>
<td>SVM</td>
<td>97.39</td>
<td>96.6</td>
</tr>
<tr>
<td>KSVM</td>
<td>97.39</td>
<td>96.6</td>
</tr>
<tr>
<td>IGDP-KSVM-HHO (proposed)</td>
<td>97.06</td>
<td>96.26</td>
</tr>
</tbody>
</table>

Table IV. Performance Comparison (Sensitivity, MSE and Execution Time) of Various Classifiers

<table>
<thead>
<tr>
<th>Classifiers</th>
<th>Original dataset</th>
<th>Perturbed dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Se</td>
<td>MSE</td>
</tr>
<tr>
<td>RF</td>
<td>93.70</td>
<td>0.039</td>
</tr>
<tr>
<td>KNN</td>
<td>94.2</td>
<td>0.035</td>
</tr>
<tr>
<td>NB</td>
<td>89.06</td>
<td>0.081</td>
</tr>
<tr>
<td>SVM</td>
<td>95.6</td>
<td>0.026</td>
</tr>
<tr>
<td>KSVM</td>
<td>95.6</td>
<td>0.02</td>
</tr>
<tr>
<td>IGDP-KSVM-HHO (proposed)</td>
<td>97.06</td>
<td>0.02</td>
</tr>
</tbody>
</table>

E. Performance Comparison under different Techniques

In this section, the performance of the proposed method is compared with different existing techniques and proves that the introduced model is highly efficient and accurate. Some of the existing clustering techniques like fuzzy-c means clustering (FCM), k-means (KM), k-medoids and density based spatial clustering of applications with noise (DBSCAN) are utilized. In addition, some of the existing optimization techniques like a genetic algorithm (GA), particle swarm optimization (PSO), differential evaluation (DE) and monarch butterfly optimizer (MBO) are utilized and prove that the proposed parameter tuning optimizer is better. Table V tabulates the comparative performance under different clustering techniques. Table VI and VII illustrates the performance comparison for different optimization techniques under PID and WBC datasets.

Table V. Overall Accuracy Performance under Difference Clustering Approaches

<table>
<thead>
<tr>
<th>Clustering methods</th>
<th>Accuracy performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed</td>
<td>97.07%</td>
</tr>
<tr>
<td>FCM [35]</td>
<td>89%</td>
</tr>
<tr>
<td>KM [36]</td>
<td>93%</td>
</tr>
<tr>
<td>k-medoids [37]</td>
<td>92.2%</td>
</tr>
<tr>
<td>DBSCAN [38]</td>
<td>94%</td>
</tr>
</tbody>
</table>

Table VI. Comparative Performance under Different Optimization Techniques for the PID Dataset

<table>
<thead>
<tr>
<th>Methods</th>
<th>Original Dataset</th>
<th>Perturbed Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy</td>
<td>MSE</td>
</tr>
<tr>
<td>KSVM-HHO (Proposed)</td>
<td>95.11</td>
<td>0.79</td>
</tr>
<tr>
<td>KSVM-GA</td>
<td>94.85</td>
<td>0.84</td>
</tr>
<tr>
<td>KSVM-PSO</td>
<td>94.53</td>
<td>0.89</td>
</tr>
<tr>
<td>KSVM-DE</td>
<td>94.24</td>
<td>0.93</td>
</tr>
<tr>
<td>KSVM-MBO</td>
<td>93.83</td>
<td>0.97</td>
</tr>
</tbody>
</table>

Table VII. Comparative Performance under Different Optimization Techniques for the WBC Dataset

<table>
<thead>
<tr>
<th>Methods</th>
<th>Original Dataset</th>
<th>Perturbed Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy</td>
<td>MSE</td>
</tr>
<tr>
<td>KSVM-HHO (Proposed)</td>
<td>97.06</td>
<td>0.002</td>
</tr>
<tr>
<td>KSVM-GA</td>
<td>96.97</td>
<td>0.0024</td>
</tr>
<tr>
<td>KSVM-PSO</td>
<td>96.61</td>
<td>0.0029</td>
</tr>
<tr>
<td>KSVM-DE</td>
<td>96.29</td>
<td>0.0035</td>
</tr>
<tr>
<td>KSVM-MBO</td>
<td>95.91</td>
<td>0.0041</td>
</tr>
</tbody>
</table>

F. Analysis of the Proposed Method

In this section, the outcome of the proposed method is analyzed under original medical data and perturbed medical data. Tables VIII to XI demonstrate the original database, clustered medical data, 3D rotated medical data, and classified perturbed data. In Table IX, $C_1$, $C_2$ and $C_3$ depict the cluster groups, respectively.
TABLE VIII. ORIGINAL SAMPLE MEDICAL DATABASE

<table>
<thead>
<tr>
<th>Blood pressure (BP)</th>
<th>Age</th>
<th>Gender</th>
<th>Weight (Kg)</th>
<th>Type of Disease</th>
</tr>
</thead>
<tbody>
<tr>
<td>122</td>
<td>22</td>
<td>Male</td>
<td>75</td>
<td>Diabetes</td>
</tr>
<tr>
<td>90</td>
<td>25</td>
<td>Male</td>
<td>82</td>
<td>Vision loss</td>
</tr>
<tr>
<td>85</td>
<td>43</td>
<td>Female</td>
<td>55</td>
<td>Inflammatory breast cancer</td>
</tr>
<tr>
<td>104</td>
<td>55</td>
<td>Male</td>
<td>69</td>
<td>Kidney failure</td>
</tr>
<tr>
<td>113</td>
<td>40</td>
<td>Female</td>
<td>45</td>
<td>Ductal carcinoma</td>
</tr>
<tr>
<td>82</td>
<td>32</td>
<td>Female</td>
<td>65</td>
<td>Benign tumour</td>
</tr>
<tr>
<td>70</td>
<td>27</td>
<td>Male</td>
<td>72</td>
<td>Insulin malfunctions</td>
</tr>
</tbody>
</table>

TABLE IX. MEDICAL DATA CLUSTERING USING IFCM TECHNIQUE

<table>
<thead>
<tr>
<th>S. No</th>
<th>Cluster groups</th>
<th>Blood pressure (BP)</th>
<th>Age</th>
<th>Gender</th>
<th>Weight (Kg)</th>
<th>Type of disease</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>C1</td>
<td>122</td>
<td>22</td>
<td>Male</td>
<td>75</td>
<td>Diabetes</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>90</td>
<td>25</td>
<td>Male</td>
<td>82</td>
<td>Vision loss</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>70</td>
<td>27</td>
<td>Male</td>
<td>72</td>
<td>Insulin malfunctions</td>
</tr>
<tr>
<td>4</td>
<td>C2</td>
<td>104</td>
<td>55</td>
<td>Male</td>
<td>69</td>
<td>Kidney failure</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>113</td>
<td>40</td>
<td>Female</td>
<td>45</td>
<td>Ductal carcinoma</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>82</td>
<td>32</td>
<td>Female</td>
<td>65</td>
<td>Benign tumour</td>
</tr>
<tr>
<td>7</td>
<td>C3</td>
<td>85</td>
<td>43</td>
<td>Female</td>
<td>55</td>
<td>Inflammatory breast cancer</td>
</tr>
</tbody>
</table>

TABLE X. 3D ROTATIONAL TRANSFORMATION VALUES

<table>
<thead>
<tr>
<th>Blood pressure (BP)</th>
<th>Age</th>
<th>Gender</th>
<th>Weight (Kg)</th>
<th>Type of disease</th>
</tr>
</thead>
<tbody>
<tr>
<td>1024</td>
<td>12005</td>
<td>Male</td>
<td>234</td>
<td>Diabetes</td>
</tr>
<tr>
<td>2215</td>
<td>60992</td>
<td>Male</td>
<td>709</td>
<td>Vision loss</td>
</tr>
<tr>
<td>7505</td>
<td>22951</td>
<td>Male</td>
<td>550</td>
<td>Insulin malfunctions</td>
</tr>
<tr>
<td>3378</td>
<td>72950</td>
<td>Male</td>
<td>988</td>
<td>Kidney failure</td>
</tr>
<tr>
<td>9045</td>
<td>87657</td>
<td>Female</td>
<td>1012</td>
<td>Ductal carcinoma</td>
</tr>
<tr>
<td>4055</td>
<td>30406</td>
<td>Female</td>
<td>2044</td>
<td>Benign tumour</td>
</tr>
<tr>
<td>6650</td>
<td>56987</td>
<td>Female</td>
<td>946</td>
<td>Inflammatory breast cancer</td>
</tr>
</tbody>
</table>

TABLE XI. CLASSIFIED PERTURBED MEDICAL DATA USING IGDP ALGORITHM

<table>
<thead>
<tr>
<th>Blood pressure (BP)</th>
<th>Age</th>
<th>Gender</th>
<th>Weight (Kg)</th>
<th>Type of disease</th>
</tr>
</thead>
<tbody>
<tr>
<td>1030</td>
<td>12010</td>
<td>Male</td>
<td>240</td>
<td>Diabetes</td>
</tr>
<tr>
<td>2225</td>
<td>60998</td>
<td>Male</td>
<td>718</td>
<td>Vision loss</td>
</tr>
<tr>
<td>7510</td>
<td>22961</td>
<td>Male</td>
<td>550</td>
<td>Insulin malfunctions</td>
</tr>
<tr>
<td>3384</td>
<td>72970</td>
<td>Male</td>
<td>999</td>
<td>Kidney failure</td>
</tr>
<tr>
<td>9050</td>
<td>87664</td>
<td>Female</td>
<td>1025</td>
<td>Ductal carcinoma</td>
</tr>
<tr>
<td>4066</td>
<td>30417</td>
<td>Female</td>
<td>2050</td>
<td>Benign tumour</td>
</tr>
<tr>
<td>6659</td>
<td>56998</td>
<td>Female</td>
<td>968</td>
<td>Inflammatory breast cancer</td>
</tr>
</tbody>
</table>

V. CONCLUSION

Due to the advancement of technology, several medical data are frequently gathered and delivered to the institution. Several resources are involved in data collection, analysis and sharing the data, leading to an increase in concerns regarding patients’ data. The PPDM model provides several techniques for preserving the data. This paper aims to provide privacy to medical data using the perturbation technique. Two benchmark datasets are selected for this purpose. Initially, the dataset is pre-processed, and the dimensionality is reduced. Then, the reduced features are clustered using IFCM. This clustered data is perturbed by IGDP, which integrates GDP and 3DR. Finally, the perturbed data is classified by the KSVM-HHO classifier. The performance of IGDP- KSVM-HHO is compared to the other ML classifiers like KSVM, SVM, NB, KNN and RF. The performance obtained by IGDP- KSVM-HHO is superior to other models. Moreover, the classification performance of original and perturbed data is almost equal, showing that this model can provide better privacy. For the WBC dataset, the proposed method obtains an overall accuracy of 95.11% and 98.08% for original and perturbation in data. For the PID dataset, the proposed method obtains an overall accuracy of 97.06% and 98.04%, respectively. However, security is the major concern for the big data mining process due to the increase in harmful intruders. The advantage of the proposed method is that it is one of the highly recommended systems for preserving the individual’s privacy data under low complexity. Despite this, the proposed method suffers due to high granular access control and faces complexity in detecting the origin of data. In the future, researchers need to focus on developing secure encryption and trust computing techniques to maintain the balance between security and the efficiency of the data mining process. In addition, the researchers need to process the proposed work with various other fields like banking, military sectors etc. and analyze the performance of the same.
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Abstract—Facial image processing is a major research area in digital signal processing. According to recent studies, most commercial facial image processing systems are prejudiced by bias towards specific races, ethnicities, cultures, ages, and genders. In some circumstances, bias may be traced back to the algorithms employed, while in others, bias can be elicited from the insufficient representations in datasets. This study tackles bias based on insufficient representations in datasets. To tackle this, the research undertakes an exploratory review in which the context of facial image dataset is analyzed to thoroughly examine the rate of bias. Facial image processing systems are developed using widely publicly available datasets since generating datasets are costly. However, these datasets are strongly biased towards Whites and Asians, and other geo-diversity such as indigenous Africans are underrepresented. In this study, 40 large publicly accessible facial image data sets were examined. The races of the datasets used for this study were visualized using the t-distributed Stochastic Neighbor Embedding (t-SNE) visualization method. Then, to measure the geo-diversity and rate of bias of the dataset, k-means clustering, principal component analysis (PCA) and the Oriented FAST and Rotated BRIEF (ORB) feature extraction techniques were used. The findings from this study indicate that these datasets seem to exhibit an obvious ethnicity representation bias, particularly for native African facial images; as a result, additional African indigenous datasets are required to reduce the bias currently present in the most publicly available facial image datasets.

Keywords—Digital signal processing; facial image processing; bias, geo-diversity; facial image datasets; k-means clustering; principal component analysis

I. INTRODUCTION

Facial image datasets are generally created using digital image processing techniques in terms of collation of images and how they are stored. Digital image processing, which is a subset of digital signal processing (DSP), has shown to be effective in the development, analysis, and design of image processing systems which has bring about in the proliferation of image-processing systems and computer vision algorithms. Although digital image processing is the most common facial image dataset creation technique, optical and analog image processing technique can also be utilized. Digital image signals are now frequently evaluated using scientific visualization especially computer vision. Facial image dataset creation is the process of using digital image signals for acquiring of images/pictures or assembling such input image signals to create facial images.

Facial image recognition systems are generally evaluated from large-scaled experimental facial image dataset based on machine learning and artificial intelligence scientific methods. Facial image processing and technologies have acquired incredible pace and reached previously inconceivable performance levels mainly because of the advancement in Deep Learning technologies [14]. For example, image processing excels at tasks like object recognition, images classification, and image segmentation, sometimes even outperforming humans. Numerous machine learning applications that use human face characteristics have so flourished in recent years as businesses and governments have increasingly adopted autonomous decision-making techniques [13].

Despite advancements in facial image technologies, the problem of transparent descriptions and remedies for facial image bias in image processing applications that are biased towards a particular demography arises from the imbalance in some demographic categories within diverse geographies, such as race, age, or gender, that are common in many communities around the world today. Hence, to cope with the real-world variation of human facial images, it is vital to have a full grasp of this bias inside every component of the selected datasets use in developing such applications [11]. Furthermore, for decades, there has been extensive study into bias in machine learning algorithms used in facial image processing systems. These findings reveal the basic comprehension of the underlying factors that contribute to face recognition bias, which has attracted more attention from researchers in recent years [54]. However, these studies do lack focus of the diversity of datasets especially in relation to the underrepresented racial groups. Hence, this study shows the importance of recognizing the existing level of bias throughout face image databases and the necessity for an impartial dataset especially for the underrepresented racial groups.

The term "bias" can be used to refer to a statistically biased estimator, a systematic error in a prediction, a disparity between demographic groups, or even an unfavorable causal relationship between a protected attribute and another feature in the fields of artificial intelligence (AI), algorithmic fairness, and big data ethics [49]. However, bias can also refer to a variety of ways that unfairness is represented in data, including erroneous correlations, causal connections between varying, and prejudiced data samples. This paper's goal is to provide a summary of the latter concept in the context of datasets used in facial image processing. More specifically, to the definition that a bias in a dataset ensues when entities or groups in a study
diverge methodically from the populace of interest, leading to a methodical mistake in a relationship or outcome of such facial image processing system. In reference [25], it refers more generally to any association created as a result of the method used to choose individuals for the study. For visual datasets, applying the first criteria would be difficult since, for instance, in the case of facial recognition, respecting the ethnic composition of the people is frequently insufficient to assure high performance across all subgroups, as shall be shown in this study.

Creating huge datasets from scratch might be expensive, and this has been a major constraint for facial image processing systems. As such, it is typical for image recognition systems and facial image processing models to utilize publicly available open-source datasets such as ImageNet and Open Images to train vision models. This is particularly desired when utilizing machine learning techniques in such systems, especially for developing regions where resources for producing fresh datasets may be restricted. However, if these datasets are not representative of the places of interest, predicted performance of developed models may decrease.

In this research, the biased geo-diversity of some selected big datasets is analyzed in respect to the disparities that models trained on them display when categorizing facial images from various native geographical regions. To discover an evident of such bias, this study analyzed the composition of the demography of a collection of popular Facial Image datasets. In addition, datasets that were created with a focus on avoiding bias or that reflected the underrepresented geographical groups and ethnicity are also utilized. This is with an effort to encourage facial image datasets authors’ efforts in increasing diversity on their datasets. We give these findings not as a critique but as a case study in the difficulty in establishing a geo-diverse balanced dataset.

The paper is organized as: Related works are treated in Section II. Section III describes the methodology used to measure the geo-diversity and rate of bias of the dataset; results and analysis in Section IV; conclusions in Section V; future work closes the paper with Section VI.

II. RELATED WORK

A. A Review of an Existing Database

Over the years a wide variety of datasets has been compounded for various image processing applications under a variety of circumstances and for several purposes. Face databases have been compiled in tandem with the advance of face recognition and facial expression algorithms. Table I indicates the most widely used facial image databases that are publicly available in the development of facial image processing applications. However, these facial image databases such as the Flickr-Faces-HQ Dataset (FFHQ) [25] and Tufts face database tends to not contain facial images of some geographical populations.

The reasons for creating such datasets by the creators and the methods used to generate and compile the facial images explain why some geo-diversity in the datasets of facial images is underrepresented. We discuss in details some of these datasets:

1) Flickr-Faces-HQ Dataset (FFHQ): As part of the NVIDIA initiative, the Flickr-Faces-HQ Dataset (FFHQ) was collected from the vast online repository of Flickr users’ facial images that is significantly higher in quality and covers a much greater range of variance than existing high-resolution datasets [25]. The collection includes 70,000 1024 x 1024 pixel high-quality Portable Network Graphic (PNG) photographs with a wide range of ages, ethnicities, and image backgrounds. Age, race, and background of the images are all very diverse. It also includes accessories like hats, sunglasses, and eyeglasses. The facial images were automatically aligned and cropped using dlfab after being crawled from Flickr, inheriting all of the website's biases. The images were pruned using several automatic filters, after that, weird sculptures, paintings, or pictures with non-facial images were removed using Amazon Mechanical Turk. The FFHQ dataset was designed as a generative adversarial network (GAN) benchmark. The high-level statistic of the geo-diversity of the FFHQ dataset is shown in Fig. 1.

2) VADANA dataset for facial analysis: VADANA stands for Vims Appearance Dataset for facial ANALysis. It was developed by [33]. It provides one of the largest age and blood-relation/kinship annotated dataset. The dataset is annotated with parent-child and siblings’ relations. VADANA dataset provides a larger number of high-quality digital images for subjects within and across different age ranges. VADANA contains images of 43 subjects (26 males, 17 females) and 2298 images. The number of images available per subject varies from 3 to 300, with an average of 53 images per subject. Images also vary along the lines of pose, illumination and expression. However, while there are a large number of images per person, the number of subjects is low, and they are mainly South Asians. The dataset was developed to provide robust data for face recognition across age progression.

Fig. 1. The geo-diversity of the FFHQ dataset (Source: Karras et al., 2019).
3) Tufts face dataset: It contains one of the most comprehensive face datasets available, includes seven different types of photos, including visible, near-infrared, thermal, computerized sketch, LYTRO, recorded video, and three-dimensional photographs. Over 10,000 pictures in the Tufts Face collection include 74 ladies and 38 guys from more than 15 different countries, ranging in age from 4 to 70. Due to the extensive usage of several sensors in practical applications, cross-modality face recognition is currently a popular issue. The development of facial recognition systems mainly relies on existing datasets for evaluation and gathering training samples for data-hungry machine learning algorithms. Reference [41] published the Tufts Face Database, which contains pictures of each volunteer's face that were taken using a variety of methods, including as photos, thermal imaging, near-infrared images, recorded videos, computerized facial drawings, and 3D images. This dataset was collected from Tufts University, using a secured Institutional Review Board protocol and facial images were collected from students, staff, faculty, and their families.

4) Database of CMU-PIE: The PIE database at Carnegie Mellon University collects a vast number of poses and lighting settings, as well as a wide range of face expressions. The PIE database contains 41,368 images from 68 unique subjects. In the CMU 3D Room, the subjects were captured using a group of 13 synchronized, high-quality color cameras and 21 flashes [27]. The red green blue (RGB) color images have a resolution of 640x480 pixels. In addition, 43 different lighting situations in total were noted by merging two illumination settings. The participants were instructed to maintain a neutral expression, they blink, grin, and close their eyes while they do so multiple cameras (frontal, three-quarter, and profile views) were used to record 60 frames of subjects chatting.

5) FG-ET aging database: As a part of the FG-NET (Face and Gesture Recognition Research Network) European Union program, the FG-NET Aging Database was developed. This database comprises 1002 scanned facial photographs of 82 people of various ages. The resolutions of the images range from 400 to 500 pixels. The database was created to aid academics in studying the effects of aging on facial appearance [36].

6) Multi-racial, mega-resolution database of facial stimuli (MR2): The MR2 database contains 74 photos with extraordinarily high resolution of European, African, and East Asian faces. The ratio of gender distribution of male to female is 33:41, validation approach is human raters, age range is 18-25, and the method of dataset collection is camera. Images having a resolution of 240 pixels per inch measuring 23.4 x 15.6 inches were produced using the Camera Raw 7.0 (CR2) format. For each participant, many pictures were taken. Images with a satisfactory exposure level and a concentration on a neutral face expression were chosen to be stored in the database. The volunteers who contributed to the MR2 span a rather small age range, from 18 to 25. As a result, those who are interested in aging in particular should not use this database. There are indications that individuals have the ability to recall and distinguish faces that are similar to theirs, this could also be influenced by the individual age. Hence, these facial images are not the model choices for aging research subjects [50].

7) MPI facial expression database: A wide range of authentic emotional and linguistic expressions may be found in the MPI Facial Expression database. The collection includes 19 German individuals’ 55 distinct face expressions. A method-acting methodology, which ensures both clearly defined and natural face expressions, was used to elicit the desired responses. The ratio of gender distribution of male and female is 10:9, validation approach is human raters, age range 19-33, and the method of dataset collection is camera. Each participant made 56 distinct facial expressions while pretending to address the person in the center of the screen. Participants with difficulties reading facial expressions were omitted from the database validation. Participants were randomly allocated to one of two conditions in the experiment, with the first condition's goal being to confirm the database's ground truth data. Ten participants (five men and five women) were asked to list, at their discretion, the facial expressions that they believed the listed daily scenarios would evoke. Therefore, without any visual input, the answer was exclusively dependent on the context knowledge. First, the second condition measured how viewers perceived movies of face emotions visually. Ten participants—5 men and 5 women—who didn't participate in the first condition and had no prior knowledge of the models were asked to freely label the expression based on the database’s video recordings [26].

8) Virtual facial expression dataset: Virtual facial expression dataset was developed as a cutting-edge face expression dataset that can be useful to affective computing researchers as well as artists. The dataset consists of 640 face photos of 20 virtual avatars who may each exhibit 32 different emotions. Ten men and ten women, ages 20 to 80, of various racial and ethnic backgrounds, are represented by the avatars. According to Gary Faigin’s taxonomy, expressions are categorized by the six universal expressions. A frontal camera took pictures for each expression. Following the vocabulary used in literature, registered pictures were categorized into the universal emotions and given character names and expression names. The dimension of each image is 750 x 133 pixels, and they are all stored in the png format. This system's drawback is that every character uses the same blend shape deformation value when expressing a certain sentiment. It is obvious that this is inaccurate [40].

9) Labeled faces in the wild home (LFW) dataset: A database of facial images named "Labeled Faces in the Wild" was established to investigate the challenge of unencumbered face recognition. The collection consists of over 13,000 facial images sourced from the web, each labeled with the corresponding individual’s name. Among the individuals represented, 1680 have multiple images included in the data set. The only constraint imposed on the images is that they
were detected by the Viola-Jones face detector. The original database comprises three different types of "aligned" images and four distinct subsets of LFW images. The researchers have found that deep-funneled images, compared to other image formats, result in improved performance for a majority of face recognition algorithms. Each image is a 250x250 jpeg that has had the Viola-Jones face detector’s openCV implementation used to detect and center each face [45]

10) UTKFace large scale face dataset: UTKFace is a comprehensive facial image dataset that covers a broad age spectrum, ranging from newborns to individuals up to 116 years old. The dataset consists of over 20,000 annotated facial images, including information on age, gender, and ethnicity. The images within the dataset feature a diverse range of attributes, including various poses, facial expressions, lighting conditions, occlusions, resolutions, and more. This dataset is useful for performing various tasks related to facial recognition, such as face detection, age estimation, age progression and regression, and landmark localization. The UTKFace dataset is exclusively available for academic research that is not for profit [38]. Table I shows the summary of the forty (40) reviewed database with respect to their total image, number of unique participants, age range, method of labeling and location continent.

B. A Review of Dataset Bias

In order to eliminate bias from the dataset creation process, facial image datasets have been developed such as Fairface dataset by [23]. Due to the fact that these datasets were produced with certain objectives in mind, it is possible that they were not entirely considered to be bias-free. Therefore, it may be useful to look at which biases have been addressed and which have not in order to better comprehend the general difficulties of bias in facial image processing datasets The Pilot Parliaments benchmark (PPB) dataset was published by [5]. PPB, a facial image dataset, comprised of members from six different national parliaments, was established to provide a balanced representation of gender and skin tone. The authors aimed to gather data that accurately reflected the gender and skin tone distribution among the members of parliament. To achieve this goal, they selected three countries from Africa (Rwanda, Senegal, and South Africa) and three from Europe (Iceland, Finland, and Sweden), based on their gender parity rank among their respective members of parliament. Three people, including the authors, annotated the data using the Fitzpatrick skin types (which range from I to IV and are considered the gold standard for skin types by dermatologists) and binary gender appearance. The definitive skin labels in this dataset were provided by a board-certified dermatologist, and the lawmakers’ titles, prefixes, or names were also used to determine the definitive gender designations [24].

When compared to other notable benchmarks such as Adience and IJB-A, the dataset created using the method described above was found to be significantly more balanced [10 and 26]. However, it still retains the potential for biases. To maintain balance in terms of gender and skin tone, the selection process was designed to carefully choose a limited number of countries from Africa and northern Europe. However, it completely leaves out nations like those in Asia and South America. Additionally, as most MPs are expected to be middle-aged, it’s worth noting that the dataset may exclude both young and elderly individuals. Additionally, as most MPs are expected to be middle-aged, it’s worth noting that the dataset may exclude both young and elderly individuals. Additionally, there is the possibility of frame bias, as official portrait standards and clothing codes for members of parliament may vary among different countries, potentially leading to biases in the dataset.

A face dataset was compiled by [23], the authors of this dataset placed a particular emphasis on ensuring balance in terms of age, gender, and race. To annotate the images, they utilized a crowdsourcing approach, where three separate individuals were tasked with classifying the images based on gender, age group, and race. If there was a 2/3 vote in favor, the label was kept. Otherwise, they would have sent the image to the other three employees and removed it if the results of the three evaluations were inconsistent again. The ability of the workers to decide on the three labels uniformly across all subgroups is one source of label bias, and the decision to discard the photos on which they cannot agree may lead to the unexploited variety of a particular group of individuals whose characteristics are challenging for the workers to determine. Last but not least, the writers’ use of the taxonomy of races (White, Black, Indian, East Asian, South East Asian, Middle Eastern, and Latino) already includes a form of label discrimination. Although it is derived from the taxonomy frequently used by the US Census Bureau and might serve as a description of the composition of the US population, it rarely captures the diversity of human variation.

Two face datasets, Diversity in Face (DiF) [35] and KANFaces [12], attempt to combat prejudice by ensuring the greatest amount of diversity using the diversity measures suggested by [35]. Age, gender, skin tone, a set of craniofacial ratios, and position are the characteristics that are utilized to reduce prejudice and control the diversity of facial photos. The authors also considered one meter of illumination.

<table>
<thead>
<tr>
<th>S/N</th>
<th>Database Name</th>
<th>Source</th>
<th>Total images</th>
<th>Number of unique participants</th>
<th>Age Range</th>
<th>Method of collection</th>
<th>Location Continent</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Flickr-Faces-HQ Dataset (FFHQ)</td>
<td>[24]</td>
<td>70,000</td>
<td>70,000</td>
<td>0 - 80</td>
<td>Web Crawling</td>
<td>North America</td>
</tr>
<tr>
<td>2.</td>
<td>Tufts Face Dataset</td>
<td>[41]</td>
<td>100,000</td>
<td>112</td>
<td>4 - 70</td>
<td>NIR Camera system</td>
<td>North America</td>
</tr>
<tr>
<td>No.</td>
<td>Dataset Name</td>
<td>Year</td>
<td>Size</td>
<td>Resolution</td>
<td>Description</td>
<td>Region</td>
<td></td>
</tr>
<tr>
<td>-----</td>
<td>--------------------------------------------------</td>
<td>------</td>
<td>------</td>
<td>------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>---------</td>
<td></td>
</tr>
<tr>
<td>3.</td>
<td>CMU Multi-PIE Face Database</td>
<td>[27]</td>
<td>750,000</td>
<td>337</td>
<td>18 - 29</td>
<td>CMOS Camera</td>
<td>North America</td>
</tr>
<tr>
<td>4.</td>
<td>FG-NET Aging Database</td>
<td>[36]</td>
<td>1,002</td>
<td>82</td>
<td>0 - 69</td>
<td>Camera and Video stream</td>
<td>Europe</td>
</tr>
<tr>
<td>5.</td>
<td>Multi-racial, mega-resolution database of facial stimuli (MR2)</td>
<td>[50]</td>
<td>74</td>
<td>74</td>
<td>18 - 25</td>
<td>Camera Raw</td>
<td>North America</td>
</tr>
<tr>
<td>6.</td>
<td>MPI Facial Expression Database</td>
<td>[26]</td>
<td>55</td>
<td>20</td>
<td>19 - 33</td>
<td>Six fully synchronized video cameras</td>
<td>Europe</td>
</tr>
<tr>
<td>7.</td>
<td>Virtual facial expression dataset</td>
<td>[40]</td>
<td>640</td>
<td>20</td>
<td>18 - 40</td>
<td>Online virtual characters</td>
<td>Europe</td>
</tr>
<tr>
<td>8.</td>
<td>Labellled Faces in the Wild Home (LFW) Dataset</td>
<td>[45]</td>
<td>13,000</td>
<td>5,749</td>
<td>6 - 80</td>
<td>NIL</td>
<td>North America</td>
</tr>
<tr>
<td>10.</td>
<td>Indian Movie Face Database (IMFD)</td>
<td>[51]</td>
<td>34,512</td>
<td>100</td>
<td>1 - 60</td>
<td>Movie Clips</td>
<td>Asia</td>
</tr>
<tr>
<td>11.</td>
<td>Large-scale CelebFaces Attributes (CelebA) Dataset</td>
<td>[31]</td>
<td>202,599</td>
<td>10,177</td>
<td>Nil</td>
<td>Web Scraping and Camera</td>
<td>Asia</td>
</tr>
<tr>
<td>12.</td>
<td>YouTube Faces Dataset with Facial Keypoints</td>
<td></td>
<td>155,560</td>
<td>800</td>
<td>Nil</td>
<td>YouTube video</td>
<td>Europe</td>
</tr>
<tr>
<td>13.</td>
<td>Chicago face dataset</td>
<td>[32]</td>
<td>1,087</td>
<td>1,087</td>
<td>18 - 40</td>
<td>Camera and Video stream</td>
<td>North America</td>
</tr>
<tr>
<td>14.</td>
<td>UMDFaces</td>
<td>[2]</td>
<td>367,888</td>
<td>8,277</td>
<td>Nil</td>
<td>google scraper</td>
<td>North America</td>
</tr>
<tr>
<td>15.</td>
<td>MS-Celeb-1M</td>
<td>[18]</td>
<td>10,000,000</td>
<td>100,000</td>
<td>Nil</td>
<td>Web Scrapping</td>
<td>Asia</td>
</tr>
<tr>
<td>16.</td>
<td>Adience Dataset</td>
<td>[29]</td>
<td>26,580</td>
<td>2,284</td>
<td>0 - 90</td>
<td>userid_imagename_age_gender</td>
<td>Middle East</td>
</tr>
<tr>
<td>17.</td>
<td>FairFace Dataset</td>
<td>[23]</td>
<td>108501</td>
<td>108501</td>
<td>20 - 80</td>
<td>extracted from yahoo YFCC100m Flickr dataset,</td>
<td>Europe</td>
</tr>
<tr>
<td>18.</td>
<td>Vggface2 Dataset</td>
<td>[6]</td>
<td>3,310,000</td>
<td>9,131</td>
<td>16 - 74</td>
<td>Google Image Search</td>
<td>Europe</td>
</tr>
<tr>
<td>20.</td>
<td>IJB-A Dataset</td>
<td>[19]</td>
<td>5712</td>
<td>500</td>
<td>Nil</td>
<td>Through the Internet</td>
<td>North America</td>
</tr>
<tr>
<td>21.</td>
<td>VMER Dataset</td>
<td>[15]</td>
<td>3309742</td>
<td>9129</td>
<td>Nil</td>
<td>Extracted from VGGFace2 Dataset</td>
<td>Europe</td>
</tr>
<tr>
<td>22.</td>
<td>FERET Database</td>
<td>[44]</td>
<td>14,051</td>
<td>1,199</td>
<td>Nil</td>
<td>Use of camera</td>
<td>North America</td>
</tr>
<tr>
<td>23.</td>
<td>NimStin Database</td>
<td>[52]</td>
<td>672</td>
<td>81</td>
<td>18-30</td>
<td>Use of Camera</td>
<td>Asian</td>
</tr>
<tr>
<td>24.</td>
<td>Chinese Facial Emotion Recognition Database (CFERD)</td>
<td>[22]</td>
<td>100</td>
<td>100</td>
<td>18 - 50</td>
<td>Use of camera</td>
<td>Asian</td>
</tr>
<tr>
<td>26.</td>
<td>Faces Database</td>
<td>[28]</td>
<td>2,052</td>
<td>171</td>
<td>18-80</td>
<td>Use of Camera</td>
<td>Europe</td>
</tr>
<tr>
<td>27.</td>
<td>CAS-PEAL database</td>
<td>[30]</td>
<td>30,863</td>
<td>1,040</td>
<td>Nil</td>
<td>Use of camera</td>
<td>Asian</td>
</tr>
<tr>
<td>28.</td>
<td>Iranian Face Database (IFDB)</td>
<td>[4]</td>
<td>Over 3,600</td>
<td>616</td>
<td>2-85</td>
<td>Use of Camera</td>
<td>Middle East</td>
</tr>
<tr>
<td>29.</td>
<td>Indian Movie Face Database (IMFD)</td>
<td>[51]</td>
<td>34,512</td>
<td>100</td>
<td>Nil</td>
<td>Use of Camera</td>
<td>Asian</td>
</tr>
<tr>
<td>30.</td>
<td>MPI Facial Expression Databases</td>
<td>[26]</td>
<td>55</td>
<td>20</td>
<td>19 to 33</td>
<td>Use of Camera</td>
<td>Europe</td>
</tr>
<tr>
<td>31.</td>
<td>SCface Database</td>
<td>[16]</td>
<td>4,160</td>
<td>130</td>
<td>20-75</td>
<td>surveillance camera and video stream</td>
<td>Europe</td>
</tr>
</tbody>
</table>
The distinction between race and ethnicity is not always clear cut as race is determined by physical characteristics, while ethnicity is a cultural construct that goes beyond binary categories and includes identities such as non-binary, genderfluid, genderqueer, and others. It's important to note that the distinction between race and ethnicity is not always clear cut as race is determined by physical characteristics, while ethnicity is a cultural construct that goes beyond binary categories and includes identities such as non-binary, genderfluid, genderqueer, and others.

The Inclusive Benchmark Database (IBD) and Non-Binary Gender Benchmark Database are two benchmark datasets that [53] gathered (NGBD). IBD has 12,000 images of 168 unique people, while NGBD has 750,000 images across 16,128 unique people. IBD is one of the largest efforts to provide a balanced dataset that addresses biases in selection and framing through the lighting of films. Some forms of imbalances do, however, occur. For instance, most movies have bright lighting, and the majority of participants identify as either male or female, with just 0.1 percent identifying as "Others" and 2.1 percent whose gender is unknown. The authors gathered information on the participants' age and gender, and instead of using race as a classification reference, they utilized the Fitzpatrick Skin Type. The Fitzpatrick Skin Type eliminates the label bias that groups labels like gender, age, and race that may generate prejudice.

The authors recognize the presence of images with multiple individuals but only included one set of labels, which could potentially introduce label bias. Additionally, all subjects in the dataset come from the US, creating a selection bias as the US population is not representative of the global population.

### III. Methodology

This study examined the bias in facial image datasets using t-distributed stochastic neighbor embedding (t-SNE), Oriented FAST and Rotated BRIEF (ORB), K-means clustering, and principal component analysis (PCA). The raw images from Table I were collected and t-SNE was used to visualize the racial structure. ORB was used for feature extraction, K-means for classification into racial categories, and PCA for determining the level of racial bias.

#### A. Taxonomy of Race

The datasets used for this study recognized seven different racial categories which are White, Black, Indian, East Asian, Southeast Asian, Middle Eastern, and Latino. It's important to note that the distinction between race and ethnicity is not always clear cut as race is determined by physical characteristics, while ethnicity is a cultural construct that goes beyond binary categories and includes identities such as non-binary, genderfluid, genderqueer, and others.
characteristics while ethnicity is defined by cultural affiliations. In practice, these terms are often used interchangeably, for example, an Asian immigrant in Latin America may be considered Latino based on their cultural background. Additionally, it’s acknowledged that there may be instances where two people appear in a single image, but only one set of labels is provided, which might be perceived as a form of labeling bias.

The nine categories of racial classification found are: Black or African American, White (consisting of Europeans, Americans and Australians), Asian (made up of Chinese, Japanese, Koreans, etc.), Middle Eastern Asian, Southern and Indian Asian (Pakistanis, Indians, Nepal, etc.), Latino of Hispanic, Native Americans (American Indians and Hawaiians), Pacific Islanders and others. This study did not aim to choose a specific number of more specialized race categories. In this study, a different race classification was used, taken from the U.S. Census Bureau, which included categories such as White, Black, Asian, Hawaiian and Pacific Islanders, Native Americans, and Latino. Although Latino is commonly recognized as an ethnicity, it was considered a race in this study. The sub-groups within the larger categories, such as Middle Eastern, East Asian, Southeast Asian, and Indian, were further divided due to noticeable differences. However, during the examination of the dataset, a limited number of examples were found for Hawaiian, Pacific Islanders, and Native Americans, leading to these categories being excluded from the analysis. Fig. 2 summarizes the racial composition of some of the facial image datasets reviewed in this study, while Fig. 3 shows the gender distribution of the facial image datasets.

**B. Racial Structure Visualization of Facial Image Datasets**

To visualize the racial structure of the considered datasets in Table I, and display high-dimensional the facial image datasets, the study employed the t-SNE dimensionality reduction method to find the most efficient way of representing the facial image data with fewer dimensions. The original facial image data was fed into the algorithm, with the aim of matching the image racial distributions. When lowering the number of dimensions, t-SNE works to keep similar facial image data together and different ones apart.

**C. Level of Bias in Facial Image Dataset**

The objective of including racial classification in this study was to differentiate between datasets that are biased and those that are not. The level of bias was evaluated using three algorithms, ORB (Oriented FAST and Rotated BRIEF), k-means clustering, and PCA (principal component analysis). The study began by collecting raw image signals from the publicly available facial image datasets. Next, the ORB algorithm was applied as a feature extraction method. The ORB uses BRIEF descriptors to describe the dataset. However, since BRIEF is not able to handle rotations, the ORB estimator was used to steer BRIEF in accordance with the orientation of the key points in the dataset. The orientation was divided into $2\pi/30$ increments using ORB, and a pre-calculated BRIEF pattern lookup table was created. The appropriate set of points was then used to compute the descriptor of the keypoints, which described each racial classification, as long as the keypoint orientation remained constant across the dataset views.

![Fig. 2. Racial composition in facial image dataset.](image1)

![Fig. 3. Gender composition in facial image dataset.](image2)
The aim of incorporating racial classification in this study was to differentiate between biased and unbiased datasets. Three algorithms were used to assess the level of bias, these being the Oriented FAST and Rotated BRIEF (ORB) algorithm, the k-means clustering algorithm, and the principal component analysis (PCA). The raw facial images were firstly collected from the datasets. Preprocessing, which involved manual labeling of the facial images, was carried out before applying the ORB feature extractor and post classifiers. The facial image records were divided into two sets, with the largest sampling of a facial dataset being two million images. Each image sample was represented by 400 amplitude values for an epoch. There were seven racial categories present in the datasets used for the analysis. The proposed ORB algorithm is described in Algorithm 1 below.

**Algorithm 1**

Step 1. Take the query image, \( L_q \), and convert it to grayscale: \( L_q_{gray} = f_{gray}(L_q) \)

Step 2. Initialize the ORB detector, \( d_{ORB} \), and detect the keypoints, \( kp_q \) and \( kp_s \), in query image, \( L_q_{gray} \), and scene image, \( L_s_{gray} \):

\[
k_p, d_q = d_{ORB}.detectAndCompute(L_q_{gray})
k_p, d_s = d_{ORB}.detectAndCompute(L_s_{gray})
\]

Step 3. Compute the descriptors, \( d_q \) and \( d_s \), belonging to both images:

\[
d_q = d_{ORB}.compute(L_q_{gray}, kp_q)
d_s = d_{ORB}.compute(L_s_{gray}, kp_s)
\]

Step 4. Match the keypoints using Brute Force Matcher, \( m_{bf} \):

\[
matches = m_{bf}.match(d_q, d_s)
\]

Step 5. Show the matched images:

\[
\text{img\_show} = cv2.drawMatches}(L_q_{gray}, kp_q, L_s_{gray}, kp_s, matches, None)
cv2.imshow("Matched Images", img\_show)
\]

The K-means clustering algorithm is used to group the images based on their racial feature keypoint orientations, which were obtained from the ORB. Finally, the Principal Component Analysis (PCA) is applied as a post-classifier to evaluate the risk levels of bias in each facial image dataset with regards to the specified racial classification. The PCA is used to analyze the performance index, quality values, sensitivity, and specificity of the biased risk levels in the datasets. To perform the PCA, a set of 10 new facial images, representing each racial group and not present in any of the facial image datasets, are used. The ORB feature extraction method is applied to these images and the resulting features are compared to the k-means clusters of the facial image datasets. The cluster is then used to determine the race of the images, and the sensitivity and accuracy of the classification are measured to determine the level of bias in the facial image dataset.

1) K-means clustering: K-means clustering is a highly well-liked method for cluster analysis and is essentially a vector quantization method. K-means Clustering’s primary goal is to group \( n \) distinct observations into \( k \) clusters in which each and every observation is a member of the cluster [43]. It is expected that the observation in the cluster has a closest mean, which typically acts as a prototype for the cluster. As a result, the data space can be divided into a variety of advantageous cells known as Voronoi cells. This topic is typically classified as NP-hard and is challenging to solve computationally. The K-means Clustering consistently tends to identify clusters with a roughly identical spatial extent [43].

The process for utilizing K-means Clustering to classify facial images into racial categories involves the following steps as shown in Algorithm 2 below:

**Algorithm 2**

1. The \( K \) cluster centres are initialised via a random selection process for each racial group considered in the dataset.

2. Following the initialization of the \( K \) cluster centres, the assignment of each facial image ORB keypoint in the dataset \( f_i \) to its corresponding or nearest racial cluster centre \( c_j \) using Euclidean Distance (\( d \)) is computed and quantitatively expressed in equations (1) and (2):

\[
KM(X,R) = \sum_{i=1}^n \min || f_i - c_j ||^2 \tag{1}
\]

where \( f \in \{1...K \} \)

\[
d(p,q) = \sqrt{\sum_{i=1}^m (q_i - p_i)^2} \tag{2}
\]

3. At regular intervals, the mean of all the, \( f_i \) that belong to a cluster centre \( c_j \) is updated.

4. Repeating steps 2-3 makes the cluster centres more stable, at which point the process can be discontinued.

2) Principal Component Analysis (PCA): This multivariate approach is used to examine a specific data table where annotations can be elucidated by a large number of dependent variables that are highly associated. The primary objective is to identify the most important data from the data table, which is conveniently portrayed as a certain set of new impertinent variables called principal components. PCA is widely utilized in practically all scientific fields and can be used to present and analyze patterns of observational similarity in a specific data set [1].

Eq. (3) describes the Singular Value Decomposition (SVD) of the matrix \( X \) of a given image used to compare the racial sensitivity of a dataset using the PCA.

\[
X = P\Delta Q^T \tag{3}
\]
Where $\Delta$ is the diagonal matrix of singular values and $P$ is the $I \times L$ matrix of left singular vectors, $Q$ is the $J \times L$ matrix of right singular vectors, while $Q^T$ is the transpose of the $J \times L$ matrix. In the PCA idea, the Singular Value Decomposition (SVD) of the data table $X$ makes it simple to obtain the most important components of the datasets. The $I \times L$ matrix of factor scores, which is indicated by $R$, is produced from the SVD values in Eq. 4:

$$R = P\Delta$$  \hspace{1cm} (4)

The linear combination coefficients needed to calculate the factor scores of a racial group of the considered datasets are shown in matrix $C$. Therefore, since multiplying $X$ by $C$ typically yields the generalized values of the projections of the observations on the principal components, this matrix is seen as a projection matrix and is stated mathematically in Eq. 5.

$$R = P\Delta = P\Delta C^T C = XC$$  \hspace{1cm} (5)

These elements can also be represented geometrically, and this is done by rotating the original axes. The similarity of the features is used to measure how sensitive a dataset is able to identify a particular racial group.

The general algorithm for generating a bias level indicator of facial image datasets using PCA and K-means clustering can be expressed as follows:

**Pseudo Code:**

- Convert all query images to grayscale
- Initialize the ORB detector and detect keypoints in the query images and the scene
- Compute the descriptors for both the query images and the scene.
- Match the keypoints using the Brute Force Matcher.
- Use the keypoint orientations from the ORB to perform K-means clustering on the images based on the facial feature keypoint orientation.
- Apply PCA as a post-classifier to classify the bias risk levels of each facial image dataset in respect to the considered racial classification from image dataset signals.
- Extract a set of 10 new facial images for each racial group that are not present in any of the considered facial image datasets.
- Compare each image feature against each facial image dataset's K-means cluster to determine the race of such images.
- Measure the sensitivity and accuracy of the classification to determine the biasness of the facial image dataset.

Let $X = [x_1, x_2, ..., x_n]$ be a matrix representing the set of $n$ images, where $x_i$ is a vector representing the features of the $i$-th image.

K-means clustering can be expressed as follows:

- Initialize the cluster centroids $\mu_1, \mu_2, ..., \mu_k$.
- Repeat until convergence:
  1. Assign each image to the closest cluster centroid: $i$. For each image $x_i$, compute the distance to each centroid using Euclidean distance: $d(x_i, \mu_j) = ||x_i - \mu_j||$.
  2. Assign $x_i$ to the closest centroid: $c_i = \arg\min_j d(x_i, \mu_j)$.
  3. Recalculate the cluster centroids: $i$. For each cluster $j$, calculate the mean of all images assigned to it: $\mu_j = \text{mean}(x_j)$, where $x_j$ is the set of images assigned to cluster $j$.

PCA can be expressed as follows:

- Compute the covariance matrix of $X$: $\Sigma = \text{cov}(X)$
- Compute the eigenvectors and eigenvalues of $\Sigma$
- Select $k$ largest eigenvectors, where $k$ is the number of desired principal components
- Project the data onto the principal components: $X' = X * W$, where $W$ is a matrix with the $k$ selected eigenvectors as columns.
- The transformed data $X'$ can then be used to measure the bias level of the facial image dataset by comparing the projected data to the ground truth labels and calculating accuracy and sensitivity metrics.

**IV. RESULTS AND ANALYSIS**

**A. Visualization of the Datasets using t-SNE**

The results of the racial structure visualization of the facial image datasets as described in methodology are shown in Fig. 4 to Fig. 9. The results describe the visualized mapping of the races in the facial image datasets using t-SNE. The result reveals the strong performance of the t-SNE mapping construct of the racial structure of each dataset in which only the racial classes represented in the dataset are separated into various color codes. The t-SNE produces a solution that demonstrates an insight of the racial structure of the considered facial image datasets.

It is evident from the cluster results in Fig. 4 to Fig. 9 that the conventional open-source datasets used for the development of Facial Image processing systems may not have adequate geo-diversity for wide representation across the indigenous African races. Given that these datasets were created for specific objectives, this is not particularly surprising; the practice of later accepting them for other applications, however, may present complications. Furthermore, the publicly available datasets are then categorized based on the continents in which they were created as shown in Fig. 10; from the figure it is noted that indigenous African facial image datasets are considered the lowest amongst the datasets. However, continents like Australia, South America and North America were categorized as a single continent since the facial image dataset used for these continents are similar in facial description and nature.
B. The Bias Level of the Facial Image Dataset

To check for the level of bias present in facial image datasets using a blend of PCA and k-means clustering algorithms. The PCA was used as a post-classifier to evaluate the performance index, quality values, sensitivity, and specificity of the bias risk levels in the considered datasets. The results showed the accuracy and sensitivity of the classification, which can be used to determine the level of bias present in the facial image datasets. These results provide crucial insights into the fairness and reliability of the datasets and can be used to inform decision-making processes in areas where facial recognition technology is used, such as law enforcement and security systems. The results can also be used as a starting point for further research aimed at reducing or eliminating bias in facial recognition systems.

The computed results are based on the performance index of the datasets, the race sensitivity of that dataset and the accuracy in the racial classification. The mathematical formulas for the biased Performance Index (PI), Race Sensitivity, Race Specificity, and Accuracy are given in Eq. 6 to 9:

\[
PI = \frac{PC - MC - FA}{PC} \times 100
\]

where PC stands for "Perfect Classification," MC for "Missed Classification," FA for "False Alarm," and the following states the sensitivity, specificity, and accuracy measurements.

\[
Race\ Sensitivity = \frac{PC}{PC + FA} \times 100
\]

\[
Race\ Specificity = \frac{PC}{PC + MC} \times 100
\]

\[
Accuracy = \frac{Race\ Sensitivity + Race\ Specificity}{2} \times 100
\]

The comparison of the use of ORB as a feature extraction technique in facial image datasets with PCA classification through Race Specificity and Race Sensitivity Analysis is illustrated in Fig. 11. “The time delay and quality value analysis for the use of approximate entropy as a feature extraction technique, followed by K-means and PCA as post classifiers”, is shown in Fig. 11. “Additionally, a performance index and accuracy analysis for the use of approximate entropy as a feature extraction strategy followed by K-means and PCA as post classifiers” is presented in Fig. 12.
The results demonstrate that for both post classifiers, the specificity and sensitivity measures do not remain constant over time but instead experience rapid fluctuations. Based on the use of PCA and k-means in a facial image dataset bias level indicator algorithm, the result shows that the algorithm accurately detects the bias risk levels in the datasets. This can be seen in the form of high sensitivity and specificity values, meaning that the algorithm correctly identifies the presence of bias in the datasets and does not produce false positive or false negative results. Furthermore, the PCA also provide a visual representation of the bias risk levels in the form of scatter plots or bi-plots, where the different facial image datasets can be differentiated based on their bias levels. This graphical representation of the results provides a clear and concise understanding of the bias levels in the datasets and the effect of the use of the k-means and PCA algorithms in detecting these levels. In summary, figures show that the use of the proposed algorithm can effectively detect the bias risk levels in facial image datasets and provide useful information for further analysis and improvement.

The results suggest that the PCA and k-means algorithm is able to effectively detect bias levels in facial image datasets. In this scenario, the results indicate that the algorithm is able to accurately classify facial images based on race with a high degree of sensitivity and specificity. The accuracy of the classification can be measured by calculating the performance index, quality values, and comparing the results to the 10 new facial images used in the analysis. A high degree of accuracy in the classification indicates that the algorithm is able to effectively detect any biases present in the dataset. This result would have implications for the use of facial recognition technology, as it would provide a way to assess the potential biases in image datasets and make necessary adjustments to ensure that the technology is fair and unbiased. This can also be used to improve the quality of facial image datasets by identifying any biases and correcting them, thereby ensuring that the technology is more accurate and reliable.
V. CONCLUSION

The study aimed at developing a bias level indicator for facial image datasets using the combination of principal component analysis (PCA) and k-means clustering algorithms. The significance of this research lies in the potential to increase the reliability and accuracy of facial image analysis in various applications such as facial recognition and demographic targeting. With the exponential growth in the use of facial images in technology, there has been a growing concern about the presence of bias in the datasets, which can have significant implications on the outcome of any analysis performed on these images.

In the study, we firstly used the Oriented FAST and Rotated BRIEF (ORB) algorithm to extract features from the raw image signals. This was followed by a pre-processing step, which involved manual labeling of the images based on their racial classification. The images were then divided into epochs of two seconds duration to extract the significant data embedded in each facial image that characterizes each facial image race. The resulting facial image datasets were then used to evaluate the level of bias in the datasets. The scenarios examined in the preceding section's analysis showed that it is not simple to deal with bias in visual data. It may be particularly difficult to gather bias-aware visual datasets. Therefore, we suggest a novel dataset that comprises of indigenous Africans should be created to aid researchers and practitioners to bridge the gap about potential biases in the data they gather or utilize by augmentation with other datasets that contains other races. To avoid bias, the collection of datasets that should be used for development of any facial image processing systems and algorithm should follow the data practices with reflection as suggested by [5].

“K-means clustering was then used to cluster” the images based on the facial feature keypoint orientation from the ORB. The principal component analysis (PCA) was used as a post-classifier to classify the bias risk levels of each facial image dataset in respect to the considered racial classification from the image dataset signals. The PCA was used to perform the analysis of the “performance index, quality values, sensitivity, and specificity of the risk biased levels in the considered datasets”.

The results of the study showed that the combination of PCA and k-means clustering algorithms was effective in detecting the presence of bias in facial image datasets. The results showed that the PCA was able to accurately classify the facial image datasets into different levels of bias, with sensitivity and accuracy values ranging from 85% to 95%. The results of the study were statistically significant and showed that the proposed approach was effective in detecting bias in facial image datasets. The results emphasize that [37] findings that meticulous dataset curation and gathering as the most effective mitigation techniques for dataset bias. However, utilizing common pre-processing methods like re-sampling or re-weighting, to reduce bias appears to be the most straightforward to reduce but, pre-processing mitigation strategies must consider the long-tail distribution of objects in some facial image datasets [34].

In conclusion, the study demonstrated the potential of using PCA and k-means clustering algorithms to detect bias in facial image datasets. The results of the study showed that the proposed approach was effective in detecting the presence of bias in the datasets and could be used to increase the reliability and accuracy of facial image analysis in various applications. However, it is important to note that this is just a starting point, and further research is needed to optimize and improve the proposed approach. Nevertheless, the findings of this study have significant implications for the development of more accurate and reliable facial image analysis systems and the potential to improve the fairness and accountability of these systems.

VI. FUTURE WORK

A particular problem of the proposed bias level indicator algorithm using PCA and k-means is that for some specific datasets the accuracy of the classification is low, meaning that the algorithm is not able to accurately determine the biasness of the facial image datasets. This is due to various factors such as the quality of the images in the datasets, the size of the datasets, and the complexity of the data. If the accuracy of the classification is low, it would indicate that further refinement of the algorithm is necessary to increase the accuracy of the results. In this case, researchers may need to consider additional feature extraction techniques, larger datasets, and further analysis of the data to identify the root cause of the low accuracy. Additionally, the researcher may need to consider alternative classification methods, such as support vector machines or neural networks, to improve the accuracy of the results.
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Abstract—The growing amount of municipal solid waste (MSW) is a significant issue, especially in large urban areas with inadequate landfill capacities and ineffective waste management systems. Several supply chain options exist for implementing an MSW management system; however, numerous technical, economic, environmental, and social factors must be evaluated to determine the optimal solution. This research aims to illustrate the difficulty of urban solid waste management in a network of supply chains with several levels. Hence, a mathematical model is implemented as a mixed integer linear programming problem that encompasses a variety of functions, comprising trash collection in cities, waste separation in sorting facilities, waste treatment in industries, and waste transportation between processing facilities. In addition, given the significance of urban solid waste management to environmental concerns, we are attempting to model the problem using a green approach. The purpose of the model proposed in this article is to determine the optimal distribution of waste among all units and maximize the net profit of the entire supply chain, along with a green approach. A case study has been undertaken to evaluate the efficacy and efficiency of the suggested model, which is utilized to solve the numerical problem with GAMS software and the grasshopper metaheuristic algorithm. The findings indicate that integrating municipal solid waste can yield economic and environmental benefits.
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I. INTRODUCTION

Municipal trash management is a collection of actions and procedures required for waste management from generation through disposal. These include collecting, shipping, and discarding trash and monitoring and regulating waste management. Solid, liquid, and gaseous waste have unique disposal and treatment procedures. Waste management encompasses all waste kinds, including industrial, biological, and municipal. In certain instances, trash can be hazardous to human health. The extraction and processing of raw materials are two examples of human operations that generate waste. Waste management aims to reduce trash's detrimental effects and ameliorate human health and nature [1]. Waste management practices are not the same in developed and developing countries. Also, these methods can have completely different approaches in urban or rural areas and residential or industrial areas. Municipal solid waste, the vast majority of trash produced by residential, industrial, and commercial activity, is the subject of several waste management strategies [2].

According to research conducted by Hoornweg and Bhada-Tata (2012) [3], municipal solid waste consists of various waste types (mixed municipal waste, segregated waste, general area waste, and hazardous waste) from a variety of construction and demolition sources; residential; institutional; industrial; commercial; demolition; land clearance; construction. Various means, such as door-to-door rubbish containers, delivery, and contractual or awarded services, collect these municipal solid wastes.

Without a doubt, this problem is one of the manifestations of human civilizations' excessive use of natural resources, which has led to the devastation of the environment and the depletion of natural resources and continues to do so. Unquestionably, the output of municipal solid garbage is rising due to population increase, economic expansion, and changes in lifestyle and consumption patterns.

According to Ejaz et al. (2010) [4], urban solid waste management is a vital urban service and a significant problem for municipal officials. Urban solid waste that is improperly managed can result in significant consequences. Among these include harm to the health of society, destruction of ecosystems, loss of biodiversity, soil and air pollution, and adverse economic and social effects.

The rest of the paper is organized as follows: Section II describes the latest literature. Section III highlights our assumptions, formulas, and the proposed model. Section IV represents the solution method. Finally, Section V wraps the conclusion and future studies.

II. LITERATURE REVIEW

Mohammadi et al. (2019) [5] provided a methodology for optimizing municipal solid waste handling systems within a mixed SC. In the provided model, all goods received from the processing factories are immediately sent to the distribution centers, and the made items are supplied to one of these centers.

According to Tanwer et al. (2014) [6], a supply chain is typically characterized as a one-way integrated manufacturing process that transforms raw materials into completed goods and delivers them to clients. Under this definition, the supply chain consists only of production-related operations, from acquiring raw materials to shipping the completed product.
However, due to recent environmental developments affecting industrial operations, supply chain environmental management solutions are receiving increased attention. This research examines the development of an environmental supply chain, provides an overview of green supply chain management with four major issues, outlines the fundamental differences between traditional and developed supply chains, and outlines a general strategy for achieving and maintaining green supply chain management.

The waste management hierarchy provides many solutions for managing physical waste. Soltani et al. (2015) [7], ranked the relevance of these hierarchies as follows: There are five stages to properly managing trash: (1) avoiding trash altogether; (2) reusing trash; (3) recycling trash; (4) recovering energy from trash, and (5) finally, discarding. Due to its influence on economic growth, environmental protection, and human health, they note that waste treatment has become a global problem for all municipal solid waste management programs.

Tolis et al. (2010) and Ozdenkci et al. (2017) [8, 9] provide scant evidence of the use and societal adoption of environmental friendly municipal solid waste management systems, such as recycling and composting. Without energy recovery, environmentalists have determined that the objectives for waste consumption rates would never be attained. According to Yap and Nixon (2015) [10], waste-to-energy (WtE) has become a feasible waste management alternative for many nations. In addition, Pen et al. (2015) and Kovacic et al. (2017) [11, 12] reported that WtE might tackle the problem of rising energy demand, provide helpful energy in the form of power and heat, and alleviate the strain on land necessary for waste disposal. Additionally, decrease the amount of rubbish delivered. Additionally, employing renewable sources decreases carbon dioxide emissions and greenhouse gas emissions compared to power plants.

Municipal solid waste management is a strategic supply chain issue, according to Sabbas et al. (2003) [13], since it involves production, collection, separation, distribution, processing, and disposal. When contemplating a waste management system, it is vital to evaluate the complete content of the supply chain since the effectiveness of municipal solid waste management may be boosted by adopting proper supply chain management strategies. Cooper et al. (1997) [14] stated that a manufacturing company's capacity to become a fully integrated supply chain partner is crucial to its long-term plan for achieving outstanding sustainable performance. According to Cohen and Russell (2005) [15]. The foundation of this strategy is the mixture of internal and external activities of the business throughout the supply chain, improving the performance of each network member and providing superior service. According to Hicks et al. (2004) and Niziolek et al. (2017) [16, 17], waste management firms always seek to cut costs and increase efficiency. In addition, national and international waste management requirements are expanding, and consumer awareness of environmental protection is increasing. These factors demonstrate the necessity to build an efficient SC network for managing municipal solid waste, including coordination between SC expenditures, trash disposal, and productive waste use.

This research illustrates the difficulty of urban solid waste management in a network of supply chains with several levels. The resultant optimization issue is described as a mixed integer linear programming problem that encompasses a variety of functions, including collecting trash, separating waste in segregation centers, processing waste in factories, and transporting waste between processing facilities. In addition, the significance of urban garbage management to environmental concerns, we are attempting to model the problem using a green methodology. The model proposed in this article aims to determine the optimal distribution of waste among all units, enhance the total SC's net profit using a green approach, and limit the transportation, storage, and production capacities of separation centers, factories, and distribution centers.

III. MATHEMATICAL MODELING

A. Problem Description

In this article, we intend to help plan urban waste management in periods by presenting an integrated mathematical model. In this issue, several cities considered places of urban waste products have been considered. Garbage is collected in these cities and transported to waste separation centers. In these centers, wastes are divided into four main categories: waste suitable for recycling, waste suitable for energy production, waste requiring recycling, and finally, waste unsuitable for any of the uses above. Next, the waste is transferred to waste disposal centers. Therefore, part of the separated waste is transferred to burial centers, part to reprocessing plants, part to recycling plants, and part to energy production plants. After this stage, the wastes transferred to their recycling factories are divided into two categories. After processing, one batch is sent to recycling plants and the other to energy production plants.

Finally, the wastes are converted into final products in recycling and reuse factories, and from there, they are transferred to distribution centers and sold there.

Meanwhile, each stage of waste transfer and the process of waste in factories produce greenhouse gases that harm the environment. Therefore, by considering the amount of greenhouse gas production in these processes, the following model tries to maximize the profit obtained by minimizing greenhouse gas production. The Fig. 1 shows the main structure of the proposed model, and the interaction between different parties in our investigated supply chain.

B. Assumptions

- Cities cannot store urban waste because it increases the possibility of disease outbreaks.
- Separation centers and all three types of introduced factories can store waste up to a specific and predetermined level.
- The capacity to carry waste on the roads is limited.
- The capacity of landfills is assumed to be unlimited.
C. Modeling

The first objective function (Equation 1) tries to minimize the amount of produced greenhouse gases produced in each node of the network, including landfills, recycling plants, reprocessing plants, etc., which are produced through the transportation phases.

The second objective function (Equation 2) optimizes the profits from selling the end waste network production. Periodically, the garbage is sent to various separation facilities, as shown in Equation (3). Equation (4) determines the number of trucks necessary to carry garbage from collection locations to separation facilities based on the waste's volume. All waste categories are supposed to be collected simultaneously.

The total quantity of each waste type allowed to enter the separation center during each period is shown by Equation (5). This quantity, however, may not exceed the maximum amount of garbage that may be transported into the separation center, as indicated in Equations (6), (4), (6). In a facility known as a separation center, a certain amount of municipal solid waste is sorted out so that it may be sent to suitable facilities, while the remainder of the rubbish that cannot be reused is dumped in landfills. The quantities of separated trash that are produced by each kind of plant are shown by the equations (7, 8, and 9), and this quantity is equivalent to the separation factor multiplied by the entire amount of rubbish that is carried to the separation center throughout the course of each period.

The quantity of rubbish that is taken to landfills, which is the waste that is left over after useable waste has been sorted out of the total level of waste that is received, may be determined using Equation (10). Equations (11), (12), and (13) show the potential waste that can be shipped to each type of plant for use in the manufacturing of products. This amount must not surpass the total amount of waste that has been separated in addition to the former inventory of the usable waste and has been separated by the purpose of delivering to each type of plant. According to Equation (14), the total volume of garbage transported from a separation facility to each kind of plant and landfill cannot surpass the maximum output transport capacity of the separation facility.

The equation below provides a separation plant's initial waste inventory levels (15, 16, and 17). The quantity of each waste type inventoried for each separation center during each period is equal to the sum of the amount of useable trash from the prior period, the amount of waste received from collection centers, and the amount of garbage transported to plants and landfills less the total amount of rubbish. This equation is shown in Equation 1; (18, 19 and 20). According to the equation found in Equation 1, the total amount of waste that a separation plant has in its inventory cannot be more than its storage capacity (21, 22, and 23).

The transportation constraint between each separation center and each plant is shown by equations (24), (25), and (26), respectively. If the binary variable equals the value zero, there will be no movement of trash from the separation center to the plant. Because of these limits, the alternatives available to both the sender and the receiver are restricted. For example, it may not be feasible to transport cargo with a requirement for just a small volume, and it may also be impossible to transport more than the maximum quantity allowed. Instead, effective inventory management must compensate for any deficiencies. In addition, these limits mandate an optimum and practical transfer through each time. Equations (27), (28), and (29) illustrate the total amount of garbage entering each facility throughout each time. As Equation (27) demonstrated, reprocessing-type facilities accept garbage from both separator centers and reprocessing-type facilities. Equation (28) demonstrates that reprocessing-type plants exclusively get trash from separator centers, whereas Equation (29) demonstrates that other plants acquire garbage from separator centers and reprocessing-type plants. According to Equations (30), 31, and 32, the total quantity of rubbish transported from the separation centers to each facility cannot exceed the maximum amount of garbage accepted.

According to the equations (33, 34, 35, and 36), the quantity that may be transferred can't be more than the total amount of trash collected during the time t plus the amount of rubbish accumulated during the period before that. The limits of moving each kind of plant to their respective locations are shown by the equations (37), (38), (39), and (40).

The initial waste inventory level at plants at the onset of the planning horizon is represented by equations (41), (42), (43), and (44), respectively. Equations (45), (46), (47), and (48) are used to denote the trash inventory level at each plant after each period. These equations represent the quantity of waste available from the period before the current one, the amount of garbage received during each period minus the amount of waste supplied. The following equation represents each facility's maximum capacity for waste storage: (49, 50, 51, and 52).

Equations (53 and 54) limit greenhouse gas production. Equation (53) implies that the total amount of greenhouse gases created in each period by trash transportation over the whole network must be less than the associated threshold. Equation (54) suggests that plants' total amount of greenhouse gases produced in each period through waste processing must also be below the associated threshold. Table I to Table IV reveal the details and mathematical formulations of our proposed model: Sets, parameters, variables, objectives, and constraints.
Fig. 1. The structure of waste management.

TABLE I. SETS

<table>
<thead>
<tr>
<th>W</th>
<th>Waste type</th>
</tr>
</thead>
<tbody>
<tr>
<td>c</td>
<td>Collecting center (city)</td>
</tr>
<tr>
<td>s</td>
<td>Separating center</td>
</tr>
<tr>
<td>l</td>
<td>Landfill</td>
</tr>
<tr>
<td>Prep</td>
<td>Waste reprocessing plant</td>
</tr>
<tr>
<td>Pre</td>
<td>Rec</td>
</tr>
<tr>
<td>Pre</td>
<td>Wte</td>
</tr>
<tr>
<td>J</td>
<td>Distribution center</td>
</tr>
<tr>
<td>V</td>
<td>Vehicle type</td>
</tr>
<tr>
<td>T</td>
<td>Period</td>
</tr>
</tbody>
</table>

\[ \mu = \{ c \cup s \cup l \cup Prep \cup Pre \cup Pre \cup Wte \cup J \} \]

TABLE II. PARAMETERS

<table>
<thead>
<tr>
<th>A_{wct}</th>
<th>Tonnage of garbage collected from city c during time t.</th>
</tr>
</thead>
<tbody>
<tr>
<td>P_{wjt}</td>
<td>Selling price of waste w in distribution center j in period t (€/ton or €/kWh)</td>
</tr>
</tbody>
</table>
Separating factors for trash in separation facilities for the process of recovering energy (%)

Factors used to separate waste in waste separation facilities for the reprocessing process (%)

Factors that separate waste in centers for waste separation throughout the recycling process (%)

Initial stock amount of waste $w$ in reprocessing type plant $p$ destined for energy recovery and recycling plants (ton)

Initial inventory level of waste $w$ in recycling type plant $p$ and reusing kind plant $p$ (ton)

Initial stock amount of waste $w$ in reprocessing type plant $p$ destined for energy recovery and recycling plants (ton)

Factors that separate waste in centers for waste separation throughout the recycling process (%) 

Factors used to separate waste in waste separation facilities for the reprocessing process (%) 

Separating factors for trash in separation facilities for the process of recovering energy (%)

---

**TABLE III.** **POSITIVE VARIABLES AND BINARY VARIABLES**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q_{wcsct}$</td>
<td>Amount of waste $w$ transported from city $c$ to separation centers $s$ by vehicle type $v$ during time interval $t$ (ton)</td>
</tr>
<tr>
<td>$q_{wsprecvt}$</td>
<td>Amount of $w$ from separation centers $s$ to recycling plants $p$ by vehicle type $v$ during time $t$. (ton)</td>
</tr>
<tr>
<td>$q_{wsprepvt}$</td>
<td>Amount of waste transported from separation centers to reprocessing plants during time $t$, broken down by vehicle type (ton)</td>
</tr>
<tr>
<td>$q_{wspwtevt}$</td>
<td>Amount of garbage transported from separation centers to energy recovery plants in time $t$, broken down by vehicle type (ton)</td>
</tr>
<tr>
<td>$q_{wstot}$</td>
<td>Amount of garbage transported from separation centers to landfills during the period $t$, broken down by vehicle type (ton)</td>
</tr>
</tbody>
</table>
\( q_{wp\text{rec}jt}, q_{wp\text{wte}jt}, q_{wp\text{rec}jt} \)

Amount of waste w distributed from recycling and energy recovery kind plant p to distribution center j in period t (ton)

\( q_{wp\text{prep}recvt} \)

Quantity of waste w distributed from reprocessing kind plant p to recycling kind plant p' in period t (ton)

\( q_{wp\text{prep}wtevt} \)

Amount of waste w distributed from reprocessing kind plant p to energy recovery kind plant p' in period t (ton)

\( q_{wst} \)

Amount of waste w transferred to separation center s in period t (ton)

\( q_{sep-rec} \)

Amount of separated waste w in separation center s by the purpose of sending to recycling kind plant in period t (ton)

\( q_{sep-rep} \)

Amount of separated waste w in separation center s by the purpose of sending to reprocessing kind plant in period t (ton)

\( q_{sep-wte} \)

Amount of separated waste w in separation center s by the purpose of sending to energy recovery kind plant in period t (ton)

\( q_{wit} \)

Amount of waste w inlet to landfill l in period t (ton)

\( q_{in} \)

Amount of waste w transported to recycling, reprocessing, and energy recovery kind plant p in period t (ton)

\( i_{in} \)

The amount of garbage that is now being kept in centers for recycling, reprocessing, and energy recovery; waste w stored in recycling, reprocessing, and energy recovery kind plant p; (ton)

\( i_{rec} \)

Equals one if w is moved from a sorting facility to a factory that performs recycling, reprocessing, or energy recovery in time period t; if not, it equals zero.

\( i_{rep} \)

Equals one if w is moved from a reprocessing type plant to an energy recovery type plant in time t; if not, it equals zero.

\( i_{wte} \)

Equals one if w is moved from a reprocessing type plant to a recycling type plant in period t; if not, it equals zero.

\( i_{sep} \)

Equals one if w is moved from energy recovery plant p to distribution center j during time t; else equals zero.

\( i_{wst} \)

Equals one if waste w is moved from reprocessing plant p to distribution center j during the time t; else, equals zero.

**TABLE IV. OBJECTIVES AND CONSTRAINTS**

\[
\begin{align*}
\min & \sum_{t} \sum_{\mu} \sum_{\mu} \sum_{v} \left( Z_{\mu v t} \times G H G_{\mu v} \right) + \sum_{\mu} \sum_{w} \left( q_{w t v} \times G H P_{w t v} \right) \\
\max & \sum_{w} \sum_{p_{\text{wte}}} \sum_{j} \sum_{t} \left( \sum_{v} q_{w p_{\text{wte}} t} p_{w p_{\text{wte}} t} \right) + \sum_{w} \sum_{p_{\text{wte}}} \sum_{j} \sum_{t} \left( \sum_{v} q_{w p_{\text{wte}} t} p_{w p_{\text{wte}} t} \right) \\
& - \sum_{t} \sum_{\mu} \sum_{v} \left( Z_{\mu v t} \times c_{\mu v} \right) + \sum_{t} \sum_{\mu} \sum_{w} \left( q_{w t v} \times c_{w t v} \right) \\
A_{\text{wst}} &= \sum_{s} \sum_{v} q_{wcsvt} \\
y_{\text{csvt}} - 1 & \leq \sum_{w} \left( y_{w} q_{wcsvt} \right) \leq y_{\text{csvt}} \\
q_{wst}^{\text{in}} &= \sum_{c} \sum_{v} q_{wcsvt} \\
q_{wst}^{\text{in}} & \leq TC_{\text{wst}}^{\text{in}} \\
q_{wst}^{\text{sep-rec}} &= a_{ws}^{\text{sep-rec}} \times q_{wst}^{\text{in}}
\end{align*}
\]
\[
q_{\text{wst}}^{\text{sep-rep}} = \alpha_{\text{ws}}^{\text{sep-rep}} \times d_{\text{wst}}^\text{in}
\]
\[
q_{\text{wst}}^{\text{sep-wte}} = \alpha_{\text{ws}}^{\text{sep-wte}} \times d_{\text{wst}}^\text{in}
\]
\[
\sum_l \sum_v q_{\text{wstlv}} \leq q_{\text{wst}}^\text{in} - q_{\text{wst}}^\text{sep-rec} - q_{\text{wst}}^\text{sep-rep} - q_{\text{wst}}^\text{sep-wte}
\]
\[
\sum_p \sum_v q_{\text{wstpv}}^\text{rec} \leq i_{\text{wst}}^\text{rec}(t-1) + q_{\text{wst}}^\text{sep-rec}
\]
\[
\sum_p \sum_v q_{\text{wstpv}}^\text{rep} \leq i_{\text{wst}}^\text{rep}(t-1) + q_{\text{wst}}^\text{sep-rep}
\]
\[
\sum_p \sum_v q_{\text{wstpv}}^\text{wte} \leq i_{\text{wst}}^\text{wte}(t-1) + q_{\text{wst}}^\text{sep-wte}
\]
\[
\sum_l \sum_v q_{\text{wstlv}} + \sum_p \sum_v q_{\text{wstpv}} \leq TC_{\text{wst}}^\text{out}
\]
\[
i_{\text{wst}}^\text{rec} = U_{\text{wst}}^\text{rec}
\]
\[
i_{\text{wst}}^\text{rep} = U_{\text{wst}}^\text{rep}
\]
\[
i_{\text{wst}}^\text{wte} = U_{\text{wst}}^\text{wte}
\]
\[
i_{\text{wst}}^\text{rec} = i_{\text{wst}}^\text{rec}(t-1) + q_{\text{wst}}^\text{sep-rec} - \sum_p \sum_v q_{\text{wstpv}}^\text{rec}
\]
\[
i_{\text{wst}}^\text{rep} = i_{\text{wst}}^\text{rep}(t-1) + q_{\text{wst}}^\text{sep-rep} - \sum_p \sum_v q_{\text{wstpv}}^\text{rep}
\]
\[
i_{\text{wst}}^\text{wte} = i_{\text{wst}}^\text{wte}(t-1) + q_{\text{wst}}^\text{sep-wte} - \sum_p \sum_v q_{\text{wstpv}}^\text{wte}
\]
\[
TL_{\text{wstpv}}^\text{rec} \cdot Z_{\text{wstpv}}^\text{tran} \leq \sum_p q_{\text{wstpv}}^\text{rec} \leq TL_{\text{wstpv}}^\text{up} \cdot Z_{\text{wstpv}}^\text{tran}
\]
\[
TL_{\text{wstpv}}^\text{rep} \cdot Z_{\text{wstpv}}^\text{tran} \leq \sum_p q_{\text{wstpv}}^\text{rep} \leq TL_{\text{wstpv}}^\text{up} \cdot Z_{\text{wstpv}}^\text{tran}
\]
\[
TL_{\text{wstpv}}^\text{wte} \cdot Z_{\text{wstpv}}^\text{tran} \leq \sum_p q_{\text{wstpv}}^\text{wte} \leq TL_{\text{wstpv}}^\text{up} \cdot Z_{\text{wstpv}}^\text{tran}
\]
\[
q_{\text{wstpv}}^\text{in} = \sum_s \sum_v q_{\text{wstpv}}^\text{rec} + \sum_p \sum_v q_{\text{wstpv}}^\text{rep}
\]
\[
q_{\text{wstpv}}^\text{in} = \sum_s \sum_v q_{\text{wstpv}}^\text{wte} + \sum_p \sum_v q_{\text{wstpv}}^\text{wte}
\]
\[
q_{\text{wstpv}}^\text{in} \leq TC_{\text{wstpv}}^\text{in}
\]
\[
q_{\text{wstpv}}^\text{in} \leq TC_{\text{wstpv}}^\text{in}
\]
\[
q_{\text{wstpv}}^\text{in} \leq TC_{\text{wstpv}}^\text{in}
\]
\[
\sum_j q_{\text{wstpv}}^\text{in} \leq i_{\text{wstpv}}^\text{tran}(t-1) + q_{\text{wstpv}}^\text{in}
\]
\[\sum_{p_{\text{rec}}} q_{wp_{\text{rec}},p_{\text{rec}}'} \leq i_{wp_{\text{rec}},p_{\text{rec}}'}(t-1) + q_{wp_{\text{rec}}} \]  
(34)

\[\sum_{p_{\text{rec}}} q_{wp_{\text{rec}},p_{\text{rec}}'} \leq i_{wp_{\text{rec}},p_{\text{rec}}'}(t-1) + q_{wp_{\text{rec}}}^{\text{rep}} \]  
(35)

\[\sum_{p_{\text{rep}}} q_{wp_{\text{rep}},p_{\text{rep}}'} \leq i_{wp_{\text{rep}},p_{\text{rep}}'}(t-1) + q_{wp_{\text{rep}}}^{\text{pre}} \]  
(36)

\[\text{wte} \leq \sum_{j} q_{wp_{\text{rec}},p_{\text{rec}}'} \leq \text{wte} \]  
(37)

\[\text{wte} \leq \sum_{j} q_{wp_{\text{rec}},p_{\text{rec}}'} \leq \text{wte} \]  
(38)

\[\text{wte} \leq \sum_{j} q_{wp_{\text{rec}},p_{\text{rec}}'} \leq \text{wte} \]  
(39)

\[\text{wte} \leq \sum_{j} q_{wp_{\text{rec}},p_{\text{rec}}'} \leq \text{wte} \]  
(40)

\[i_{wp_{\text{rec}}} = U_{wp_{\text{rec}}} \]
\[i_{\text{rec}} = U_{\text{rec}} \]
\[i_{\text{wte}} = U_{\text{wte}} \]
\[i_{wp_{\text{wte}}} = U_{wp_{\text{wte}}} \]

\[i_{wp_{\text{rec}}} = i_{wp_{\text{rec}}}(t-1) + q_{wp_{\text{rec}}-\text{rec}} \sum_{j} q_{wp_{\text{rec}}-\text{rec}} \]  
(41)

\[i_{wp_{\text{rec}}-\text{rec}} = i_{wp_{\text{rec}}-\text{rec}}(t-1) + q_{wp_{\text{rec}}-\text{rec}}^{} \sum_{j} q_{wp_{\text{rec}}-\text{rec}} \]  
(42)

\[i_{wp_{\text{rec}}-\text{rec}} = i_{wp_{\text{rec}}-\text{rec}}(t-1) + q_{wp_{\text{rec}}-\text{rec}}^{} \sum_{j} q_{wp_{\text{rec}}-\text{rec}} \]  
(43)

\[i_{wp_{\text{wte}}} = i_{wp_{\text{wte}}}(t-1) + q_{wp_{\text{wte}}} - \sum_{j} q_{wp_{\text{wte}}} \]  
(44)

\[i_{wp_{\text{wte}}} \leq S_{wp_{\text{wte}}} \]
\[i_{\text{rec}} \leq S_{\text{rec}} \]
\[i_{\text{wte}} \leq S_{\text{wte}} \]
\[i_{wp_{\text{rec}}-\text{rec}} \leq S_{wp_{\text{rec}}-\text{rec}} \]
\[i_{wp_{\text{rec}}-\text{rec}} \leq S_{wp_{\text{rec}}-\text{rec}} \]

\[\sum_{u} \sum_{v} (Z_{u,v} \times GHG_{u,v}) \leq \text{max} GHG_{t} \]  
(53)

\[\sum_{w_{\text{wte}}} (q_{wp_{\text{wte}}} \times GHG_{wp_{\text{wte}}}) \leq \text{max} GHG_{t} \]  
(54)

\[L_{p} = \left( \sum_{j=1}^{k} w_{j} \left[ f_{j}(x_{\text{max}}^{j}) - f_{j}(x) \right]^{p} \right)^{\frac{1}{p}} \]  
(55)

IV. SOLUTION APPROACH

The presented model is a multi-objective model, therefore to solve this model, it is essential to combine the model into a single objective problem [18, 19]. In this regard, we use the LP-Metric approach based on Eq. (55).

After that, we have a single objective deterministic model to solve the model, we code it in GAMS software to achieve a precise solution, but as the size of the problem grows, the GAMS approach leads to a long solving time and massive CPU usage. Therefore we use the grasshopper algorithm (GOA) to solve large-scale problems. We code the algorithm in MATLAB and solve the problems in rational duration and CPU usage.

This algorithm tries to simulate grasshoppers’ manners and normal living for solving operation research problems [20].

This mathematical model tries to simulate the attraction and repulsion forces between grasshoppers. The repulsion forces enable grasshoppers to investigate the solution space (problem space), but the attraction forces encourage them to stay in the motivator solution area (local optimum solutions).

To balance exploring the solution space and staying in local optimum solutions, GOA uses a coefficient to reduce the conformability of grasshoppers in local optimum solutions [21]. Ultimately, the best-found solution using a swarm will be achieved and improved. This algorithm is in the group of nature-inspired algorithms and is used to solve ongoing optimization problems [22].

V. CONCLUSION AND FUTURE STUDIES

This research sheds light on the issue of urban solid waste management in supply chains with many tiers. A mixed integer linear programming issue is presented in the following
optimization challenge. It encompasses different tasks, including waste transportation between processing facilities, waste processing in factories, collecting waste in cities, and separating them in segregation centers. In addition, since managing urban waste is vital to the more significant problem of environmental degradation, one of our goals was considering a green approach. Also, to improve the margin profit of the total SC through the use of environmental friendly methods and to limit the transportation, storage, and production capacities of separation centers, factories, and distribution hubs, the main objective of the model was to determine the optimal distribution of waste among all units. An in-depth case study was carried out to evaluate the usefulness and efficacy of the recommended model. This model is used to precisely tackle the numerical problem using the GAMS program and the grasshopper metaheuristic algorithm. The outcomes demonstrate that it is feasible to implement a distributed processing system to reuse MSW while maximizing the supply chain's net profit. The effectiveness of the supply chain is evaluated using sensitivity studies, which consider the influence of various factors, including time and product pricing. In addition, the obtained Pareto solutions can provide decision-makers with valuable insights for selecting the solution that represents the best compromise among the considered objectives. To mention future studies, the model can be extended to consider waste management in regions where waste management has not been established or where there is no established method of waste control. In addition, this work can serve as a starting point for the addition of additional objectives, such as social, safety, and health objectives, among others, as well as the waste management system's schedule. Additionally, the model can be expanded to account for associated uncertainty.
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Improved Tuna Swarm-based U-EfficientNet: Skin Lesion Image Segmentation by Improved Tuna Swarm Optimization

Khaja Raoufuddin Ahmed, Siti Zura A Jalil, Sahnius Usman

Razak Faculty of Informatics and Technology, Universiti Teknologi Malaysia Kuala Lumpur, Malaysia

Abstract—Skin cancers have been on an upward trend, with melanoma being the most severe type. A growing body of investigation is employing digital camera images to computer-aided examine suspected skin lesions for cancer. Due to the presence of distracting elements including lighting fluctuations and surface light reflections, interpretation of these images is typically difficult. Segmenting the area of the lesion from healthy skin is a crucial step in the diagnosis of cancer. Hence, in this research an optimized deep learning approach is introduced for the skin lesion segmentation. For this, the EfficientNet is integrated with the UNet for enhancing the segmentation accuracy. Also, the Improved Tuna Swarm Optimization (ITSO) is utilized for adjusting the modifiable parameters of the U-EfficientNet to minimize the information loss during the learning phase. The proposed ITSO-EfficientNet is assessed based on various evaluation measures like Accuracy, Mean Square Error (MSE), Precision, Recall, IoU, and Dice Coefficient and acquired the values are 0.94, 0.06, 0.94, 0.94, 0.92 and 0.94 respectively.
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I. INTRODUCTION

The most prevalent fatal disease with the fastest rate of growth is skin cancer. According to the World Health Organization, melanoma accounts for one out of every three cases of cancer. With five million patients per year, the disease is the most widely recognized type of cancer in the United States [1]. Timely skin cancer detection contributes to better health care delivery. As melanocytes multiply indiscriminately, very first trace of hyper-pigmentation appears. Melanoma is the term used to describe this type of skin cancer. Around 9000 people die from cancer each year in the world, making it the deadliest kind [2]. In people suffering from advanced melanoma, the survival rate after beyond five years is 95%, whereas in those with early melanoma, the mortality rate is 1.62%. The importance of early detection, treatment, and recovery can indeed be emphasized in the case of melanoma [3].

Microscopic (Dermoscopic) and macroscopic (clinical) images are the two imaging modalities most frequently used in advanced skin lesion diagnosis [4]. Although dermatologists sometimes lack access to dermoscopic images that are enabled by the examination of lesion characteristics that are imperceptible to the bare eye. Conversely, whereas they are more readily available, clinical photographs taken with traditional cameras have lesser quality [5,6]. Dermoscopy is a non-invasive skin imaging method that helps dermatologists diagnose skin lesions by enabling them to see beyond the skin’s surface. Nonetheless, based on the clinician’s knowledge and expertise, the prognostic value of dermoscopy might vary significantly, from 24% to 77% [7]. In addition, when used by untrained dermatologists, dermoscopy may actually reduce detection ability. Thus, it is essential to develop Computer-Aided Diagnosis (CAD) systems in order to minimize diagnosis mistakes brought on by the challenging nature of visual assessment, the subjectivity involved, and to lessen the burden of skin illnesses and the inaccessibility of dermatologists [8, 9].

By evaluating clinical images, CAD is a significant equivalent that aids healthcare practitioners in their everyday treatment diagnostic. For computer vision tasks, deep learning (DL) has provided a strong basis, and Designs aren't an exception [10]. Dermoscopic images can potentially be stored and retrieved on processors using the digitized dermoscopic devices that are already accessible [11]. CAD systems would aid less-experienced dermatologists and have a lesser impact for inter-subject variation because dermoscopy diagnosis reliability is always demonstrated to rely upon the knowledge of the dermatologist. The conventional method for automatic dermoscopic image assessment typically involves the following phases: lesion categorization, extraction of features, and segmentation of image [12, 13]. Since precision constitutes one of segmentation’s primary qualities, it is considered as the most crucial stages in diagnosing the skin cancer [14]. Segmentation is challenging, though, due to the wide range of lesion colors, sizes, and types, as well as the various skin types and textures [15].

The separation of an image into useful areas is known as segmentation. In instance, segmentation classifies the essential area with the proper classes and labels [16]. Here, the approach utilized for skin lesions is binary task, i.e., differentiating the tumor from the skin surrounding. Contrast and Lighting problems, occlusions, artefacts, inherent intra-class variability and inter-class similarities, and the variety of other imaging issues make automated skin lesion segmentation a difficult task [17, 18]. A further issue that prevents both the training of models and the accurate evaluation of those models is the unavailability of big datasets with expert-generated ground-truth segmentation masks [19].

The segmentation of skin lesions can be divided into four categories: deep learning approaches, conventional intelligence-based approaches, edge and region-based...
approaches and threshold and clustering-based approaches [20]. Each class’s benefits and drawbacks were noted. Deep learning approaches also outperform traditional approaches in the analysis of complicated issues [21]. To analyze medical images, there are many different analytical methods. Yet, in recent years, there have been notable improvements in computer hardware and software systems as well as a sharp rise in the volume and complexity of data [22]. Deep learning techniques for precise and accurate medical image analysis have proliferated and improved as a result of these breakthroughs [23].

The first effort to apply convolutional layers in the task of segmenting disease diagnosis was made in the previous ten years [24]. Following that, a number of designs were put forth to improve segmentation accuracy, not just in the healthcare profession but in general. Such designs included Fully Convolutional Network (FCN), FC-DenseNet, and U-Net for segmenting clinical data [25]. Several structures improved image segmentation for images from the medical area, for example. In terms of State of the Arts (SOTA) efficiency, the encoder-decoder and skip links network U-Net has excelled in the segmentation of medical images [26]. To that purpose, several adaptations have been introduced for diverse clinical uses using better image sources. Such approaches share a similar flaw in that they are unable to accurately localize feature representations for monotone segmentation outcomes by capturing long-range contextual data. Due to the convolution layers’ constrained receptive field, this flaw results from the Convolutional Neural Network (CNN) weakness [27]. In the medical area, where precise separation of tissue and organ boundaries areas is required, the degradation of conceptual localization information over the levels is not the preferred outcome for semantic segmentation [28][39-43]. A novel framework must therefore be created employing a deep learning architecture in order to achieve the higher efficiency in the segmentation algorithm.

Hence, the goal of the research is to devise a novel deep learning strategy for segmenting the skin lesion with enhanced accuracy for detecting the cancer more effectively in the future. The artefact removal along with the optimized hybrid deep learning approach is utilized for performing the segmentation. The major contributions of the research are:

- **Design of ITSO Algorithm**: The Improved Tuna Swarm Optimization (ITSO) algorithm is designed by integrating the TSO with the effective solution updating behaviour of the Pelican for enhancing the convergence rate and to eliminate the movement of solution away from the optimal region.

- **Design of ITSU-EfficientNet**: The ITSU-EfficientNet is designed by integrating the EfficientNet and the UNet, wherein the encoder part of the UNet is replaced with the EfficientNet for enhancing the segmentation accuracy. Besides, the adjustable parameters of the hybrid deep learning model are tuned using the ITSO algorithm to reduce the information loss during the information learning phase.

The organizations of the research are: Section II details the literature review along with the problem statement. The proposed skin lesion segmentation is detailed in Section III and the experimental outcome with its interpretation is provided in Section IV and Section V concludes the work.

**II. RELATED WORK**

Skin lesion segmentation using the semi-supervised learning was designed by [29], wherein the hybrid Transformer encoders and CNN were combined to acquire the global and local attributes. The designed model was most suited for solving the challenges like over fitting and unstability. In this, the semantic attributes were learned by the semi supervised model that enhances the learning capability of the model. The devised model accomplished superior performance compared to the traditional methods of skin lesion segmentation. Still, the performance gets degraded due to the noisy annotation criteria while enriching the data sample.

A hybrid deep learning approach for skin lesion segmentation was devised by [30], wherein the ResNet and AlexNet were combined together for enhancing the segmentation accuracy. Initially, the color constancy of the image was enhanced through the pre-processing stage using the gray world algorithm. Also, the resizing was also devised for making the input more appropriate to the segmentation module. Here, the loss functions like Tversky loss function and cross entropy were considered minimizing the loss during the lesion segmentation. The devised model accomplished superior performance in terms of segmentation accuracy with minimal computation overhead. Still, the image with low contrast and color variations affects the performance of the model.

Skin lesion segmentation using the Grab cut approach was devised by [31], wherein the skin hair removal and corner borders removal were devised in the image pre-processing for enhancing the performance of the model. In the hair removal task, the detection of hair contour was devised and then the mask was generated for removing the hair from the input image. After removing the hair, the contrast was improved through the equalization strategy. Finally, the segmentation was performed using the Grab cut approach and accomplished better performance in terms of Dice and Jaccard coefficients. However, the method was not applicable for segmenting small lesion.

The lesion segmentation using the deep learning was designed by [32] for enhancing the accuracy of segmentation. In this method, the hair in the image was removed through the morphological filters and inpainting algorithms. Followed by, the data augmentation was devised for enriching the database, because the classifier learned with larger amount of data elevates the generalization capability that enhances the detection accuracy. The augmented image is fed into the hybrid deep learning model designed by combining ResNet and UNet. The enhanced performance was acquired by the model based on the assessment measures like the recall and precision. Besides, the post-processing was utilized in the model for enhancing the accuracy of model. Still, the issues like under and over segmentation may occur while evaluating the performance using larger data.
Skin lesion segmentation using the metaheuristic approach was designed by [33] through a hybrid optimization strategy. In this, differential evolution and the artificial bee colony algorithms were combined together for performing the segmentation task. Here, the entropy, intensity values and the number of edge pixels were considered for the evaluation of the objective function. The designed model accomplished superior performance compared to the conventional methods. Still, the requirement of the additional sharpening and smoothing approaches enhances the noise that in turn degrades the performance of the model.

A. Motivation and Problem Statement

The first stage in computerized dermoscopic image processing is effectively separating the tumor from the skin that surrounds it. The fact that melanoma typically has a wide range of physical attributes in terms of color, shape, and size, as well as various textures and skin types, makes the process challenging. The difference in brightness among the lesion and the surrounding skin can also vary, with some lesions having fuzzy and uneven edges. In a variety of medical imaging applications and pattern recognition, deep learning techniques recently demonstrated encouraging results. Hence, in this research, an automatic skin lesion segmentation based on deep learning is introduced to overcome the above-mentioned challenges. The initial pre-processing stage removes the artefacts from the image. Followed by, the optimized hybrid deep learning approach enhances the detection accuracy with minimal computation burden.

III. METHODOLOGY

The skin lesion segmentation is utilized for the detection and classification of the cancer to identify the severity of the disease. The more accurate detection of the disease is employed through the efficient segmentation approach. Deep learning technique is widely utilized in image processing any several other computer vision applications due to the promising outcome. Hence, in this research skin lesion detection is devised using the deep learning approach. For this, improved tuna swarm optimization based UNet-EfficientNet (ITSU-EfficientNet) is introduced. In this, the input skin image is taken from the dataset and is initially pre-processed using the median filtering for the removal of artefacts from the image. Followed by, the skin segmentation is devised using the novel U-EfficientNet, which is designed by integrating the UNet and EfficientNet. Here, the optimal parameters of the classifier are tuned using the proposed ITSO algorithm. It is designed by integrating the TSO with the effective solution updating strategy of the Pelican optimization algorithm.

The introduced ITSO algorithm has the balanced exploration and exploitation phases for obtaining the global best solution. The workflow of the proposed ITSU-EfficientNet is depicted in Fig. 1.

Fig. 1. Block diagram of proposed ITSU-EfficientNet for skin lesion segmentation.

A. Image Acquisition

The input skin is acquired from the publicly available dataset, wherein the dataset \( N \) comprises of \( n \) number of images, wherein \( N_i \)th image is taken for processing the proposed method. It is represented as,

\[
N = \{N_1, N_2, ..., N_i, ..., N_n\}
\]

B. Removing Artefacts

To eliminate noise and artefacts from the input image acquired from the patient, image pre-processing is devised. The median filtering technique is used in this instance of the suggested work for image pre-processing. The clean composites that aid in removing noise are produced by computing the median value for each pixel in the image. Thus, the image produced after the pre-processing is represented as \( P_s \), which is fed into the segmentation module.

C. Skin Lesion Segmentation using ITSU-EfficientNet

The artefact removed image is fed into the proposed ITSU-EfficientNet for segmenting the skin lesion. In this, the UNet and EfficientNet are integrated together and the adjustable parameters like the weights and bias are tuned using the improved ITSO algorithm. The detailed description is given below.

1) Architecture of UNet: Lightweight features, feature map fusion, and Local receptive field are common characteristics of deep learning models including UNet. The over fitting issues of the deep learning models are minimized through the parallel structure that makes the computation simpler and more flexible. Contrary to a full convolutional neural network (FCN), the significant characteristics like the feature mapping based on splicing criteria and the structure of the skip connection makes the UNet simpler with minimal computation overhead. According to Fig. 2, the midway link between up and down sampling adds low-level attributes to the final process, which minimizes the losses of beneficial properties in skin lesion segmentation [34].
In UNet, skip connection, down sampling (pooling), up sampling, and convolution techniques are widely employed. Max pooling is a popular down sampling approach that is used to get abstract features and high-level features with an emphasis on the semantic content of images while reducing image resolution. Common up-sampling methods include regular forward propagation backwards and de-convolution without gradient updating. It is possible to define UNet's in the field of image segmentation for enhancing the detection accuracy.

2) Architecture of EfficientNet: EfficientNet-v2 for the estimation of the loss function utilizes smaller kernel sizes of $3 \times 3$ with minimal memory access overhead. Besides, the last stride-1 is eliminated for the reduction of the memory access overhead and size of parameter. The runtime overhead is minimized through network capacity elevation and the training overhead along with higher memory are minimized by restricting the interference of image. The learning capability of the EfficientNet-v2 is higher by making original interference size for learning that depicts the scaling characteristics of the loss function estimator [35]. The building blocks of the EfficientNet-v2 are fused MBConv long with the mobile inverted bottleneck MBConv and are portrayed in Fig. 3.

The resolution, depth and width of the network are balanced by the EfficientNet-v2 to enhance the accuracy of skin lesion segmentation. Here, the compound coefficient $\eta$ is utilized for the scaling the network parameters and is expressed as,

$$\text{resolution} = \mu^0; \quad \text{depth} = \beta^0; \quad \text{width} = \chi^0$$

(2)

where,

$$\beta^2 \cdot \chi^2 \cdot \mu \approx 2$$

$$\beta, \chi, \mu \geq 1$$

(3)

Here, the factors $\beta, \chi, \mu$ decides the distribution of the external resources in the network and $\eta$ refers to the coefficient that is identified based on $\beta, \chi, \mu$.

D. Proposed ITSU-EfficientNet based Skin Lesion Segmentation

The skin lesion segmentation using the proposed ITSU-EfficientNet is designed by hybridizing the UNet and EfficientNet as shown in Fig. 4, wherein the ITSO is utilized for tuning the adjustable parameters. UNet architecture is comprised of two parts, encoder and decoder. In the proposed model UNet encoder is replaced by EfficientNet B7 and decoder is similar as UNet decoder. UNet decoder comprises of block of $3x3$ conv and feature maps are
unsampled after each block and concatenate the features from encoder and forward them to next block of 3x3 convolutions. After last block a 1x1 conv is used to generate segmentation map.

1) Improved Tuna Swarm Optimization (ITSO): A metaheuristic algorithm with the balanced diversification and intensification helps to obtain the global best solution for solving the optimization issues. The Tuna Swarm Optimization (TSO) is the one that has the balanced diversification and intensification, which designed based on the marine predator named Tuna. This marine predator follows the fishtail shape swimming behaviour that is unique and faster in a continuous manner. Still, the swimming capability of the predator is very slower compared to the small nimble fish. The marine predator follows the swarm behaviour for capturing the prey (target). Hence, it uses two various approaches for capturing the target fish.

- **Spiral Diving**: The swarm of tuna follows the spiral diving approach to capture the prey intending it (prey) to move towards the swallow water. This strategy helps to capture the target more easily.

- **Parabolic Structure**: The second approach of the tuna in capturing the target is the parabolic structure formation. In this, the tuna of swarm forms the parabolic structure one after another for encircling the prey and capture it.

2) **Mathematical Modelling**: The mathematical modelling of the ITSO comprises of three various steps like initialization, diversification, and intensification. Here, initialization is nothing but the initialization of candidates (Tuna) and target in the feature space. The second step is the diversification phase, wherein the candidates explore the feature space for the acquisition of global best solution. For this, the spiral diving strategy is utilized by the candidates in the feature space. Finally, the intensification phase is devised for deeply exploiting the feature space that is already identified in the diversification phase [36]. Here, the movement of solution away from the optimal location is minimized by incorporating the effective solution updating behaviour of the Pelican in the Pelican optimization algorithm [37]. The capturing of the target is the solution accomplished by the algorithm for tuning the optimal parameters of the lesion segmentation technique.

**Initialization**: In the feature space, the candidates are located randomly and is represented as,

$$S_m^\tau = k \cdot (U - V) + V, \quad m = 1, 2, \ldots, Z$$  \hspace{1cm} (4)

where, the lower and upper boundaries of the feature space is notated as $V$ and $U$ respectively and the random number chosen from the uniform distribution in the range of $[0,1]$ is indicated as $k$, and the $m^{th}$ candidate in the feature space at the iteration $\tau$ is indicated as $S_m^\tau$.

**Fitness Estimation**: After initializing the candidates in the feature space, the fitness is estimated based on mean square error and is formulated as,

$$F_{\text{ITSO}} = \frac{1}{T_{\text{sol}}} \sum_{i=1}^{T_{\text{sol}}} \left( SS_{\text{obs}} - SS_{\text{arr}} \right)^2$$  \hspace{1cm} (5)
where, the fitness of the solution is referred as $F_{ITSO}$, the total count of samples is indicated as $T_{sol}$, the observed solution is indicated as $SS_{obser}$ and the target solution is indicated as $SS_{tar}$.

**Diversification:** In the diversification phase, the spiral diving-based foraging is devised by the candidates for capturing the target. The prey tries to escape from the candidate by changing the direction of swimming. Thus, the candidates form the tight spiral to capture the prey and hence the escaping capability of the prey gets reduced. In addition, the information sharing among the candidates helps to explore more area in the feature space. The position updating of the candidates in the diversification phase is formulated as,

$$S_{m+1}^r = \begin{cases}
\delta_1 \left( S_G^r + \gamma \cdot \left| S_G^r - S_m^r \right| \right) + \delta_2 \cdot S_m^r, & m = 1 \\
\delta_1 \left( S_G^r + \gamma \cdot \left| S_G^r - S_m^r \right| \right) + \delta_2 \cdot S_{m-1}^r, & m = 2, 3, \ldots Z
\end{cases}$$

(6)

$$\delta_1 = q + (1-q) \cdot \frac{\tau}{\tau_{max}}$$

(7)

$$\delta_2 = (1-q) - (1-q) \cdot \frac{\tau}{\tau_{max}}$$

(8)

$$\gamma = e^{pm} \cdot \cos(2\pi \cdot \theta)$$

(9)

$$n = 3 \cos \left( \left[ \left( \frac{\tau_{max}}{\tau} \cdot \frac{1}{\tau} \right) - 1 \right] \right)$$

(10)

where, at $\tau + 1^{st}$ iteration, the position of the $m^{th}$ candidate in the features space is indicated as $S_{m+1}^r$, the optimal best candidate in the $r^{th}$ iteration is indicated as $S_G^r$, the movement of the individual candidate in the feature space is controlled by the weight coefficients $\delta_1$ and $\delta_2$, wherein the movement extend is decided by the constant $q$. The random number that has the range $[0,1]$ is indicated as $\rho$ and the maximal number of iterations is indicated as $\tau_{max}$.

When the optimal candidate failed to capture the target; then, the random candidate is chosen from the swarm and hence the exploration criteria is enhanced and the position updating is formulated as,

$$S_{m+1}^r = \begin{cases}
\delta_1 \left( S_k^r + \gamma \cdot \left| S_k^r - S_m^r \right| \right) + \delta_2 \cdot S_m^r, & m = 1 \\
\delta_1 \left( S_k^r + \gamma \cdot \left| S_k^r - S_m^r \right| \right) + \delta_2 \cdot S_{m-1}^r, & m = 2, 3, \ldots Z
\end{cases}$$

(11)

where, the randomly chosen candidate is indicated as $S_k^r$.

Here, the efficient position updating behaviour of the Pelican optimization is hybridized with the position updation of the TSO for avoiding the solution escaping from the optimal solution. The solution updation based on the ITSO is formulated as,

$$S_m(r) = \begin{cases}
S_l(r+1) & F_{ITSO}(r) < F_{ITSO}(r+1) \\
S_l(r+1) & Otherwise
\end{cases}$$

(12)

Thus, the solution updated by the candidates using the effective solution updating criteria guides the solution towards the optimal location that enhances the convergence rate of the algorithm.

**Transition Phase:** After identifying the target in the feature space, the candidate’s moves from the diversification to intensification phase for capturing the target. The formulation for the transition phase is expressed as,

$$S_m(r+1) = \begin{cases}
\delta_1 \left( S_k^r + \gamma \cdot \left| S_k^r - S_m^r \right| \right) + \delta_2 \cdot S_m^r, & m = 1 \\
\delta_1 \left( S_k^r + \gamma \cdot \left| S_k^r - S_m^r \right| \right) + \delta_2 \cdot S_{m-1}^l, & m = 2, 3, \ldots Z
\end{cases}$$

(13)

Intensification: In the intensification phase, the parabolic structure-based capturing is devised by the candidates. Here, the target is considered as the point of reference and the parabolic structure is formed. The expression for the intensification-based position updation is defined as,

$$S_m(r+1) = \begin{cases}
\left[ S_H^r + k \cdot \left( S_H^r - S_m^r \right) \right] + M \cdot a^2 \cdot \left( S_H^r - S_m^r \right), & if \ k < \frac{\tau}{\tau_{max}} \\
M \cdot a^2 \cdot S_m^r, & if \ k \geq \frac{\tau}{\tau_{max}}
\end{cases}$$

(14)

$$a = \left( 1 - \frac{\tau}{\tau_{max}} \right) ^{\left( \frac{\tau/\tau_{max}}{\tau_{max}} \right)}$$

(15)

where, the random number with the range $[-1,1]$ is indicated as $M$. Here, also the effective solution updating behaviour of the Pelican is utilized and is expressed as,

$$S_m(r) = \begin{cases}
S_l(r+1) & F_{ITSO}(r) < F_{ITSO}(r+1) \\
S_l(r+1) & Otherwise
\end{cases}$$

(16)

Thus, the solution acquired by the candidate in the search space through the effective solution updating criteria provides the solution for solving the optimization issues.

**Re-estimation of fitness:** The feasibility of the solution obtained in the previous phase is estimated by re-estimating the fitness presented in equation (5).

**Termination:** The acquisition of global best solution or the attainment of $\tau_{max}$ the iteration of algorithm gets terminated. Pseudo-code for ITSO algorithm is presented in Algorithm 1.
Algorithm 1: Pseudo-code for ITSO algorithm

1. **Input**: The values $\tau^{\text{max}}$ and $Z$ are initialized
2. **Output**: Best solution $S_G^t$
3. Locate the candidates in the feature space $S_m (m=1,2,...,Z)$
4. The factor $q$ is defined
5. while ($\tau < \tau^{\text{max}}$)
6. Estimate the fitness
7. Update $S_G^t$
8. For (all candidates) do
9. Update $\delta_1, \delta_2$ and $a$
10. Update the candidate solution using equation (11)
11. Update the candidate solution using equation (12)
12. Update the candidate solution using equation (13)
13. Update the candidate solution using equation (16)
14. End for
15. $\tau = \tau + 1$
16. End while
17. Return the best solution

Thus, the solution updation using the proposed ITSO algorithm elevates the segmentation accuracy with minimal error and fast convergence rate.

E. Experimental Setup

The ITSO-EfficientNet model is implemented using keras framework and backend as Tensorflow 2.1.0. Google colaboratory Pro IDE is used for coding and training. Tesla P100 GPU and 32 GB of RAM is used for our experiments. In all 2594 images, 20% of images are utilized for testing and 80% data is used for training. During experiment, we scaled down the size of images as original image sizes for ISIC 2018 challenge dataset is higher and not uniform. EfficientNet B7 which is trained on ImageNet is used as backbone. Here, mean squared error (MSE) is considered as loss function. Adam optimizer is used as initial optimizer and ITSO is used to further fine tune the weights during training. Model is trained for 200 epochs.

F. Dataset Description

The ISIC 2018 challenge dataset [38] is used for training and testing. The dataset provided by ISIC 2018 challenge is for diagnosing skin lesion. It offers classification task and skin lesion segmentation task. From various clinics and institutions around the world the data was collected. Compared to all publicly available dermoscopic image libraries, ISIC archive is largest one. For skin lesion segmentation, the challenge provides 2594 images with ground truth masks. The image dimensions for segmentation are $2016 \times 3024$.

IV. RESULT AND DISCUSSION

The experimental outcome along with the comparative analysis of the ITSU-EfficientNet is detailed in this section.

A. Assessment Measures

To measure the performance of proposed model we use following standard metrics. We evaluate model using Dice Coefficient ($DC$), precision ($Pr_e$), recall ($Re$), intersection over union (IoU), specificity ($Spe$) and sensitivity ($Sen$). These evaluation measures are defined as follows:

\[
DC = \frac{2 \cdot SL_{tp}}{2 \cdot SL_{tp} + SL_{fp} + SL_{fn}}
\]  
\[
Pr_e = \frac{SL_{tp}}{SL_{tp} + SL_{fp}}
\]  
\[
Re = \frac{SL_{tp}}{SL_{tp} + SL_{fn}}
\]  
\[
IoU = \frac{SL_{tp}}{SL_{tp} + SL_{fp} + SL_{fn}}
\]  
\[
Spe = \frac{SL_{tn}}{SL_{tn} + SL_{fp}}
\]  
\[
Sen = \frac{SL_{tn}}{SL_{tn} + SL_{fn}}
\]

where, $SL_{tp}$, $SL_{fp}$, $SL_{tn}$ and $SL_{fn}$ represents true positive, false positive, true negative and false negative respectively. $SL_{tp}$ denotes correctly segmented lesion pixels, $SL_{fp}$ denotes segmented non-lesion pixels, $SL_{tn}$ denotes un-segmented non-lesion pixels and $SL_{fn}$ denotes un-segmented lesion.

B. Experimental Outcome

The experimental outcome of the ITSU-EfficientNet is depicted in Fig. 5, wherein the skin image acquired from the dataset is depicted in Fig. 5(a), the corresponding ground truth the depicted in Fig. 5(b) and finally, the outcome of the ITSU-EfficientNet is portrayed in Fig. 5(c).
C. Performance Assessment

The performance of the ITSU-EfficientNet by varying the epoch is depicted in Fig. 6 based on various assessment measures. In this, the analysis depicts that the higher number of epochs ad the training percentage enhances efficiency of the skin lesion segmentation. The epoch is nothing but the learning cycle utilized by the classifier for performing the skin lesion segmentation for the unknown test image. For example, if the number of epochs utilized by the classifier 40 means, the classifier is trained 40 times with the same data for improving the generalization ability. The outcome of the skin lesion segmentation based on the various assessment measures by varying the epoch interprets that the proposed method accomplished better outcome with maximal epoch of 100.

D. Comparative Assessment

The comparative Assessment of the proposed method with the conventional skin lesion segmentation approaches like ResNet+UNet [32], ResNet + AlexNet [30], DS-TransUNet [29], and DE-ABC [33]. The assessment based on various evaluation measures is depicted in Fig. 7. Here, with 50% of data learning, the accuracy estimated by ITSU-EfficientNet is 0.90, which is 9.49%, 9.06%, 2.03%, 1.94%, and 0.36% better than conventional ResNet+UNet, ResNet+AlexNet, DS-TransUNet, and DE-ABC methods. The minimal MSE estimated by ITSU-EfficientNet with 60% data learning is 0.09, which is 35.55%, 33.63%, 18.10%, and 16.09% better than conventional ResNet+UNet, ResNet+AlexNet, DS-TransUNet, and DE-ABC methods. The precision estimated by ITSU-EfficientNet is 0.90 with 70% data learning, which is 6.28%, 5.81%, 2.26%, and 2.06% better than conventional ResNet+UNet, ResNet+AlexNet, DS-TransUNet, and DE-ABC methods. With 80% of data learning the recall evaluated by ITSU-EfficientNet is 0.92, which is 9.30%, 8.85%, 3.89%, and 1.47% better than conventional ResNet+UNet, ResNet+AlexNet, DS-TransUNet, and DE-ABC methods. The maximal IoU evaluated by ITSU-EfficientNet is 0.92, which is 9.33%, 8.88%, 6.07%, and 1.54% better than conventional ResNet+UNet, ResNet+AlexNet, DS-TransUNet, and DE-ABC methods with 90% of data learning. The maximal Dice coefficient evaluated by ITSU-EfficientNet is 0.90, which is 6.73%, 6.27%, 2.82%, and 1.69% better than conventional ResNet+UNet, ResNet+AlexNet, DS-TransUNet, and DE-ABC methods with 60% of data learning. Here, the proposed method accomplished superior performance compared to the conventional skin care segmentation method. The analysis is devised by varying the training percentage of the proposed model, wherein the performance elevates with increase in training data. The reason behind the enhanced performance is the higher generalization capability of the skin lesion segmentation technique. Also, the optimal adjustment of the hyper-parameters reduces the information loss during the training phase and enhances the outcome of the proposed model. The detailed analysis of the comparative analysis is presented in Table I.
Fig. 7. Comparative assessment of proposed method with conventional methods based on (a) Accuracy, (b) Precision, (c) Recall, (d) MSE, (e) IoU and (f) Dice coefficient.

E. Comparative Discussion

The comparative discussion of the proposed method with existing UNet based methods of skin cancer segmentation approaches is depicted in Table II.

The analysis depicts the superior performance of the ITSU-EfficientNet based on the various assessment measures like Dice coefficient, Precision, Recall and IoU. The reason behind the superiority of the model is the hybrid deep learning model along with the optimal network parameter learning capability. The EfficientNet offers the enhanced performance in skin lesion segmentation with minimal number of parameters. Also, the UNet provides the superior performance in the image segmentation task. Thus, the hybridized model offers the superior performance in skin lesion segmentation compared to the comparative model. Besides, the optimal network parameters tuning using the ITSO algorithm minimizes the information loss during the training phase through the global best solution. The deep learning model with minimal loss elevates its generalization capability and hence it provides the superior performance while analyzing the performance with unknown test image.

<table>
<thead>
<tr>
<th>Methods/ Training Percentage</th>
<th>50</th>
<th>60</th>
<th>70</th>
<th>80</th>
<th>90</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ResNet+ UNet</td>
<td>0.81</td>
<td>0.85</td>
<td>0.86</td>
<td>0.86</td>
<td>0.87</td>
</tr>
<tr>
<td>ResNet + AlexNet</td>
<td>0.82</td>
<td>0.86</td>
<td>0.87</td>
<td>0.87</td>
<td>0.87</td>
</tr>
<tr>
<td>DS-TransUNet</td>
<td>0.88</td>
<td>0.88</td>
<td>0.88</td>
<td>0.88</td>
<td>0.88</td>
</tr>
<tr>
<td>DE-ABC</td>
<td>0.88</td>
<td>0.89</td>
<td>0.90</td>
<td>0.91</td>
<td>0.93</td>
</tr>
<tr>
<td>ITSU-EfficientNet</td>
<td>0.90</td>
<td>0.91</td>
<td>0.92</td>
<td>0.92</td>
<td>0.94</td>
</tr>
<tr>
<td>MSE</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ResNet+ UNet</td>
<td>0.19</td>
<td>0.15</td>
<td>0.14</td>
<td>0.14</td>
<td>0.13</td>
</tr>
<tr>
<td>ResNet + AlexNet</td>
<td>0.18</td>
<td>0.14</td>
<td>0.13</td>
<td>0.13</td>
<td>0.13</td>
</tr>
<tr>
<td>DS-TransUNet</td>
<td>0.12</td>
<td>0.12</td>
<td>0.12</td>
<td>0.12</td>
<td>0.12</td>
</tr>
<tr>
<td>DE-ABC</td>
<td>0.12</td>
<td>0.11</td>
<td>0.10</td>
<td>0.09</td>
<td>0.07</td>
</tr>
<tr>
<td>ITSU-EfficientNet</td>
<td>0.10</td>
<td>0.09</td>
<td>0.08</td>
<td>0.08</td>
<td>0.06</td>
</tr>
<tr>
<td>Precision</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ResNet+ UNet</td>
<td>0.80</td>
<td>0.83</td>
<td>0.84</td>
<td>0.84</td>
<td>0.85</td>
</tr>
<tr>
<td>ResNet + AlexNet</td>
<td>0.80</td>
<td>0.84</td>
<td>0.85</td>
<td>0.85</td>
<td>0.86</td>
</tr>
<tr>
<td>DS-TransUNet</td>
<td>0.86</td>
<td>0.87</td>
<td>0.88</td>
<td>0.88</td>
<td>0.88</td>
</tr>
<tr>
<td>DE-ABC</td>
<td>0.87</td>
<td>0.88</td>
<td>0.88</td>
<td>0.91</td>
<td>0.92</td>
</tr>
<tr>
<td>ITSU-EfficientNet</td>
<td>0.90</td>
<td>0.90</td>
<td>0.90</td>
<td>0.92</td>
<td>0.94</td>
</tr>
<tr>
<td>Recall</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ResNet+ UNet</td>
<td>0.79</td>
<td>0.82</td>
<td>0.83</td>
<td>0.83</td>
<td>0.84</td>
</tr>
<tr>
<td>ResNet + AlexNet</td>
<td>0.79</td>
<td>0.83</td>
<td>0.84</td>
<td>0.84</td>
<td>0.84</td>
</tr>
<tr>
<td>DS-TransUNet</td>
<td>0.85</td>
<td>0.86</td>
<td>0.87</td>
<td>0.88</td>
<td>0.88</td>
</tr>
<tr>
<td>DE-ABC</td>
<td>0.86</td>
<td>0.87</td>
<td>0.88</td>
<td>0.91</td>
<td>0.93</td>
</tr>
<tr>
<td>ITSU-EfficientNet</td>
<td>0.90</td>
<td>0.90</td>
<td>0.90</td>
<td>0.92</td>
<td>0.94</td>
</tr>
<tr>
<td>IoU</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ResNet+ UNet</td>
<td>0.78</td>
<td>0.82</td>
<td>0.83</td>
<td>0.83</td>
<td>0.83</td>
</tr>
<tr>
<td>ResNet + AlexNet</td>
<td>0.78</td>
<td>0.82</td>
<td>0.83</td>
<td>0.83</td>
<td>0.84</td>
</tr>
<tr>
<td>DS-TransUNet</td>
<td>0.85</td>
<td>0.85</td>
<td>0.86</td>
<td>0.86</td>
<td>0.86</td>
</tr>
<tr>
<td>DE-ABC</td>
<td>0.85</td>
<td>0.86</td>
<td>0.86</td>
<td>0.89</td>
<td>0.91</td>
</tr>
<tr>
<td>ITSU-EfficientNet</td>
<td>0.88</td>
<td>0.88</td>
<td>0.88</td>
<td>0.90</td>
<td>0.92</td>
</tr>
<tr>
<td>Dice Coefficient</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ResNet+ UNet</td>
<td>0.80</td>
<td>0.84</td>
<td>0.85</td>
<td>0.85</td>
<td>0.86</td>
</tr>
<tr>
<td>ResNet + AlexNet</td>
<td>0.81</td>
<td>0.84</td>
<td>0.85</td>
<td>0.85</td>
<td>0.86</td>
</tr>
<tr>
<td>DS-TransUNet</td>
<td>0.87</td>
<td>0.87</td>
<td>0.88</td>
<td>0.89</td>
<td>0.89</td>
</tr>
<tr>
<td>DE-ABC</td>
<td>0.88</td>
<td>0.88</td>
<td>0.89</td>
<td>0.91</td>
<td>0.93</td>
</tr>
<tr>
<td>ITSU-EfficientNet</td>
<td>0.90</td>
<td>0.90</td>
<td>0.90</td>
<td>0.92</td>
<td>0.94</td>
</tr>
</tbody>
</table>
### Table II: Comparative Discussion

<table>
<thead>
<tr>
<th>Method</th>
<th>Dice Coefficient</th>
<th>Precision</th>
<th>Recall</th>
<th>IoU</th>
</tr>
</thead>
<tbody>
<tr>
<td>UNet with Focal Tversky Loss [39]</td>
<td>85.6</td>
<td>89.6</td>
<td>92.6</td>
<td>-</td>
</tr>
<tr>
<td>MultiScale Residual Fusion N [40]</td>
<td>88.24</td>
<td>93.48</td>
<td>88.93</td>
<td>83.73</td>
</tr>
<tr>
<td>Dense Residual UNet [41]</td>
<td>86.1</td>
<td>91.1</td>
<td>88.2</td>
<td>-</td>
</tr>
<tr>
<td>Double UNet [42]</td>
<td>89.62</td>
<td>94.59</td>
<td>87.8</td>
<td>82.12</td>
</tr>
<tr>
<td>V-N^2-Net [43]</td>
<td>89.6</td>
<td>97.07</td>
<td>96.36</td>
<td>88.83</td>
</tr>
<tr>
<td>ITSU-EfficientNet (Proposed)</td>
<td>94.36</td>
<td>91.33</td>
<td>99.17</td>
<td>92.9</td>
</tr>
</tbody>
</table>

Also, the additional artefact removal process removes the noise from the image and enhances the quality of the image. Hence, the combined performance of the proposed skin lesion segmentation process accomplished the superior performance.

### V. Conclusion

This research introduced an optimized deep learning model named ITSU-EfficientNet for the skin lesion segmentation approach. The newly devised TSU-EfficientNet combines the ITS0 algorithm, UNet and EfficientNet, wherein the learnable parameters of the deep learning model are tuned using the ITS0 algorithm. Here, the balanced intensification and diversification phase of the ITS0 algorithm eliminates information loss during the data learning phase. Also, the hybrid deep learning model with the combined UNet and EfficientNet provides the enhanced accuracy in skin lesion segmentation. The faster convergence rate of the algorithm reduces the computation time without compromising the performance of the model. The performance assessment based on various measures like Accuracy, MSE, Precision, Recall, IoU, and Dice Coefficient and acquired the values of 0.94, 0.06, 0.94, 0.94, 0.92, and 0.94 respectively. However, the proposed model is not used to analyze the skin lesion classification using the segmentation outcome. Hence, in the future a novel classification method will be devised for identifying the skin lesion type and its severity.
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Analysis and System Construction of ALSTM-LSTM Model-based Sports Jumping Rope Movement
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Abstract—Computer technology’s maturity has enabled intelligent and interactive sports training. Jumping rope test in secondary school faces difficulties due to bulky testing equipment and inefficient data measurement. An ALSTM-LSTM model based on visual human posture estimation is proposed for motion system analysis. Joint pose features are fused through LSTM, and the attention mechanism assigns weights to feature sequences to achieve motion recognition, considering the data's multidimensional and hierarchical nature. The model’s precision value is 95.83. Its average accuracy is much higher than LSTM, ML-KNN, and RSN models. Additionally, the model has 95.2% accuracy in localizing jump rope stance movements with low data consumption. The model can improve the accuracy of the analysis of the jump rope sport's posture based on the characteristics of human movement, and inspire new technical tools for teaching instruction.

Keywords—ALSTM-LSTM model; jumping rope exercise; Sports; human posture estimation algorithm; attention mechanisms

I. INTRODUCTION

The development and maturity of computer vision and intelligent technology has provided new research tools and ideas for human motion analysis. They are also applied in pattern recognition, image processing, and interaction between real and imaginary scenes. In addition, the application of computer vision and intelligence technology to sports training makes the analysis of movement types and posture recognition possible. The estimation of human posture is achieved by using algorithms to identify and locate the image distortion is inevitable. Therefore, the model has 95.2% accuracy in localizing jump rope stance movements with low data consumption. The model can improve the accuracy of the analysis of the jump rope sport's posture based on the characteristics of human movement, and inspire new technical tools for teaching instruction.

The progressive development of society and the increase in economic have led to a greater focus on physical exercise, while the maturation of the theory of intelligent technology has provided new tools and instruments for the analysis of sports. The mathematical model based on the acceleration sensor was developed by Xu to better analyse the experimental data of the rope and hand during jumping rope. A control group and an experimental group were set up, and volunteers were selected to carry out experimental observations of exercise energy consumption. It was proved that the sensor can construct and generate a model of the multidimensional data of the subjects, and can effectively analyse the energy consumption of the experimental group. The results of this experiment can effectively provide new ideas for improving the teaching of jumping rope sports [6]. In order to ensure the fitness of jumping rope while enhancing its safety, Wang and other scholars applied the inverse mechanics model to the analysis of jumping rope movement and combined big data to analyse the changes of each joint position during the movement. The results showed that the validity of the motion analysis of fancy jump rope was better and the introduction of fancy jump rope in university physical education had high significance and value [7]. Nie proposed a hierarchical contextual refinement network for the estimation of human posture in order to reduce the problem of poor joint localization performance, i.e., to achieve the transfer detection of diffuse joints. The method effectively achieved the
detection of joint points in the hierarchical state and is less affected by interference factors [8]. Cao and other scholars proposed a motion detection system based on deep learning guidance for better analysis of motion data. It was proved that it is more than 95% accurate in the evaluation of jumping rope data and its recall values were high. The wearable device under this monitoring system can effectively analyse the sports data [9]. Yu innovated the application of EMG signal acquisition to sports. Based on the actual needs of athletes, the individual differences and wavelet principal component model for sports recognition was proposed. The wavelet-based model had high accuracy and detail observation of motion recognition, and also has high theoretical value [10]. For the detection and recognition of specific motion, Cust and others used the help of inertial measurement units and computer vision for in-depth analysis. Database search results show that support vector machines and convolutional neural networks as well as long and short-term memory architectures are mostly used for data processing and target motion feature recognition [11]. Ramirez Campillo R scholars used a meta-analysis system to analyze the jumping rope training for effectively improving the physical fitness of athletes. The analysis including resting heart rate, body mass index, fat mass, cardiopulmonary endurance, and so on [12]. They analyzed the impact mechanism between enhanced jumping training (PJT) and athlete's repetitive sprint ability (RSA) [13]. Layne T scholars believed that using sports technology feedback education for jumping performance testing can effectively stimulate the potential of athletes [14].

Deep learning algorithms have good data processing and information extraction capabilities. It can provide new tools for the recognition of sports analysis and can effectively reduce the influence of objective factors and individual differences in performance on the results [15-16]. The team of Rana found that the emergence of wearable inertial sensors provided a convenient tool to carry out sports analysis, and the device could effectively provide solutions based on the characteristics of different athletes compared to the original manual analysis of athletes’ data metrics [17]. The edge box method was used to refine the scale of the tracker, while a convolutional network was used under the recursive concept to implement frame video image recognition. The results show that the improved method is highly effective and efficient for the analysis of sports videos [18]. To address the difficulty of quantifying feature extraction, Mathis and Mamidanna proposed a bit-pose estimation method with deep neural networks and migrated the method to markerless applications to avoid the impact of intrusive markers on motion control. Experimental results demonstrated the high accuracy as well as versatility of the framework approach and the accuracy of its data tests was comparable to the real values [19]. Kong scholars proposed to accelerate the analysis and prediction of trajectory data under localization technology based on real-time location and long time access are the more common services. The study proposed spatio-temporal long- and short-term memory for data analysis, and the results showed that the method can link and predict historical visit information backwards and forwards, with a high fit between the real values [20]. Nadeem scholar team identified human behaviors with the help of entropy Markov model, and added contour detection and multidimensional cues to the original automatic human posture estimation method. They implemented action recognition through image preprocessing and image noise removal as part model construction. The method can detect limb movements with high recognition accuracy, and its interactive advantage has good applicability in other fields [21]. He introduced three-dimensional space technology in image processing and established a sports tracking system with the help of particle filtering to improve its accuracy. A similarity estimation method was proposed according to the characteristics of volleyball. The method has good tracking performance and its success rate exceeds 80% [22]. Jalal introduced a pseudo-2D model to the original human pose estimation method to achieve the extraction of contour features and pose point features. He introduced a K-ary tree hashing algorithm to optimize the data set. The results proved that the method has an accuracy of more than 80% in key point detection in motion datasets, which is a good application in sports [23].

The aforementioned studies suggest that enhancing feature recognition in sport is a key focus for improving video data analysis and the quality of sports. Some scholars have proposed sensor design, short and long term memory networks, convolutional neural networks and entropic Markov models to achieve information recognition and data analysis. Therefore, this study will improve on the long-short memory network and apply it to the analysis of sports jumping rope to improve its posture recognition accuracy, and provide a new tool for the improvement of physical education.

III. ANALYSIS OF SPORT JUMPING ROPE MOVEMENT AND SYSTEM CONSTRUCTION BASED ON ALSTM-LSTM MODEL

A. ALSTM-LSTM Model based on Human Posture Recognition

Human pose recognition is a key problem in human behaviour analysis and is currently a hot topic of research. It is widely used in robot training, motion tracking, film production and sports analysis. The OpenPose pose estimation open source library extracts information from the human bone nodes with good real-time performance and accuracy [24-25]. The architecture is shown in Fig. 1.
The confidence map expression formula for the location of key points in motion recognition is equation (1).

\[ C_{i,k} = \exp \left( \frac{|p - X_{i,k}|^2}{\delta^2} \right) \]

\[ C_i(p) = \max J_{i,k}(p) \]  

(1)

In equation (1), \( j \) denotes the joint point of the human body, \( k \) is the target person in the image, \( p \) is the predicted coordinates of the person, \( X_{i,k} \) is the specific coordinate position, and \( \delta \) denotes the minimal value. The length of the limb between two joint points can be expressed as \( L_{i,k} = |X_{i,k} - X_{i-1,k}| \). The study introduces weight values and penalty terms in the loss function of the model to reduce the impact of branching losses on the accuracy results, and the mathematical expression is shown in equation (2).

\[ f = \sum_t (a f^i_t + b f^j_t + \theta) \]

\[ f = \sum_t (a f^i_t + b f^j_t + \theta) \]  

(2)

In equation (2), \( f \) denotes the confidence and affinity domain of the predicted key points, \( f \) is the corresponding weight value and \( \theta \) denotes the penalty term. In the jumping rope movement analysis, the movement involves the head, shoulders, wrist in cream, ankles and other limbs of the human posture parts. This real-time movement and limb movement quality assessment can be affected by a variety of factors, so the research is based on the characteristics of mobile vision for movement analysis, and introduces the Long Short-Term Memory (LSTM) models. The LSTM network algorithm can effectively process long time sequences of data and information, and selectively forget new information and accumulated information by introducing a gating mechanism. By using memory units to transfer information cyclically, the model can effectively avoid the problem of gradient disappearance during the training process. Fig. 2 shows the structure of the recurrent unit of the LSTM network.

Based on the LSTM input human action data, the formulae for input gate \( i_t \), forgetting gate \( f_t \) and output gate \( o_t \) at moment \( t \) are shown in equation (3).

\[ f_t = \sigma(M_i \cdot [h_{t-1}, x_t] + b_f) \]

\[ i_t = \sigma(M_i \cdot [h_{t-1}, x_t] + b_i) \]

\[ o_t = \sigma(M_o \cdot [h_{t-1}, x_t] + b_o) \]  

(3)

![Schematic diagram of network cycle unit structure.](image-url)
In equation (3), \( h_{t-1} \) is the output of the previous layer and the information of the structure, \( h_t \) is the output, \( \sigma \) is the gate activation function, \( x_t \) is the input value and \( M, b \) denote the weight matrix and the deviation value. The long-term memory state at moment \( t \) can be expressed as equation (4).

\[
 c_t = f_t c_{t-1} + i_t \tanh(W_i [h_{t-1}, x_t] + b_i)
\]  

(4)

In equation (4), \( W_i, b_i \) denote the weight value and bias of the input gate, and \( \circ \) denotes multiplication by element. The LSTM network fuses static and dynamic features when classifying action recognition. Changes in different nodes can have an impact on action pose recognition, and degree discrimination of node importance can effectively highlight the information data of valid actions, so the study introduces an attention mechanism for weighting [26-28]. The attention mechanism assigns different weight values to different input feature sequences to show the difference in their attention, which can effectively improve the LSTM network to treat different feature states the same, ignoring the multi-dimensionality and hierarchy of features. The study represents the degree of correlation between information features and output values with the help of a one-layer perceptron, the mathematical expression of which is shown in equation (5).

\[
 s_i = MLP(h_t', y) = v^T \tanh(W_i h_t + W_2 y)
\]  

(5)

In equation (5), \( h_t' \) is the intermediate layer state after LSTM recognition, \( y \) is the target intent and \( v, W_i, W_2 \) are the learning parameters. The normalisation is performed to obtain the attention weights of the features, see equation (6).

\[
 Att_i = \text{soft}\max(s_i) = \frac{\exp(s_i)}{\sum_i \exp(s_i)}
\]  

(6)

In equation (6), \( s_i \) is the learning degree of the feature and \( m \) denotes the number of features. Fig. 3 shows the network architecture of the introduced attention mechanism.

The analysis of human posture during jumping rope can be regarded as a label classification problem with temporal and sequential characteristics, and the body movements involved in it can also have an impact on the continuity and integrity of jumping rope when deviations and movements occur. The study incorporates an attention mechanism into the LSTM model, as shown in Fig. 3(b). The ALSTM-LSTM model consists of five aspects: the input layer, the batch normalisation layer, the ALSTM-LSTM layer, the connection layer and the sigmoid layer. The data is normalized by BatchNorm to ensure predictability of the data gradient and to reduce the data fluctuation problem of the problem solution, allowing the algorithm performance to achieve high convergence within the learning rate range. Traditional jump rope physical education is taught through demonstration by the physical education teacher as well as explanation of the movements, followed by the students exercising on their own [29-30]. Since there is a large variability among individual students, their mastery of the ability varies. Therefore, the study introduced an attention mechanism into the LSTM model to make the extraction of effective movement information more effective. Fig. 4 is the schematic diagram of the analysis model for jumping rope movements.
current research. Most current human motion detection algorithms include both centroid-based and high-resolution feature-based examinations. Among them, anchor frame definition network features are more prone to target detection bias as well as sample imbalance problems, and they require higher accuracy in target detection for the interaction ratio between the labeled and real frames [31-32]. There are differences in limb node movements driven by jumping rope behaviour, and the task of detecting targets at different locations increases the difficulty of information processing and hyperparameter overload. Therefore, the study uses multi-level features for fusion to improve the target detection performance and give full play to the complementary feature of different dimensional levels of information detection. Content Descriptive Attention (CDA) module is introduced to achieve multi-scale feature extraction and adaptivity of fused information. Fig. 5 shows a schematic diagram of adaptive feature fusion.

Consistency in image size maintenance as well as non-linear characteristics is important to ensure that features are extracted by the CDA module. This means that the input image is sampled for matching, the convolution of the sampled image, the acquisition of features that feel different scales and the selection of features. It fuses several aspects to achieve the output of the processed image [33]. The global average pooling of the feature data gives the channel information, as equation (7).

\[ Z = \frac{\sum_{i=1}^{H} \sum_{j=1}^{W} u(i, j)}{H \times W} \]  

(7)

Fig. 4. Schematic diagram of analysis model flow of rope skipping.

The ALSTM-LSTM model can effectively transform the posture of the athlete during the jumping rope movement into a classification problem, and carry out a before-and-after correlation analysis. It makes a comprehensive judgment on the key points of the limbs in the posture analysis to achieve an effective analysis of the jumping rope movement.

B. Analysis of Physical Education Campaigns to Improve the CDA Module

Human motion detection is highly difficult in the computer recognition process due to the complexity of the movement of the human target and the interference of the external environment. Enhancing the relevance and accuracy of motion target detection and human motion recognition is the focus of
In equation (7), $Zu$ represents the channel information and descriptive features. $H, W$ are the two aspects of the spatial dimension and $i, j$ are the number of elements in the channel information. The channel dependencies are described with the help of the fully connected layer (FC), for which the extracted mathematical expressions are given in equation (8).

\[ s = \delta(W_0 z) \]  

In equation (8), $\delta, W_0$ denote the activation function and the weight of the first connected layer, respectively. The output value of the features under feature fusion is the product of the feature representation of each component and its corresponding attention vector. The output value of the CAD module can be a representation of the semantic features extracted from the network, and the mathematical expression is shown in equation (9).

\[ U_{in} = U_{out} \odot U_{att} + U_{out} \]  

In equation (9), $U_{in}, U_{out}$ represent the inputs and outputs of the network, $U_{att}$ is the attention map in the module and $\odot$ is the Hadamard product. Fig. 6 shows a schematic diagram of the application of the CAD module in target detection.

The High Resolution Network (HRNet), which is often applied to feature fusion, only adjusts and directly fuses features of different resolutions, without taking into account the differences in the representation of different resolution feature images and feature information data [34]. To reduce the distortion of image accuracy with direct fusion manipulation, a WFHRNet network that adds learning weights to the input features is proposed for feature extraction to distinguish the importance of different features in the overall network. The mathematical expression is shown in equation (10).

\[ O_k = \sum_{i=1}^{\sigma(w) \cdot f(I, k)} \]  

Fig. 5. Schematic diagram of adaptive feature fusion process.

Fig. 6. Application diagram of CAD module in target detection.
In equation (10), \( \sigma \) denotes the Sigmoid function, \( w_i \) is the learning scalar, and \( f(I_i,k) \) denotes the input resolution \( I_i \) adjusted to the \( k \) resolution via the sampling step. The size of the distance between prediction frames in different images can have an impact on information recognition. Non Maximum Suppression (NMS) processing is mostly used to remove redundant frames, but this method uses the intersection ratio metric to assess the difference of the assessed frame and the real frame. When the intersection ratio of the two targets is high, the correctly predicted prediction frames will be removed due to non-maximum suppression, resulting in the algorithm missing detection. The overlap of the redundant prediction frames and the equiposition relationship between different prediction frames will make the algorithm accuracy impaired. Therefore, the research proposes to improve the NMS with Manhattan Distance based Non Maxi-num Suppression (MD-NMS), which can represent the sum of the distances of the prediction frames in the vertical and horizontal directions. Its mathematical expression is given in Equation (11).

\[
MD(B_i, B_j) = MD(m,n) + MD(n,v) + MD(c_n, c_v)
\]

In equation (11), \((m,n),(n,v)\) denote the point in the vertical direction of the upper left and lower right corners of the two prediction frames \(B_i, B_j\), and \(c_n, c_v\) is the centroid of \(B_i, B_j\). There is an inverse relationship between the value of Manhattan distance and image similarity. The mathematical expression of MD-NMS is shown in equation (12).

\[
S_i = \begin{cases} 
S_i, & \text{loU}(M, b_i) - \text{nom}(MD(M, b_i)) < N_i \\
0, & \text{loU}(M, b_i) - \text{nom}(MD(M, b_i)) \geq N_i 
\end{cases}
\]

In equation (12), \(\text{loU}\) denotes the intersection ratio, \(S_i\) is the threshold, \(b_i\) is the confidence score of the prediction frame, and \(M\) denotes the prediction frame at the highest confidence level.

IV. ANALYSIS OF EXPERIMENTAL RESULTS FOR THE ANALYSIS OF PHYSICAL EDUCATION AND SPORTS TEACHING

The participants’ body movements during jumping rope were analyzed and identified, and the network was constructed after identifying the key points through the human body. The MPII motion data set and the jumping rope data set were used for this experimental dataset. The jumping rope data set was obtained from an experimental secondary school. In the process of data acquisition, the height and width of the video frames of different sizes were set uniformly in order to detect the node position of the research subject in the jumping rope movement. During the analysis of the posture estimation jumping rope movements, the data analysis and visualization effects were displayed with the help of the JupyterNotebook interactive application. The hardware environment was set as: CPU: Intel Core i7-8700K, 3.70GHz; memory: 32G; GPU: GTX 1080Ti. Performance evaluation of the ALSTM-LSTM model proposed in the study was carried out, and the results are shown in Fig. 7.

What can be seen from Fig. 7 is that there are large differences in the error results of different algorithmic models under different numbers of iterations. Specifically, when it is less than 25, the data loss curves of the five algorithm models are slanted larger, and the error values between different models do not exceed 0.2%. When the number of iterations increases, the increase of data information will cause different degrees of redundancy to the algorithm performance. The average error in information for the LSTM model is 4.23% between 25 and 200 iterations, and only gradually plateaus when the number of iterations exceeds 200, with the value remaining at 1.37%. Meanwhile, the maximum error in information extraction between the LSTM model and the proposed ALSTM-LSTM model reached 26.35% at more than 25 iterations. The LSTM model with the addition of a residual network (ResNet), the LSTM model with a bi-directional mechanism (Bi-directional) and the LSTM model with a unidirectional attention mechanism all showed varying degrees of improvement in algorithmic loss compared to the single LSTM model. The loss curves also leveled off in the later stages of the algorithm, with the average errors of 15.24%, 10.28% and 9.36%, respectively, but the fluctuations of the nodes were more obvious. The above results indicate that the proposed model can enhance the information extraction accuracy capability. Subsequently, the model performance was further explored, and for the convenience of data statistics, the study referred to the five algorithmic models as Models 1-5, where the model proposed in the study was Model 1. Two other models are added, namely the Multi-label k-Nearest Neighbor algorithm (Model 6) and the Channel-Split Human Pose Estimation algorithm (Channel-SplitRSN) (Model 7). The result is Fig. 8.

What can be seen in Fig. 8 is that the performance expressed by the different algorithmic models varies considerably. In terms of accuracy values, the models with values above 90 are models 1-4, while models 5-7 have accuracy values in the range 60-75. The average accuracy of models 1-7 is 95.83, 94.73, 93.23, 92.13, 63.43, 75.53 and 74.43 respectively, which reflects the stable performance of the algorithm in information extraction. The average accuracy of several models improved compared with LSTM in the...
The results in Table I show that the ALSTM-LSTM model has a high localization accuracy for feature extraction of different limb parts with a maximum value of 95.2 and it performs best in the comparison results with other models with a high improvement in the loss of data. The maximum localization accuracy values of the other six models were 90.4, 78.3, 78.9, 81.8, 76.1 and 71.7 respectively, all of which were smaller than the proposed mode in the study. It was then analyzed and the results are shown in Fig. 10.

In Fig. 9, the two models exhibit different ROC curve characteristics under different target fetch values. In Fig. 9(a), the single LSTM model is more influenced by the fetching values and the AUC areas under each label are 0.781, 0.829, 0.891, 0.765, 0.831 and 0.944 respectively. In Fig. 9(b), the improved LSTM model has a higher accuracy rate in image information prediction selection and is less disturbed by the fetching values, and its average accuracy reached 86.37%. The above data tells that the model created in the study has good application performance. The results of limb movement localization in jumping rope movements were then analyzed and the results are shown in Table I.
In Fig. 10, the system processing performance of the LSTM model for all three pose features is poor, with the average time consumed for data upload, data query and feature extraction all greater than 15s. The system processing performance of the ALSTM-LSTM model proposed in the study is better and more balanced, with an average time consumption of 11.23s. The human posture recognition algorithm is applied to the classroom evaluation of a certain jumping rope teaching, and it evaluates students’ physical performance in the final stage. Firstly, perform a result analysis on its matching accuracy, as shown in Fig. 11.

The results in Fig. 11 indicate that the pose recognition model proposed in the study achieved motion recognition accuracy of 94.7% and 93.5% for the general and detailed movements of jumping rope on two types of data, respectively. Among them, the matching accuracy of the lunge movement was the highest (98.77%), and its posture matching error situation was effectively improved. The results indicate that the recognition algorithm has good application effect in physical education teaching evaluation. The satisfaction of students is collected during the evaluation process, and the results are shown in Fig. 12.

In Fig. 12, the satisfaction score obtained by the action recognition algorithm used in the study in student sports evaluation reached over 90 points. Compared to other algorithms, students are more satisfied with the proposed one. The results indicate that the recognition algorithm can effectively assist in the jumping rope sport teaching and help students improve their academic performance. In future sports teaching, teachers can use this motion analysis system to help students master the standard movements of jumping rope. Appropriate teaching strategy adjustments can be made based on the feedback from students, in order to continuously improve teaching effectiveness and quality.

V. CONCLUSION

The study analyses the pose in jumping rope movement scenarios and introduces an attention mechanism to improve the neural network, converting the video analysis problem into a limb key point coordinate analysis problem. The results of the proposed model system were analyzed and it was found that the average error of the LSTM model information extraction between 25 and 200 iterations was 4.23%, which gradually leveled off at more than 200 iterations and remained at 1.37%. It was much larger than the maximum error of information extraction of the proposed ALSTM-LSTM model at more than 25 iterations, which was 26.35%. The maximum error in information extraction with the proposed ALSTM-LSTM model at more than 25 iterations was 26.35%, larger than that of the LSTM-RE, BiLSTM and ALSTM models at 15.24%, 10.28% and 9.36%. For information extraction accuracy, the accuracy value of the ALSTM-LSTM proposed in the study reached 95.83, and its average accuracy was 62.57%, which was 22.3%, 19.32% and 17.31% higher compared with the LSTM model, ML-KNN model and RSN model. The ALSTM-LSTM model also has a larger AUC area.
than the single LSTM model, with a maximum value of 95.2 for the localization of the subdivision of the jumping rope pose movements. The jumping rope motion system constructed with the ALSTM-LSTM model shows better performance. Further research is needed to enhance the motion scene analysis ability and to widen the dimension of pose estimation.
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Abstract—Community is a mesoscopic feature of the multi-scale phenomenon of complex networks, which is the bridge to revealing the formation and evolution of complex networks. Due to high computational efficiency, label propagation becomes a topic of considerable interest within community detection, but its randomness yet produces serious fluctuations. Facing the inherent flaws of label propagation, this paper proposes a series of solutions. Firstly, this paper presents a heuristic label propagation algorithm named Label Propagation Algorithm use Cliques and Weight (LPA-CW). In this algorithm, labels are expanded from seeds and propagated based on node linkage index. Seeds are produced from complete subgraph, and node linkage index is related to neighboring nodes. This method can produce competitive modularity Q but not Normalized Mutual Information (NMI), and compensate with existing methods, such as Stepping Community Detection Algorithm based on Label Propagation and Similarity (LPA-S). Secondly, in order to combine the advantages of different algorithms, this paper introduces a game theory framework, design the profit function of the participant algorithms to attain Nash equilibrium, and build an algorithm integration model for community detection (IA-GT). Lastly, based on the above model, this presents an algorithm, named Label Propagation Algorithm based on IA-GT model (LPA-CW-S), which integrates LPA-CW and LPA-S and solves the incompatibility between modularity and NMI. Fully tested on both computer-generated and real-world networks, this method gives better results in indicators such as modularity and NMI than existing methods, effectively resolving the contradiction between the theoretical community and the real community. Moreover, this method significantly reduces the randomness and runs faster.

Keywords—Community detection; label propagation; node linkage; complete subgraph; game theory

I. INTRODUCTION

Human beings are surrounded by systems that are unprecedentedly complicated. Behind each complex system, there is an intricate network that encodes the interactions among these system components. Among those networks, the most influential ones are social networks, communication networks, world wide web and cognitive neural networks etc. [1], which are characterized by small-world [2], scale-free [3], community structure [4]. Since Newman [4] put forward the problem of complex network community structure in 2002, domestic and foreign scholars have devoted themselves to studying the community nature of networks and proposed a large number of community discovery algorithms, which can be broadly divided into bottom-up community discovery and top-down community discovery [5]. The bottom-up method can efficiently expand the community gradually from nodes based on heuristic rules, which can be divided into three categories: modularity optimization class, local extension class and label propagation class. With the outstanding algorithm efficiency, the label propagation community discovery method has been widely concerned. However, the randomness of the existing methods cannot guarantee the stable and reliable results of community division, and each algorithm has its own advantages and disadvantages, so it cannot adapt to all scenarios alone.

Inspired by relevant theories in sociology, mathematics, biology and other fields, the idea of this paper is originated from three points. Fig. 1 is a vivid description of them.

• Inspiration 1: Social identity theory in sociology [6] and acquaintance model. In social relationship, the number of friends, the degree of intimacy and the co-neighbor relationship greatly affect the social relationship. Based on relational model in sociology, a node link relationship model is proposed in this paper, which provides a theoretical basis for label selection strategy.

• Inspiration 2: Classical game theory in mathematics and evolutionary game theory in biology [7]. There exist conflict, competition and cooperation among nodes in complex network, and their microscopic dynamic evolution mechanism can be described by game model.

• Inspiration 3: The contradiction exists between the theoretical community division and the real-world division. Community detection algorithms are mainly based on graph theory and quality function, and the results of community detection are usually refined, but small and large communities are not effective for communication. Therefore, community scale in the real world tend to be greater.

These ideas improve the initialization, propagation, and convergence processes in the new algorithm. Meantime, this paper introduces game theory to explain the cooperation and competition among nodes in complex networks, and propose an algorithmic integration model for community detection, and then a novel algorithm is proposed based on this model. Fig. 2 shows the theoretical framework and technical route of this paper. The main contributions can be summarized in the following three points:
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• **Contribution 1**: This paper proposes a label propagation community detection algorithm (LPA-CW) based on complete subgraphs and Node Link Strength. In the initialization phase, non-overlapping complete subgraphs are introduced as the seed community, and Node Link Strength based mechanism is introduced in the propagation phase, which improves the stability and accuracy of the community division, suitable for large-scale networks.

• **Contribution 2**: This paper proposes an integrated model of community detection algorithms, IA-GT model, based on game theory. The model sets the payoff function of the participant algorithm, derives and verifies the Nash equilibrium under the mixed strategy, which can theoretically realize the complementary advantages of different algorithms and hence has strong scalability.

• **Contribution 3**: Based on this new IA-GT model, LPA-CW algorithm and LPA-S algorithm are selected as the combination objects, and then LPA-CW-S algorithm is proposed. Experiments have proved that the game mechanism effectively takes into account the contradiction between the theoretical community structure and the real community division, and performs well in metrics such as modularity and NMI, which improves the efficiency and decreases the randomness and volatility.

The remainder of this paper is organized as follows. Section II introduces the research status of label propagation algorithm and the research status of introducing game theory framework to solve the problem of community discovery. Section III and IV respectively describe the LPA-CW algorithm, IA-GT game theory model and LPA-CW-S integrated algorithm. Section V is the experimental setting and result analysis, and Section VI gives conclusions.

II. RELATED WORK

This section introduces the research status of community detection algorithm based on label propagation and game theory, and then proposes the existing limitations and research direction.

A. Label Propagation Algorithm

In 2002, Zhu et al. first proposed the label propagation algorithm (LPA), which predicts the label information of unlabeled nodes with the labeled nodes. In 2007, Raghavan et al. [8] applied LPA to community detection for the first time. LPA can detect community structure in a near-linear time, which is greatly attractive. In 2009, Barber et al. [9] redefined LPA as an equivalent optimization problem, expanding the scope of application, and proposed the LPAm by modifying the objective function, which is applicable to both two-part network and single-part network. In 2017, Li et al. [10] proposed Stepping-LPA-S (short for LPA-S) aiming at reducing side effects of community merging by introducing a new quality function.

This search for LPA optimization has attracted much interest in recent years due to the side effects of propagation instability. Liu et al. [11] introduced node influence, network propagation update and node attribute characteristics in LPA. SUN et al. [12] transformed node partition problem into link partition problem in LPA. Kouni et al. [13] introduced node aggregation coefficient in LPA to evaluate node importance. ZHANG et al. [14], from the perspective of human society and radar transmission, defined four node capabilities (propagation, attraction, emission and reception), label influence and a novel label propagation mechanism to cope with instability and efficiency. In the field of community detection, LPA optimization is still a research hotspot, but it is trapped in homogeneity without breakthrough.

- **Limitation 1**: Most algorithms emphasize on network structure, ignoring node importance during network formation.

- **Limitation 2**: The improvement mainly focuses on the label selection stage, ignoring the overall
consideration for other stages, such as initialization and convergence.

Inspired by clique percolation and sociological relationship theory, this paper optimizes most stages including initialization, propagation and convergence, and proposes a novel algorithm.

B. Game Theory

Since the publication of Von Neumann’s article “Theory of Parlor Games” [15], game theory has been widely applied to psychology, economics, sociology, politics and many other fields. However, game theory rarely appears in the field of community detection. Chen et al. [16] first introduced game theory framework to solve the problem of community detection, which reflects the formation of real-world communities and detects communities by the gain and loss function, Ioana et al. [17] proposed a dynamic community detection method based on game theory elements and extremum optimization, but its experimental results had unobvious advantage compared with existing algorithms, and there were few related studies since then.

Since 2019, there has been a series of new improvements. For example, Hesamipour et al. [18] used the Adamic/Adar (AA) index to detect the local host node and extended its surrounding community based on the game theory. ZHOU et al. [19] proposed an edge weight calculation method for combining node and alliance Shapley values in combination with game theory for community detection. Kumar et al. [20] used a game theory method (Dynamic Clustering game, DCFG) to analyze the clustering problem of attribute graphs, and provided a solution for balancing topology structure and node attributes. Obviously, there are some new entry points to combine game theory with community detection, but there are still some limitations.

- **Limitation 1:** Most game theory based community detection algorithms can’t get satisfactory results in benchmark experiments, and improvement bottlenecks still exist compared with classical algorithms.

- **Limitation 2:** The game selection didn’t effectively solve the contradiction between the theoretical optimization of community division and the real world needs, and didn’t take full advantage of game theory.

Considering the above problems, this paper views some community detection algorithms as participants, and proposes an extensible model.

III. A COMMUNITY DETECTION ALGORITHM FOR LABEL PROPAGATION BASED ON COMPLETE SUBGRAPHS AND NODE LINK STRENGTH

A. Problem Formulation

Given $G = (V, E)$ represents a complex network, where $V = \{v(i) | i = 1, 2, ..., n\}$ represents the set of nodes in the network, and $E = \{e(i) | i = 1, 2, ..., m\}$ represents the set of edges. Communities are subsets of nodes highly linked among themselves but loosely connected to the rest of the network. Communities are believed to play a central role in the functional properties of complex structures. They are represented by $C = \{C_1, C_2, ..., C_K \}$, where $1 \leq K \leq |V|$ and $K$ is the number of network communities.

- **Definition 1:** Direct link strength. It denotes the direct contribution to the link strength of edge $e_{v(1),v(2)}$ of nodes $v(1)$ and $v(2)$ concerning their neighbor nodes, which is marked as $DL_{v(1),v(2)}$ and the equation is as follows:

$$DL_{v(1),v(2)} = \frac{1}{d_{v(1)} + d_{v(2)}}$$ (1)

In which $d_{v(1)}$ and $d_{v(2)}$ respectively represent the number of neighbor nodes of nodes $v(1)$ and $v(2)$, namely the degree. The larger the node degree is, the more important the node is, but the smaller contribution to the link intensity value.

- **Definition 2:** Indirect link strength. It denotes the indirect contribution degree of the link strength of edge $e_{v(1),v(2)}$ between nodes $v(1)$ and $v(2)$ according to the common neighbor nodes, which is marked as $IL_{v(1),v(2)}$ and the equation is as follows:

$$IL_{v(1),v(2)} = \frac{|N(v(1)) \cap N(v(2))| + 1}{d_{v(1)} + d_{v(2)}}$$ (2)

In which $N(v(1))$ and $N(v(2))$ denote neighbor node sets of nodes $v(1)$ and $v(2)$, respectively, $N(v(1)) \cap N(v(2))$ represents common neighbor node sets of nodes $v(1)$ and $v(2)$. The more common neighbors between nodes are, the stronger their connectivity is.

- **Definition 3:** Node link strength. It denotes the joint contribution of nodes $v(1)$ and $v(2)$ to the link strength of edges $e_{v(1),v(2)}$ via direct link and indirect link strength, which is marked as $LS_{v(1),v(2)}$ and the equation is as follows:

$$LS_{v(1),v(2)} = \begin{cases} DL_{v(1),v(2)} & \text{if } d_{v(1)} \neq 1 \text{ or } d_{v(2)} \neq 1 \\ DL_{v(1),v(2)} + 2 \cdot IL_{v(1),v(2)} & \text{if } d_{v(1)} > 1 \text{ and } d_{v(2)} > 1 \end{cases}$$ (3)

According to neighbor nodes between node $v(1)$ and $v(2)$, if exists, the direct link and indirect link strength are calculated, and if not, only the direct link strength is calculated.

B. Description of LPA-CW Algorithm

1) Label initialization based on non-overlapping complete subgraph: In the traditional LPA, a unique label is assigned to each node during initialization, which causes the scattered labels. In the subsequent propagation process, it is hard to converge and easy to lead to fluctuation. The node-link relationship tells us that the community structure is highly
similar to complete subgraph. Therefore, identifying the non-overlapping complete subgraph first can improve label propagation.

The label initialization process is as follows, sorting all the unassigned nodes in descending order of degree, then looking for a complete subgraph starting from the node with greatest degree, and then process continuously cycles until each node have been assigned to some subgraph, finally assigning the same label to nodes in the same complete subgraph. Approximation strategy ensures algorithm efficiency, making subsequent label propagation process converge faster. The pseudocode of this procedure is as follows:

Algorithm 1 Find Nonoverlapping Complete Subgraph

Data: Graph
Output: nonoverlapping cliques
1: node ← nodes of G sorted by degree in descending order
2: done ← [0 for each i in node] #0: unassigned, 1: assigned to some clique
3: c ← [] for each i in node
4: t ← 0 # record the number of cliques
5: while node is not empty do
6:   n ← node[0] # node with the largest degree among unassigned nodes
7:   done[n] ← 1
8:   node.remove(n)
9:   c[t].append(n)
10: for each j in neighbors of n sorted by degree in descending order do
11:   if done[j] = 0 and j have edge(i,j) for each i in c[t] then
12:      done[j] ← 1
13:      node.remove(j)
14:      c[t].append(j)

\[ L = \sum_{j=1}^{n} LS_{v(i),r(j)\in R_{\text{label}}} \]

2) Label update strategy based on node link strength:
When a node has multiple neighbor labels with the same highest frequency, one of these labels will be randomly selected as its own label, which is the traditional problem of LPA. This randomness greatly reduces accuracy and stability of community division.

To minimize randomness, this paper uses the node link strength to set a new label update strategy. Label update rules are defined as follows: (1) calculate the link strength \( LS_{v(i),r(j)} \) between any two nodes in the network, according to the random access order, for the current node \( vi \), find out all the node sets \( R_{\text{label}} \) with the same label in its neighbor \( r(j) \) (according to Equation 4). Then calculate the link strength cumulative sum between node \( vi \) and each node set \( R_{\text{label}} \) (according to Equation 5). Find the label \( label_n \) corresponding to the accumulated and largest node set, and the node \( vi \) label is updated to \( label_n \).

\[ R_{\text{label}} = \{ r(1), r(2), \ldots, r(\{ R_{\text{label}} \} ) \} \]
\[ R = \{ R_{\text{label}}_1, R_{\text{label}}_2, \ldots, R_{\text{label}}_n \} \]

As shown in Fig. 3, calculate node link strength of \( v(a) - v(b) \) and \( v(a) - v(d) \) according to Equation 3. The calculation steps for the above two are as follows:

\[ LS_{v(a),r(b)} = 1/(3 + 3) + 2 \times (2 + 1)/(3 + 3) = 1.167 \]
\[ LS_{v(a),r(d)} = 1/(3 + 5) + 2 \times (2 + 1)/(3 + 5) = 0.875 \]

Here node color denotes node label, set current node \( v(d) \), and its neighbor node set with identical labels is \( R = \{ \{ r(a), r(b) \}, \{ r(c) \}, \{ r(e) \}, \{ r(f) \} \} \). Then accumulate node link strength with the same labels and the result is calculated as \( L = \{ 1.75, 0.875, 0.714, 0.714 \} \), so the
maximal value 1.75 is selected and node \( v(d) \) is updated for the yellow label.

3) Algorithm procedure: The algorithm procedure of LPA-CW is shown in Fig. 4, and its pseudo-code is described in Algorithm 1.

```
Algorithm 1 Pseudocode of Label Propagation Algorithm use Cliques and Weight

Input: Graph
Output: partition
1: addWeight(G)
2: labeling ← v : k for k in enumerate(G)
3: cliques ← getCliques(G)
4: maxc ← maxLength(cliques)
5: for i in cliques do
6:   if length(cliques)[i] == maxc then
7:     maxLabel = max(i)
8:   for j in i do
9:     labeling[j] ← maxLabel
10: end for
11: end if
12: end for
13: while not labelCompleteEdgeWeight(labeling, G) do
14:   for n in G.nodes() do
15:     updateLabelEdgeWeight(n, labeling, G)
16:   end for
17: end while
18: partition ← getResult(labeling)
19: return partition
```

The running time is mainly consumed during two stages. The first stage is the initialization phase, and it takes \( O(kn\log n) \) to identify non-overlapping complete subgraphs, then label assignment to the subgraph is \( O(\lambda) \), and calculating node link strength is \( O(n+2m) \). The second stage is the label propagation process, and it takes \( O(n+2m) \) to access neighbor nodes, and takes \( O(r\cdot(n+2m)) \) to loop iteration \( r \) times. The value of \( r \) is related to data sets, when the scale of the data set increases or the average degree increases, \( r \) will also increase. Generally, \( r \) is in [3,6].

In summary, the time complexity of the new algorithm is \( O(r\cdot(n+2m)) \). In the subsequent experiment section, it can be proved that this algorithm is prone to faster convergence.

IV. COMMUNITY DETECTION ALGORITHM INTEGRATION MODEL BASED ON GAME THEORY

A. Problem Formulation and Basic Definitions

According to the analysis of experimental data in Section VB of this paper, LPA-CW algorithm has obvious advantages in modularity Q, which shows that community partition is of high quality and refinement; the comparison algorithm LPA-S [10] has complementary advantages in standard mutual information NMI, and has high accuracy in comparison with real community partition. Therefore, this paper introduces the game model to explain the individual choice and overall stability maintenance in the process of community formation. Firstly, in this paper, the combination of label propagation algorithms, namely LPA-CW algorithm and LPA-S algorithm, is selected.

The strategic game \( G \) is represented by the set \( G = \{N,\{A_i\}_i,\{u_i\}_i\} \), where \( N = \{1,...,N\} \) is the set of participants, \( A_i = \{A_1,A_2,...,A_n\} \) is the set of strategies available to the participant \( i \), and \( u_i \) is the payoff of the participant \( i \). When constructing the model, this paper uses the payoff matrix and mixed strategy in game theory.

B. IA-GT Community Detection Model Construction and Verification

The IA-GT (Integration Algorithm-Game Theory) community detection model is divided into three stages. Fig. 5 shows the frame diagram of the model construction. This model is an extensible model that can be flexibly replaced and combined. In the first step, the selection of participants must be based on the principle of the algorithm itself and the game theory, which has theoretical integration and practical significance. The second step is to define the payoff function of the participant according to the selected strategy and the core parameters of the algorithm. In the third step, the Nash equilibrium solution result needs to be verified by algorithm experiment.
1) Integrated model building process: According to the game theory, this paper uses the payoff matrix to construct the model, with LPA-CW algorithm and LPA-S algorithm as two participants. Combining the core principles of the two algorithms, first initialize the network label, and then update the node label according to the game theory selection algorithm. The community label of each node has two states "changed" or "unchanged". In this model, the strategy of the two participants is to "change (c)" or "don't change (d)" the label of the current processing node. Symbolizing the above game process can be obtained:

\[ G = \{\text{LPA-S}, \text{LPA-CW}\}; \{A_{\text{LPA-S}}, A_{\text{LPA-CW}}\}, \{u_{\text{LPA-S}}, u_{\text{LPA-CW}}\} \]

Participants: \( N = \{\text{LPA-S}, \text{LPA-CW}\} \) represents two algorithms;

Strategy: \( A_{\text{LPA-S}} = A_{\text{LPA-CW}} = \{c, d\} \) use c and d to indicate change and don't change.

Payoff: \( u_{\text{LPA-S}}(c, c), u_{\text{LPA-S}}(c, d), u_{\text{LPA-S}}(d, c), u_{\text{LPA-S}}(d, d) \); \( u_{\text{LPA-CW}}(c, c), u_{\text{LPA-CW}}(c, d), u_{\text{LPA-CW}}(d, c), u_{\text{LPA-CW}}(d, d) \);

In game theory, the payoff function needs to be defined according to the problem domain. For example, for the strategy group \( A(d, c), u_{\text{LPA-S}}(d, c) \) is the payoff of the participant LPA-S under this set of strategies, not only related to its own strategy choice, but also related to the opponent (LPA-CW) strategy choice and initial profit value during the interaction. Combining the label update rules of LPA-S and LPA-CW, define the participant's own benefits and the preference relationship between participants, under the selected strategy.

- **Definition 4:** Participant LPA-S's own benefits under the c strategy: The maximum value of similarity between the current processing node \( v(i) \) and its neighbors minus the maximum value of similarity between node \( v(i) \) and the neighbors with the same label as node \( v(i) \), the equation denoted as \( I_{\text{LPA-S}} \) is as follows.

\[
I_{\text{LPA-S}} = \max\{S_1\} - \max\{S_2\}
\]

\[
S_1 = \{s_{v(i), v(j)}, s_{v(i), v(j)}, \ldots, s_{v(i), v(j)}\}, r(j) \in N(v(i))
\]

\[
S_2 = \{s_{v(i), v(j)}, s_{v(i), v(j)}, \ldots, s_{v(i), v(h)}\}, r(h) \in R_{\text{label}}
\]

Where \( S_{v(i), v(j)} \) is the similarity between the node \( v(i) \) and its neighbors [21], \( N(v(i)) \) is the set of all neighbors of node \( v(i) \), \( R_{\text{label}} \) is the set of neighbors with the same label as node \( v(i) \), \( S_1 \) is the set of similarity between node \( v(i) \) and all its neighbors \( r(j) \), \( S_2 \) is the set of similarity between node \( v(i) \) and its neighbor \( r(h) \) with the same label as node \( v(i) \). The LPA-CW algorithm changes the label according to the neighbor with the greatest similarity, and the label doesn't need to be changed if it is the same. The overall value of \( I_{\text{LPA-S}} \) is between \((-1,1)\). When \( I_{\text{LPA-S}} \in (-1,0) \), it is required to treat it as \( I_{\text{LPA-S}} = 0 \) uniformly, and the label is not changed; when \( I_{\text{LPA-S}} \in (0,1) \), the greater the difference, the higher the payoff gained from label changes.

![Fig. 5. IA-GT community detection model.](image)

Fig. 6 shows an example, the neighbor with the largest similarity of current processing node \( v(a) \) is node \( r(e) \). Among neighbors \( r(b) \) and \( r(c) \) that have the same label as node \( v(a) \), the similarity of \( r(b) \) is greater. According to the calculation, \( S_1 = \{0.87, 0.62, 0.42, 0.91, 0.54\} \), \( S_2 = \{0.87, 0.62\} \) and \( I_{\text{LPA-S}} = 0.91 - 0.87 = 0.04 \).

- **Definition 5:** Participant LPA-CW's own benefits under the c strategy: The maximum value in the cumulative sum of Link Strengths between the current processing node \( v(i) \) and each neighbor node set \( R_{\text{label}} \) minus the cumulative sum of Link Strengths between the node \( v(i) \) and its neighbors with the same label, the equation denoted as \( I_{\text{LPA-CW}} \) is as follows.

\[
I_{\text{LPA-CW}} = \max(L) - \sum_{h=1}^{R_{\text{label}}} L_{s(v(i), v(h))} \to R_{\text{label}}
\]

Where the Node Link Strength \( L_{s(v(i), v(h))} \), set \( L \), \( R_{\text{label}} \) are defined in detail in section IIIB2). The LPA-CW algorithm...
changes the label according to the neighbor set with the largest accumulation of Node Link Strength, and the label doesn't need to be changed if it is the same. By performing standard normalization treatment on $I_{LPA-CW}$ to get $I_{LPA-CW}'$. When $I_{LPA-CW} \in (-1,0)$, the label is not changed; when $I_{LPA-CW} \in (0,1)$, the greater the difference, the higher the payoff gained from label changes.

Fig. 7. Example of label selection for LPA-CW.

Fig. 7 shows an example, the current processing node $v(a)$, all node sets with the same label in its neighbors are $R = \{(r(b), r(c)), \{r(d), r(f)\}\}$, the corresponding Node Link Strength accumulation is $L = \{0.59, 0.42, 0.82\}$, $\max[L] = 0.82$. Where the neighbors with the same label as node $v(a)$ are $r(b)$ and $r(c)$, the cumulative sum of their Node link strengths is 0.59, according to the calculation, $I_{LPA-CW} = 0.82 - 0.59 = 0.23$.

- **Definition 6**: The preference relationship between payoff of IA-GT community detection model: Under the selected strategy group, the influence of opponent's choice on the payoff of participants [22].

Combined with the idea of label propagation algorithm, the convergence result of community division is that the labels will no longer change, so it is assumed that the initial payoff value of each node is 0. When the participant chooses the "change" strategy, its own payoff is calculated according to definitions 4 and 5. At this time, if the opponent also chooses the "change" strategy, the participants' overall payoff minus 1, but if the opponent chooses the "don't change" strategy, there will be no impact. When participants choose "don't change" strategy, its own payoff is 0, at this time if the opponent choose "change" strategy, the participants' overall payoff minus 1, if the opponent also choose "don't change" strategy, the participants' overall payoff plus 1.

According to definitions 4, 5, and 6, calculate the overall payoff of the participants LPA-S and LPA-CW under the selected strategy group, and construct the payoff matrix of the IA-GT model as shown in Fig. 8.

$$A(c,c): u_{LPA-S}(c,c)=I_{LPA-S}-1; \quad u_{LPA-CW}(c,c)=I_{LPA-CW}'-1$$

$$A(c,d): u_{LPA-S}(c,d)=I_{LPA-S}; \quad u_{LPA-CW}(c,d)=0-1=-1$$

$$A(d,c): u_{LPA-S}(d,c)=0-1=-1; \quad u_{LPA-CW}(d,c)=I_{LPA-CW}'$$

2) **Reasoning verification of integrated model**: After the payoff matrix is determined, the participants will randomly choose different strategies according to a certain probability distribution, at this time, and then Nash equilibrium under mixed strategies can be solved. Based on the integration needs of the two algorithms, this paper chooses the payoff equivalent method to calculate.

When two participants choose different strategies, for the current processing node $v(i)$, it is assumed that the probability of community label change is $\pi_1$ when LPA-S algorithm is applied, and the probability is $\pi_2$ when LPA-CW algorithm is applied. Fig. 9 shows the payoff probability matrix of IA-GT community detection model under mixed strategy.

![Fig. 8. Payoff matrix of IA-GT community detection model under mixed strategy.](image)

According to game theory, the participants's expected payoff is evaluated by the probability of opponents choosing strategies, that is, the expected payoff of LPA-CW algorithm is evaluated by $\pi_1$. For LPA-CW algorithm:

Expected payoff from choosing "change" strategy: $E_{u_{LPA-CW}}(c) = (I_{LPA-CW}'-1) \times \pi_1 + I_{LPA-CW}' \times (1-\pi_1)$.

Expected payoff from choosing "don't change" strategy: $E_{u_{LPA-CW}}(d) = -1 \times \pi_1 + 1 \times (1-\pi_1)$.

According to the Nash Equilibrium Payoff Equivalence Method:

$E_{u_{LPA-CW}}(c) = E_{u_{LPA-CW}}(d), \pi_1 = 1 - I_{LPA-CW}'$.

The same can be obtained $\pi_2 = 1 - I_{LPA-S}$.

Both $\pi_1$ and $\pi_2$ are the probability when the label changes, so only the case of $I_{LPA-CW}' \in (0,1)$ need to be considered, because when the two are less than 0, the label doesn't change.
According to Equation 6 and 7:
\[
\begin{align*}
\pi_1 &= 1 - \left(\max\{L\} - \sum_{h=1}^{\left|\mathcal{R}_{\text{node}}\right|} L_{v(h)\mathcal{R}_{\text{node}}(h)}\right)' \\
\pi_2 &= 1 - \left(\max\{S_1\} - \max\{S_2\}\right) \\
p &= \{\{\pi_1, 1 - \pi_1\}, \{\pi_2, 1 - \pi_2\}\}
\end{align*}
\]
(8)  (9)  (10)

\(\pi_1\) and \(\pi_2\) are related to the payoff of the two participants' algorithms, and they are both solved. The result of mixed strategy game is mixed strategy Nash equilibrium, so Nash equilibrium is obtained, as shown in Equation 10. This paper combines the game theory with the community detection problem, and constructed the IA-GT community detection algorithm integration model.

C. Model Application: Description of LPA-CW-S Algorithm

In the previous section, this paper has theoretically proved the effectiveness of the IA-GT model. Through dynamic analysis, with the update of each node's label by community detection, the payoff size of algorithm implementation and strategy selection probability will also change correspondingly. According to the above steps, the LPA algorithm needs to choose the optimal strategy for processing. Fig. 10 shows an application example of the model, namely LPA-CW-S algorithm, which proves the feasibility of the model from the experimental point of view.

Algorithm 2-1 Initialization

Data: A network \(G = (V, E)\)

1: \(G1 \leftarrow G.copy()\)
2: \(\text{initializeLabel}(G)\)
3: \(\text{addWeight}(G)\)
4: \(sDict \leftarrow \text{initializeSimilarityMatrix}(G)\)
5: \(\text{nodeOrder} \leftarrow \text{initializeNodeOrder}(G)\)
6: \(\text{cliques} \leftarrow \text{getClique}(G)\)
7: \(\maxc \leftarrow \maxLength(\text{cliques})\)
8: \(\text{for } i \in \text{cliques} \text{ do}\)
9: \(\text{if } \text{length}(\text{cliques}[i]) == \maxc \text{ then}\)
10: \(\text{maxLabel} \leftarrow \max(i)\)
11: \(\text{for } j \in i \text{ do}\)
12: \(\text{G.nodes}[j][\text{label}] \leftarrow \text{maxLabel}\)
13: \(\text{end for}\)
14: \(\text{end if}\)
15: \(\text{end for}\)

Algorithm 2-2 Propagation step one

1: \(\text{state1} \leftarrow \text{False}\)
2: \(\text{old}Q \leftarrow 1\)
3: \(\text{while } \text{state1} == \text{False} \text{ do}\)
4: \(\text{for } i \in \text{nodeOrder} \text{ do}\)
5: \(\text{pi1} \leftarrow \text{getP1}(G, i)\)
6: \(\text{pi2} \leftarrow \text{getP2}(G, i)\)
7: \(\text{if } \text{pi1} \geq \text{pi2} \text{ then}\)
8: \(\text{updateP1UseSimilarity}(G, sDict, i)\)
9: \(\text{end else}\)
10: \(\text{updateNodeLabelUseEdgeWeight}(G, i)\)
11: \(\text{end if}\)
12: \(\text{end for}\)
13: \(\text{partition} \leftarrow \text{getCurrentPartition}(G)\)
14: \(\text{new}Q \leftarrow \text{modularity}(G1, \text{partition})\)
15: \(\text{change}Q \leftarrow \text{abs}(\text{old}Q - \text{new}Q)\)
16: \(\text{if } \text{change}Q \leq 0.01 \text{ then}\)
17: \(\text{state1} \leftarrow \text{True}\)
18: \(\text{end if}\)
19: \(\text{end while}\)
2) Algorithm complexity analysis: According to the step analysis of LPA-CW-S algorithm, the running time is mainly used in three stages. The first stage is the initialization stage, the complexity of identifying non-overlapping complete subgraphs is $O(k \log n)$, the complexity of initializing the label assignment to the subgraphs is $O(\lambda)$, and the complexity of initializing the similarity matrix is $O(n^2)$. The second stage is the first label propagation stage, which calculates that the Link Strength and similarity complexity of nodes are both $O(n + 2m)$, the number of loop iterations is $t_1$, so the complexity is $O(t_1 \cdot (n + 2m))$. The third stage is the second step of label propagation, if the number of iterations is $t_2$, the time complexity is $O(t_2 \cdot (n + 2m))$.

Because of the influence of the network size, average degree and other factors, the final time complexity of the LPA-CW-S algorithm takes the highest value among the above three stages depending on the specific situation.

V. EXPERIMENTAL RESULTS

In this paper, the algorithm is implemented in Python3.9, and the experiment is carried out on the Windows 10 desktop with a 4-core i5@2.4GHz CPU and 16G memory. The LPA-CW, LPA-CW-S, LPA [8], LPAm [23], LPA-S [10], CNM [24] algorithms will be contrasted on 10 real network and 9 artificial network, which have different parameter settings. This part analyzes the experimental results from the perspectives of community division, modularity, stability, and time efficiency to verify the superiority of the algorithm proposed in this paper.

A. Datasets and Evaluation Index

1) Real network datasets: In this paper, four commonly used labeled network data sets, such as Karate, and six unlabeled network data sets, such as Lesmis, are selected. It contains real networks with different scales of nodes and different practical application scenarios, which can comprehensively evaluate the performance of the algorithm. Its parameter characteristic are shown in the following Table I.

<table>
<thead>
<tr>
<th>Network</th>
<th>Reference</th>
<th>N</th>
<th>M</th>
<th>$\epsilon$</th>
<th>$&lt;k&gt;$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Karate</td>
<td>[25]</td>
<td>34</td>
<td>78</td>
<td>2</td>
<td>4.588</td>
</tr>
<tr>
<td>Dolphins</td>
<td>[26]</td>
<td>62</td>
<td>159</td>
<td>2</td>
<td>5.129</td>
</tr>
<tr>
<td>Polbooks</td>
<td>[27]</td>
<td>105</td>
<td>441</td>
<td>3</td>
<td>8.400</td>
</tr>
<tr>
<td>Lesmis</td>
<td>[28]</td>
<td>77</td>
<td>254</td>
<td>-</td>
<td>6.579</td>
</tr>
<tr>
<td>Jazz</td>
<td>[29]</td>
<td>198</td>
<td>2742</td>
<td>-</td>
<td>27.697</td>
</tr>
<tr>
<td>Sandi</td>
<td>[30]</td>
<td>674</td>
<td>613</td>
<td>-</td>
<td>1.819</td>
</tr>
<tr>
<td>Netscience</td>
<td>[31]</td>
<td>1589</td>
<td>2742</td>
<td>-</td>
<td>3.451</td>
</tr>
<tr>
<td>Facebook</td>
<td>[32]</td>
<td>4039</td>
<td>88234</td>
<td>-</td>
<td>43.691</td>
</tr>
<tr>
<td>Power</td>
<td>[33]</td>
<td>4941</td>
<td>6594</td>
<td>-</td>
<td>2.669</td>
</tr>
</tbody>
</table>

2) Artificial network: Artificial network is generated by benchmark of Lancichinetti et al. [34] LFR benchmark can generate networks with real network characteristics based personal demand. Its parameter characteristic is shown in the following Table II.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>number of nodes</td>
</tr>
<tr>
<td>$k$</td>
<td>average degree</td>
</tr>
<tr>
<td>$\text{max}k$</td>
<td>the maximum degree of nodes</td>
</tr>
<tr>
<td>$\text{mu}$</td>
<td>mixing parameter</td>
</tr>
<tr>
<td>$\text{t}_1$</td>
<td>power law distribution index of node degree</td>
</tr>
<tr>
<td>$\text{t}_2$</td>
<td>power law distribution index of community size</td>
</tr>
<tr>
<td>$\text{min}c$</td>
<td>the minimum community size</td>
</tr>
<tr>
<td>$\text{max}c$</td>
<td>the maximum community size</td>
</tr>
</tbody>
</table>

Mu represents the probability that the node linking with the community outside. $N$ represents the number of nodes. The bigger the mu, the less obvious the boundary of the community and the difficult it is to detect the community structure. LFR-1 to LFR-5 are set to $N$ to 1000, $\text{mu}$ to 0.1 to 0.5 arithmetic increments. LFR-6 to LFR-9 are set to 2000 to 5000 arithmetic increments, $\epsilon$ to 0.3. Their parameter setting is listed in the following Table III.
TABLE III. PARAMETER SETTING OF ARTIFICIAL NETWORK DATASET

<table>
<thead>
<tr>
<th>Network</th>
<th>N</th>
<th>k</th>
<th>maxk</th>
<th>mu</th>
<th>minc</th>
<th>maxc</th>
</tr>
</thead>
<tbody>
<tr>
<td>LFR-1</td>
<td>1000</td>
<td>10</td>
<td>40</td>
<td>0.1</td>
<td>30</td>
<td>60</td>
</tr>
<tr>
<td>LFR-2</td>
<td>1000</td>
<td>10</td>
<td>40</td>
<td>0.2</td>
<td>30</td>
<td>60</td>
</tr>
<tr>
<td>LFR-3</td>
<td>1000</td>
<td>10</td>
<td>40</td>
<td>0.3</td>
<td>30</td>
<td>60</td>
</tr>
<tr>
<td>LFR-4</td>
<td>1000</td>
<td>10</td>
<td>40</td>
<td>0.4</td>
<td>30</td>
<td>60</td>
</tr>
<tr>
<td>LFR-5</td>
<td>1000</td>
<td>10</td>
<td>40</td>
<td>0.5</td>
<td>30</td>
<td>60</td>
</tr>
<tr>
<td>LFR-6</td>
<td>2000</td>
<td>10</td>
<td>40</td>
<td>0.3</td>
<td>30</td>
<td>60</td>
</tr>
<tr>
<td>LFR-7</td>
<td>3000</td>
<td>10</td>
<td>40</td>
<td>0.3</td>
<td>30</td>
<td>60</td>
</tr>
<tr>
<td>LFR-8</td>
<td>4000</td>
<td>10</td>
<td>40</td>
<td>0.3</td>
<td>30</td>
<td>60</td>
</tr>
<tr>
<td>LFR-9</td>
<td>5000</td>
<td>10</td>
<td>40</td>
<td>0.3</td>
<td>30</td>
<td>60</td>
</tr>
</tbody>
</table>

3) Evaluation index: The evaluation indicators about the community detection mainly include the following two, both of which are scientifically evaluated and have different focuses, and can comprehensively evaluate the performance of the algorithm from many aspects such as graph theory structure and real division.

Modularity, proposed by Newman and Girvan [27,35], this evaluation index does not have a priori requirements for the internal structure of the community, and only needs to count the total number of edges inside and outside the community as shown in Equation 11:

$$Q = \frac{1}{2m} \sum_{ij} \left[ 2c_{ij} - \frac{d_{i}^{2} + d_{j}^{2}}{2m} \right]$$ (11)

Among the equation, \(c\) is the community number, \(n\) is the number of communities, \(c_{ij}\) is the number of edges in community \(c\), \(dc\) is the sum of node degrees in community \(c\), and \(m\) is the number of all edges in the entire network. The bigger the \(Q\) value, the better the effect of community division.

The value of \(Q\) ranges in \([0.3, 0.7]\), it indicates that the quality of community clustering is great.

NMI (normalized mutual information), proposed by DanonL [36] in 2005 is generally used to measure the difference between the community structure divided by the algorithm and the result of the real community division. This indicator can evaluate the accuracy and stability of the community discovery algorithm as shown in Equation 12:

$$\text{NMI}(A,B) = \frac{-2 \sum_{i=1}^{c_{A}} \sum_{j=1}^{c_{B}} c_{ij} N_{ij} \log(N_{ij} N_{i} N_{j})}{\sum_{i=1}^{c_{A}} c_{i} N_{i} \log(N_{i} N) + \sum_{j=1}^{c_{B}} c_{j} N_{j} \log(N_{j} N)}$$ (12)

Among the equation, \(c_{A}\) represents the number of real community divisions, \(c_{B}\) represents the number of algorithmic community divisions, the sum of the \(i\)-th row of the matrix \(N_{ij}\) is denoted as \(N_{i}\), and the sum of the \(j\)-th column is denoted as \(N_{j}\). The value range of the NMI is \([0, 1]\), and the bigger the NMI value, it indicates that the detected community structure is closer to the real community division.

B. Experimental Result of LPA-CW

1) Real network experiment comparison: The labeled network has the real division of the community, and the algorithm performance can be compared through the \(Q\) value of the algorithm community division result and the NMI index. The unlabeled network does not have the real community division, and only the \(Q\) value can be used to compare the algorithm performance.

a) Labeled network: As can be seen from the modularity comparison curve in Fig. 11, the value of the division result of the LPA-CW algorithm on the labeled real network data set is generally higher than that of other comparison algorithms, indicating that the algorithm has the quality and stability of community division. The superiority is precisely because the sub-graph structure and node link strength guidance are added to the algorithm, which makes the divided community structure stronger and the clustering quality higher. By observing the comparison curve in the figure, it can be found that the NMI index of LPA-CW algorithm is not ideal, while the NMI index of LPA-S algorithm is much higher than other comparison algorithms. Comparing the \(Q\) value and NMI index of the two algorithms in Table IV, it can be seen that the LPA-CW algorithm and the LPA-S algorithm are complementary. This paper considers combining these two algorithms. The above-mentioned experimental phenomena and the label selection characteristics of label propagation algorithms provide experimental basis for the combination of algorithms.
b) Unlabeled network: At present, most networks in the real world are unlabeled networks and do not yet have real division results. Therefore, it is very important to continuously improve the modularity and time efficiency of community detection algorithms, which can be used to further guide community activities and behaviors in the real world. As shown in Table V, since CNM is based on modularity optimization algorithms, it has more advantages in modularity comparison, but it is also susceptible to the limitation of modularity resolution [37]. The real world network is complex and the data is huge. In most cases, the LPA-CW algorithm has obtained better community division results. The Q value is higher than that of similar label propagation algorithms and has higher time efficiency. It has great adaptability for large-scale network community detection.

2) Artificial network experiment comparison: The analysis of real network experiment results has proved that compared with other classic community discovery algorithms, the LPA-CW algorithm has better community division quality and is complementary to the LPA-S algorithm. The algorithm is based on the optimization of the classic LPA algorithm, so in order to further verify the internal performance of the LPA-CW algorithm, this paper adopts the artificial network dataset of control variables (see section VA2) for R1-R5 parameters), and verify the LPA-CW through experiments compared with the LPA algorithm, whether the LPA-CW algorithm can effectively reduce the randomness and instability of label selection in the process of label propagation.

As shown in Fig. 13 and Table VI, under the same conditions, the modularity Q and the NMI index are decreasing when the mu is from 0.1 to 0.5. The greater the coincidence, the more difficult it is to identify the characteristics of the community structure. The modularity Q and NMI index obtained by the division results of the LPA-CW algorithm are mostly higher than those of the LPA algorithm. At the same time, it also solves the problem of the lower resolution of the LPA algorithm as the community boundary in the network becomes less obvious. The improvement measures of the algorithm on the LPA algorithm have obvious effects, and the resolution of network recognition with unobvious community boundaries has been improved.

C. Analysis of Experimental Results of LPA-CW-S Algorithm

Based on the experiment in Section VB, it can be seen that the LPA-CW algorithm has a higher modularity and a lower NMI index and the LPA-S algorithm has a higher NMI index and a lower modularity, because LPA-CW-S algorithm is obtained by combining game theory model. The experiment in this section will prove whether the performance of the algorithm after the combination is improved based on both, and the advantages are complementary.

As shown in Fig. 13 and Table VII, it can be found that the LPA-CW-S algorithm that combines the two games has shown great results in terms of modularity Q value. The modularity of the Dolphins and Football datasets is higher than that of the LPA-CW algorithm. The modularity of the other two data sets is also almost close to the LPA-CW algorithm, and higher than the LPA-S algorithm, which verifies that the probability game of adding similarity and node link strength in the label propagation process is preferential. Similarly, in terms of NMI index, the LPA-CW-S algorithm that combines the two games is much higher than the LPA-S algorithm and the LPA-CW algorithm on the Football dataset. On the Polbooks dataset, the NMI has reached LPA-S algorithm level, the NMI on the other two data sets is also significantly improved compared to the LPA-CW algorithm, verifying that the subgraph merging in the second stage of the algorithm can make the final community division result better.

<table>
<thead>
<tr>
<th>Network</th>
<th>LPA</th>
<th>LPA-S</th>
<th>CNM</th>
<th>LPA-CW(ours)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lesmis</td>
<td>0.5267</td>
<td>0.4492</td>
<td>0.5006</td>
<td>0.5312 (1)</td>
</tr>
<tr>
<td>Sandi</td>
<td>0.7796</td>
<td>0.8037</td>
<td>0.9313</td>
<td>0.8439 (2)</td>
</tr>
<tr>
<td>Jazz</td>
<td>0.2816</td>
<td>0.1719</td>
<td>0.4389</td>
<td>0.2822 (2)</td>
</tr>
<tr>
<td>Facebook</td>
<td>0.7369</td>
<td>0.6977</td>
<td>0.7774</td>
<td>0.7885 (1)</td>
</tr>
<tr>
<td>Power</td>
<td>0.6271</td>
<td>0.6012</td>
<td>0.9346</td>
<td>0.6478 (2)</td>
</tr>
<tr>
<td>Netscience</td>
<td>0.9074</td>
<td>0.8102</td>
<td>0.9551</td>
<td>0.8589 (3)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Network</th>
<th>LPA</th>
<th>LPA-S</th>
<th>LPA-CW(ours)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Karate</td>
<td>Q</td>
<td>0.3251</td>
<td>0.3470</td>
</tr>
<tr>
<td>NMI</td>
<td>0.3636</td>
<td>0.5150</td>
<td>0.7670</td>
</tr>
<tr>
<td>Dolphins</td>
<td>Q</td>
<td>0.4986</td>
<td>0.4760</td>
</tr>
<tr>
<td>NMI</td>
<td>0.5270</td>
<td>0.4870</td>
<td>0.8888</td>
</tr>
<tr>
<td>Football</td>
<td>Q</td>
<td>0.5831</td>
<td>0.5930</td>
</tr>
<tr>
<td>NMI</td>
<td>0.8697</td>
<td>0.7536</td>
<td>0.7447</td>
</tr>
<tr>
<td>Polbooks</td>
<td>Q</td>
<td>0.4811</td>
<td>0.5150</td>
</tr>
<tr>
<td>NMI</td>
<td>0.5341</td>
<td>0.5190</td>
<td>0.5979</td>
</tr>
</tbody>
</table>
Fig. 12. Comparison of Q and NMI when N=1000 and $\mu$ changes from 0.1 to 0.5.

Fig. 13. Comparison of experimental results Q and NMI on real network.

TABLE VII. COMPARISON OF ALGORITHM EVALUATION INDEX RESULTS ON REAL NETWORK

<table>
<thead>
<tr>
<th>Network</th>
<th>Criterion</th>
<th>LPA-S</th>
<th>LPA-CW</th>
<th>LPA-CW-S(GT)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Karate</td>
<td>Q</td>
<td>0.3688 (3)</td>
<td>0.3949 (1)</td>
<td>0.3718 (2)</td>
</tr>
<tr>
<td></td>
<td>NMI</td>
<td>0.7760 (1)</td>
<td>0.4738 (3)</td>
<td>0.6772 (2)</td>
</tr>
<tr>
<td>Dolphins</td>
<td>Q</td>
<td>0.4494 (3)</td>
<td>0.5042 (2)</td>
<td>0.5126 (1)</td>
</tr>
<tr>
<td></td>
<td>NMI</td>
<td>0.8888 (1)</td>
<td>0.5214 (3)</td>
<td>0.6932 (2)</td>
</tr>
<tr>
<td>Football</td>
<td>Q</td>
<td>0.5203 (3)</td>
<td>0.5331 (2)</td>
<td>0.5637 (1)</td>
</tr>
<tr>
<td></td>
<td>NMI</td>
<td>0.7447 (3)</td>
<td>0.8892 (2)</td>
<td>0.9102 (1)</td>
</tr>
<tr>
<td>Polbooks</td>
<td>Q</td>
<td>0.4525 (3)</td>
<td>0.5201 (1)</td>
<td>0.5056 (2)</td>
</tr>
<tr>
<td></td>
<td>NMI</td>
<td>0.5979 (1)</td>
<td>0.5075 (3)</td>
<td>0.5979 (1)</td>
</tr>
</tbody>
</table>

(1) karate                      (2) dolphins                      (3) football                      (4) polbooks

Fig. 14 shows the visualization of the algorithm results. The network partition is complete, the clustering effect is obvious and clear, the nodes within the community are tightly connected, and the nodes between the communities are sparsely connected. From the perspective of the community structure, the division results obtained by the LPA-CW-S algorithm are reasonable and effective.

In summary, in the comparison of the overall modularity Q of the above dataset and the NMI, the game theory LPA-CW-S algorithm is more global than the two participant algorithms. The experiment proves the feasibility and rationality of the IA-GT model in this paper. It shows that game selection and subgraph merging can well neutralize the contradiction between the theoretical community structure and the actual community division, which helps to improve the accuracy and rationality of the community division results.

D. Analysis of Stability

In statistical description, variance [38] is an important equation in statistics, used to measure the stability of a set of data, the smaller the variance, the more stable the set of data, on the contrary, the more unstable the set of data. As shown in Equation 13.
uses the heap data structure to calculate and algorithm based on the improvement of the FN algorithm that of magnitude. The CNM algorithm is a modular optimization its comparison with the compar LPA close to linear time complexity. To understand the time E. retains the advantages of algorithm community division, it becomes more obvious. The above experimental results prove network continues to increase, the stability improvement the number of nodes continues to increase and the sc neutralizes the algorithm of the two participants, and the is worse than that of the LPA algorithm. As the number of nodes continues to increase and the scale of the network continues to increase, the stability improvement becomes more obvious. The above experimental results prove that through the combination of game theory framework while retaining the advantages of algorithm community division, it also reduces the instability and volatility of the algorithm.

E. Analysis of Time Efficiency

Label propagation algorithms are widely used due to their close to linear time complexity. To understand the time efficiency of the LPA-CW algorithm and the game theory LPA-CW-S algorithm proposed in this paper, Table IX shows its comparison with the comparison algorithm. The comparison of time complexity is analyzed from the perspective of orders of magnitude. The CNM algorithm is a modular optimization algorithm based on the improvement of the FN algorithm that uses the heap data structure to calculate and update the network. It is close to linear time complexity and the LPA-S algorithm time complexity is at the square level. The LPA-CW algorithm proposed in this paper is complex. The degree is also close to linear. The game theory LPA-CW-S algorithm proposed in this paper is a three-stage algorithm and its time complexity is the highest among the three stages according to the data set size, which is between linear and square.

At the same time, in order to further verify the superiority of the algorithm in this paper, as shown in Table X, the experimental point of proof is given. Under the same condition of mu=0.3, the number of nodes increases from 1000 to 5000. The time efficiency of the LPA-CW algorithm proposed is similar to that of the LPA algorithm and it is also close to linear time complexity. The LPA-CW algorithm is obviously more efficient than the CNM algorithm.

The time efficiency of the LPA-CW-S algorithm is between the LPA-CW and LPA-S algorithms, but it is much higher than the LPA-S algorithm. Although it is no longer linear complexity, it is better than some modular optimization algorithms. Algorithms such as the GN and FN algorithms are faster. At the same time, the experiments in the last two sections also prove that the algorithm in this paper has obvious advantages in the accuracy of community division. Therefore, the LPA-CW-S algorithm achieves a compromise between time cost and accuracy, and this computational complexity is acceptable in practice.

<table>
<thead>
<tr>
<th>Network</th>
<th>CNM</th>
<th>LPA</th>
<th>LPA-S</th>
<th>LPA-CW</th>
<th>LPA-CW-S(GT)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LFR-3</td>
<td>0.8846</td>
<td>0.0747</td>
<td>14.7138</td>
<td>0.2753</td>
<td>1.7833</td>
</tr>
<tr>
<td>LFR-6</td>
<td>2.2111</td>
<td>0.1536</td>
<td>61.1946</td>
<td>0.5585</td>
<td>5.5451</td>
</tr>
<tr>
<td>LFR-7</td>
<td>3.8703</td>
<td>0.2533</td>
<td>130.5576</td>
<td>0.8487</td>
<td>10.826</td>
</tr>
<tr>
<td>LFR-8</td>
<td>6.6011</td>
<td>0.2942</td>
<td>332.1598</td>
<td>0.9365</td>
<td>18.5639</td>
</tr>
<tr>
<td>LFR-9</td>
<td>9.355</td>
<td>0.4159</td>
<td>430.2665</td>
<td>1.4511</td>
<td>30.6681</td>
</tr>
</tbody>
</table>
VI. CONCLUSION

In this paper, LPA-CW algorithm is proposed to reduce the initialization time of labels by identifying non-overlapping holograms. The label update strategy based on Node Link Strength reduces the randomness in label propagation, and improves the accuracy of community division results. Combined with game theory, this paper proposes an IA-GT community detection algorithm integration model to simulate individual community selection behavior in complex networks. From a new modeling point of view, this paper reasonably explains the individual's choice and the overall stability maintenance in the process of community formation. This paper also puts forward LPA-CW-S algorithm for model verification, experiments show that the contradiction between theoretical community structure and real community division can be well neutralized by game selection, which can reduce the volatility and randomness of the algorithm, and improve the time efficiency. This compromise strategy will better adapt to the real community detection application scenario.

Through the double verification of theoretical model and experimental algorithm, this paper holds that complex networks and game theory are naturally combinable. The future work is as follows:

- Optimize the balance of various evaluation indexes through game theory, and explore the combination of more community detection algorithms by combining the integrated model of community detection algorithms (IA-GT) proposed in this paper, and extend it to the field of overlapping community detection.

- Apply game theory to other directions in complex networks, such as evolutionary networks. Or it can be applied to spatio-temporal dynamic network [39] in combination with spatio-temporal location, providing solutions for more practical application scenarios.

REFERENCES


Intelligent Brake Controller Based on Intelligent Highway Signs to Avoid Accidents on Algerian Roads
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Abstract—Despite the considerable efforts of the Algerian authorities to reduce the high number of accidents, therefore, fatalities on the country’s roads, the problem persists. To address this worrying situation, it is necessary to adopt new technologies and approaches that can assist Algerian drivers forcing them to comply with driving rules, thus putting an end to this concerned issue. This research aims to primarily assist Algerian drivers in reducing the mortality rate, which is primarily caused by speeding and poor road conditions, including outdated and inadequate road signs. To achieve this objective, a complete system consisting of two complementary subsystems: intelligent traffic signs and an interactive and smart speed limiter, has been proposed. Existing projects in this field have shown deficiencies, particularly in the context of real-time critical systems. This work offers improved precision, real-time responsiveness, adaptability to changes, and reduced infrastructure dependency compared to existing solutions. The new approach has been tested with the SUMO simulator, and a prototype based on Arduino cards has been developed approving its feasibility. However, the results obtained from this study demonstrate that the proposed system can significantly reduce the mortality rate on Algerian roads.

Keywords—Intelligent Transportation Systems (ITS); Intelligent System Adaptation (ISA); road accidents; intelligent road signalization; decision

I. INTRODUCTION

Every year, a significant number of accidents occur on roads, with speeding and unsafe road infrastructure being major factors; they are responsible for 29% and 3% of fatal road accidents respectively [1]. In 2021, Algeria experienced one of the worst road safety reports with 6195 accidents, of which 2294 were killed, equivalent to 192 deaths per month, and 9963 injured, without forgetting to mention the considerable economic losses caused by these accidents which amount to billions of dinars annually weakening insurance companies financially [2] (SAA, CAAR, CAAT, etc.). The government and authorities of road safety around the world devote considerable resources to deal with accident causes and reduce the number of fatalities on the roads. Particularly by the use of Information and communications technology for the construction of smart vehicles and infrastructures which can assist road users to respect traffic laws and enjoy safer traffic.

Several projects and initiatives are subscribed to improve safety on roads, including Intelligent System Adaptation which is known by the abbreviation ISA [3]. These systems assist drivers in maintaining speed limits or even prevent the vehicle to overtake them on all routes and at all times. Although they have proven their effectiveness in reducing the risk of accidents and their severity (i.e., saving lives), reducing emissions of carbon monoxide (environmental) as well as improving traffic flow (e.g., a gain of substantial time for users) [4], there are still some shortcomings that engineers are endeavoring to eliminate. In addition to communication between the vehicle and the infrastructure, smart road signalization is another aspect that can improve road accident statistics, by avoiding inconsistency of current signs with the state of the road and weather conditions, especially in underdeveloped countries [5].

This work focuses on addressing the problem of inappropriate speed limits and excessive speeding, both of which contribute significantly to the high number of accidents on Algerian roads. Despite this scourge which mourns thousands of Algerian families every year, no radical solution has so far been introduced; therefore, this work lays the foundation stone for the improvement of transportation and, ultimately, significantly reducing the number of deaths on our roads. By tackling these crucial aspects, this work aims to create a safer road environment and significantly reduce the mortality rate.

What sets this work apart from others is its interactive nature, where decisions are based on direct communication between the two subsystems. By integrating advanced technologies and intelligent systems, we create a seamless interaction between intelligent traffic signs and the interactive speed limiter which provides improved precision by enabling accurate transmission of speed limit information. Real-time responsiveness ensures quick adjustments to speed limits based on road conditions. The method is adaptable to changes, allowing for prompt updates in response to temporary modifications. It reduces infrastructure dependency by utilizing wireless communication, making it more cost-effective. Overall, this method enhances the effectiveness and efficiency of the speed limitation system, improving road safety.

In addition to the introduction and conclusion, this paper will be organized into three main sections. The initial section will present an overview of existing intelligent transportation systems for safety and address the criticisms associated with them. While the second section explains our proposal to reduce the number of road accidents on roads by introducing an intelligent road sign that can make a decision on the optimal
speed and communicate it with an intelligent brake controller to monitor the vehicle speed. Our approach supposes that each highway sign allows continuous broadcasting of information such as speed limit, location, wind strength, road traffic, etc. Data is gathered and processed by the controller to assist the driver in the most efficient way possible, this may include visualizing messages, using text-to-speech technology, and applying the brakes in extreme cases. The last section, discusses the obtained results from simulation on SUMO and Arduino’s prototype.

II. RELATED WORKS

A. ISA Systems

1) Presentation of ISA systems: Intelligent speed adaptation (ISA) is a generic term for a class of intelligent transportation systems (ITS) in which the driver is warned and/or the vehicle speed is automatically limited when the conductor moves above the authentic speed intentionally or inadvertently [5].

Essentially ISA continuously monitors restrictions on "local" speed as well as the vehicle speed and reacts in case of exceeding the limit. The type of the system depends on the reaction which can be either "passive", where the driver is warned, or "active", where an automated control over the vehicle speed is imposed due to embedded devices of ISA such as sensors of speed’s knowledge.

Carsten et al [6,7,8] present a review of the various tests and estimate the effectiveness of ISA. They consider three levels of control: advisory, voluntary (active but the driver can turn it off), obligatory (active all the time), and three types of speed limits: fixed, variable and dynamic. In a fixed system, there is one speed per area, which is unchangeable, in the dynamic system; we opt for a fixed speed, suitable for several variables, such as weather conditions or unexpected events. In a variable system, an individual or an entity is responsible for the decision-making and taking actions (e.g., road construction).

For comparison, based on recorded data from the test of a passive ISA system working with fixed speed limits, Regan [9] estimated that the system can reduce fatalities by 8% and serious injury accidents by 6%. However, the author noted that they were likely to be underestimated.

2) Technologies used in ISA systems: All ISA systems are based on the knowledge of the authentic speed limit. This can be achieved through the use of the mentioned function according to different existing technologies, the main ones are:

- Despite its popularity, the GPS is submitted to a certain number of fundamental issues related to the precision of determining the position and the construction of the database
- RFID - The Radio Beacons: Radio beacons function by transmitting data to a receiver integrated into the vehicle. Tags emit continuous data, and the receiver captures it at each passage [13,14,15].
- Unfortunately, these systems can be used only for slow vehicles. For vehicles traveling at high speed, it is difficult to collect and process data in real-time, this is in addition to the constraint of the vehicle that must be close to the transmitter to determine the speed limit.
- Image Recognition: This system uses a camera mounted on the vehicle to capture continuous images on the road. The image is processed to find if there is a traffic signal. Once the sign is found, another algorithm is used to define the pattern of the image to recognize it. Following the recognized symbol the ISA system reacts.
- The major constraint of this system is the lack of recognition combined with the imprecision of items, especially during unfavorable weather conditions (heavy rain). Additionally, even in relatively simple situations, these systems are incapable of dealing with fixed obstacles reliably which can lead to erroneous conclusions [16,17,18].
- Dead Reckoning: Dead Reckoning (DR) uses a mechanical system linked to the drive unit to predict the path taken by the vehicle [19,20,21].
- This system requires the establishment of multiple sensors on the vehicle, which can be expensive. However, its reliability and accuracy remain uncertain since the user may at any time deviate from its originally estimated road based on information that can sometimes be wrong.

B. Intelligent Road Signs

The design developed on intelligent road signs is intentionally redundant because it currently serves research purposes.

We can classify technologies used to improve the road signs’ deployment into:

- Deep learning methods: Given the emergence of deep learning, several works have been registered using it. This work is known as ATDR for Automatic Traffic Sign Detection, the ATDR is mainly used to recognize and classify the different forms of road signs on vehicles. They are mainly used to improve the driver's attention to avoid possible accidents. [22,23,24,25]
Generally, these methods are inefficient in unfavorable weather conditions, reduced brightness. Furthermore, they may not be effective in dealing with speeders.

Google Street View methods: these methods are used to solve some problems encountered using deep learning. Based on Google Street View (GSV) as the source image and database of road signs with relevant coordinates. [26].

This promising approach unfortunately inherits large database and precise location problems, besides, they may not have the ability to deal with the speeders.

In addition to the cited problems of the two aforementioned methods, neither of them takes into consideration the regulations during climate change or other incidents on the road.

Systems multi-agent: this solution uses an agent architecture, based on virtual sensors at the agent's body, to perceive the environment [27]. This solution inherits the problems of multi-agent systems and only focuses on the case of fog.

III. SYSTEM DESCRIPTION

A recent study was carried out to determine the main causes of road accidents in Yunnan Province mountain in China [28], which shows that despite complying with the speed limit the accident rate is still high. This raises the question of why this is the case.

Analysis of the prior study as well as the figures obtained from the road authorities in Algeria leads us to the realization that several factors including unfavorable weather conditions, peak hours, incidents, light, and the experience of the driver, must be taken into consideration. This eventually motivates us to believe that it is imperative to work quickly towards a radical solution taking into account at least the causes and aggravating factors of road accidents. Aiming to mitigate the problems previously mentioned, we suggested an intelligent system composed of a speed limiter and intelligent road signs communicating directly (12V communication) through two devices, one installed on the panel and the other embedded in the vehicle.

This current solution can be implemented initially in high-risk areas before being generalized for the entire Algerian territory.

A. System Structure

The proposed system will be divided into two main parts:

1) Vehicle: The first part embedded in the vehicle is mainly composed of a communication unit: which is represented by a reception antenna of the signal that ensures the communication between the vehicle and the road sign; a decoding unit: which decodes the received signal, a treatment unit: which is made up of an ECU (Engine Control Unit) and a speedometer, being used to operate the speed limiter or the brake depending on the situation in which the vehicle is in (see next section). A limitation system: which is made up of a fuel injector and a brake, and it is responsible to decelerate the vehicle by acting either on the fuel’s flow rate injected from the combustion room of the vehicle or on the brake pedal or even on both of them.

Besides the components described previously and taking into account the importance of human-machine interactions in the transport field, our system is equipped with a luminous indicator and a display screen.

2) Infrastructure: The second part has been installed on traffic signs, which can communicate with a vehicle that is equipped with a limitation system. The sign panel includes a location unit: which is used to locate the position of the sign (in front of a school, on motorways, in built-up areas, on mountains, and so on.). Generally, to recover the coordinates, the location unit uses GPS (Global Position System). It includes also Sensors: for gathering information from the external environment such as (sensors for snow, temperature, rain, fog, pavement condition, and camera). A communication unit: represented by a unidirectional transmitting antenna covering a distance of at most 300 m, which serves to broadcast the suitable speed. A Decision unit: this is the main component responsible for processing the collected information and performing the necessary calculations to obtain the required speed. A coding unit: to code the limit speed as a signal and transmit it to the vehicle. The energy source is necessary for the functioning of the system, it can be obtained from public lighting poles, solar energy, or others.

B. System Architecture

Fig. 1 includes all the components of our system along with the various possible interactions between them. These interactions are denoted by numbered arrows.

Firstly, the system starts collecting initial information concerning the road's nature, road number, and incident (for example works, collision, congestion), using GPS coordinates to define the initial speed (in normal situations). After that, the installed sensors gather information about weather and road conditions (arrow 1) and then transmit it to the decision unit, the decision unit treats all the collected data so that the system can determine the appropriate speed (arrow 2), then it codes the signal (arrow 3) before displaying it in real-time, and sends it via the antenna to the road users (arrow4). Secondly, the vehicle antenna receives the information and transmits it to the engine control unit (ECU), which decodes the information and compares it to the vehicle’s speed (arrow 5).

Lastly, if the vehicle’s speed is higher than that of the sign (comparison effected by arrow 6), the ECU operates the fuel injector to reduce the speed (arrow 7); in other situations, for example, downhill, the fuel injector only is not enough to reduce the speed, we need the intervention of the ECU on the brake.
Information is displayed in real-time on the vehicle’s console (Screen LCD) and a beep sound will be played to alert the driver (arrows 7').

C. General Functioning

1) Operating scenarios on vehicles: Before implementing the proposed system, we surveyed to know people’s opinions about autonomous vehicles and especially voluntary and obligatory ISA systems.

On a population of 820 Algerians, we obtained these results summarised by the histogram shown in Fig. 2.

- Based on the survey results, we proposed two operating processes: the half-automatic mode which is an informative mode. It is used to alert the driver by a sonar or luminous signal if the maximum authorized speed is exceeded, and the limiter mode which plays the role of a reducing speed device that prevents vehicles from exceeding the authorized speed.

- So once the system is started, the half-automatic mode is required by default since it is a familiar mode with the usual operation of the vehicle and it is controllable by the driver, who can change the mode constantly and at any time.

- Once we are in the half-automatic mode, if the speed is higher than the road regulation by 10 km/h, the system will automatically switch to automatic mode (forced deceleration) to decrease the risk factors of serious accidents. This decision was taken based on the following findings: 50% of the drivers operate above the authorized speed limit [29]. Generally, the drivers exceed the speed limit lower than 20 km/h, and a number of them exceed the limits of more than 20 km/h, which does not measure the incurred serious risks at all, nor the consequences caused by these excesses. Consequently, it is estimated that approximately 10% of the victims could be prevented if most motorists who usually drive at speeds higher than 10 km/h were encouraged to respect limitations. Approximately 20% of the victims could be prevented if all the vehicles respected the speed regulations.

- we have also taken into consideration the scenarios that may encounter our system, which include:
  - First scenario: (highways, tunnel):
    - At the entrance of a tunnel or on the exit of a highway, we generally notice the presence of an indication for a specific way (Fig. 3). So, to support this specificity we can use a directional antenna at the entrance of the tunnel at the exit of the highway.
• Second scenario: (intersections):

We locate the presence of an intersection by the presence of directional signs or priority of a street sign, pedestrian crossings, and traffic lights. So, the sign read transmits the relative information to the taken road. It carries also information about nearby crossroads.

Fig. 4 illustrates an intersection, where the driver can continue on the same path, or change direction. It is supposed that the white car is on the way which RW320 A, the red car is on the way to RN48B and the yellow one is on RN48A. The four panels carry information about the roadways of the intersection; if the white car turns left through the detection’s sensors to determine the direction of the path, the system saves information RN48B and ignores the others.

The vehicle can change directions by updating its information with those received from the panel.

• Third scenario: (different speed limit according to the class of vehicle):

Fig. 5 illustrates the situation. In this case, we add information containing the class range of the vehicle (example: A: for motorcycles, B: for light vehicles, and C: for heavy vehicles), we also include the same class range information of the vehicle in the signal code for the speed limit.

When the vehicle receives data, the system compares the category and decides which one concerns it.

2) Operating scenarios on infrastructures: In this subsection, we are going to present the architecture of the proposed decision unit, including the different components involved in its functioning: We suggest using a hybridized CBR method to the AHP method to get an optimal limitation by using the approach described in [30], the decision can be improved by adding an order of priority to the determining factors. we first apply the CBR process during the calculation of the similarity value after, we add the weights and then, we apply AHP to have a more reliable decision.

The different proposed speeds in studied cases are proposed according to Algerian norms.

IV. Results, Analysis, and Discussion

This work can be divided into two main parts:

The first clarified the process of detecting the optimum speed taking into consideration: the geometry of the road, the road surface, the weather conditions, the road traffic situation.

The figure below (Fig. 6) illustrates and summarizes the detection of the optimal speed process.

Initially, we ensure that the panel is placed accurately by utilizing GPS technology, which provided us with the Latitude and Longitude coordinates, we have used Google Static Maps API to capture a personalized image of the geographical map of the location.

The card is retrieved in general, and to determine its type and style. For this, we have used the following types of cards, see Fig. 7:

- Terrain which specifies a physical relief map image, displaying topography and vegetation, this type of map was used to detect whether the location is a built-up area.
- Roadmap which specifies a standard road map image to detect the type of the road (a turn, a straight road).
After retrieving the necessary images, we proceed to the image processing phase:

- The Terrain type image: it is a two-color image where one color is for space and the other one is for man-made structures. After the indexing of the image, we obtain a matrix of 300x300 which contains two possible values 0 or F.

  - 0 for the structures and F in hexadecimal for the void if the count of pixels containing the value 0 in the matrix exceeds a certain threshold, the location is then located in an Agglomeration zone, otherwise, it is considered to be located outside the built-up area.

- The Roadmap type image: it is a two-color image. A color for the void, and another for the roads, after the indexing of the image we obtain a matrix of 300x300 which contains two possible values: 0 for the roads and F in hexadecimal for the void. (Step 1. A).

To determine the shape of the road a form recognition is necessary. To expedite this process, we have created a database of 200 images containing roads, each with the appropriate speed according to Algerian regulations. Then we calculated the distance between the indexing matrix of the Roadmap type image and the matrices of our pre-indexed images stored in the database (Step1.B).

The recognition of the shape of the road is done by calculating the distance (color/location) between each image in the base and the image retrieved from the road.

The base image that has the smallest distance from the retrieved image represents the closest image. Each image in the base has an associated proposed speed, which is applied to the road that has the smallest distance from the base image; it is called the preliminary speed (Step1.D).

After completing the image processing phase by calculating the preliminary Speed as a result of the previous phase, the next step is to calculate the optimal speed. This is achieved by using the values obtained from sensors and environment by applying the hybridized algorithm CBR-AHP (Step 2. A). At the end of this step, we have the optimum speed.

The second main part focuses on how the vehicle receives the final optimal speed, as shown in Fig. 8. The process involves transmitting the speed from a transmission antenna to a receiving antenna on the vehicle. Once received, the speed is limited by a speed limiter system integrated into the car, the steps mentioned above are carried out by information processing software systems. The next figure summarises the process.

To validate our approach, we opted for a simulation with SUMO (Simulation of Urban Mobility), which is a widely used traffic simulation software that enables the modeling and analysis of transportation systems in urban areas. By utilizing SUMO, researchers, and transportation planners can simulate real-world scenarios and assess the impact of different factors on urban transportation systems [31].

The following figure (Fig. 9) is an extract of Annaba’s street roads in Algeria. The cars in green are vehicles respecting the limitation, those in light blue operate under the semi-automatic mode, while those in dark blue do not comply with the law, therefore the automatic mode activates automatically.
To check our method once again, we opted for a simulation of the same environment with the same conditions, and the same number of vehicles and pedestrians twice. The first time, the vehicles circulate in a random way not subjecting to any regulation obligatorily (like the actual situation in Algeria). However, in the second simulation, vehicles were forced to submit to the principle previously proposed and described by this article.

The results of the collisions that occurred during the two simulation runs are summarized in Table I.

Based on the obtained results, it is evident to notice that a significant decrease in the number of crashes has been observed, with the rate dropping from 33.01% during the first simulation to 19.23% in the second one. This remarkable drop can be mainly attributed to the change in the method of vehicle circulation, where, they were forced to respect the regulations, which seems encouraging. The findings prompted us to create a prototype with Arduino cards, implementing the functionalities of our desired system, to prove its feasibility.

The realized prototype controls the speed under the two modes described above.

In summary, despite being in the modeling and prototyping stage, the approach described in this paper has a lot of potential and yields encouraging results.

The originality of this work lies in the creation of a complete speed control system that encompasses both traffic signs and vehicle's speed limiter. This distinguishes it from previous works on smart panels in many aspects. First, it is more comprehensive, incorporating all the Algerian traffic standards (Each country can adapt the model according to its standards) as well as all the environmental factors leading to the change in speed. Without forgetting to mention that this hardware solution shows great potential compared to software solutions (such as a method with multi-agent systems) since ultimately it is a critical system that does not support a long waiting time.

<table>
<thead>
<tr>
<th></th>
<th>FIRST SIMULATION</th>
<th>SECOND SIMULATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pedestrians number</td>
<td>99</td>
<td>99</td>
</tr>
<tr>
<td>Vehicle number (Cars, Bus, Motorcycles, Bicycle)</td>
<td>1522</td>
<td>1522</td>
</tr>
<tr>
<td>Vehicle collision with pedestrians</td>
<td>12</td>
<td>7</td>
</tr>
<tr>
<td>Vehicle collision with another vehicle</td>
<td>318</td>
<td>192</td>
</tr>
<tr>
<td>Percentage of collisions with pedestrians</td>
<td>12,12%</td>
<td>7,07%</td>
</tr>
<tr>
<td>Percentage collisions with another vehicle</td>
<td>20,89%</td>
<td>12,16%</td>
</tr>
<tr>
<td>Total percentage collision</td>
<td>33,01%</td>
<td>19,23%</td>
</tr>
</tbody>
</table>

Fig. 10. Prototype with arduino cards.
Second, all existing ISA systems are based on the knowledge of the authentic speed limit often determined using GPS technology as we mentioned previously in Section II, which is due to its low cost and widespread availability. However, despite the popularity and functionality of GPS, there are fundamental problems with this system, most of which are related to the accuracy of the determined GPS has inherent inaccuracies due to uncertainties in satellite ephemeris, propagation errors, timing errors, multiple signal propagation paths, and reception noise, which can be particularly problematic in areas with a high-speed road adjacent to lower-speed residential streets. Additionally, GPS signals can be completely blocked in tunnels or under large structures. Updating the database with new road works data can also present a significant challenge. These issues highlight the need for a more comprehensive and robust speed control system, which the proposed hardware solution aims to address.

This work offers a mechanical solution that addresses the challenges faced by existing methods combining two subsystems; it provides a flexible, intelligent, and complete system that effectively addresses the problem of speeding. This new approach overcomes the limitations of existing methods, such as the inaccuracies and constraints of GPS, and offers a more reliable and adaptable solution. Overall, this work promises to provide a coherent and effective solution to the problem of speeding on the road.

TABLE II. COMPARISON WITH RELATED WORKS ON ISA SYSTEMS

<table>
<thead>
<tr>
<th>Solution</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPS</td>
<td>- Access to precise and global positioning data.</td>
<td>- Dependency on a stable GPS signal.</td>
</tr>
<tr>
<td></td>
<td>- Wide availability of map data.</td>
<td>- Limited accuracy in dense urban areas.</td>
</tr>
<tr>
<td>RFID</td>
<td>- Access to specific information from traffic signs.</td>
<td>- Difficult to collect and process data in real-time for vehicles traveling at high speed.</td>
</tr>
<tr>
<td></td>
<td>- Precise use of speed limits on specific road segments.</td>
<td>- Vehicle must be close to the transmitter.</td>
</tr>
<tr>
<td>Image processing</td>
<td>- Utilization of onboard cameras or existing sensors.</td>
<td>- Dependency on visibility conditions and image quality.</td>
</tr>
<tr>
<td></td>
<td>- Adaptability to different types of traffic signs.</td>
<td>- Requirement for sufficient computational power for real-time image processing.</td>
</tr>
<tr>
<td>Dead reckoning</td>
<td>- Less dependency on external signals.</td>
<td>- Limited accuracy over time and distance traveled.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Accumulation of measurement errors.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Need for regular calibration and recalibration of sensors to maintain accuracy.</td>
</tr>
<tr>
<td>Antenna communication</td>
<td>- Improved precision of speed limit information.</td>
<td>- Dependency on reliable wireless communication.</td>
</tr>
<tr>
<td></td>
<td>- Real-time responsiveness for speed limit updates.</td>
<td>- Need for integration with existing traffic signs.</td>
</tr>
</tbody>
</table>

TABLE III. COMPARISON WITH EXISTING WORKS ON PANELS

<table>
<thead>
<tr>
<th>Solution</th>
<th>Deep learning</th>
<th>Google Street Map</th>
<th>multiagent system</th>
<th>hardware-based</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real-time</td>
<td>Limited</td>
<td>Limited</td>
<td>Limited</td>
<td>Strong</td>
</tr>
<tr>
<td>capabilities</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Speed of</td>
<td>Fast</td>
<td>Fast</td>
<td>Fast</td>
<td>Fast</td>
</tr>
<tr>
<td>processing</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adaptable</td>
<td>Moderate</td>
<td>Moderate</td>
<td>Moderate</td>
<td>High</td>
</tr>
<tr>
<td>Accuracy</td>
<td>High</td>
<td>High</td>
<td>Moderate</td>
<td>High</td>
</tr>
<tr>
<td>Robustness</td>
<td>Moderate</td>
<td>High</td>
<td>High</td>
<td>High</td>
</tr>
</tbody>
</table>

For better readability and by comparing the method used here with the existing ones, the tables (Table II and III) summarize the advantages and disadvantages of all approaches and techniques in the two subsystems.

V. CONCLUSION

This work falls under the continuity of seeking works to improve road traffic and reduce the amount of mortality. We are mainly interested in the problem of traffic accidents due to speeding. Despite this scourge that touches thousands of Algerian families every year, no radical solution has so far been introduced, therefore this work lays the foundation stone for the improvement of transport and the significant reduction in deaths on our roads. Based on a new system ISA, which communicates directly with the smart road signs, the proposed system has been simulated with SUMO, and a prototype is realized with Arduino to prove its validity.

Several perspectives could be considered to extend this work. We cite without limitation, the realization of a physical system, which will highlight our expectations and estimations.

Additionally, integrating radar functionality into the smart panel could increase its productivity and effectiveness, ultimately leading to a solution for addressing speeding drivers.
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Abstract—Designing effective algorithms to solve cross-domain combinatorial optimization problems is an important goal for which manifold search methods have been extensively investigated. However, finding an optimal combination of perturbation operations for solving cross-domain optimization problems is hard because of the different characteristics of each problem and the discrepancies in the strengths of perturbation operations. The algorithm that works effectively for one problem domain may completely falter in the instances of other optimization problems. The objectives of this study are to describe three categories of a hyper-heuristic that combine low-level heuristics with an acceptance mechanism for solving cross-domain optimization problems, compare the three hyper-heuristic categories against the existing benchmark algorithms on standard optimization problems from the hyper-heuristic flexible framework. The hyper-heuristic categories are based on the methods of Thompson sampling and iterated local search to control the perturbation behavior of the iterated local search. The performances of the perturbation configurations in a hyper-heuristic were experimentally tested against the existing benchmark algorithms on standard optimization problems from the hyper-heuristic flexible framework. Study findings have suggested the most effective hyper-heuristic with improved performance when compared to the existing hyper-heuristics investigated for solving cross-domain optimization problems to be the one with a good balance between “single shaking” and “double shaking” strategies. The findings not only provide a foundation for establishing comparisons with other hyper-heuristics but also demonstrate a flexible alternative to investigate effective hyper-heuristics for solving complex combinatorial optimization problems.
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I. INTRODUCTION

Combinatorial optimization problems (COPs) are practically challenging because of the different characteristics of each problem domain and multiple conflicting constrictions to be adequately resolved. They are intrinsically non-deterministic polynomial-time hard problems with no single method that can generally outperform others across varying problem instances [1]. Due to the intrinsic hiccupps of the earlier heuristic, and meta-heuristic methodologies, hyper-heuristic has emerged as a feasible search methodology for solving multifarious COPs occurring in varying practical applications [2]. It has been effectively applied in multiple application domains, including scheduling [3], [4], timetabling [5], routing [6]–[8], software engineering [9], [10], and manufacturing [11]. In general, hyper-heuristics provide two different types of search space, which are low-level heuristics (LLHs) and acceptance mechanisms. However, how to select LLHs and combine them with an acceptance mechanism to realize an effective strategy for solving different COPs is particularly challenging.

In recent times, different methods, including machine learning have been investigated to improve the performance of hyper-heuristic optimization strategies. In this paragraph, we briefly review some related works that have attempted to improve the performance of hyper-heuristics. The Q-learning was utilized to select LLHs for a multi-objective route planning problem [12] and to choose an action in solving the interaction testing problem [9]. Deep Q-network [6] was applied as a heuristic selection mechanism to solve two routing problems from the library of hyper-heuristics flexible (HyFlex) [13]. In addition, Q-learning was applied to solve six problems from the HyFlex library by learning the pair of selection and acceptance mechanisms that are most suitable for an instance of a given problem [14]. Thompson sampling (TS) learning based on the selection of LLHs was recently introduced for solving COPs [15]–[17]. Moreover, TS has been applied to automatically configure the perturbation behavior of iterated local search (ILS) to solve six HyFlex COPs [18]. The evolutionary-based ILS hyper-heuristic was recently designed and tested on the extended HyFlex COPs to provide further evidence of the necessity for more categories of algorithms with improved perturbation strength [19].

A new perturbation strategy for ILS was proposed in [20] to solve the problems of pseudo-Boolean optimization where decision variables are perturbed to improve a local search strategy by maximizing the distance between solutions and maximizing the fitness similarity. An ILS algorithm was proposed in [21] for solving the problem of aircraft landing based on a search methodology that successively invokes a local search procedure to find a local optimum solution. The authors used a perturbation operator to modify the current solution to escape from the local optimum and provide a new solution for the local search procedure. The fair-share iterated local search (FS-ILS) [22] is a simple state-of-the-art selection hyper-heuristic that uses a conservative restart condition to prevent restarts, and only restart when a method is stuck and
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enough time is available to attain a solution of similar quality. The work [23] presented an efficient algorithm for solving the problem of aircraft landing based on a mechanism that hybridizes the ILS and simulated annealing (SA) algorithms to find a feasible aircraft scheduling solution within the range of target time. The sequence-based selection hyper-heuristic inspired by a hidden Markov model was proposed in [24] as a general purpose hyper-heuristic for solving cross-domain COPs. However, the authors conceded that the performance of a selection hyper-heuristic may vary depending on the choice of the LLHs and that not all the heuristics contribute to the improvement of a candidate solution during the search process unless they are applied in a combination with sequences of heuristics.

Despite myriads of research publications on hyper-heuristics, the published results on cross-domain optimization algorithms still need further improvement. The confines shown by the existing algorithms for solving different COPs have provided a unique opportunity to improve the performance of a hyper-heuristic across different problem domains. The findings from the literature have generally suggested that identifying the right intensity of perturbation operations in ILS is challenging but warrants further investigation [20]. The focus of the present work is to extensively experiment with three categories of the TS-ILS hyper-heuristic [18] imbued with different perturbation behaviors and compare their performances against the existing benchmark algorithms on HyFlex COPs. The testing of a hyper-heuristic algorithm on standard problems with varying characteristics will enable a meticulous comparison of its generalization capability. Since an ILS-based hyper-heuristic is potentially targeted toward solving numerous COPs, an efficient strategy for determining its proper perturbation behavior on a specific problem is paramount to the success of ILS methodology [7], [21].

The overarching objectives of the present work are threefold. To describe three categories of the TS-ILS hyper-heuristic that combine low-level heuristics with an acceptance mechanism for solving standard HyFlex COPs. To experimentally compare the three categories of the TS-ILS hyper-heuristic against the existing benchmark algorithms on the standard HyFlex COPs. To experimentally determine the effects of LLHs categorization on the standard HyFlex COPs. The remaining parts of the paper are fleetingly organized as follows. Section II describes the TS-ILS hyper-heuristic with three categorizations of LLHs. Section III presents the experimental results of comparing the three categories of the TS-ILS hyper-heuristic against the existing benchmark algorithms on the standard HyFlex COPs. Section IV examines the effects of LLHs categorization on the standard HyFlex COPs. Section V discusses the study results and highlights the potential areas for further improvement. The paper is ultimately concluded in Section VI by explicating the category of the TS-ILS hyper-heuristic that recorded a good balance between “single shaking” and “double shaking” configurations.

II. THOMPSON SAMPLING ITERATED LOCAL SEARCH

Thompson sampling iterated local search (TS-ILS) hyper-heuristic is a probabilistic learning of profitable perturbation operations for a problem instance [19]. The hyper-heuristic augments the functional capabilities of TS and ILS to control the perturbation behavior of ILS. It selects LLHs and accepts or rejects a solution using the FS-ILS [22]. The local search phase of the hyper-heuristic is triggered after a perturbation process to improve the solution obtained from the perturbation stage, while the resultant solution is then considered for acceptance. There are six configurations in the config = {0, 1, 2, 3, 4, 5} set and each one is an integer representation of a perturbation operation. Table I defines each element of a perturbation configuration set of length n, where the value of n was taken to be 6 in the present work.

<table>
<thead>
<tr>
<th>Value</th>
<th>Operation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Perturb with Mutation LLH + Mutation LLH (Mut + Mut)</td>
</tr>
<tr>
<td>1</td>
<td>Perturb with Mutation LLH + Ruin-Recreate LLH (Mut + RR)</td>
</tr>
<tr>
<td>2</td>
<td>Perturb with Ruin-Recreate LLH + Mutation LLH (RR + Mut)</td>
</tr>
<tr>
<td>3</td>
<td>Perturb with Ruin-Recreate LLH + Ruin-Recreate LLH (RR + RR)</td>
</tr>
<tr>
<td>4</td>
<td>Perturb with Mutation LLH only (Mut)</td>
</tr>
<tr>
<td>5</td>
<td>Perturb with Ruin-Recreate LLH only (RR)</td>
</tr>
</tbody>
</table>

The TS-ILS hyper-heuristic algorithm learns promising perturbation operations for the ILS by splitting the mutation (Mut) and ruin-recreate (RR) heuristics into two distinct entities as in the first two lines of Algorithm 1. The two vectors \( \alpha \) and \( \beta \) are respectively representing the success and failure tallies for the perturbation configurations in the config set. The pair of elements in the two vectors at the same corresponding positions respectively correspond to the success and failure counts of the options in the config set. The initial solution for the problem instance being solved is generated. The resultant solution is then used to initialize the current solution \( S_0 \) and the best solution found so far \( S_b \). The Thompson sampling procedure generates the utility values for the elements of the config set based on tallies that are stored in the vectors \( \alpha \) and \( \beta \) by sampling from a Beta distribution. This phase of the TS-ILS hyper-heuristic algorithm decides which of the perturbation operations that are represented in the config set is to be invoked. These perturbation operations can be seen as the alternative operators to be selected in the bandit problem. The corresponding first element, \( \alpha_0 \) and \( \beta_0 \) of the \( \alpha \) and \( \beta \) vectors are respectively passed as parameters to the sampling module to generate the utility value for the first element in the config set. The pseudocode for the TS-ILS hyper-heuristic algorithm is given by the following Algorithm 1.
The success tally ($\alpha_i$) of the i element of the config set invoked in the current iteration is incremented only if the solution generated is strictly better than the best solution ($S_b$) found so far, otherwise, the value of $\beta_i$ is incremented. This update scheme has enabled the TS-based probabilistic learning algorithm to adjust its preference according to the observed rewards of the alternative actions to be taken at every iteration. The function updateLLH() updates the parameters of the perturbative LLHs applied based on the speedNew selection mechanism. This update scheme does not apply to the local search heuristics and further details of how it is carried out can be found in [22]. The function updateLS() updates the data structures of the local search heuristics employed for the local search phase of the ILS hyper-heuristic. Finally, the function updateParam() updates the utility matrix used by the parameters of parameterized LLHs from the local search, mutation, and ruin-recreate operations. The entry for the parameter value selected by a roulette wheel procedure is updated after the iteration. The selection and update of values for the parameterized LLHs are analogous to the implementation in [24].

### III. Experimental Results

Three categories of the TS-ILS hyper-heuristic were implemented on an Intel i5-3340M CPU computer with random access memory of 8 gigabytes and a 2.70 gigahertz clock speed. The TS-ILS1, TS-ILS2, and TS-ILS3 hyper-heuristics were tested on the problem instances of Boolean satisfiability (SAT), Bin packing (BP), Personnel scheduling (PS), Permutation flow-shop (PFS), Travelling salesman problem (TSP), and Vehicle routing problem (VRP) reported in HyFlex v1.0. The testing was also performed on the ten instances of the Knapsack problem (KP), Quadratic assignment problem (QAP), and Maximum cut (MAC) problem reported in HyFlex v2.0. The execution time returned by a benchmark program on the computer machine is 507 seconds, which is the equivalent of 600 seconds on a standard testing machine according to the organizers of the cross-domain heuristic search challenge (CheSC) in 2011.

The comparison of the different algorithms is based on the metrics of median objective function values (ofvs), formula one, $\mu$-norm, and boxplot visualization as subsequently illustrated. The performances of the three categories of the TS-ILS hyper-heuristic were compared using the ofvs across nine HyFlex COPs. In addition, the performances of TS-ILS1, TS-ILS2, and TS-ILS3 were compared with those of the FS-ILS, NR-FS-ILS, AdapHH, EPH, SR-IE, SR-AM, and SSHH benchmark algorithms [25], [26] across eight HyFlex COPs. The results obtained for the PS problem by the existing algorithms could not be compared with those computed by TS-

---

Algorithm 1: TS-ILS Hyper-heuristic

$M \leftarrow \{m_1, m_2, \ldots, m_j\}$
$R \leftarrow \{r_1, r_2, \ldots, r_k\}$
$\text{config} \leftarrow \{c_1, c_2, \ldots, c_n\}$  $\Rightarrow$ Line 3
$\alpha \leftarrow \{0, \ldots, 0\}$
$\beta \leftarrow \{0, \ldots, 0\}$
$S_0 \leftarrow \text{generateInitialSolution}()$
$S_b \leftarrow S_0$

while ($\neg$stopping_condition) do

$\Phi = \{\phi_1, \ldots, \phi_s\} \leftarrow \text{generateUtilityValues}()$
select $i$ from config: $\phi_i$ maximizes $\Phi$

$S' \leftarrow \text{perturb}(S_0, i)$
$S'' \leftarrow \text{localSearch}()$
if ($S''$ is accepted) then

$S_0 \leftarrow S''$
end
if ($S'' < S_b$) then

$\alpha_i \leftarrow \alpha_i + 1$
updateLS()
updateParam()
else

$\beta_i \leftarrow \beta_i + 1$
end
updateLLH()

end

Studying the effects of LLHs categorization on the standard HyFlex COPs is paramount to the present work to determine the most appropriate algorithm for solving cross-domain COPs. Thus, TS-ILS1, TS-ILS2, and TS-ILS3 hyper-heuristics constitute three categories of the TS-ILS hyper-heuristic algorithm. The TS-ILS1 uses the subset $\{4, 5\}$ and perturbs a solution once before intensification. The TS-ILS2 uses the subset $\{1, 2, 4, 5\}$ and has been featured in the previous study [18]. The TS-ILS3 uses the entire set $\{0, 1, 2, 3, 4, 5\}$ and all the options presented in Table I during the perturbation stage. The TS-ILS1 can only perturb a solution once before the intensification (single shaking) phase while the last two categories can perturb a resolution twice before the intensification (double shaking) phase. These differences are enforced by line 3 of Algorithm 1 [18] which has been extended in this study to any set of perturbation configurations. The categorizations have significantly affected the TS-ILS hyper-heuristic for solving diverse COPs. This is because the different perturbation strengths determine the effectiveness of the ILS-based hyper-heuristics [7], [20], [23].

The element of the set config that maximizes the utility values in $\Phi$ is selected and the corresponding perturbation operation is carried out as designated in the next two lines. During the perturbation phase, the speedNew selection mechanism [14], [22] is employed to choose a given candidate LLH selected by the TS procedure. For example, if the selected configuration is 2, the selection mechanism chooses a perturbative LLH from the ruin-recreate set and applies it to a solution. The resultant solution is further perturbed by selecting and applying a perturbative LLH from the mutation set. The intensity of mutation and the depth of search are two parameter archetypes in the HyFlex framework for parameterizing the use of LLHs [13]. A parameter value is chosen within the $\{0.0, 0.1, \ldots, 1.0\}$ set of 11 values using a roulette-wheel procedure for the selected LLH to be analogously parameterized as in [24]. The local search module of the TS-ILS hyper-heuristic [18], [19] is triggered on the resultant solution to produce another solution ($S''$). The next operation decides if $S''$ is to be accepted to replace the current solution $S_b$ based on the accept probabilistic worse (APW) acceptance mechanism [14], [22].
ILS1, TS-ILS2, and TS-ILS3 because of the differences in the updated Java library used in the present work. The updated library has fixed a bug in the previous library that was used to produce the results [26]. The overall comparison of the algorithms will be prejudicial if an attempt is made to incorporate the results obtained for the PS problem. The data used for testing the existing algorithms, excluding the SSHH on HyFlex problems, were obtained online (https://github.com/Steven-Adriaensen/hyflex). The offvs of the results computed by the SSHH algorithm can be found in [25]. In total, 60 instances of HyFlex COPs were tested for each of the three categories of TS-ILS hyper-heuristic based on the median ofv. Moreover, 55 instances of the HyFlex COPs were tested separately for each of the three categories of the TS-ILS hyper-heuristic. The three categories were also compared with seven benchmark algorithms based on the formula one, µ-norm, and boxplot visualization of median ofvs.

A. Comparison based on Median ofvs

Table II and III highlight the performances of the TS-ILS categories in terms of the median ofvs obtained across the benchmark instances of the HyFlex COPs. The KP, QAP, and MAC problems of HyFlex v2.0 have ten benchmark instances which are five more than the first six problems of SAT, BP, PS, PFS, TSP, and VRP in HyFlex v1.0. The values in bold font denote the median ofv of the hyper-heuristic that reported the best performance for a problem instance.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Category</th>
<th>Problem Instance</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
<th>V</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAT</td>
<td>TS-ILS1</td>
<td>2.000000000</td>
<td>2.000000000</td>
<td>1.000000000</td>
<td>1.000000000</td>
<td>9.000000000</td>
<td></td>
</tr>
<tr>
<td>TS-ILS2</td>
<td>2.000000000</td>
<td>3.000000000</td>
<td>1.000000000</td>
<td>1.000000000</td>
<td>8.000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TS-ILS3</td>
<td>2.000000000</td>
<td>3.000000000</td>
<td>1.000000000</td>
<td>1.000000000</td>
<td>9.000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BP</td>
<td>TS-ILS1</td>
<td>0.023714000</td>
<td>0.0807447</td>
<td>0.00491703</td>
<td>0.10828062</td>
<td>0.01260111</td>
<td></td>
</tr>
<tr>
<td>TS-ILS2</td>
<td>0.01876799</td>
<td>0.0050695</td>
<td>0.00052035</td>
<td>0.10828402</td>
<td>0.00412866</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TS-ILS3</td>
<td>0.018228719</td>
<td>0.00055599</td>
<td>0.00236484</td>
<td>0.10828455</td>
<td>0.00557662</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PS</td>
<td>TS-ILS1</td>
<td>19.000000000</td>
<td>95.460000000</td>
<td>3213.0000000</td>
<td>1609.0000000</td>
<td>330.0000000</td>
<td></td>
</tr>
<tr>
<td>TS-ILS2</td>
<td>21.000000000</td>
<td>95.480000000</td>
<td>3181.0000000</td>
<td>1550.0000000</td>
<td>330.0000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TS-ILS3</td>
<td>21.000000000</td>
<td>95.700000000</td>
<td>3193.0000000</td>
<td>1593.0000000</td>
<td>335.0000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PFS</td>
<td>TS-ILS1</td>
<td>6223.000000000</td>
<td>26755.0000000</td>
<td>6323.0000000</td>
<td>11332.0000000</td>
<td>26585.0000000</td>
<td></td>
</tr>
<tr>
<td>TS-ILS2</td>
<td>6232.000000000</td>
<td>26785.0000000</td>
<td>6325.0000000</td>
<td>11340.0000000</td>
<td>26601.0000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TS-ILS3</td>
<td>6237.000000000</td>
<td>26788.0000000</td>
<td>6323.0000000</td>
<td>11354.0000000</td>
<td>26605.0000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TSP</td>
<td>TS-ILS1</td>
<td>48194.920100000</td>
<td>20701672.2000000</td>
<td>6809.10000000</td>
<td>66194.7000000</td>
<td>53806.2000000</td>
<td></td>
</tr>
<tr>
<td>TS-ILS2</td>
<td>48194.920100000</td>
<td>2077943.2000000</td>
<td>6805.30000000</td>
<td>66130.0000000</td>
<td>53762.4000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TS-ILS3</td>
<td>48194.920100000</td>
<td>2081707.7000000</td>
<td>6804.70000000</td>
<td>66150.8000000</td>
<td>53635.7000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VRP</td>
<td>TS-ILS1</td>
<td>65151.400000000</td>
<td>13290.5000000</td>
<td>146927.1000000</td>
<td>20654.1000000</td>
<td>145865.4000000</td>
<td></td>
</tr>
<tr>
<td>TS-ILS2</td>
<td>63709.000000000</td>
<td>13292.8000000</td>
<td>145401.5000000</td>
<td>20654.7000000</td>
<td>145205.4000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TS-ILS3</td>
<td>62658.500000000</td>
<td>13285.5000000</td>
<td>146801.9000000</td>
<td>20654.0000000</td>
<td>145436.2000000</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Problem</th>
<th>Problem Instance</th>
<th>TS-ILS1</th>
<th>TS-ILS2</th>
<th>TS-ILS3</th>
</tr>
</thead>
<tbody>
<tr>
<td>KP</td>
<td>0</td>
<td>-104046</td>
<td>-104046</td>
<td>-104046</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>-1257913</td>
<td>-1258367</td>
<td>-1259059</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>-242324</td>
<td>-242255</td>
<td>-242179</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>-431342</td>
<td>-431340</td>
<td>-431336</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>-396167</td>
<td>-396167</td>
<td>-396167</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>-425465</td>
<td>-4254402</td>
<td>-4252958</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>-941561</td>
<td>-94026</td>
<td>-939070</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>-1577175</td>
<td>-1577175</td>
<td>-1577175</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>-1530489</td>
<td>-1530479</td>
<td>-1530470</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>-1467357</td>
<td>-1467357</td>
<td>-1467357</td>
</tr>
<tr>
<td>QAP</td>
<td>0</td>
<td>152112</td>
<td>152132</td>
<td>152156</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>153972</td>
<td>154036</td>
<td>154036</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>147894</td>
<td>147952</td>
<td>147944</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>149782</td>
<td>149768</td>
<td>149778</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>2127686</td>
<td>21269484</td>
<td>21307840</td>
</tr>
</tbody>
</table>
B. Comparison based on Formula One

The formula one scoring system has inspired one of the well-known metrics for evaluating hyper-heuristics [2]. Competing hyper-heuristics are assigned points based on the OFVs of their median best solutions obtained after 31 trials for each problem instance in the given test suite. The scores of 10, 8, 6, 5, 4, 3, 2, and 1 are respectively awarded to the best performing hyper-heuristic down to the eight-best one for a problem instance. Ties are handled by averaging the points that would have been given to one hyper-heuristic if there was no tie and assigning each of the hyper-heuristics the average score. In the rating system, the higher the score, the better the performance of a hyper-heuristic relative to the median results obtained by other hyper-heuristics.

The results of comparing eight hyper-heuristics on HyFlex COPs using formula one scores are presented in Table IV. The overall score in the table is the sum of scores obtained by a given hyper-heuristic across problem instances. The categories of the TS-ILS hyper-heuristic can be observed to emerge as the most dominant hyper-heuristics across the HyFlex COPs considered. The overall performance of the categories of the TS-ILS hyper-heuristic on HyFlex v2.0 COPs was found to be superior to the performances of the other hyper-heuristics. The maximum score for each HyFlex v2.0 problem domain is 100 with the highest score of 10 for each problem instance. It can be inferred that the top three hyper-heuristics on HyFlex v1.0 problem based on the formula one scoring are TS-ILS2 with 162.8 points, followed by TS-ILS3 with 148.8 points, and TS-ILS1 with 146.9 points. The order of performances of the algorithms on HyFlex v2.0 problem instances is TS-ILS2 with 215.8 points, followed by TS-ILS1 with 214.8 points, and TS-ILS3 with 203.3 points. It is noticeable that there is a close race performance among the three categories of the TS-ILS hyper-heuristic on HyFlex v2.0, while TS-ILS2 outperformed the other categories on HyFlex v1.0. problems.

TABLE IV. FORMULA ONE RANKING OF CATEGORIES OF TS-ILS HYPER-HEURISTIC ON EIGHT HYFLEX PROBLEMS, EXCLUDING PS

<table>
<thead>
<tr>
<th>Problem</th>
<th>AdapHH</th>
<th>EPH</th>
<th>FS-ILS</th>
<th>NR-FS-ILS</th>
<th>SR-AM</th>
<th>SR-IE</th>
<th>SSHH</th>
<th>TS-ILS1</th>
<th>TS-ILS2</th>
<th>TS-ILS3</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAT</td>
<td>21.00</td>
<td>10.00</td>
<td>34.85</td>
<td>23.35</td>
<td>0.00</td>
<td>5.00</td>
<td>35.10</td>
<td>34.85</td>
<td>30.85</td>
<td></td>
</tr>
<tr>
<td>BP</td>
<td>18.00</td>
<td>19.00</td>
<td>11.00</td>
<td>18.00</td>
<td>0.00</td>
<td>18.00</td>
<td>29.00</td>
<td>44.00</td>
<td>38.00</td>
<td></td>
</tr>
<tr>
<td>PFS</td>
<td>19.50</td>
<td>11.50</td>
<td>25.00</td>
<td>27.50</td>
<td>5.00</td>
<td>0.00</td>
<td>47.00</td>
<td>32.50</td>
<td>27.00</td>
<td></td>
</tr>
<tr>
<td>TSP</td>
<td>23.00</td>
<td>26.00</td>
<td>25.50</td>
<td>22.00</td>
<td>2.00</td>
<td>3.00</td>
<td>29.50</td>
<td>33.00</td>
<td>31.00</td>
<td></td>
</tr>
<tr>
<td>VRP</td>
<td>20.00</td>
<td>16.00</td>
<td>26.00</td>
<td>22.00</td>
<td>0.00</td>
<td>8.00</td>
<td>28.00</td>
<td>35.00</td>
<td>40.00</td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>101.50</td>
<td>82.50</td>
<td>122.35</td>
<td>112.85</td>
<td>7.00</td>
<td>34.00</td>
<td>168.60</td>
<td>179.35</td>
<td>166.85</td>
<td></td>
</tr>
<tr>
<td>KP</td>
<td>59.23</td>
<td>49.33</td>
<td>6.21</td>
<td>11.21</td>
<td>19.85</td>
<td>7.83</td>
<td>48.33</td>
<td>69.33</td>
<td>62.33</td>
<td>56.33</td>
</tr>
<tr>
<td>QAP</td>
<td>40.00</td>
<td>26.00</td>
<td>31.50</td>
<td>40.50</td>
<td>20.00</td>
<td>0.00</td>
<td>2.00</td>
<td>84.00</td>
<td>74.00</td>
<td>72.00</td>
</tr>
<tr>
<td>MAC</td>
<td>28.50</td>
<td>5.00</td>
<td>14.50</td>
<td>20.00</td>
<td>36.50</td>
<td>1.00</td>
<td>68.50</td>
<td>61.50</td>
<td>79.50</td>
<td>75.00</td>
</tr>
<tr>
<td>Overall</td>
<td>127.73</td>
<td>80.33</td>
<td>52.21</td>
<td>71.71</td>
<td>76.36</td>
<td>8.83</td>
<td>118.83</td>
<td>214.83</td>
<td>215.83</td>
<td>203.33</td>
</tr>
</tbody>
</table>
C. Comparison based on $\mu$-norm Metric

This section compares the performances of ten hyper-heuristics across eight HyFlex COPs based on the $\mu$-norm scores [25], [26]. The $\mu$-norm is the average normalized evaluation function value. It is a more robust evaluation metric than the formula one scoring because it evaluates the performance of a hyper-heuristic based on the quality of the 31 solutions obtained over 31 trials on a problem instance. The $\mu$-norm metric enables all the obtained ofvs to be normalized within the range $[0, 1]$, where 0 means a hyper-heuristic outperforms other hyper-heuristics on all the tested instances, and a value of 1 connotes the opposite.

Table V provides comparative results of the categories of TS-ILS hyper-heuristics against the existing ones using the $\mu$-norm scores. The data for the existing hyper-heuristics on the problem domains presented in Table V were taken from the paper [26]. The categories of the TS-ILS hyper-heuristic jointly won seven out of the eight HyFlex problems. They outperformed the other hyper-heuristics on the PFS, KP, and QAP. The only problem domain where none of the categories of the TS-ILS hyper-heuristic recorded the best $\mu$-norm value is SAT, where FS-ILS emerged as the best hyper-heuristic. The AdapHH is the closest challenger to the top algorithm (TS-ILS1) on the Knapsack problem. The three categories of the TS-ILS hyper-heuristic dominated all others on the QAP and MAC problems because they all constituted the top three successful algorithms across the problem domains. The EPH and SR-IE algorithms obtained the worst results on the MAC problem. The overall performance in Table V further consolidates the observation that the three categories of the TS-ILS hyper-heuristic are general in their applications to HyFlex v2.0 problems. Overall, the next best algorithms based on the $\mu$-norm score, after the three categories of the TS-ILS hyper-heuristic, are AdapHH and FS-ILS, while the SR-AM algorithm delivered the worst performance.

<table>
<thead>
<tr>
<th>Problem</th>
<th>TS-ILS2</th>
<th>TS-ILS3</th>
<th>TS-ILS1</th>
<th>AdapHH</th>
<th>FS-ILS</th>
<th>FS-ILS</th>
<th>SR-IE</th>
<th>SR-AM</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAT</td>
<td>0.0159</td>
<td>0.0184</td>
<td>0.0181</td>
<td>0.0276</td>
<td>0.0146</td>
<td>0.0238</td>
<td>0.0927</td>
<td>0.3787</td>
</tr>
<tr>
<td>BP</td>
<td>0.0138</td>
<td>0.0316</td>
<td>0.0852</td>
<td>0.1828</td>
<td>0.1727</td>
<td>0.1581</td>
<td>0.1478</td>
<td>0.1769</td>
</tr>
<tr>
<td>PFS</td>
<td>0.1676</td>
<td>0.1817</td>
<td>0.1263</td>
<td>0.2224</td>
<td>0.2059</td>
<td>0.1816</td>
<td>0.2671</td>
<td>0.7242</td>
</tr>
<tr>
<td>TSP</td>
<td>0.0538</td>
<td>0.0556</td>
<td>0.0584</td>
<td>0.0677</td>
<td>0.0647</td>
<td>0.0626</td>
<td>0.0658</td>
<td>0.4993</td>
</tr>
<tr>
<td>VRP</td>
<td>0.0623</td>
<td>0.0538</td>
<td>0.0731</td>
<td>0.0841</td>
<td>0.0687</td>
<td>0.0832</td>
<td>0.2186</td>
<td>0.2714</td>
</tr>
<tr>
<td>KP</td>
<td>0.0315</td>
<td>0.0308</td>
<td>0.0276</td>
<td>0.0297</td>
<td>0.1513</td>
<td>0.0554</td>
<td>0.3625</td>
<td>0.3312</td>
</tr>
<tr>
<td>QAP</td>
<td>0.0728</td>
<td>0.0795</td>
<td>0.0689</td>
<td>0.1089</td>
<td>0.1512</td>
<td>0.1396</td>
<td>0.1062</td>
<td>0.6363</td>
</tr>
<tr>
<td>MAC</td>
<td>0.1018</td>
<td>0.0987</td>
<td>0.1112</td>
<td>0.2829</td>
<td>0.2585</td>
<td>0.5222</td>
<td>0.3772</td>
<td>0.7371</td>
</tr>
<tr>
<td>Overall</td>
<td>0.0649</td>
<td>0.0688</td>
<td>0.0711</td>
<td>0.1258</td>
<td>0.1360</td>
<td>0.1533</td>
<td>0.2047</td>
<td>0.4694</td>
</tr>
</tbody>
</table>

D. Comparison based on Boxplot Visualization of Median ofvs

Fig. 1 presents the boxplots of the normalized ofvs of ten hyper-heuristics in Table IV. The minimum–maximum normalization scheme was applied to obtain the normalized median ofv of a hyper-heuristic on a particular instance of a problem domain [25]. The performances of the categories of the TS-ILS hyper-heuristic were benchmarked against the existing hyper-heuristics on HyFlex problems [26]. KP, The median score of the TS-ILS2 appears to be closest to the base of the plot in Fig. 1(a) to indicate good performance. A similar phenomenon can be observed for the TS-ILS1 and TS-ILS3 categories. The TS-ILS2 and TS-ILS3 have smaller boxes than the TS-ILS1 category. The three categories performed better than any of the other algorithms on the HyFlex v1.0 problems. The gap in the performance of the categories of the TS-ILS hyper-heuristic and other hyper-heuristics is more glaring for the QAP, and MAC HyFlex v2.0 problems.
The sizes of the boxes in Fig. 1(b) support the dominance of the categories of the TS-ILS hyper-heuristic. The interquartile range of the boxplots of each of the three categories of the TS-ILS hyper-heuristic is a minimal value, denoting low variability in their data. Combining the interquartile range with the proximity of the boxes to the minimum score means that the categories have enjoyed dominance over other algorithms on almost all problem instances of Knapsack, Quadratic Assignment, and Maximum-Cut. The categories can be observed to generalize well across eight HyFlex problem domains in sharp contrast to the other standard ILS hyper-heuristics, like FS-ILS and NR-FS-ILS.

IV. EFFECTS OF LOW-LEVEL HEURISTICS CATEGORIZATION ON HYFLEX PROBLEMS

The effects of LLHs on HyFlex problems have been investigated in this work. The first TS-ILS1 hyper-heuristic does not employ the double shaking strategy, but the other two categories that respectively implemented four and six perturbation configurations do. The problem domains of Bin packing, Permutation flow-shop, Knapsack, Maximum cut, Vehicle routing, and Quadratic assignment were chosen to demonstrate the differences among the three categories of the TS-ILS hyper-heuristic. The values in the config set have been defined according to the entries in Table I. The parameter C1 represents the first option that applied two mutation heuristics in succession before the application of the intensification heuristic. The parameter C6 represents the application of only one ruin-recreate heuristic before applying the intensification heuristic. The heuristic calls were recorded throughout the problem-solving process to obtain the boxplots. In addition, the perturbation configurations applied at each iteration were recorded accordingly. If a successful iteration of the best new solution is produced, the selected tally of a configuration was recorded. The log files of the top three runs for each problem domain were congregated for each category of the TS-ILS hyper-heuristic as shown in Fig. 2 to 4.

It is important to explain Fig. 2 to 4 to provide more clarity before interpreting the results provided by the figures. The multiple bar charts provide the success rates of the six different perturbation configurations (C1 to C6) for the three TS-ILS categories of TS-ILS1 (red), TS-ILS2 (blue), and TS-ILS3 (black). TS-ILS1 is a single shaking variant that utilizes the two configurations of mutation only (C5) and ruin-recreate only (C6) and therefore, it explains why only two red bars appear in each of the charts. Similarly, TS-ILS2 utilizes four configurations (C2, C3, C5, and C6) and it explains why only a maximum of four blue bars can be seen on each chart. The most successful configuration for both the TS-ILS2 and TS-ILS3 is C6 using the BP9 instance of Fig. 2 as an example, while the most successful configuration for TS-ILS3 is C4. This means that the application of only the ruin-recreate heuristic (C6) has found more best new solutions than any other configuration during the run of TS-ILS1 and TS-ILS2. However, for TS-ILS3, the application of two ruin-recreate heuristics in succession before the intensification (C4) was found to be the most productive option. Consequently, because TS-ILS2 outperformed TS-ILS3 on the multiple trials on the BP9 instance, it could be said that TS-ILS3 having so many configurations (six) slowed down its performance on the BP9 instance when compared to the performance of TS-IL2. Finally, the presence of the double shaking configuration (C2) in both TS-IL2 and TS-ILS3 has made them superior solvers than TS-ILS1 on the BP9 instance because the configuration has contributed to almost 40% of the best solutions found during the runs of TS-ILS2 and TS-ILS3.

Most successful iterations were achieved with the application of ruin-recreate heuristics for the TS-ILS1 on the BP problem domain. This can be seen in the C6 column of the TS-ILS1 which has the highest bar for all instances. The TS-ILS2 and TS-ILS3 are better algorithms for solving the BP problem. They utilize more pairing of heuristics, especially with the pairing of Mut and RR (C2). Though, an exception is observed in the BP10 instance, where a single application of
RR is the most rewarding strategy. This phenomenon explains why the TS-ILS1 category, which is the weakest algorithm on the BP problem, outperformed its counterparts on the BP10 instance. The reason is that it could easily focus on the RR among only two options with the second option of Mut (C5) being a bad choice. The overall comparison of the performances of the hyper-heuristics on the BP problem domain has shown in Table II that the TS-ILS2 and TS-ILS3 are better than the TS-ILS1 across four of the five problem instances. This can be traced to their heavy reliance on C2, which cannot be observed for the TS-ILS1 category.

The single application of perturbation heuristics from the Mut is the best strategy for solving the instances of the PFS problem as evidenced in the plots of PFS3, PFS8, PFS10, and PFS11. It is not surprising that the TS-ILS1 outperformed the TS-ILS2 and TS-ILS3 categories. The six options available to the TS-ILS3 have appeared to be noisy. The reason is that it would take a considerable number of epochs for the TS procedure to converge using only the Mut strategy (C5) while solving the instances of the PFS problem. The double shaking options available to the TS-ILS2 and TS-ILS3 somewhat mired them from performing at a higher level for most instances of KP1, KP2, KP5, and KP6 of the knapsack problem. Interestingly, the four instances of KP1, KP2, KP5, and KP6 perfectly present the TS-ILS2 with four options as the most balanced based on the number of perturbation configurations. Observing the behavior of the TS-ILS3 on the MAC problem instances, none of the double shaking options of Mut + RR, RR + Mut, RR + RR, and Mut + Mut have a lower bar than the single perturbation options. This observation implies the importance of pairing heuristics for solving these instances, and it explains why the TS-ILS2 and TS-ILS3 outperformed the TS-ILS1 on the problem. More interestingly, the performance of the TS-ILS2 on the MAC problem diverges from the performance of the other categories. Comparing their median ofvs across the ten problem instances, the TS-ILS2 obtained a lower (better) value across five problem instances while the TS-ILS3 managed to achieve the same feat in only three problem instances. This means that the two double-shaking options available to it are sufficient to make it excel in solving the MAC problem instances.

The mutation heuristics are more appropriate for the VRP problem because the column for the application of mutation heuristics is way longer than the application of ruin-recreate heuristics for the three categories of the TS-ILS hyper-heuristic. It is innocuous to generally conclude that the TS-ILS3 is a better solver of the VRP problem instances. This assertion can be justified by comparing the figures for the TS-ILS1, TS-ILS2, and TS-ILS3 on the VRP problem with their median ofvs in Table II. The top two perturbation configurations of the TS-ILS hyper-heuristic are the application of Mut and Mut + Mut (Fig. 4). The latter may be why the TS-ILS3 has performed better than the TS-ILS1 and TS-ILS2 on the VRP problem according to the values presented in Table V. This is because only the TS-ILS3 possesses the Mut + Mut option. The TS-ILS1 effectively leveraged the effectiveness of mutation heuristics on the QAP, while the plot for the TS-ILS2 and TS-ILS3 have demonstrated their partial reliance on the Mut option only.

![Fig. 2. The analysis of the perturbation configurations on the BP and PFS problems.](image-url)
V. DISCUSSION OF RESULTS

In this section, an extensive discussion of the results computed by the three categories of the TS-ILS hyper-heuristic is provided. The study results generally indicate why the TS-ILS algorithm is effective using a component-based analysis of the hyper-heuristic. In addition, a few areas where further
improvement of the TS-ILS hyper-heuristic is required are highlighted in this section. The TS-ILS hyper-heuristics share similarities with existing ILS-based hyper-heuristics like FS-ILS [22]. The FS-ILS selects a single LLH heuristic during the perturbation stage by engaging a heuristic selection metric based on the ratio of the number of improvements made on an incumbent solution by an LLH to the total amount of its execution time when invoked. The TS-ILS hyper-heuristics use the same procedure to select LLHs, but the perturbation actions are governed by a Thompson sampling layer procedure that is featured in Algorithm 1.

Experimentation was set up to study the perturbation behavior of FS-ILS, TS-ILS1, TS-ILS2, and TS-ILS3 to reinforce the claim made in Section I about the need to control the depth of a perturbation. The experimentation profiles how these four hyper-heuristics solve cross-domain optimization problems, with results showing the weakness of some algorithms like FS-ILS, and why the successful categories of TS-ILS hyper-heuristics have overcome this weakness by varying perturbation control mechanisms. In the experimentation, three instances BP9, KP1, and MAC6 from three different problem domains were selected. The selected instances were taken from the problem domains where FS-ILS struggled to obtain good results to study if the perturbation control mechanisms of TS-ILS algorithms were responsible for their success. The four algorithms were run wherein each trial lasted for 279 secs, and the starting solution of each hyper-heuristics was initialized using the same seed. Tables VI, VII, and VIII present the results of the experiments for BP9, KP1, and MAC6 respectively.

There are seven trials for each algorithm, and the entries for the second trial of BP9 can be seen in the row “BP9-2”. This convention is used in all the tables for easy understanding. The average values obtained for the four algorithms in the order of appearance in the tables on the BP9 instance are captured in the following set {0.01247419, 0.00565258, 0.00137980, 0.00400226}. Likewise, the average values for the KP1 instance are {-1235575.0, -1256610.9, -1249428.4, -1250803.0} and finally, for MAC6, it is [-1330.3, -1348.3, -1354.9, -1350.6]. Each entry in the last six columns (“Mut + RR” to “RR”) represents the number of times a configuration of the nine problem domains was used during the run of a hyper-heuristic. For example, FS-ILS invoked 8,834 ruin-recreate heuristics and 7,324 mutation heuristics during its first trial as in row BP9-1 of Table VI.

The evaluation of the results presented in Table VI shows a huge discrepancy in the perturbation behavior of the FS-ILS and TS-ILS algorithms. It can be observed that while the TS-ILS algorithms choose to use more ruin-recreate heuristics, FS-ILS did not discriminate amongst the two categories of perturbative heuristics, although it did slightly favor the ruin-recreate heuristics. This explains why FS-ILS did not perform well on Bin packing problems. The poor performance of FS-ILS for the trials on the instance of KP1 can be blamed on the issue that plagued its relatively lower number of perturbation-intensification cycles (sum of the invocations of the number of perturbation and ruin-recreate heuristics) when compared with the TS-ILS algorithms. For the first three trials on KP1, FS-ILS completed an average of 173.3 cycles as opposed to 1,019.7 cycles for TS-ILS, 1,074 cycles for TS-ILS2, and 1,150 cycles for TS-ILS3. This means that FS-ILS did not have enough opportunity to search the heuristic space (and ultimately the solution space) unlike the TS-ILS variants. The main reason for this problem of FS-ILS is its excessive invocations of local search heuristics during the intensification phase, as reported in a previous study [19]. Finally, on the MAC6 instance, although the number of cycles completed by FS-ILS is not too far from that of TS-ILS2 and TS-ILS3, it still fell short in relative performance, as shown by its reported average cycles per trial in Table VIII. The other algorithms concentrated their best perturbation efforts on invoking two perturbative heuristics in succession before entering the intensification phase. For example, the following phenomenon can be observed in the behavior of TS-ILS2 during the last three trials of Table VIII. The invocation of double shaking (Mut + RR or RR + Mut) was more favored (71.8% of the time) than the single shaking strategy.

The experiments performed in this work have shed more light on why the strategies of TS-ILS algorithms are effective. Moreover, it has provided a deeper understanding of the shortcomings of the previous ILS-based algorithms that do not affect the TS-ILS algorithms. The ability of TS-ILS to automate its perturbation behavior and utilize a local search module that is mindful of excessive invocations of local search heuristics elevated its performance and offered its better generalization ability across the nine problem domains from the extended HyFlex library. In future works, TS-ILS2 should be used in conjunction with tabu search, hidden Markov, and other adaptive perturbation strategies for performance improvement. In addition, investigating the variations of TS-ILS2 such as TS-ILS3 for different applications is an attractive venture. In particular, it should be exciting to apply The-S-ILS2 algorithm in the field of evolutionary dynamic optimization, where perturbation strategy can assume an influential role.

### Table VI. Experimental Results of Perturbation Profile on BP9

<table>
<thead>
<tr>
<th>Instance</th>
<th>Algorithm</th>
<th>Objective Function Value</th>
<th>Mut + Mut</th>
<th>Mut + RR</th>
<th>RR + Mut</th>
<th>RR + RR</th>
<th>Mut</th>
<th>RR</th>
</tr>
</thead>
<tbody>
<tr>
<td>BP9-1</td>
<td>FS-ILS</td>
<td>0.01243285</td>
<td>2628</td>
<td>70</td>
<td>537</td>
<td>7230</td>
<td>7324</td>
<td>8384</td>
</tr>
<tr>
<td></td>
<td>TS-ILS1</td>
<td>0.00701407</td>
<td>2899</td>
<td>70</td>
<td>537</td>
<td>7230</td>
<td>452</td>
<td>17674</td>
</tr>
<tr>
<td></td>
<td>TS-ILS2</td>
<td>0.00256314</td>
<td>66</td>
<td>70</td>
<td>537</td>
<td>7230</td>
<td>521</td>
<td>12159</td>
</tr>
<tr>
<td></td>
<td>TS-ILS3</td>
<td>0.00501827</td>
<td></td>
<td>70</td>
<td>537</td>
<td>7230</td>
<td>71</td>
<td>542</td>
</tr>
<tr>
<td>BP9-2</td>
<td>FS-ILS</td>
<td>0.01334690</td>
<td></td>
<td>7376</td>
<td>622</td>
<td>8304</td>
<td>7612</td>
<td>8311</td>
</tr>
<tr>
<td></td>
<td>TS-ILS1</td>
<td>0.00389196</td>
<td></td>
<td>2059</td>
<td>489</td>
<td>8304</td>
<td>1175</td>
<td>16989</td>
</tr>
<tr>
<td></td>
<td>TS-ILS2</td>
<td>0.00148164</td>
<td>134</td>
<td>7376</td>
<td>622</td>
<td>8304</td>
<td>60</td>
<td>5550</td>
</tr>
<tr>
<td></td>
<td>TS-ILS3</td>
<td>0.00498399</td>
<td></td>
<td>2059</td>
<td>489</td>
<td>8304</td>
<td>134</td>
<td>1502</td>
</tr>
<tr>
<td>BP9-3</td>
<td>FS-ILS</td>
<td>0.001010801</td>
<td>2776</td>
<td>1441</td>
<td>1441</td>
<td>1441</td>
<td>780</td>
<td>8139</td>
</tr>
<tr>
<td></td>
<td>TS-ILS1</td>
<td>0.00505037</td>
<td></td>
<td>2776</td>
<td>1441</td>
<td>1441</td>
<td>780</td>
<td>15476</td>
</tr>
<tr>
<td></td>
<td>TS-ILS2</td>
<td>0.00270674</td>
<td></td>
<td>2776</td>
<td>1441</td>
<td>1441</td>
<td>488</td>
<td>9560</td>
</tr>
</tbody>
</table>
### TABLE VII. EXPERIMENTAL RESULTS OF PERTURBATION PROFILE ON KP1

<table>
<thead>
<tr>
<th>Instance</th>
<th>Algorithm</th>
<th>Objective Function Value</th>
<th>Mut + Mut</th>
<th>Mut + RR</th>
<th>RR + Mut</th>
<th>RR + RR</th>
<th>Mut</th>
<th>RR</th>
</tr>
</thead>
<tbody>
<tr>
<td>KP1-1</td>
<td>FS-ILS</td>
<td>-1245175.0</td>
<td>99</td>
<td>115</td>
<td>391</td>
<td>109</td>
<td>117</td>
<td>63</td>
</tr>
<tr>
<td></td>
<td>TS-ILS</td>
<td>-1262316.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>659</td>
<td>109</td>
</tr>
<tr>
<td></td>
<td>TS-ILS2</td>
<td>-1254037.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>348</td>
<td>376</td>
</tr>
<tr>
<td></td>
<td>TS-ILS3</td>
<td>-1259804.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>586</td>
<td>57</td>
</tr>
<tr>
<td>KP1-2</td>
<td>FS-ILS</td>
<td>-1225378.0</td>
<td>464</td>
<td>169</td>
<td>100</td>
<td>57</td>
<td>116</td>
<td>56</td>
</tr>
<tr>
<td></td>
<td>TS-ILS1</td>
<td>-1262078.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>95</td>
<td>41</td>
</tr>
<tr>
<td></td>
<td>TS-ILS2</td>
<td>-1261056.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>899</td>
<td>211</td>
</tr>
<tr>
<td></td>
<td>TS-ILS3</td>
<td>-1247433.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>563</td>
<td>94</td>
</tr>
<tr>
<td>KP1-3</td>
<td>FS-ILS</td>
<td>-1260047.0</td>
<td>97</td>
<td>116</td>
<td>68</td>
<td>61</td>
<td>150</td>
<td>54</td>
</tr>
<tr>
<td></td>
<td>TS-ILS1</td>
<td>-1245069.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>863</td>
<td>318</td>
</tr>
<tr>
<td></td>
<td>TS-ILS2</td>
<td>-1256584.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>758</td>
<td>124</td>
</tr>
<tr>
<td></td>
<td>TS-ILS3</td>
<td>-1259408.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>922</td>
<td>59</td>
</tr>
<tr>
<td>KP1-4</td>
<td>FS-ILS</td>
<td>-1231437.0</td>
<td>49</td>
<td>310</td>
<td>129</td>
<td>50</td>
<td>59</td>
<td>56</td>
</tr>
<tr>
<td></td>
<td>TS-ILS1</td>
<td>-1258008.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>113</td>
<td>56</td>
</tr>
<tr>
<td></td>
<td>TS-ILS2</td>
<td>-1258850.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>735</td>
<td>142</td>
</tr>
<tr>
<td></td>
<td>TS-ILS3</td>
<td>-1259233.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1034</td>
<td>144</td>
</tr>
<tr>
<td>KP1-5</td>
<td>FS-ILS</td>
<td>-1242785.0</td>
<td>454</td>
<td>186</td>
<td>551</td>
<td>477</td>
<td>7388</td>
<td>102</td>
</tr>
<tr>
<td></td>
<td>TS-ILS1</td>
<td>-1258381.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>117</td>
<td>62</td>
</tr>
<tr>
<td></td>
<td>TS-ILS2</td>
<td>-1229977.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>744</td>
<td>505</td>
</tr>
<tr>
<td></td>
<td>TS-ILS3</td>
<td>-1250668.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>86</td>
<td>92</td>
</tr>
<tr>
<td>KP1-6</td>
<td>FS-ILS</td>
<td>-1207090.0</td>
<td>286</td>
<td>150</td>
<td>80</td>
<td>144</td>
<td>68</td>
<td>35</td>
</tr>
<tr>
<td></td>
<td>TS-ILS1</td>
<td>-1251513.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>113</td>
<td>35</td>
</tr>
<tr>
<td></td>
<td>TS-ILS2</td>
<td>-1256018.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>840</td>
<td>183</td>
</tr>
<tr>
<td></td>
<td>TS-ILS3</td>
<td>-1250344.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>978</td>
<td>77</td>
</tr>
<tr>
<td>KP1-7</td>
<td>FS-ILS</td>
<td>-1236294.0</td>
<td>252</td>
<td>338</td>
<td>246</td>
<td>79</td>
<td>252</td>
<td>39</td>
</tr>
<tr>
<td></td>
<td>TS-ILS1</td>
<td>-1258911.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>729</td>
<td>126</td>
</tr>
<tr>
<td></td>
<td>TS-ILS2</td>
<td>-1229477.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>79</td>
<td>274</td>
</tr>
<tr>
<td></td>
<td>TS-ILS3</td>
<td>-1228731.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>80</td>
<td>83</td>
</tr>
</tbody>
</table>

### TABLE VIII. EXPERIMENTAL RESULTS OF PERTURBATION PROFILE ON MAC6

<table>
<thead>
<tr>
<th>Instance</th>
<th>Algorithm</th>
<th>Objective Function Value</th>
<th>Mut + Mut</th>
<th>Mut + RR</th>
<th>RR + Mut</th>
<th>RR + RR</th>
<th>Mut</th>
<th>RR</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAC6-1</td>
<td>FS-ILS</td>
<td>-1320.0</td>
<td>4796</td>
<td>7648</td>
<td>6852</td>
<td>4220</td>
<td>2059</td>
<td>6343</td>
</tr>
<tr>
<td></td>
<td>TS-ILS1</td>
<td>-1350.0</td>
<td></td>
<td>3065</td>
<td>589</td>
<td>1489</td>
<td>10412</td>
<td>11894</td>
</tr>
<tr>
<td></td>
<td>TS-ILS2</td>
<td>-1350.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2371</td>
<td>291</td>
</tr>
<tr>
<td></td>
<td>TS-ILS3</td>
<td>-1344.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAC6-2</td>
<td>FS-ILS</td>
<td>-1320.0</td>
<td>1407</td>
<td>4408</td>
<td>7677</td>
<td>5584</td>
<td>2966</td>
<td>6734</td>
</tr>
<tr>
<td></td>
<td>TS-ILS1</td>
<td>-1340.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4744</td>
<td>9871</td>
</tr>
<tr>
<td></td>
<td>TS-ILS2</td>
<td>-1348.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3209</td>
<td>19056</td>
</tr>
<tr>
<td></td>
<td>TS-ILS3</td>
<td>-1350.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2026</td>
<td>1889</td>
</tr>
<tr>
<td>MAC6-3</td>
<td>FS-ILS</td>
<td>-1322.0</td>
<td>1635</td>
<td>11251</td>
<td>5128</td>
<td>4021</td>
<td>5437</td>
<td>6286</td>
</tr>
<tr>
<td></td>
<td>TS-ILS1</td>
<td>-1348.0</td>
<td></td>
<td>6021</td>
<td>14548</td>
<td>2348</td>
<td>344</td>
<td>10955</td>
</tr>
<tr>
<td></td>
<td>TS-ILS2</td>
<td>-1350.0</td>
<td></td>
<td></td>
<td>3209</td>
<td>2348</td>
<td>405</td>
<td>2943</td>
</tr>
<tr>
<td></td>
<td>TS-ILS3</td>
<td>-1358.0</td>
<td></td>
<td></td>
<td></td>
<td>344</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAC6-4</td>
<td>FS-ILS</td>
<td>-1346.0</td>
<td>5292</td>
<td>10312</td>
<td>6789</td>
<td>344</td>
<td>1055</td>
<td>6728</td>
</tr>
<tr>
<td></td>
<td>TS-ILS1</td>
<td>-1362.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>25825</td>
<td>10178</td>
</tr>
<tr>
<td></td>
<td>TS-ILS2</td>
<td>-1354.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>356</td>
<td>8968</td>
</tr>
<tr>
<td></td>
<td>TS-ILS3</td>
<td>-1354.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2740</td>
<td>1135</td>
</tr>
</tbody>
</table>
VI. CONCLUSION

The objectives of the present work have been achieved through the description of three categories of the TS-ILS hyper-heuristic, experimentally comparing the three categories against the existing benchmark algorithms and the determination of the effects of ILSs categorization on HyFlex COPs. The TS-ILS2 with \{1, 2, 4, 5\} subset configuration has outperformed the other categories across eight HyFlex problems. It can be observed with a further granularity that the TS-ILS1 has struggled to effectively solve the instances of the Bin packing problem according to the comparison based on the ρ-norm scores. This observation can be ascribed to the lack of double shaking or a stronger perturbation feature in its composition because it uses only \{4, 5\} configuration subset. Although the TS-ILS1 outshone the other categories on the problems of Permutation flow-shop, Knapsack, and Quadratic assignment, its weakness was badly exposed when it was applied to solve the Bin packing problem. This eventually had a strong effect on its overall performance when compared to the other categories. The overall performances of the algorithms on the HyFlex v2.0 problems suggest a close race among the three categories after TS-ILS2 emerged as the overall best algorithm based on formula one and ρ-norm scores.

The comparative results show that the TS-ILS3 recorded the best performance on three problem domains while the TS-ILS2 gave the best performance on the remaining problems. The uncanny fact is that the TS-ILS2 outperformed the TS-ILS3 on all but one of the problem domains. The TS-ILS2 recorded a better performance than the TS-ILS3 on the KP and MAC problems according to the formula one score, while the TS-ILS3 fared better than TS-ILS2 on the same problem domains based on the ρ-norm scores. The reasonable explanation for this scenario is that the TS-ILS3 with more strategy options can sometimes obtain poor runs because of the convergence of the Thompson sampling module on the sub-optimal selection. Hence, this will affect its median ofv on the problem domains, but it has failed to perform better than TS-ILS2 in certain situations. In conclusion, the TS-ILS2 has a good balance between “single shaking” and “double shaking” configurations and emerged as the best hyper-heuristic algorithm for solving COPs.
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Abstract—Autism spectrum disorder (ASD) is a deficit-driven neurodevelopmental condition in three areas, which are social interactions, communication, and the presence of restricted interests and repetitive behaviours. Children with autism mainly suffer from emotional disturbance that emerges as meltdowns, tantrums, and aggression, increasing the risk of developing mental health issues. Several studies have assessed the use of serious games in helping children with autism enhance their communication, learning, and social skills. Significantly, these serious games focus on the strengths and weaknesses of the disorder to establish a comfortable and controlled environment that is able to support children with autism. However, there is still a lack of evidence in studies exploring the use of serious games for children with autism to facilitate the development of emotion regulation. The aim of this study is to consolidate and propose a new serious game design principle for children with autism to facilitate the development of emotion regulation. The target age of the children involved in this study ranged between 6 and 12. A review of previous literature on serious game design principles was conducted. More than 70 articles related to serious games for children with autism were analysed using thematic analysis. This study found 16 elements that influenced the designing and developing process of creating a serious game for children with autism. It has been organised and categorised into five attributes (user, game objectives, game elements, game aesthetics, and player experience). Certainly, this study demonstrates the needs and requirements of children with autism when designing serious games.

Keywords—Autism spectrum disorders; serious game; emotion regulation; serious game design principles

I. INTRODUCTION

Autism spectrum disorder (ASD) is one of the world’s fastest-growing diseases. It is no longer considered an uncommon disorder in Malaysia but rather a developmental impairment that requires immediate assistance and understanding from all levels of society. Autism is a long-term neurodevelopmental condition distinguished by difficulties in interpersonal communication and social interactions, along with restricted, repetitive behaviour and interests [1-3]. Additionally, autism is referred to as a ‘spectrum’ disorder due to the wide range of symptoms that individuals experience. Presently, there is no known medical solution for autism, and researchers are still trying to figure out what causes it [4].

It is estimated that there are roughly 12,800 instances of autism in Malaysia, which is equivalent to 1 out of every 600 children [5]. Thus, the number of people diagnosed with ASD requesting services from the National Autism Society of Malaysia (NASOM) has increased by 30% across all age groups in recent years [6]. Besides that, males are more likely to have autism [7, 8] despite the fact that a recent meta-analysis found that the actual male-to-female ratio is closer to 3:1 than the previously reported 4:1; even though this study did not use the DSM-5 criteria [9].

Several studies have revealed that the majority of children with autism experience behavioural challenges, and certain characteristics of autistic children can be concerning to parents. Emotion regulation (ER) deficits were discovered to be a salient predictor of social and behavioural issues in children with autism [10] since they often exhibit excessive emotional reactivity or an emotional deficit compared to children with typical development [11]. Some children with autism who have limited verbal or nonverbal communication often face difficulties expressing themselves when they are frustrated or stressed [12]. As a result, children with autism are more likely to experience emotional disturbances such as meltdowns, tantrums, and aggression, which are risk factors for developing mental health disorders [13]. Besides that, disappointment induced by dysregulated emotions in children with autism may result in increased anxiety, despair, poor anger management, low frustration tolerance, impatience, despair, violence, mood dysregulation, and physical health implications [14, 15].

Conventional methods, such as paper-based and various therapeutic approaches have been suggested to support ER training for children with autism. However, paper-based aids are resource-intensive due to the need to craft the materials and intense instructions for children with autism [10], making them challenging for caregivers, teachers, and parents to utilise. Additionally, Sadka and Antle [16] also stated that the average delay in treatment for various mental health disorders surpasses ten years as a consequence of failure to notice symptoms, a lack of health care literacy, personal or social stigma associated with mental health care, and a lack of access to mental health therapy. Therefore, serious games have been shown to facilitate and support children with autism in acquiring academic, communication, job, and leisure skills [17]. Moreover, serious games bridge the gap between the tremendous demand for evidence-based interventions and the limited availability of professional autism services [18].
Despite the variety of technology-based interventions for children with autism, usability and uptake remain low. It is not surprising that there are few studies on serious game technology that may simulate the daily routine of children with autism to support emotion regulation [14, 19]. In fact, most of the existing studies fall into the social skills subcategory [20] focusing on facial expression [10, 21], or point to some aspects of the serious game, such as behavioural interventions and training methods [22, 23] without discussing in-depth analysis in the literature on serious games to develop emotion regulation [24] or promoting conventional emotion regulation training through serious games [25].

This study aims to better understand the user’s needs and requirements to facilitate children with autism with their development of emotion regulation, such as recognising, interpreting, and generalising six basic emotions. The objective of this study is to consolidate and propose new serious game design principles for children with autism, focusing on the development of emotion regulation. Besides that, this study is driven to address the research question, which is: What are the appropriate serious game design principles for children with autism to facilitate their development of emotion regulation in their daily life activities? Significantly, this study focuses on filling the gap in the existing studies on facilitating the development of emotion regulation among children with autism using serious games.

II. RELATED WORKS

A. Autism Spectrum Disorder and Emotion Regulation

The term ‘emotion’ usually refers to a subjective state of being that is referred to as ‘feelings’ by most people. Emotions are an essential component of cognition and are closely tied to it [26]. Aside from that, emotions are generally thought to be actively felt and deliberate, whereas mood refers to a protracted, less intense affective state unrelated to whatever an individual encounters. Consequently, emotion recognition is considered a crucial skill that underpins more complicated emotional understanding and social abilities [27]. Additionally, emotion regulation is influenced by biology and through interactions with people in the environment [28].

Emotion regulation (ER) is defined as the voluntary management and modulation of emotional reactions through cognitive processes to regulate affective states in order to attain a goal [29]. Furthermore, emotions are also intertwined with an individual’s daily life and have an impact on a variety of areas of human functioning, particularly communication and socialisation. As cited by Jinnah, et al. [30], it is mentioned that normally, typical infants begin to employ emotional expressions for social referencing between the ages of eight and ten months. However, children with autism may demonstrate little or no imitation of others’ behaviour [1]. As a result, children with autism struggle to communicate, socialise, and maintain relationships with others [31].

Therefore, emotion regulation is a crucial skill that children with autism need in their lives. Certainly, emotion regulation has ended up as one of the critically highlighted issues in numerous areas, including Human Computer Interaction (HCI). In addition, as cited by Sharma, et al. [32], emotion is crucial to understanding motivation in classroom interactions since teachers’ instructional and interpersonal responses to children are often influenced by emotions. Thus, early intervention and evaluation of social and emotional skills in children with autism may help explain their observed traits [33].

B. Serious Games for Children with Autism to Facilitate Emotion Regulation

The most straightforward definition of ‘video game’ is interactive digital entertainment that is played on a computer, game console, or smartphone. It is also more commonly known as an electronic game that requires user interaction through a user interface that generates visual feedback. Furthermore, video games can be employed in a variety of sectors, including in the education field for people with special needs, despite being generalised as a source of entertainment only. Also, special education teachers are increasingly using technology-based interventions such as serious games to provide training to children with autism to enhance their social skills and quality of life [34]. Thereby, it should be noted that games have been employed as an additional tool for teaching and learning since the early nineteenth century.

According to Kokkalia, et al. [35], games in education are common because teachers frequently use games to create a more dynamic and creative learning experience. Besides that, video games and serious games have demonstrated that they can help children develop their cognitive and physical abilities owing to the consistent strategies for activity motivation and the feeling of personal pleasure gained from accomplishments [36]. Moreover, serious games have the ability to generate an emotional connection for people with special needs who are undergoing therapy or rehabilitation. In addition, previous studies claimed that games can be a joyful and pleasurable way for children to improve their skills [37]. Thus, several scholars believe that active exploration and immersion in games are able to enhance constructive, situational, and experienced learning [38].

Moreover, games have shown enormous potential as an intervention for children with ASD due to their ability to integrate attentively designed features with naturally occurring situations (i.e., having fun together) [39]. It is because game-based intervention is able to create a predictable environment to encourage attention and lessen the frustration of children with autism [40, 41]. For instance, a study found that training using virtual reality (VR) game approaches is able to improve the emotional and social skills of children with autism [42]. Additionally, game-based intervention is advantageous because it is predictable, repetitive, and devoid of stressful social demands, which are preferred by children with autism.

For instance, a previous study found that a game called FaceSay has successfully helped children with autism recognise facial expressions and feelings through the assistance of a realistic avatar [43]. Moreover, the visualisation of gaze in video games aids in the development of social attention and emotional abilities in children with autism [44], Shams, et al. [45] also highlighted how the cosy and appealing aspects of serious games showed their ability to
improve emotion control in children with autism. Therefore, serious games are believed to have the potential to help children with autism improve their social communication skills and enhance their capacity to perceive and express emotions.

C. Designing Serious Games for Children with Autism

Game technology has been evolving with features and functions that defy expectations. Particularly, games have proven to be beneficial in a variety of fields, including the military, healthcare, and education. In fact, serious games have a lot of potential because they can foster relationships in a range of settings and contexts, such as realistic simulation games [46]. To emphasise, the usage of games in education has made learning more engaging and dynamic [47]. Therefore, game technology can be a promising tool for helping children with autism meet their needs by facilitating their therapy and skill development. In fact, games have the ability to capture the attention of children, including children with autism [48].

A large number of studies suggest that games can permanently prepare children physically and cognitively while also increasing their creativity, critical thinking, and sense of possibility. Additionally, studies have shown that ICTs is able to increase the interest and motivation of children with autism and support their social skills and social emotional domain skills development in a safe environment by using virtual environments that can replicate real-world situations [49]. Lee, et al. [50] also concede that animation, sound, and interface in technology-based intervention may reinforce and inspire children with autism.

As a result, a lot of guidelines and design principles have been produced to serve as a guide for designing and developing an appropriate game for a specified group, considering gameplay design, game mechanics, level design, reward systems, and other game aspects. Basically, the components that may be addressed in designing serious games include storylines, targeted skills, level progressions, feedback, and rewards [22, 51-53].

III. METHODOLOGY

This section describes the method used in this study. A comprehensive literature review on serious game design principles was conducted to retrieve and gather all the studies related to autistic people. A comprehensive literature analysis on serious game design principles was conducted to acquire and compile all studies that are relevant in facilitating children with autism with their development of emotion regulation. The children are aged between 6 and 12.

There are three stages of filtering and analysis used in the literature review stage. In the first stage, articles were extracted from Google Scholar, Science Direct, ACM Digital Library, IEEE Xplore, Scopus, Research Gate, and Springer Link between 2006 and 2021 using the key search criteria.

The primary search keywords were ‘Serious Games for Children with Autism Spectrum Disorder’, ‘Serious Games to promote Emotion Regulation of Children with Autism Spectrum Disorder’, and ‘Designing Serious Game for Children with Autism Spectrum Disorder’. In addition, search terms such as ‘Autism Spectrum Disorder’, ‘serious games’, ‘design principles’ and ‘emotion regulation’ were used to find additional articles. The keywords were gathered from academic journals, textbooks, technical reports, websites, and conference proceedings.

The first 70 articles in the search engine result were studied, and those that seemed relevant in terms of game-based interventions, serious games, and autism spectrum disorders (ASD) were chosen. In the first stage, the studies proposing serious games in the context of children with autism and review articles were accepted. Next, in the second stage, the articles were reduced to 48, which were discovered to be significant for analysis based on the suggested criteria related to the study. Then, these 48 articles were analysed in-depth to investigate the application design and existing guidelines in the third stage. The inclusion and exclusion criteria were described further in Table I. Iteratively, the analysed articles were taken into consideration and revisited, with a focus on serious game design principles for children with autism. In total, 24 articles were selected for critical examination and made it to the result table.

### TABLE I. INCLUSION AND EXCLUSION CRITERIA

<table>
<thead>
<tr>
<th>Inclusion Criteria</th>
<th>Exclusion Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Studies from 2016 to 2022</td>
<td>Older than 2016</td>
</tr>
<tr>
<td>Serious Game, Game-Based Technology.</td>
<td>Any other computer-based intervention or assistive technology.</td>
</tr>
<tr>
<td>Focusing on designing games for autism spectrum disorder.</td>
<td>Studies that were not explained in literature or working paper.</td>
</tr>
<tr>
<td>Serious games that were tested on enough samples and in-game performance were validated.</td>
<td>Not enough studies and in +game performance were not validated.</td>
</tr>
</tbody>
</table>

After that, the 24 articles that were chosen were analysed and examined thoroughly, and the design principles were extracted using card sorting and thematic analysis. Prior to the complete system design, the card sorting technique was found to be very effective and an important way of getting the user’s input [54]. In addition, thematic analysis was used to extract the design principles. Thematic analysis is a technique for methodically detecting, organising, and interpreting patterns of meaning in a dataset. Besides, thematic analysis is a more divergent, compatible, and flexible research tool [55]. Thereby, the data were clustered thematically from the literature review.

In the first analysis, as shown in Fig. 1, the data was thematically clustered into five themes: user (green), game objectives (yellow), game aesthetics (pink), game elements (blue), and player experience (purple). Table II further explains the description for each theme.
Fig. 1. First analysis: An iterative process in developing themes: user (green), game objectives (yellow), game aesthetics (pink), game elements (blue), and player experience (purple).

### TABLE II. DESCRIPTION OF FIVE THEMES

<table>
<thead>
<tr>
<th>Themes</th>
<th>Description</th>
<th>Colour coded</th>
</tr>
</thead>
<tbody>
<tr>
<td>User</td>
<td>Represents the player profile.</td>
<td>Green</td>
</tr>
<tr>
<td>Game Objectives</td>
<td>Something that the player tries to achieve.</td>
<td>Yellow</td>
</tr>
<tr>
<td>Game Aesthetics</td>
<td>Sensory phenomena that the player encounters in the game/Generalisation about art.</td>
<td>Pink</td>
</tr>
<tr>
<td>Game Elements</td>
<td>Neatness and reward systems, personalisation and customisation.</td>
<td>Blue</td>
</tr>
<tr>
<td>Player Experience</td>
<td>Relevant feedback to increase learning motivation and to accomplish long-term goals</td>
<td>Purple</td>
</tr>
</tbody>
</table>
children with autism, and the Game Aesthetics theme was narrowed to a graphical user interface, context settings, and virtual environment. The user was refined to personalisation and customisation in order to create a profile for children with autism, while the game objectives were refined to the individual education plan (IEP) goal since children with autism have specific IEP goals to achieve. Meanwhile, the game aesthetics theme was refined to include a graphical user interface (GUI), virtual environment, and context settings that are able to ensure the game can provide comfortable environments and resemble the daily life activities of children with autism.

Furthermore, in Fig. 3, the Player Experience theme was refined to feedback, repetition, usability, and monitoring in order to provide good responsive feedback and experience for children with autism when they interact with the game. Meanwhile, the Game Elements theme was clustered into level progression, character, interaction, rewards, storyline, and scaffolding, which refer to the components that fulfill the design principles of serious games. Table III shows the expanded themes with more sub-themes.

---

Fig. 2. Sub-themes for user, game objectives and game aesthetics.

Fig. 3. Sub-themes for player experience and game elements.
A. User

A user is considered a person who uses or operates the video game. In this case, children with autism are considered the users of the serious games. Since children with autism have difficulty processing inputs and social signals, they struggle to recognise emotions in social interactions [75]. Thus, personalisation and customisation are found to enable prioritising the child’s needs.

Personalisation is important for children with autism, as parents or teachers can personalise the game according to the child’s capabilities. Moreover, personalisation features in the games should be familiar and relate to children’s interest and desire to increase their engagement and immersion experiences. According to Artoni, et al. [56], personalisation allows children with autism to become familiar with context in a technology-mediated way. Additionally, personalisation of both technology accessibility [76], content [58, 77], and the child’s interest [57] is a critical key when developing serious games for children with autism to increase engagement and immersion. Hence, game designers must have specific requirements to develop serious games that meet the autistic child’s needs, especially focusing on facilitating the development of emotion regulation.

Customisation is also one of the important elements in the user category because games should provide the ability to customise certain game elements to increase enjoyment and motivation as well as cater to the children’s needs. According to end-users, such as parents and therapists, customisation should be considered to ensure that children with autism properly provide feedback patterns [21]. Certainly, the ability to customise the game would aid in accommodating diversity, relevant social challenges, and integrating strategies [59]. Moreover, the ability to customise the characters, environment, or gameplay helps to achieve immersion and enhance the perception of uniqueness [22, 52].

It is important to consider personalisation and customisation when designing and developing games for children with autism to allow teachers and parents to personalise and customise the game according to the targeted skills. In fact, personalisation and customisation in games would also give flexibility to children with autism.

B. Game Objectives

Usually, any video game would have specific contents or objectives that would keep the game enjoyable to explore. This study found that serious games should have specific targeted skills and certain goals to be achieved or improved. Hence, a serious game for children with autism should have clear goals based on the individual education program (IEP) goals that teachers and parents want the child to achieve. Significantly, it is a critical component in designing serious games for children with autism because it requires specific content that aligns with the IEP goal, especially in facilitating the development of emotion regulation.

According to Hassan, et al. [22], when designing a serious game, the game content should closely reflect daily life

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Component</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Game Aesthetics</td>
<td>Graphical user interface (GUI)</td>
<td>Visualisation should be clear, simple, and minimalist [12, 52, 67].</td>
</tr>
<tr>
<td></td>
<td>Virtual environment</td>
<td>Provide immersive, relaxing, and attractive feelings by including animation, verbal, and text communication [61, 68, 69].</td>
</tr>
<tr>
<td></td>
<td>Context settings</td>
<td>Culture and contextual influences should be considered [70-72].</td>
</tr>
<tr>
<td>Player Experience</td>
<td>Feedback</td>
<td>Relevant and responsive feedback should be considered to provide good engagement [52, 59, 65].</td>
</tr>
<tr>
<td></td>
<td>Repetition</td>
<td>Repetition is needed to allow players to practise the targeted skills [58, 59, 73].</td>
</tr>
<tr>
<td></td>
<td>Usability</td>
<td>The game should be easy to understand, safe, and child-friendly [53, 59, 68].</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Component</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>User</td>
<td>Personalisation</td>
<td>Allow content personalisation according to the needs [56-58].</td>
</tr>
<tr>
<td></td>
<td>Customisation</td>
<td>Allow customising game elements to boost enjoyment and motivation [22, 52, 59].</td>
</tr>
<tr>
<td>Game Objectives</td>
<td>Individual education plan (IEP) goal</td>
<td>Specific targeted skills for children with autism to achieve that align with classroom activities [51, 53, 58].</td>
</tr>
<tr>
<td>Game Elements</td>
<td>Level progression</td>
<td>The game progression should gradually increase to motivate players [22, 52, 53].</td>
</tr>
<tr>
<td></td>
<td>Character</td>
<td>Familiar and personalised character trigger children’s interest [59-61].</td>
</tr>
<tr>
<td></td>
<td>Interaction</td>
<td>Interactions should be natural and intuitive [59, 62, 63].</td>
</tr>
<tr>
<td></td>
<td>Rewards</td>
<td>Player motivators [22, 23, 58].</td>
</tr>
<tr>
<td></td>
<td>Storyline</td>
<td>Immersive, social-based stories and narratives [53, 64, 65].</td>
</tr>
<tr>
<td></td>
<td>Scaffolding</td>
<td>Assist the player without controlling them through playing the game [22, 53, 66].</td>
</tr>
</tbody>
</table>

IV. RESULTS AND DISCUSSION

Through the comprehensive literature review on serious games for children with autism, Table IV is tabulated and presents the list of design principles for each of the components. There were 16 elements in the sub-themes found in this study, and they are clustered and organised into five attributes: (1) user, (2) game objectives, (3) game elements, (4) game aesthetics, and (5) player experience. This section briefly explains the five attributes of serious game design principles for children with autism.

<table>
<thead>
<tr>
<th>Themes</th>
<th>Sub-themes</th>
</tr>
</thead>
<tbody>
<tr>
<td>User</td>
<td>Personalisation, Customisation</td>
</tr>
<tr>
<td>Game Objectives</td>
<td>Individual education plan (IEP) goal</td>
</tr>
<tr>
<td>Game Elements</td>
<td>Level progression, Rewards, Storyline, Interaction, Scaffolding</td>
</tr>
<tr>
<td>Game Aesthetics</td>
<td>Graphical user interface (GUI), Virtual environment, Context settings</td>
</tr>
<tr>
<td>Player Experience</td>
<td>Feedback, Repetition, Usability, Monitoring</td>
</tr>
</tbody>
</table>

A table is shown as follows:

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Component</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>User</td>
<td>Personalisation</td>
<td>Allow content personalisation according to the needs [56-58].</td>
</tr>
<tr>
<td>Customisation</td>
<td>Allow customising game elements to boost enjoyment and motivation [22, 52, 59].</td>
<td></td>
</tr>
<tr>
<td>Game Objectives</td>
<td>Individual education plan (IEP) goal</td>
<td>Specific targeted skills for children with autism to achieve that align with classroom activities [51, 53, 58].</td>
</tr>
<tr>
<td>Game Elements</td>
<td>Level progression</td>
<td>The game progression should gradually increase to motivate players [22, 52, 53].</td>
</tr>
<tr>
<td></td>
<td>Character</td>
<td>Familiar and personalised character trigger children’s interest [59-61].</td>
</tr>
<tr>
<td></td>
<td>Interaction</td>
<td>Interactions should be natural and intuitive [59, 62, 63].</td>
</tr>
<tr>
<td></td>
<td>Rewards</td>
<td>Player motivators [22, 23, 58].</td>
</tr>
<tr>
<td></td>
<td>Storyline</td>
<td>Immersive, social-based stories and narratives [53, 64, 65].</td>
</tr>
<tr>
<td></td>
<td>Scaffolding</td>
<td>Assist the player without controlling them through playing the game [22, 53, 66].</td>
</tr>
<tr>
<td>Game Aesthetics</td>
<td>Graphical user interface (GUI)</td>
<td>Visualisation should be clear, simple, and minimalist [12, 52, 67].</td>
</tr>
<tr>
<td></td>
<td>Virtual environment</td>
<td>Provide immersive, relaxing, and attractive feelings by including animation, verbal, and text communication [61, 68, 69].</td>
</tr>
<tr>
<td></td>
<td>Context settings</td>
<td>Culture and contextual influences should be considered [70-72].</td>
</tr>
<tr>
<td>Player Experience</td>
<td>Feedback</td>
<td>Relevant and responsive feedback should be considered to provide good engagement [52, 59, 65].</td>
</tr>
<tr>
<td></td>
<td>Repetition</td>
<td>Repetition is needed to allow players to practise the targeted skills [58, 59, 73].</td>
</tr>
<tr>
<td></td>
<td>Usability</td>
<td>The game should be easy to understand, safe, and child-friendly [53, 59, 68].</td>
</tr>
</tbody>
</table>

A. User

A user is considered a person who uses or operates the video game. In this case, children with autism are considered the users of the serious games. Since children with autism have difficulty processing inputs and social signals, they struggle to recognise emotions in social interactions [75]. Thus, personalisation and customisation are found to enable prioritising the child’s needs.

Personalisation is important for children with autism, as parents or teachers can personalise the game according to the child’s capabilities. Moreover, personalisation features in the games should be familiar and relate to children’s interest and desire to increase their engagement and immersion experiences. According to Artoni, et al. [56], personalisation allows children with autism to become familiar with context in a technology-mediated way. Additionally, personalisation of both technology accessibility [76], content [58, 77], and the child’s interest [57] is a critical key when developing serious games for children with autism to increase engagement and immersion. Hence, game designers must have specific requirements to develop serious games that meet the autistic child’s needs, especially focusing on facilitating the development of emotion regulation.

Customisation is also one of the important elements in the user category because games should provide the ability to customise certain game elements to increase enjoyment and motivation as well as cater to the children’s needs. According to end-users, such as parents and therapists, customisation should be considered to ensure that children with autism properly provide feedback patterns [21]. Certainly, the ability to customise the game would aid in accommodating diversity, relevant social challenges, and integrating strategies [59]. Moreover, the ability to customise the characters, environment, or gameplay helps to achieve immersion and enhance the perception of uniqueness [22, 52].

It is important to consider personalisation and customisation when designing and developing games for children with autism to allow teachers and parents to personalise and customise the game according to the targeted skills. In fact, personalisation and customisation in games would also give flexibility to children with autism.

B. Game Objectives

Usually, any video game would have specific contents or objectives that would keep the game enjoyable to explore. This study found that serious games should have specific targeted skills and certain goals to be achieved or improved. Hence, a serious game for children with autism should have clear goals based on the individual education program (IEP) goals that teachers and parents want the child to achieve. Significantly, it is a critical component in designing serious games for children with autism because it requires specific content that aligns with the IEP goal, especially in facilitating the development of emotion regulation.

According to Hassan, et al. [22], when designing a serious game, the game content should closely reflect daily life
activities to ensure that children with autism are able to apply the skills in real-life scenarios. Besides, Tang, et al. [65] and Whyte, et al. [53] concede that the game objectives should be clear and must be classified as medium-term or long-term goals to ensure that players display greater intrinsic motivation when playing the game. Moreover, a game should have specific and clear objectives that are aligned with classroom activities or the curriculum [58]. Therefore, game designers should consider to using the IEP goals of children with autism to ensure the learning and training process is engaging and the targeted skills are achievable.

C. Game Elements

Game element is a term that refers to anything that is utilised and included in designing and developing a video game. Moreover, game elements are also known as the components that make up a game, which are called game attributes. Through the analysis, this study highlights six elements that have a good impact on designing serious games for children with autism.

Level progression is a crucial element in delivering the necessary content at every moment, and it reinforces progress for the player through a game’s systems and mechanics. Level progression in games should not be too easy to avoid amotivation and frustration for the player. Hassan, et al. [22] emphasised that games should be challenging with attainable goals to maximise learning potential. In fact, the complexity of the game should gradually increase to keep players engaged and motivated [52]. Simply put, serious games cannot be so difficult that players become frustrated or so easy that they never learn new abilities [53].

Aside from that, character is also an important element to be considered when developing serious games for children with autism because characters can retain the child’s attention as the game continues [73]. This is because familiar characters or surroundings encourage children with autism to get immersed in the game, especially in understanding the emotion [59]. In fact, Papoutsi, et al. [78] concede that familiar characters also make the user feel more at ease and improve the learning process. For instance, a mobile game application demonstrated that the use of a personalised avatar based on children’s own pictures may elicit their emotions when they participate and engage in the activity [61]. Moreover, Meng, et al. [60] emphasised that children with autism can overcome the mirror neuron system and improve social and verbal communications with a personalised avatar. To summarise, character creation is an important element in designing serious games because it helps the player feel more immersed and interested to keep playing the game.

Besides that, interactions in games such as natural user interface (NUIs) enable children with autism who have sensitivity to interacting with technology intervention to benefit because NUIs provide a natural feeling using modalities such as touch, gestures, or voices. In fact, current Human Computer Interaction (HCI) paradigms indicate that interfaces should be natural and intuitive, leveraging motion-based touchless interactions known as NUIs [79]. According to Ghanouni, et al. [80], motion gaming programmes like Kinect are able to facilitate children with autism in learning to create a repertoire of internal models through NUIs. For example, combining RGB cameras, depth detection, and careful user interface design in the Kinect visual sensor would provide better gaming and enjoyment experiences [62]. As a result, this study found that interactions play an important role in catering to the needs of children with autism.

This study also found that rewards provide a meaningful experience for children with autism since they can help motivate them to continue playing the game. Indeed, reward systems may be perceived as either motivators for players or as a means of mitigating disappointment [81]. In fact, Hassan, et al. [22] and Tsikinas and Xinogalos [58] concede that reward systems increase motivation and immersion in achieving medium-term and long-term goals. Additionally, Jouen, et al. [23] emphasised that gaming platforms offer a flexible and customisable manner of rewarding the player for achieving the objective, encapsulating the spirit of reward-based interventions. Eventually, when designing serious games for children with autism, designers should consider rewarding the player and the rewards should bring positivity to avoid frustration and give up.

Moreover, storylines in games are found to have a positive impact on children with autism by enhancing their motivation, attention, and interest in learning because they provide an interactive and immersive experience with a social-based context. Hassan, et al. [22] believe that a strong storyline and in-game characters’ reactions are able to boost the player’s motivation to achieve the objectives. In addition, a very extensive and varied narrative would keep the game interesting for a longer time [64]. A previous study also emphasised the importance of designing serious games underpinned by a motivating storyline to encourage players to keep playing [53, 65]. Therefore, this study concedes that a strong storyline with a social-based context is able to enhance social skills, foster intrinsic motivation to learn, and encourage them to pay attention.

Scaffolding is one of the strategies used in developmental learning and teaching. This is because scaffolding provides just enough assistance to ensure the children are successful in completing the given tasks on their own. This is why scaffolding can be an important element in designing serious games for children with autism. In fact, the affordances created by movement-driven avatars may have provided the best context for scaffolding engagement in autistic children [82]. Furthermore, Whyte, et al. [53] concede that scaffolding elements in serious games play an important role in successful game-based interventions as they intrinsically enhance the children’s motivation to keep playing and learning. Certainly, scaffolding in games is a form of assistance to the player through playing the game by challenging them and correcting them in completing the tasks [22, 66]. Therefore, the game should include scaffolding elements to initiate engagement and interaction between player and game or player and peer, aside from assisting them through the game’s progress.

D. Game Aesthetics

The sensory phenomena that players encounter in the games, such as visual, auditory, haptic, or embodied, are referred to as game aesthetics. Game aesthetics are an
expression of the game because the game itself needs precise degrees of interaction to function properly. Annetta [83] mentioned that visualisation is a powerful cognitive approach, and researchers have recognised it as an essential problem-solving strategy.

This study found that in designing serious games for children with autism, it is important to ensure the graphical user interface (GUI) is simple, clear, and minimalistic. Subsequently, by improving the GUI design, higher usability and acceptance are able to be achieved [67]. In fact, children with autism may be overwhelmed and abandon the game or be distracted if the GUIs are complex, so the GUIs should be simple, clear, and appropriate [58]. In addition, to make the experience more user-friendly, researchers use basic and clear images with clear font text, huge navigation buttons presented clearly, and simple virtual reality aspects to avoid player distraction [52]. Carlier, et al. [12] concede that graphics and audio should be aesthetically pleasing but always functional. Hence, the GUIs in serious games for children with autism should be displayed clearly, not overlapped, and the use of colour should be minimised.

Immersion and engagement are important to attract the attention of children with autism, increase their attention span, and motivate them to keep playing. Thus, this study found that a virtual environment is able to teach children with autism to adapt to different situations in a safe way due to its feasibility. Additionally, children with autism can enhance their social interactions and comprehension by using collaborative virtual environments that include a 3D expressive avatar, an animated social setting, and verbal and text communication [61]. In fact, virtual environments are considered autistic-friendly because they provide predictable and relaxing feelings [68]. Moreover, virtual environments are appealing and able to retain the attention of children with autism in the learning process [69]. Hence, the simulated real world with 3D representations in a virtual environment is able to elicit interaction, the feeling of immersion, and the imagination of children with autism.

Other than that, context settings, localities, and cultural elements have been found to be considered when designing serious games for children with autism. This is because cultural and contextual settings would influence positive engagement. Ribeiro, et al. [71] concede that human culture and society influence the idea of game design. Besides that, important knowledge regarding children’s experiences, presumptions, and cultural values and beliefs can be key points in designing serious games [70]. Additionally, developers should be sensitive to an individual learner’s psychological profiles along with cultural and contextual influences when designing games [72]. Thus, the game elements should be integrated with cultural and contextual settings to provide familiarity to children with autism.

E. Player Experience

Serious games will be useless if the user finds them no longer engaging and entertaining, which means that a poor implementation would make it impossible to develop a game with a solid theoretical foundation. Moreover, immersion and exciting feelings in games entail more than just enjoying the game’s storyline, graphics, and other game elements. Therefore, in designing a serious game, especially for children with special needs such as autism, player experience should be contemplated.

This study found that feedback is important to provide a response between the player and the game through playing sessions. Indeed, it is also able to increase learning motivation and accomplish long-term goals [53]. Furthermore, feedback is needed in the game to inform the user’s decision and action throughout the game, besides enhancing the user’s learning [59]. Tang, et al. [65] emphasised that feedback in the game should be natural and provided through visual feedback such as text or animation. Additionally, Abirached, et al. [21] and Tsikinas and Xinogalos [58] concede that feedback in serious games for children with autism should be in an audio-visual format rather than textual to improve the player’s motivation and maintain a high level of engagement. For instance, a previous study mentioned that the utilisation of appropriate immediate feedback in a serious game environment can lead to a state of flow or total engagement and immersion [84]. Thus, the feedback provided in the game should be audible or visual to maintain engagement, sustain motivation, and assist the players in game progress and performance.

Repetition, also known as repeatability, is the extent to which a player might want to play the game again after completing it once or more. In designing serious games for children with autism, it is crucial to allow repetition as the game progresses. This is because repetition tends to make the experience more motivating and engaging, which would benefit children with autism in acquiring certain skills [58]. This is supported by Ghanouni, et al. [59], where the value of repeated practice skills was beneficial to foster the development of social interaction and emotion recognition for children with autism. Repetition features in serious games for children are considered important because they can determine the player’s mastery level and also make it possible to anticipate the following task [73]. Thus, repetition is a must because children with autism might want to repeat the game even though they accomplished it, possibly due to huge interest.

Besides that, usability is found to be another element that should be highlighted when designing serious games for children with autism to ensure the game is user-friendly, easy to use, and safe for the children. Technology-based intervention, such as mobile applications, web applications, or serious games, is easy to use due to the friendly interface that consists of interactive features that are able to attract children’s interest [22, 68]. Importantly, serious games with accessible features, user-friendly, and cost-effective bring positive engagement from children with autism [59]. In addition, it is also able to increase the player’s motivation and enhance the learning process as it provides a safe and non-threatening context to practice and acquire new skills [53]. In fact, the rise of toddler-friendly touch screens has had a positive effect on educational approaches for autism [85]. Then, developers should consider the usability of serious games when designing for children with autism.

Additionally, monitoring features have been found to be a crucial element in designing serious games for children with
autism because they provide accessibility, not only for the children but also for their parents, teachers, and therapists. It allows them to monitor the developmental progress of children with autism. Fan, et al. [10] mentioned that computer-based intervention is beneficial for parents and teachers because it can allow easy monitoring of the children’s learning progress. This is why developers should consider having user profiles containing data and earned awards in the game to ease the teachers, therapists, and parents evaluation of the children’s progress [22]. Moreover, the ability to monitor progress using intervention tools would help teachers and parents facilitate and support the child in developing their skills [74]. Thereby, monitoring progress is important in designing serious games for children with autism to allow teachers and parents to evaluate the developmental progress of the children’s skills.

V. CONCLUSION

In conclusion, serious games show promising outcomes in many approaches to facilitating and supporting children with autism by enhancing a range of abilities. Significantly, serious games have shown to be quite beneficial in facilitating autistic people in enhancing their social and emotional domains, such as emotion regulation. This is because the player’s emotions can be awakened to attain the game goals, accept challenges, follow game rules, engage with the game world, respond to feedback, or comprehend the game narrative.

Therefore, this study highlights the serious game design principles that should be included when designing a serious game for children with autism to develop their skills, especially emotion regulation skills. This study shows a significant presence of more appropriate design principles for developing serious games for children with autism by deeply understanding their needs and requirements. Therefore, a summary of the serious game design principles is presented in Table V.

<table>
<thead>
<tr>
<th>Design Principles</th>
<th>Recommendations</th>
</tr>
</thead>
<tbody>
<tr>
<td>User</td>
<td>The game should be able to be customised and personalised according to the abilities of children with autism.</td>
</tr>
<tr>
<td>Game Objectives</td>
<td>The game should have specific targeted skills that are aligned with each child’s IEP goal or classroom activity.</td>
</tr>
<tr>
<td>Game Elements</td>
<td>The game elements should make the children feel connected to the game and increase their motivation to keep playing the game.</td>
</tr>
<tr>
<td>Game Aesthetics</td>
<td>The game aesthetics should be simple and minimalist, especially for children with autism, to avoid distraction.</td>
</tr>
<tr>
<td>Player Experience</td>
<td>The game should be responsive to player engagement and immediately respond to the player’s interaction.</td>
</tr>
</tbody>
</table>

Besides that, the proposed serious game design principles that have been elicited from the existing study would undergo a validation process by experts, including special education teachers, academicians, and serious game experts who are experienced in developing serious games for special needs. A focus group discussion will be conducted to validate the proposed serious game design principles that have been identified in this study as suitable for designing serious games for children with autism. The feedback and suggestions from teachers and experts will be used to strengthen the serious game design principles for children with autism.

On the other hand, it is anticipated that these findings will serve as a guide for future researchers and future game developers who are interested in developing serious games for children with autism to facilitate their development skills, especially in supporting the development of emotion regulation. Following that, after the validation process in the focus group discussion, a prototype will be developed and tested with children with autism to identify the engagement and effect on their skill development.
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Abstract—An automatic environment control systems for greenhouses are turning to be very significant because of food demand, and rise in temperature and population of the world. This article proposes to design and implement a low cost, robust and water efficient autonomous smart internet of things (IoT) system to monitor and control the temperature, and humidity of an outdoor oyster mushroom growing unit. The IoT-based control system involves DHT22 sensors, ESP32 controller and actuators (water pump and cooling fan) to facilitate the adequate amount of air for circulation to maintain temperature and water to maintain humidity inside an outdoor oyster mushroom growing unit as per its requirement. A real working prototype is developed and implemented on integrating fuzzy inference system (FIS) in ESP32 controller using Arduino C with the help of its integrated design environment. The FIS is designed to calculate the switching on/off time of water pump and cooling fan on sensing current temperature, and humidity inside oyster mushroom unit with respect to ambient temperature, and humidity respectively. The prototype provides inside temperature, humidity, ambient temperature, ambient humidity, water pump time and fan time on Thing speak platform in real time. Furthermore, the data is used for design and simulation of Adaptive Neuro Fuzzy Inference Controller for an outdoor oyster mushroom growing unit in MATLAB/Simulink to improve the performance of the system. The practical applicability of the proposed ANFIS controller over FIS Controller and industrial PID Controller is shown by simulation findings with use of experimental data. The system reduces water use as well as an extremely extraordinary administration required for monitoring the mushroom unit. In addition, it increases robustness of the system.

Keywords—Precision agriculture; adaptive neuro fuzzy inference system; fuzzy inference system; oyster mushroom cultivation; internet of things

I. INTRODUCTION

Agricultural practices are utmost essential ways of subsistence over the period of human evolution. Henceforth, human beings depend on broad scale of agricultural goods in nearly every facet of life. However, today the changes in climatic conditions are affecting the growth of greenhouses drastically. In addition, increase in food demand with increasing world population, the traditional agricultural practices are transforming into artificial and smart practices. This study aims to address the problem of controlling the environment conditions in an oyster mushroom crop and watering it without contamination, by providing sensor and actuators based smart autonomous controller, thereby removing much of efforts required by farmer.

The advent of new species of mushrooms for commercial growing during the past two decades has caused the mushroom industry worldwide to expand very quickly. Despite having a plenty of agricultural waste, and a rich fungal biodiversity, India’s rise has received only unresponsive support. Presently, 0.13 million tons of mushrooms are produced in India [1]. From 2010 to 2017, the Indian mushroom market experienced an average annual growth of 4.3% (www.indiastat.com). This shows that the mushroom industry is expanding day by day and has potential to generate more money in the future. Since maintaining essential environmental conditions is necessary for mushroom growth, the key challenge is how to add value to the mushroom cultivation process. In order to link data to productivity gains, the Internet of Things (IoT) era is essential to the information technology revolution. The use of the IoT has the potential to help farmers to overcome a number of challenges, such as water shortages, a lack of adequate land for plantations, maintaining crucial parameter for crop growth, difficulty in managing costs, and meeting the global demand for food resources [2]. In order to help farmers to improve the quality, quantity, sustainability, and cost-effectiveness of agricultural production, smart agriculture uses IoT applications.

Oyster Mushroom has many advantages, including being high in proteins and having medicinal uses. These mushrooms can only grow in upland regions with specific humidity and temperature levels. Because it is more economical than other agricultural practices, the government encourages farmers to grow oyster mushrooms in lowland areas. Misting oyster mushrooms with clean water will keep them at the right humidity and temperature. It can develop normally in controlled environments where the temperature ranges from 24 to 27°C and the relative humidity ranges from 70 to 85% [3]. However, because it requires a significant financial commitment, farmers typically find it challenging to build air-conditioned farms. When growing mushrooms manually, humidity is maintained by hanging coir mats or gunny sheets along the walls, and it is kept moist by periodic watering during the cropping phase. It is also more difficult to maintain the proper humidity and moisture in the substrate during the summer because more water is lost due to evaporation. Watering the mushrooms extensively twice or three times a day is the solution, but this has the drawback of making the
A smart oyster mushroom growing unit is an enclosed structure that offers mushrooms an environment that is properly controlled using IoT and Soft computing technology. Fuzzy Inference System (FIS) to regulate mushroom growing conditions, to lower production costs and increase the revenues. The IoT-based control system involves DHT22 sensors, ESP32 controller and actuators water pump and cooling fan to facilitate the adequate amount of air for circulation to maintain the temperature and water to maintain the humidity inside the oyster mushroom growing unit as per its requirement. The real working prototype is developed and implemented on integrating FIS in ESP32 controller using Arduino C, and its integrated design environment. The FIS is designed to calculate the switching on/off time of water pump and cooling fan on sensing current temperature and humidity inside oyster mushroom unit with respect to ambient temperature and humidity respectively. The prototype provides inside temperature, humidity, ambient temperature, ambient humidity, water pump time and fan time on Thing-speak platform in real time. Furthermore, the data is used for design and simulation of Adaptive Neuro Fuzzy Inference Controller for an outdoor oyster mushroom growing unit in MATLAB/Simulink.

This research examines the modelling and controlling of inside temperature and humidity for an outdoor oyster mushroom growing unit with respect to ambient temperature and humidity. In addition, Proportional Derivative and Integrated (PID), Fuzzy logic control (FLC), and ANFIS are the control techniques that are discussed, compared and validated. The remainder of this article is presented as follows: literature review is discussed in Section II, all three controllers modelling are covered in Section III, a real time implementation of IoT prototype using FIS controller and all three controllers Simulink modelling is covered in Section IV, the experimental findings and discussions are included in Section V, and the conclusion of the work and future scope are covered in Section VI.

II. LITERATURE REVIEW

The adaptive neuro-fuzzy inference system (ANFIS) combines the concepts of neural networks and fuzzy logic. It is frequently used to solve engineering problems when traditional methods are unable to provide a quick and reliable solution [4]. Numerous academics have focused on the control design of the climate of smart mushroom houses over the last decade. A smart mushroom house environment was developed using a smart controller by MSA Mahmud et al. [5]. Thong-un, N. et al. [6], Ariffin, M. A. M. et al. [7], Sihombing, P. et al. [8], Chieochan, O. et al. [9], Marzuki, A. et al. [10], and Yin, H. et al. [11].

For controlling various green houses, a fuzzy system and neural network techniques were used by researchers Koutb, M. et al. [12], Lafont, F. et al. [13], Marquez-Vera et al. [14], Mote, T et al. [15], Revathi, S et al. [16], Xu, F. et al. [17], Fourati, F. et al. [18], Coelho, J. [19], Mohamed, S. et al. [20], Atia, D. M. et al. [21], Oubehar, H. et al. [22], Hernández-Salazar et al. [23], Qiuying, Z. et al. [24], Khuntia, S. R. et al. [25], and Hamidane, H.et al.[26].

The significant contribution of the presented work is as follows:

- Designing of FIS system in MATLAB as per oyster mushroom cultivation requirement, includes input and output variable membership function design, setting fuzzy inference rules, and choosing a suitable defuzzification method.
- Design and implementing a low cost, autonomous IoT based monitoring, controlling FIS integrated system prototype that controls inside temperature and humidity of an outdoor oyster mushroom growing unit.
- Design and simulating an ANFIS controller in Simulink using real time data collected by IoT prototype.

III. PROPOSED AUTOMATIC ENVIRONMENT CONTROLLERS FOR AN OUTDOOR MUSHROOM GROWING UNIT

A. Fuzzy Inference System

Fuzzy inference system (FIS) has three steps, fuzzification, inference engine and defuzzification. In fuzzification, the membership functions (MFs) are designed for input and output values. MFs are used to convert crisp value into fuzzy values. Trapezoidal MF is designed for input variables temperature, as shown in Fig. 1. The range of temperature considered is 0 to 50°C and the membership values are decided as Cold, Suitable, and Hot. Another input variable is humidity varying from 0 to 100%. Its membership values are considered as Dry, Suitable, and Wet with trapezoidal MF as shown in Fig. 2. The triangular MFs are designed for output variables water pump time, as well as fan time. Their range is considered from 0 to 60 seconds with Off, Slow, Medium, and Long membership values as shown in Fig. 3 and Fig. 4. The inference engine is the set of if-then rules, designed using expert suggestion and trial and error method as shown in Table I. In defuzzification, the fuzzy value is converted back into crisp value using center of gravity method.

![Fig. 1. Membership function for input temperature.](image1)

![Fig. 2. Membership function for input humidity.](image2)
A smart IoT based climate control system is designed, implemented and deployed in an outdoor oyster mushroom growing unit.

Experimental Setup

The studied smart autonomous outdoor oyster mushroom growing unit is illustrated in Fig. 5. It is a small outdoor unit with dimensions 6 x 4 x 6 feet and designed and implemented at the Mushroom Lab, Indian Institute of Horticulture Research, ICAR, Hessaraghatta Lake Post, Bengaluru, India. It is loaded with 70 oyster mushroom bags each of weight 1kg and spawned with 50g of oyster mushroom spawns. It is covered with two layers of gunny sheets, which must be wet to keep the required climate inside the mushroom unit.

A smart IoT based climate control system is designed, implemented and deployed in an outdoor oyster mushroom growing unit. This section presents the five-layered ANFIS architecture and the learning process for the neural fuzzy network.

- Layer 1: Each node i in first layer is functional adaptive.

\[ Q_i^1 = \mu_{A_i}(x) = \frac{1}{1 + \left(\frac{a_i - x}{b_i}\right)^2} \quad , i = 1, 2, ..., 17 \]  

Where, \( x \) is the input to adaptive node \( i \), \( A_i \) is the fuzzy variable associated with node \( i \). \( Q_i^1 \) is the membership function provides the degree of membership to which \( A_i \) given \( x \) satisfy the quantifier \( A_i \). The \( \{a_i, b_i, c_i\} \) are the parameter set with changing values to get best bell-shaped function.

- Layer 2: Every node in this layer is a circle node labeled \( \Pi \), which multiplies the incoming signals and sends the product out. For an instance,

\[ w_i = \mu_{A_i}(x) * \mu_{A_i}(y), \quad i = 1, 2, ..., 17 \]  

- Layer 3: Each node in this layer is a circle node labeled \( \Pi \). The \( i^{th} \) node calculates the ratio of the \( i^{th} \) rule firing strength to the sum of all rules firing strengths.

\[ \overline{w}_i = \frac{w_i}{\sum_{i=1}^{17} w_i}, \quad i = 1, ..., 17 \]  

- Layer 4: Every node in this layer is a square node with a node function.

\[ Q_i^4 = \overline{w}_i f = \overline{w}_i (p_i x + q_i + r_i) \]  

Where \( w_i \) is the output of layer 3, and \( \{p_i, q_i, r_i\} \) is the parameter set. Parameters in this layer will be referred to as consequent parameters.

- Layer 5: The single node in this layer is a circle node labeled \( \Sigma \) that computes the overall output as the summation of all incoming signals.

\[ Q_i^5 = \sum_{i=1}^{17} \overline{w}_i f = \frac{\sum_{i=1}^{17} w_i f}{\sum_{i=1}^{17} w_i} \]  

C. PID Controller

To validate the performance of the study, we compared ANFIS, FIS with a standard industrial controller Proportional, Integral, and Derivative (PID) control system. We have used an Ideal PID controller using the equation (6) [27].

\[ \mu(t) = K_p e(t) + K_i \int_0^t e(t) dt + K_d \frac{d e(t)}{d t} \]  

Here \( K_p \) is the proportional gain, \( K_i \) is the integral gain and \( K_d \) is the derivative gain along with time \( t \). The values of \( K_p \) and \( K_i \) are tuned using self-tuning App in Simulink and \( K_d \) is adjusted to zero initially.

IV. IMPLEMENTATION OF AUTOMATIC ENVIRONMENT CONTROLLERS FOR AN OUTDOOR OYSTER MUSHROOM GROWING UNIT

A. Experimental Setup

The studied smart autonomous outdoor oyster mushroom growing unit is illustrated in Fig. 5. It is a small outdoor unit with dimensions 6 x 4 x 6 feet and designed and implemented at the Mushroom Lab, Indian Institute of Horticulture Research, ICAR, Hessaraghatta Lake Post, Bengaluru, India. It is loaded with 70 oyster mushroom bags each of weight 1kg and spawned with 50g of oyster mushroom spawns. It is covered with two layers of gunny sheets, which must be wet to keep the required climate inside the mushroom unit.

A smart IoT based climate control system is designed, implemented and deployed in an outdoor oyster mushroom growing unit.
A growing unit. It has two parts, an applied environment system and an internet of things (IoT) node as shown in Fig. 6. An applied environment system consist of AC cooling fan, a DC water pump and 6 mm diameter plastic pipe with length 25m. The water pump flows the water through the plastic pipe, which is positioned around gunny sheets to sprinkle water on it to maintain humidity inside the unit. The other part of system is an IoT node as shown in Fig. 7. It consists of two DHT22 sensors, ESP32 controller, and two relays. DHT22 sensors used to sense inside and outside temperature and humidity of the unit. The ESP32 controller is used to control the inside temperature and humidity on actuating water pump and cooling fans using FIS system. FIS is integrated with the ESP32 controller and used to calculate the water pump and cooling fan times. It helps ESP32 controller to trigger the actuator relays to turn them on and off. A built in Wi-Fi module of ESP32 controller is used to collect data in ThingSpeak platform after every 30 seconds. The data is collected from 17th, January 2023 to 31st, January 2023. The platform logs the temperature, ambient temperature, humidity, ambient humidity, water pump time, and cooling fan time. This experimental data is utilized for further implementation of ANFIS controller to control temperature and humidity of an outdoor oyster mushroom growing unit.

B. Implementation of ANFIS Controller

The ANFIS approach creates a FIS using a collected primary data. A backpropagation algorithm either alone or in conjunction with a least squares approach is used to tune (change) the membership function parameters. The FIS structure works alike a neural network that converts inputs into outputs by first mapping input membership functions and associated parameters to outputs.

As ANFIS is multiple input single output (MISO), two ANFIS models are generated. ANFIS-1 predicts the water pump time and ANFIS-2 predicts fan time. In both models, humidity and temperature are the input variables. In this study, the five-layered ANFIS simulates the operation of a fuzzy inference system as shown in Fig. 8. The input and output linguistic variables are represented by the fuzzy nodes in layer one and four, respectively. The term nodes in second layer serve as membership functions for input variables. The third layer’s neurons represent a fuzzy rule, with input connections standing in for its prerequisites and output connections for its results. All of these layers are initially fully connected, signifying every potential rule.

The membership functions assigned to two input variables temperature and humidity is Gaussian as shown in Fig. 9 and Fig 10. The closed-loop control mechanism in the ANFIS model is dependent on the prior expert data. In this system, the humidity, temperature, and water pump time training data (with data points 14668) are used to train the ANFIS to obtain the membership function (MFs), which enables the ANFIS to estimate an accurate correlation between inputs and outputs. The expert data is used in the system input-output trial to design the controller with the least degree of error. Throughout 1,000 epochs, the training error is reduced until it is less than 1.9986. This implies that the ANFIS-1 system output is close to the desired training values.
Similarly, ANFIS-2 is implemented in the same way as ANFIS-1, with an expert dataset (with data points 14668) containing temperature, humidity, and fan time. The training error is reduced throughout 1,000 epochs until it is less than 2.28817. This implies that the ANFIS-2 system output is close to the desired training values.

C. Simulink Models for FIS, ANFIS and PID Controller

The dynamic models of PID, FIS and ANFIS controllers are designed in MATLAB/Simulink environment to control inside temperature and humidity of an oyster mushroom growing unit, as shown in Fig. 11. A primary dataset is collected while experimenting IoT prototype to control its temperature and humidity in real time. It is consisting of temperature, humidity, water pump time and fan time. It is used as an input to all Simulink models. In Simulink, first, the FIS Simulink model is implemented as per the required design details discussed. Secondly, the ANFIS Simulink model is implemented as discussed in previous section. Thirdly, PID Simulink model is implemented as per equation (6).

V. RESULTS AND DISCUSSION

In this section, firstly the results are presented and discussed for IoT based real time FIS controller, secondly the comparative study of FIS controller, ANFIS controller, and PID controller is discussed and presented, and lastly the cost analysis of IoT prototype is presented.
A. FIS Experimental Results and Discussion

The experimental results are obtained on implementing the IoT based prototype in an outdoor mushroom growing unit. To show the viability of the suggested FIS System, several experiments were carried out. The outcomes are the outputs of DHT22 sensor reading for temperature, humidity, ambient temperature, ambient humidity, and FIS calculated water pump time and fan time, transferred and updated on the website, www.thingspeak.com as shown in Fig. 12, Fig. 13, and Fig. 14. The date and timestamp for reading showed on website for user information. The real time results show the robustness of FIS based IoT prototype, which is able to maintain the required temperature, and humidity in an outdoor mushroom growing unit.

Fig. 12. Online visualization of humidity, and ambient humidity against time.

Fig. 13. Online visualization of temperature, ambient temperature against time.

Fig. 14. Online visualization of water pump time, fan time against time.

Fig. 15 illustrates the calibrated humidity and ambient humidity sensor reading along with water pump time values of applied prototype obtained from the website, www.thingspeak.com in real time. It shows that, when humidity is below 70%, the water pump and fan switches ON, on the other hand when humidity rises above 70%, both remains off mode. This shows the water is used on requirement and playing a vital role in improving the water use as well. Similarly, Fig. 16 illustrates the calibrated temperature and ambient temperature sensor reading along with fan time values of applied prototype obtained from the website, www.thingspeak.com in real time. It shows that when temperature of an outdoor mushroom growing unit is not in range (above 27℃), then the FIS controller switches on the fan, until it comes in range. In addition when temperature is below 27℃, fan remains in switched off mode. This proves the robustness of the system.

Fig. 15. Calibrated humidity and ambient humidity sensor reading along with water pump time values.

Fig. 16. Calibrated temperature and ambient temperature sensor reading along with fan time values.
B. Performance Evaluation of Simulink Models

ANFIS controller has the capability that can deal with nonlinear systems on the self-learning data. It is compared with FIS designed with human expertise knowledge and with a standard industrial PID controller with same system parameters. In PID controller there are only three parameters to adjust, whereas FLC has a lot of parameters to select like membership functions and its parameters, correct choice of rule base. The ANFIS controller self learns the data and designing neuro fuzzy system on training the data. The input data used is experimental data collected on implementing the IoT prototype for an outdoor oyster mushroom growing unit. It has timestamp, inside temperature and humidity value fields. The output of all Simulink models is water pump time and fan time, plotted in the graph shown in Fig 17.

![Fig. 17. Output of Simulink models.](image)

All three Simulink models are compared and evaluated using four performance matrices, transient time, settling time, overshoot and peak time. The transient time is the output characteristic of a control system. After applying an input to the control system, the output takes a specific time to reach a steady state. Transient time is the length of time that the control system must respond in order for the transient state to stabilize. While calculating transient time, the parameters considered are settling time, maximum overshoot, and peak time, rise time [28]. Table II and III shows that ANFIS controller has performed better than the FIS and PID controller in terms of transient time, settling time, maximum overshoot and peak time on achieving optimum values.

| TABLE II. PERFORMANCE EVALUATION FOR FIS, ANFIS AND PID CONTROLLER FOR WATER PUMP TIME |
|-----------------------------------------------|-------------------|-------------------|-------------------|
| Performance Parameters | Parameter Values | FLC Controller | ANFIS Controller | PID Controller |
|-------------------------|-------------------|-----------------|-----------------|
| Transient Time          | 2.9693            | 2.9441          | 7.2451          |
| Settling Time           | 19.917            | 16.3742         | 19.5115         |
| Settling Min            | 19.0171           | 14.9875         | 19.1456         |
| Settling Max            | 20.8169           | 17.7610         | 19.8772         |
| Overshoot               | 9.4640            | 8.5054          | 23.8212         |
| Peak                    | 20.8169           | 17.7610         | 19.8772         |

C. Cost Analysis

The list of components and their descriptions used in implementing the IoT prototype are shown in Table IV. Dollars are used to express the cost analysis. Because of variation in the exchange rate of the world market, these cost patterns may change time-to-time. It includes the cost of labor, value added tax, or delivery cost. It can be seen that the full prototype cost 40.46$. This suggests an inexpensive gadget that can be used by farmers with minimum, available resources efficiently [29].

| TABLE III. PERFORMANCE EVALUATION FOR FIS, ANFIS AND PID CONTROLLER FOR FAN TIME |
|-----------------------------------------------|-------------------|-------------------|-------------------|
| Performance Parameters | Parameter Values | FLC Controller | ANFIS Controller | PID Controller |
|-------------------------|-------------------|-----------------|-----------------|
| Transient Time          | 2.9693            | 8.7821          | 2.9441          |
| Settling Time           | 19.917            | 37.0608         | 16.3742         |
| Settling Min            | 19.0171           | 35.1824         | 14.9875         |
| Settling Max            | 20.8169           | 38.9393         | 17.7610         |
| Overshoot               | 9.4640            | 20              | 8.5054          |
| Peak                    | 20.8169           | 38.9393         | 17.7610         |

<p>| TABLE IV. COST ANALYSIS OF IMPLEMENTED DEVICE PROTOTYPE |
|-----------------------------------------------|-------------------|-------------------|</p>
<table>
<thead>
<tr>
<th>Sr. No.</th>
<th>Component Name</th>
<th>Specifications</th>
<th>Quality</th>
<th>Price per Item</th>
<th>Total Price</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>ESP32</td>
<td>DC Source, built in Wi-Fi &amp; Bluetooth</td>
<td>1</td>
<td>4.62$</td>
<td>4.62$</td>
</tr>
<tr>
<td>2</td>
<td>DHT22 Sensor</td>
<td>Operating Voltage: 5V, Temperature, Range: -40 to 80 °C error: +0.5%, Humidity Range: 0 to 100% error: +2%</td>
<td>2</td>
<td>2.42$</td>
<td>4.84$</td>
</tr>
<tr>
<td>3</td>
<td>Relay Optocoupler</td>
<td>Operating Voltage: 5 to 12V, 1 channel with optical coupler</td>
<td>2</td>
<td>2.42$</td>
<td>4.84$</td>
</tr>
<tr>
<td>4</td>
<td>FAN</td>
<td>7 inch diameter AC 230 V Fan</td>
<td>1</td>
<td>8.51$</td>
<td>8.51$</td>
</tr>
<tr>
<td>5</td>
<td>PMDC Diaphragm Motor</td>
<td>Operating Voltage: 12V to 24V, RPM: 40 to 3000rpm, Inlet PSI20, Nominal Flow=2 LPM, Working pressure: 100PSI, Power:80 Watt.</td>
<td>1</td>
<td>20.06$</td>
<td>20.06$</td>
</tr>
<tr>
<td>6</td>
<td>White Pipe</td>
<td>Plastic material, diameter=6mm</td>
<td>1</td>
<td>0.36$</td>
<td>2.19$</td>
</tr>
<tr>
<td>7</td>
<td>4 Elbow connectors</td>
<td>Plastic material</td>
<td>4</td>
<td>0.073$</td>
<td>0.29$</td>
</tr>
<tr>
<td>8</td>
<td>T connector</td>
<td>Plastic material</td>
<td>1</td>
<td>0.073$</td>
<td>0.073$</td>
</tr>
<tr>
<td>Total Price of IoT Prototype in Dollars</td>
<td>40.46$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
VI. CONCLUSION

A novel Internet of Things-based smart environment monitoring and control system for an outdoor oyster mushroom growing unit is presented in this paper along with a low-cost autonomous sensor prototype. A real working prototype was developed using fuzzy inference system (FIS). The purpose of this effort was to empower farmers to monitor and control temperature and humidity automatically for an oyster mushroom, to increase its yield. The applied prototype used two DHT22 sensors to measure inside and outside temperature and humidity of unit, a water pump to sprinkle the adequate amount of water to maintain humidity, a cooling fan to maintain temperature, and a Wi-Fi module to make internet access to the collected data. The data, collected on the web server, were thoroughly observed and analyzed. The FIS controller is reliable and robust. The data is used to design and implement adaptive neuro-fuzzy inference system (ANFIS) in MATLAB/Simulink to improve the performance of controller.

The ANFIS controller is compared with FIS and PID controller in MATLAB/Simulink. The performance evaluation results of ANFIS controller is better than FIS and PID controller in terms of transient time, settling time, maximum overshoot and peak time. In future, the applied low-cost system can be studied, observed, and analyzed with ANFIS controller design. In addition, the presented study focused on small-scale mushroom cultivation, the proposed ANFIS controller can be studied for large-scale mushroom production.
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Abstract—To address the problem of insufficient coverage of WSN and poor network coverage in obstacle environments, the study proposes an improved particle swarm optimization (PSO) combined with a hybrid grey wolf algorithm. The speed and position of the PSO particle's search for superiority are enhanced through the guiding nature of the superior wolf in the grey wolf optimization (GWO), thus the convergence speed and search precision are improved. Based on this, the study applies the improved PSO to a wireless sensor networks (WSO) coverage optimization model and uses model comparison to test the effectiveness and superiority of the algorithm. According to the results, the node network coverage of PSO, genetic algorithm (GA), data envelopment analysis (DEA), GWO, and grey wolf particle swarm optimization (GWPSO) reach 85.97%, 87.24%, 88.76%, 89.31%, and 91.05% respectively in the trapezoidal obstacle environment. And the node network coverage of the research-designed GWPSO algorithm reaches the highest value of its kind. This shows that the research-designed GWPSO has superior performance in the optimization control of sensor coverage deployment compared with similar algorithms. The design provides a new path for optimizing wireless sensor node network coverage.
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I. INTRODUCTION

As a communication transmission technology under the development of modern network technology, wireless sensor networks (WSN) can freely connect and combine a large number of sensor nodes through wireless communication, forming a communication network. It integrates three information functions through information collection module, information transmission module, and information processing module to achieve coverage and integrated information processing [1-3]. So far, in order to improve the coverage effect of wireless sensor networks, a variety of different types of intelligent algorithms have been used as optimization tools. Among them, the particle swarm optimization algorithm, as an algorithm with strong practicability and robustness, has also received many adaptive improvements in application [4-5]. However, particle swarm optimization (PSO) itself has certain flaws. PSO has the problem of local optimal solutions, which is easily affected by initial values, resulting in inaccurate search; PSO is sensitive to parameter settings and requires multiple experiments to obtain suitable parameter combinations, making parameter tuning difficult; The current research is mostly limited to the improvement of PSO itself, lacking research on the combination of PSO algorithm and other optimization algorithms. Therefore, it is necessary to introduce other algorithms to improve the PSO algorithm and enhance its practicality in WSN coverage optimization [6-8]. By introducing the grey wolf optimization (GWO) and combining it with the PSO for wireless sensor network coverage optimization, it can effectively avoid the local optimal solution problem of the PSO algorithm and improve the accuracy and stability of the search. The research will design and implement an adaptive algorithm for wireless sensor network coverage optimization based on GWO and PSO, effectively improving its optimization effect in practical application scenarios. At the same time, experimental verification will be conducted to further enhance its effectiveness and practicality.

II. RELATED WORK

The hybrid PSO model, an improvement of the particle swarm algorithm, has been gaining ground in various fields in recent years. Şenel F A’s team proposes a hybrid model that combines the PSO with GWO, which uses the particles of GWO to replace the relatively underperforming particles of PSO, and then applies the model to leather nested industrial technology problems. After evaluation by the researchers, this model has a performance advantage, being able to obtain the optimal solution faster with fewer iterations than its swarm and social spider counterparts [9]. Chen S’s team proposes a new hybrid PSO algorithm model to predict pollutant concentration in air pollution detection. This model combines PSO with a support vector machine (SVM) and uses the pollutant influencing factors as the main model input variables. This hybrid PSO model has superior performance compared to similar models with the same variable elements [10]. Corazza M’s team proposes a particle swarm hybrid heuristic algorithm for the portfolio decision problem, which uses a penalty function to redefine the portfolio problem as an unconstrained problem and uses adaptive updates in the optimization process of the unconstrained penalty parameters. This algorithm performs superior to PSO with constant penalty parameters and is more efficient overall [11]. In their study of lateral loading problems for pile-like structures, Khari M et al. proposed a hybrid PSO model that integrates artificial neural networks with particle swarm algorithms, which can effectively predict the lateral deflection of pile-like structures. The results of 183 simulations conducted by the researchers show that the model has higher accuracy in predicting the lateral deflection of pile-like structures compared to similar models, while the systematic error is smaller and it shows higher performance on both the training and test sets [12]. The Sohouli A N team combined the particle swarm algorithm with
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II. RELATED WORK

The hybrid PSO model, an improvement of the particle swarm algorithm, has been gaining ground in various fields in recent years. Şenel F A’s team proposes a hybrid model that combines the PSO with GWO, which uses the particles of GWO to replace the relatively underperforming particles of PSO, and then applies the model to leather nested industrial technology problems. After evaluation by the researchers, this model has a performance advantage, being able to obtain the optimal solution faster with fewer iterations than its swarm and social spider counterparts [9]. Chen S’s team proposes a new hybrid PSO algorithm model to predict pollutant concentration in air pollution detection. This model combines PSO with a support vector machine (SVM) and uses the pollutant influencing factors as the main model input variables. This hybrid PSO model has superior performance compared to similar models with the same variable elements [10]. Corazza M’s team proposes a particle swarm hybrid heuristic algorithm for the portfolio decision problem, which uses a penalty function to redefine the portfolio problem as an unconstrained problem and uses adaptive updates in the optimization process of the unconstrained penalty parameters. This algorithm performs superior to PSO with constant penalty parameters and is more efficient overall [11]. In their study of lateral loading problems for pile-like structures, Khari M et al. proposed a hybrid PSO model that integrates artificial neural networks with particle swarm algorithms, which can effectively predict the lateral deflection of pile-like structures. The results of 183 simulations conducted by the researchers show that the model has higher accuracy in predicting the lateral deflection of pile-like structures compared to similar models, while the systematic error is smaller and it shows higher performance on both the training and test sets [12].
a genetic algorithm to form a new evolutionary hybrid PSO and applied the algorithm to the modeling of geological models. This algorithm is applied to the modeling of geological models and geological exploration. The method uses a particle swarm algorithm for magnetic data improvement and a genetic algorithm for model parameter estimation. The algorithm can offer valuable results for estimating model parameters under a 25% noise level [13].

Khalaf O I applied the honeybee algorithm to wireless sensor coverage optimization and compared the results with those of a genetic algorithm. The results show that compared to the genetic algorithm, the honeybee-based wireless sensor coverage optimization has better optimal coverage and consumes fewer resources in the computing process [14]. Cao L et al. proposed a WSN coverage strategy based on the social spider optimization algorithm, which decomposes the combined optimization problem by building and WSN model. The insufficient search capability and convergence speed of the social spider algorithm are improved and finally combined to form an optimization model. The results show that the model is effective in preventing blind spots and redundant spots in the network coverage [15]. Hoffmann R's team proposes a meta-cellular automata approach that solves the optimal wireless sensor coverage problem with smaller sensor tiles to achieve a 2D spatial coverage, which in turn forms a sensor-centered pixel envelope. The results show that the model rules formed by this method can evolve to a more stable optimal coverage state and allow more time for model evolution after the optimal coverage is found, [16]. Li Q's team developed a mathematical model to improve the low overall coverage of wireless sensors and designed a mobile node scheme to improve the coverage optimization of the target area, which can effectively enhance the optimal coverage problem in the detection area. The results show that the strategy designed in the study can effectively enhance the network coverage and prolong the network service time [17]. ZainEldin H's team proposed a dynamic deployment technology based on a genetic algorithm and applied it to the optimization of WSN coverage, which is used to reduce the overlapping area between adjacent nodes by optimizing the minimum quantity of nodes, thus forming the coverage effect. The results of the study show that the designed method is compatible with the proposed method. The results of the study show that the method designed in the study has higher stability compared to other methods [18].

III. WSN COVERAGE OPTIMIZATION MODEL

CONSTRUCTION BASED ON GWPSO HYBRID ALGORITHM

A. PSO Optimization based on the Standard GWO

WSN is a distributed large-scale network, mainly composed of micro-nodes that can sense and process information and communication capabilities, and through a decentralized and self-organizing form of network, its network structure mainly consists of aggregation nodes, sensors, networks, etc. WSN on the target environment, such as temperature, humidity, and image information is collected and processed, and transmitted to the sensor terminal device, for the need of information. The WSN collects and processes information such as temperature, humidity, and images from the target environment and transmits it to the sensor terminals to serve the users who need the information. Multiple sensor nodes are placed in the target area, which collects temperature, humidity, and image information and sends it to the gateway or aggregation node via multi-hop routing. The WSN architecture is shown in Fig. 1.

![WSN Structure](image)

Typically, a WSN node consists of a sensing unit, an energy unit, a processing unit, and a communication device, all of which work together to sense, collect and transmit target data. The sensing unit is responsible for converting the sensed analogue signal into a digital signal, which consists of sensors and A/D converters; the processing unit processes and compresses the collected data; the communication unit is responsible for data transmission and exchange of control information in the network; and the energy unit is responsible for providing energy to the other units, which are usually powered by micro batteries. The WSN node structure is shown in Fig. 2.

![WSN Node Structure](image)

Suppose there are \( n \) sensor nodes in WSN, and the set is \( S = \{s_1, s_2, \ldots, s_i, \ldots, s_n\} \), these nodes are identical and all have a radius of \( r \), and the target detection area is a rectangle with an area of \( Z \) m2. This grid monitoring area is transformed into \( Z \) a small rectangular grid of equal size whose geometric centre represents the monitoring position of the wireless sensor node in the target area. A monitoring action
is successful when the range between the target point and any node shall not be greater than the monitoring radius of the node. The set of monitoring target points is \( M = \{m_1, m_2, \ldots, m_j, \ldots, m_z\} \), the two-dimensional spatial coordinates of \( s_i \) in the set are \((x_i, y_i)\), the two-dimensional spatial coordinates of \( m_j \) are \((x_j, y_j)\), and the Euclidean distance between two nodes is shown in equation (1).

\[
d(s, m_j) = \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2}
\] (1)

The joint probability of all sensor nodes denoted as \( s_{al}, s_{all} \) to the target monitoring node \( m_j \) is shown in equation (2).

\[
C_p(s, m_j) = 1 - \prod_{i=1}^{n}(1 - p_{cov}(s, m_j))
\] (2)

In equation (2), \( p_{cov} \) represents the probability of a node sensing a target monitoring point \( s_i \). Calculate the joint sensing probability of all target points, and the altogether joint sensing probability of target points is the coverage area, and the coverage rate \( C_r \) is as in equation (3).

\[
C_r = \frac{\sum_{j=1}^{Z} C_p(s_{all}, m_j)}{n}
\] (3)

A prerequisite for the self-organisation of sensor nodes to form a WSN is that the network remains connected. The nodes in the study have a sensing radius of \( r \) and a maximum communication distance of \( 2r \). When the range between nodes \( s_i \) and \( s_j \) does not exceed the sensing length, the two nodes are adjacent and the edge between nodes is 1. When the range between \( s_i \) and \( s_j \) exceeds the sensing radius, the two nodes are not adjacent and the edge between nodes is 0. Accordingly, the nodes' corresponding adjacency matrix \( AM \) is constructed and the connectivity of the network is judged using \( AM \). The matrix \( N \) is shown in equation (4).

\[
N = AM + AM^2 + \ldots + AM^{n-1}
\] (4)

In equation (4), \( n \) represents the number of sensors, determining whether the elements in this matrix are all 1, if yes, the network is connected, otherwise the network is not connected.

The GWO imitates the hunting mechanism of grey wolves and has the advantage of being plain, flexible, and scalable, and uses fewer parameters in the algorithm. The mathematical model of the algorithm simulates a wolf pack divided into four classes \( \alpha, \beta, \delta \) and \( \omega \), with a structure similar to that of a pyramid, as shown in Fig. 3.

![Fig. 3. RANKING STRUCTURE OF WOLVES.](image)

The wolves are ranked according to the fitness value of individual grey wolves, and the top three grey wolves in the pack are ranked in the \( \alpha, \beta \) and \( \delta \) levels respectively. \( \alpha \) has the highest rank and indicates the current optimal solution. \( \omega \) The grey wolf individuals with the highest rank are the candidate in this group. \( \omega \) In the iteration of the algorithm, the grey wolves in the first three levels are responsible for guiding the grey wolves in the \( \omega \) level to search for prey, and the grey wolves in the \( \omega \) level improve their fitness value by searching for prey. Assuming that the actual location of the prey is unknown to individual grey wolves during the hunting process, the wolves with the highest to lowest ranks of \( \alpha, \beta \) and \( \delta \) are closest to the prey, so the wolves in the \( \omega \) layer can surround the prey according to the positions of the wolves in the \( \alpha, \beta \) and \( \delta \) layers, and keep approaching the prey and finally find the prey. \( \omega \) The distances between the wolves in the, and \( \alpha, \beta, \delta \) layers are shown in equation (5).

\[
\begin{align*}
D_\alpha &= C_1 * X_\alpha(t) - X_\omega(t) \\
D_\beta &= C_2 * X_\beta(t) - X_\omega(t) \\
D_\delta &= C_3 * X_\delta(t) - X_\omega(t)
\end{align*}
\] (5)

In equation (5), \( D_\alpha, D_\beta \) and \( D_\delta \) represent the distances between \( \alpha, \beta, \delta \) and \( \omega \) respectively, \( X_\alpha(t), X_\beta(t), X_\delta(t) \) and \( X_\omega(t) \) are the positions of \( \alpha, \beta, \delta \) and \( \omega \) respectively, and \( C_1, C_2 \) and \( C_3 \) represent the orientation variables of \( \omega \) when the layer wolves move towards \( \alpha, \beta \) and respectively. \( \delta \) After calculating the distance between the layer wolves...
According to which a chaotic sequence is generated in the corresponding solutions by gauges \( t = t - \alpha \), \( \beta \), \( \delta \geq 1 \), 1, 2, \( \ldots \), \( 19 \). The Tent chaos mapping

\[
\begin{align*}
X_1 &= X_\alpha - A_1 \ast D_\alpha \\
X_2 &= X_\beta - A_2 \ast D_\beta \\
X_3 &= X_\delta - A_3 \ast D_\delta
\end{align*}
\]  

(6)

In equation (6), \( X_1, X_2 \) and \( X_3 \) indicate the position of the wolf in the \( \omega \) layer when it is guided by the wolves in the \( \alpha, \beta, \delta \) layers, respectively, and \( t \) indicates the current iterations. \( A_1, A_2, A_3 \) indicate the step length of the \( \omega \) layer wolf as it approaches the prey under the guidance of the \( \alpha, \beta, \delta \) layers, respectively. When, \( |A_1| < 1 \), \( \omega \) wolves will conduct a fine search around the prey, and when \( |A_1| > 1 \), \( \omega \) wolves will expand their search around the prey. \( \alpha \). The formulae for \( A_2 \) and \( A_3 \) are shown in equation (7).

\[
\begin{align*}
A_1 &= 2a \ast \text{rand} - a \\
A_2 &= 2a \ast \text{rand} - a \\
A_3 &= 2a \ast \text{rand} - a
\end{align*}
\]  

(7)

In equation (7), \( a \) is the convergence factor, which represents the iterative process of decreasing from 2 to 0. The convergence factor \( a \) is calculated by equation (8).

\[
a = 2 - 2 \left( \frac{t}{t_{\text{max}}} \right)
\]

(8)

The GWO algorithm generates the initial wolf pack, divides the pack into four classes: \( \alpha, \beta, \delta, \omega \), gauges the range between individual grey wolves and their prey, then updates their respective positions according to the measured lengths, with each individual grey wolf in the pack representing a solution that is continuously updated during the search process. The GWO process is shown in Fig. 4.

\[ t = t + 1 \]  

B. WSN Coverage Optimization Model for the GWPSO Hybrid Optimization Algorithm

The PSO always moves in the direction of the optimal individual’s position, so its convergence velocity is relatively fast but the ability to balance the global search is still deficient, which leads to the inability of the algorithm to precisely seek the global optimal solution when solving complex optimization problems; GWO does not learn from the experience of others when searching for the optimal solution, so it is easy to get stuck. To address the shortcomings of both algorithms, the DEA algorithm is incorporated into PSO, and at the beginning, the chaos multi-way learning strategy is used to improve the population variance, and the convergence factor is dynamically adjusted to consider the global and local optimization. The properties of chaotic mapping can be used to properly enrich the variety of the initial population so that the particles can find the optimal solution, and the study uses Tent mapping to create the initial population [19-20]. Multi-way learning strategy can generate corresponding solutions by evaluating upper and lower-bound solutions and original solutions; the optimal solution of fitness value is selected from these solutions. The improved differential evolution PSO uses a mixed multidirectional learning strategy, according to which a multidirectional population is generated, the individuals of the generated multidirectional chaotic population are compared with the individuals of the original chaotic population in terms of their fitness values, and the individuals with the best fitness values are set as the initial population.

Assuming that the population size is \( N \) and the spatial dimension of it is \( D \), a chaotic sequence is generated in the space using the Tent chaos mapping

\[
W = \{W_j, j = 1, 2, \cdots, D\}
\]

and

\[
W_j = \{W_{i,j}, i = 1, 2, \cdots, N\}
\]

. The Tent chaos mapping function is shown in equation (9).
The chaotic sequence generated by the chaotic mapping is mapped to the solution space to obtain the population
\[ Y_j = \{Y_{i,j}, i = 1, 2, \ldots, N\} \]
Y_i = \{Y_{i,j}, j = 1, 2, \ldots, D\}, and the population individuals \( Y_{i,j} \) denoted as shown in equation (10).
\[ Y_{i,j} = Y_{\text{min},j} + Y_{\text{max},j} (Y_{\text{max},j} - Y_{\text{min},j}) \]

In equation (10), \( Y_{\text{min},j} \) and \( Y_{\text{max},j} \) are the bounds on the particle finding solution, and \( Y_{i,j} \) is the value of the \( i \) th particle in the space corresponding to the \( j \) th dimension. The multidirectional populations \( OY_j \) and \( MY_j \) are calculated as shown in equation (11).
\[
\begin{cases}
OY_{i,j} = Y_{\text{min},j} + Y_{\text{max},j} - Y_{i,j} \\
MY_{i,j} = Y_{\text{max},j} - Y_{\text{min},j} + Y_{i,j}
\end{cases}
\]

The fitness values of the primitive population and the multi-way population individuals are further calculated, and the particles with more favourable positions are selected from the population individuals based on the fitness values. The value of the coefficient \( A \) changes with the distance control parameter \( \delta \) during the iterative process, so setting the distance control parameter \( \delta \) to a reasonable value can effectively provide a solution to the balance between the speed of particle population search and the accuracy of particle local search. In the particle search process, the distance control parameter \( \delta \) needs to be set to a larger value in the first stage to expand the search range, which is beneficial to the particle search. In the later stage, the distance control parameter \( \delta \) needs to be set to a smaller value to concentrate the particle population around the optimal solution for fine searching. The linearly decreasing distance control parameter \( \delta \) cannot be adapted to the actual solving situation. To address this drawback, a cosine convergence factor strategy incorporating state coefficients is proposed to effectively take into account the overall optimization efficiency of the algorithm. Under this strategy, the distance control parameter \( \delta \) is non-linearly decreasing and its value is dynamically adjusted according to the properties of the random variables. With this strategy, the algorithm will search more vigorously at the initial stage of the iteration, and at the final stage of the iteration the particles will focus on the fine search around the optimal value, increasing the probability of finding the global optimum. The dynamic adjustment strategy for the convergence factor is shown in equation (12).

\[ a = -2 \cdot \frac{\delta^2}{\delta_{\text{max}}^2} \cos \left( \frac{\pi t}{2t_{\text{max}}} \right) \]

In equation (12), \( \delta \) is the current iteration and \( t_{\text{max}} \) is the maximum iteration. The study combines the convergence factor adjustment strategy of state coefficients and cosine transform, which effectively improves the speed of global particle search. The smaller change in the convergence factor at the end of the iteration is beneficial to the local fine search of the particle, thus improving the accuracy of the optimal solution. The GWO algorithm mainly adjusts its own position by combining the obtained position of individual grey wolves with the relationship between the first three levels of optimal solutions in the pack, enabling the exchange of information between the two. By introducing the idea of updating the position information in the GWO algorithm, the PSO's search capability is optimized so that the particles in space can expand the search space and enhance the search effort, thus finding the optimal solution more efficiently and accurately

[21]. The updated formula for the particles \( V_{ij} \) and \( X_{ij} \) after the introduction of the GWO idea is shown in equation (13).
\[
\begin{align*}
V_{ij}(t+1) &= \omega V_{ij}(t) + c_1 r_1 \left( \omega_1 X_1(t) + \omega_2 X_2(t) + \omega_3 X_3(t) \right) \\
&+ c_2 r_2 \left( p_{\text{best}}(t) - X_{ij}(t) \right) \\
X_{ij}(t+1) &= X_{ij}(t) + V_{ij}(t+1)
\end{align*}
\]

In equation (13), \( c_1 \) represents the cognitive learning factor, which describes how much the finding of an optimal solution by an individual particle affects the finding of an optimal solution by all particles in the space; \( c_2 \) represents the social learning factor, which describes how much the finding of an optimal solution by a population of particles affects the algorithm. \( c_1 \) Larger values indicate that particles are more likely to concentrate locally, and larger values of \( c_2 \) indicate that particles are more likely to find a locally optimal solution early and converge on that solution. \( r_1 \) and \( r_2 \) are random numbers in the range [0, 1]. \( \omega_1 \), \( \omega_2 \) and \( \omega_3 \) denote the inertia weight coefficients of the grey wolf. To take into account the global and local optimality finding capacity of the particles, the grey wolf inertia coefficients are improved as in equation (14).
When searching for the optimal value, the particle will learn from the current global optimum. When the difference between the current value and the global optimum is large, the learning of the particle will lead to an error and the particle will sink into the local optimum. If the global historical optimal solution approaches the current optimal solution, using the perturbation strategy will increase the range between the particle and the optimal solution, so the perturbation strategy should be used for particles that fall into the local optimum or perform poorly. As the 'early' particles are located closer to the optimal solution in some dimensions of space, external forces are applied to these particles to move them from their current position and proceed with the search. To address the problem of large fluctuations in the particle population, the perturbation strategy is used to limit the perturbation operation to a distance of no more than 20%. The formula for updating the position of a particle after the perturbation is shown in equation (15).

\[
X_{ij}(t+1) = r_1V_{ij}(t+1) + (1-0.2r_2)X_{ij}(t)
\]  

(15)

In equation (15) \( r_1 \) and \( r_2 \) are random numbers in the range [-1,1]. Applying GWPSO hybrid optimization algorithm to the optimal deployment of node coverage in WSN, by using the coverage function as the fitness value of the algorithm. The beginning of the algorithm introduces a chaotic multi-way learning strategy to initialize the population and combines the state coefficients to improve the convergence factor using the cosine variation principle, thus enabling the algorithm to gain an improvement in its optimization-seeking capability. The inertia weight coefficients of the grey wolf are improved to update the position and speed of the particles, and finally, the speed and position of them are perturbed to improve the population diversity and thus the search accuracy of the particles, which effectively improves its search capability. The optimal fitness value at the end of the algorithm iteration is the global optimal solution. The flow of the algorithm is shown in Fig. 5.

Fig. 5. FLOW OF GWPSO.
IV. ANALYSIS OF WSN COVERAGE OPTIMIZATION RESULTS BASED ON THE GWPSO HYBRID OPTIMIZATION ALGORITHM

The superiority of the GWPSO algorithm was demonstrated through simulation experiments in the MATLAB R2016a environment. Three different unimodal benchmark test functions and three different multimodal benchmark test functions were selected to test the convergence of the five algorithms. The population size in the test was 30, with 500 iterations. Any test function was independently run 50 times to record its average value. The study demonstrates the performance of the GWPSO hybrid optimization algorithm and its advantages through simulation experiments. Six functions are used to test the convergence function of the algorithm and to compare the performance with PSO, GA, DEA, and GWO algorithms. The four algorithms are used to optimise the deployment of WSN node coverage in an obstacle-free environment and a trapezoidal obstacle environment respectively, and finally, the results obtained are analysed. There are three single-peak-based test functions and three multi-peak-based test functions among the six selected test functions, and the optimal values in the GWPSO test theory are all 0. The test functions are shown in Table I.

The study compares the convergence of the PSO, GA, DEA, and GWO algorithms and the study's proposed GWPSO hybrid optimization algorithm under the test functions, and the algorithm's convergence under F1, F2, F3 and F4 is compared as shown in Fig. 6.

In Fig. 6, the five algorithms converge gradually with an increasing number of iterations on the four functions, with the PSO, DEA, and GA algorithms showing poor convergence performance and the GWPSO algorithm showing the best convergence on the four functions. The convergence of the algorithms on F5 and F6 is shown in Fig. 7.

The advantageous convergence function of the GWPSO owing to the chaotic multidirectional learning strategy that improves the initial population space dynamically adjusts the control parameters, and uses the optimization-seeking property of the GWO algorithm to expand the particle's global search range in the pre-optimization phase. The use of the perturbation strategy effectively prevents the particles from sinking into the local optimum and significantly enhances the search precision of the particles, thus effectively improving the particle search capability. Thirty-five WSN nodes were deployed in a 50m x 50m square region with a sensing radius of 5m and a communication radius of 10m. \( N = 50 \) and \( t = 30 \). After the initial locations of the nodes were deployed, the nodes were unequally spread, and there was a large amount of coverage redundancy as the initial locations were randomly selected. Five algorithms were used to optimise the node coverage deployment and the coverage results are shown in Fig. 8.

<table>
<thead>
<tr>
<th>ID</th>
<th>Function</th>
<th>Expression</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>Sphere</td>
<td>( f(x) = \sum_{i=1}^{D} x_i^2 )</td>
<td>Unimodal</td>
</tr>
<tr>
<td>F2</td>
<td>Schwefel2.22</td>
<td>( f(x) = \sum_{i=1}^{D}</td>
<td>x_i</td>
</tr>
<tr>
<td>F3</td>
<td>Rosenbrock</td>
<td>( f(x) = \sum_{i=1}^{n-1} \left[ 100(x_{i+1} - x_i)^2 + (x_i - 1)^2 \right] )</td>
<td>Unimodal</td>
</tr>
<tr>
<td>F4</td>
<td>Rastrigin</td>
<td>( f(x) = \sum_{i=1}^{D} \left[ x_i^2 - 10 \cos(2\pi x_i) + 10 \right] )</td>
<td>Multimodal</td>
</tr>
<tr>
<td>F5</td>
<td>Griewank</td>
<td>( f(x) = \frac{1}{4000} \sum_{i=1}^{D} x_i^2 - \prod_{i=1}^{D} \cos \left( \frac{x_i}{\sqrt{i}} \right) + 1 )</td>
<td>Multimodal</td>
</tr>
<tr>
<td>F6</td>
<td>Ackley</td>
<td>( f(x) = -20 \exp \left( -0.2 \sqrt{\frac{1}{D} \sum_{i=1}^{D} x_i^2} \right) ) ( - \exp \left( \frac{1}{D} \sum_{i=1}^{D} \cos(2\pi x_i) \right) + 20 + e )</td>
<td>Multimodal</td>
</tr>
</tbody>
</table>
In Fig. 8, the network coverage was all improved after the node coverage deployment was optimized by the algorithms. The node network coverage after optimization by the PSO, GA, DEA, GWO, and GWPSO algorithms reached 86.75%, 88.24%, 89.54%, 90.48%, and 94.62% respectively. The node network coverage after optimization by the GWPSO algorithm was the highest among all algorithms and its optimization of node network coverage was the best, resulting in a significant coverage improvement. To further validate its availability, the study placed a trapezoidal obstacle in a 50m x 50m square monitoring area, which has an area of 5000m². A population size of 50 was set and 25 sensing nodes were deployed, of which 2 were fixed nodes and the rest were mobile nodes. The maximum sensing radius of the mobile nodes is 5m and the maximum communication range is 10m, while the maximum sensing radius of the fixed nodes is 7.5m and the maximum communication range is 15m. Five algorithms were used to optimize the coverage of the sensing nodes in the region, and the results are shown in Fig. 9.
VI. CONCLUSION

To solve the problems of insufficient coverage of WSN and poor coverage in obstacle environments, the study combines the GWO with the PSO algorithm, which in turn forms an optimization search algorithm with higher search accuracy and faster convergence. The study adopts the algorithm in an applicable design, applies it to a wireless sensor network coverage optimization model, and finally analyses the application of the model by way of model comparison and application validation. Five experimental models have been used for the optimization of WSN. The results demonstrate that the five algorithms tested converge gradually with an increasing number of iterations on six functions, and the GWPSO algorithm converges best on all functions. In the comparison of network coverage optimization results, the PSO, GA, DEA, GWO, and GWPSO algorithms achieved 86.75%, 88.24%, 89.54%, 90.48%, and 94.62% of node network coverage after optimization, respectively. The GWPSO algorithm had the highest optimized network coverage. In the obstacle environment, the node network coverage of PSO, GA, DEA, GWO, and GWPSO algorithms reached 85.97%, 87.24%, 88.76%, 89.31%, and 91.05% respectively. The optimized network coverage of the GWPSO algorithm was also the highest. This shows that the GWPSO network coverage optimization algorithm designed in the study has a superior performance and is more practical for the optimal control of sensor coverage deployment.
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Abstract—Flexible AC Transmission Systems (FACTs) play a vital role in minimizing the power losses and improving voltage profile in power transmission system. These increase the real power transfer capacity of the system. However, optimal location of sizing of the FACTs devices determines the extent of benefits provided by the FACTs devices to the transmission system. Non-optimal solution in terms of the location and sizing may possibly lead to under-compensation or over-compensation phenomena. Thus, a robust optimization is a priori for optimal solution achievement. This paper presents a study on the effect on multi static VAR compensators (SVC) installation for loss control in power system using evolutionary programming (EP), artificial immune system (AIS) and immune evolutionary programming (IEP). The objective is to minimize the real power loss transmission and improve the voltage profile of the transmission power system. The study reveals that installation of multi-units SVC significantly reduces the power loss and increases the voltage profile of the system, validated on the IEEE 30-Bus Reliability Test System (RTS).

Keywords—Flexible AC Transmission Systems (FACTs); Shunt VARs Compensators (SVCs); Evolutionary Programming (EP); Artificial Immune System (AIS); Immune Evolutionary Programming (IEP)

I. INTRODUCTION

The world electricity demand has been steadily increasing over the past few decades due to various factors such as population growth, urbanization, economic development, and technological advancements [1]. Conventional approach such as construction of new power plant and transmission lines to meet the increasing demand of electricity is not a feasible option due to many reasons such as high cost, environmental concerns, technical and time constraints. One of the vital ways to optimize the current system is by reducing the loss in the power system which can be achieved by injecting or retrieving the reactive power with the assistance of FACTs. Installation of FACTs devices can be one of the popular initiatives.

The concept of FACTs was first introduced by Hingorani in 1998 [2]. The working principle of FACTs is to enable the system electric parameters to change fast and flexibly while maintaining the security, stability and reliability of power system; thus, optimizing the existing resources in reducing power loss and cost, while improving the efficiency of the power grid operation [3]. It is important to understand that FACTs devices confined several compensation devices such as unified power flow controller (UPFC), static VAR compensator (SVC), thyristor-controlled series compensator (TCSC), and static synchronous compensator (STATCOM). SVC is considered as a popular compensating device in power system. SVC is a parallel connected device which can act as variable capacitor or variable inductor.

The important uses of SVC are voltage stabilization of weak networks, reducing transmission losses, increasing power transfer capacity, increasing the small disturbance damping, improving voltage stability and removing power fluctuations [4]. SVC is chosen in this work based on its functionality. Optimal placement and sizing remain as a challenge in application of SVCs in voltage stability enhancement [5],[6]. Several optimization techniques have been invented to achieve the optimal solution for SVC installation for the purpose of minimizing the loss in power system or controlling the voltage level in a system within the acceptable limit determined by IEEE or IET standards. Otherwise, a power system will operate under low voltage level which in turn affecting the life time of a transmission cable in the system.

Heuristic optimization techniques have become an important approach in solving complex which is difficult to be solved using traditional approach [6],[7]. Heuristic optimization technique has been adopted in determining the optimization of FACTs devices for power system performance improvement. EP was used to optimize the size of SVC for minimization of loss and voltage profile improvement [8]. EP and AIS were used for SVC location and sizing optimization in IEEE 30-Bus RTS [9]. This application indicates that both EP and AIS is robust in achieving the optimal solution for SVC installation in power system.

On the other hand, improved version of traditional optimization techniques has also been proposed. Among the important techniques that can be highlighted, is a novel improved differential evolutionary (IDE) algorithm which is applied to optimize SVC and TCSC location and sizing for reactive power management in IEEE Bus-30 RTS, IEEE-57 RTS and IEEE-118 RTS [10]. Improved particle swarm in [11] is successfully applied in solving multi-objectives problems. However, the application dealt with the available transfer capability (ATC) study. Other important work that can be highlighted is the work conducted [12] where SVC and
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TCSC were used as the compensating devices. Gravitational search algorithm (GSA) is proposed for the loadability enhancement of the power system under different loading conditions by determining the optimal placement of different TCSC and SVC [13]. Another work conducted using whale optimization technique in [14] can be considered useful involving SVC and TCSC installation. Thus, a critical review may lead to an efficient decision in any compensation effort in power system.

This paper presents effects of multi-SVC installation for loss control in power system using multi-computational techniques. In this study, EP, AIS and Immune EP (IEP) were applied to identify the locations and sizing of SVC installation in controlling the transmission loss in power system. Controlling transmission loss in power systems is important as it enables optimal voltage control, reactive power compensation, and power flow regulation. By strategically placing SVCs, voltage stability is maintained, transmission losses are minimized, and system efficiency is improved, leading to reliable and secure operation. Results validated on the IEEE 30-Bus RTS revealed that all the techniques are comparable for loss control scheme in power system.

This paper is organized as follows. The objectives and problem formulations are established in Section II. Section III describes the optimization techniques used in detail. Section IV presents the test system used in the work. Section V presents the simulation results and discussions. Finally, Section VI concludes the paper with recommendations.

II. OBJECTIVE AND PROBLEM FORMULATION

Loss minimization is a vital remedial action applied in power system planning and operation. Transmission loss is proportionally translated to monetary loss as not all electricity generated is delivered to the customers. Compensation scheme such as installation of SVC can greatly reduce losses in the system. This research holds significant importance as its main objective is to study the effect of installing multi SVCs for loss control in power system using multi-computational intelligence techniques. The optimization of SVC location and sizing plays a crucial role in achieving this objective. By formulating the problem in terms of power loss minimization, this study addresses a critical aspect of enhancing power system efficiency and sustainability, thereby contributing to the advancement of power grid operations and control strategies.

The objective function, (OF) of this work is to minimize total loss in a transmission power system, which is mathematically represented by:

\[
OF = \min \sum_{i=1}^{n} P_{Loss,i}
\]

where \(n\) is number of buses in the system, and \(P_{Loss,i}\) is power loss for line \(i\) which can be determined using (2), (3) and (4).

\[
P_{Loss} = \sum_{i=1}^{n} \sum_{j=1}^{n} \left[ \alpha_{ij} (P_i P_j + Q_i Q_j) + \beta_{ij} (Q_i P_j + P_i Q_j) \right]
\]

where

\[
\alpha_{ij} = \frac{r_{ij}}{v_i v_j} \cos(\delta_i - \delta_j)
\]

\[
\beta_{ij} = \frac{\nu_{ij}}{v_i v_j} \sin(\delta_i - \delta_j)
\]

\[
r_{ij} = \text{line resistance between bus } i \text{ and bus } j
\]

\[
P_i \text{ and } P_j = \text{ active power at bus } i \text{ and bus } j
\]

\[
Q_i \text{ and } Q_j = \text{ reactive power at bus } i \text{ and bus } j
\]

\[
V_i \text{ and } V_j = \text{ voltage magnitude}
\]

\[
\delta_i \text{ and } \delta_j = \text{ voltage angles}
\]

\[
\alpha_{ij} = \text{active power loss factor}
\]

\[
\beta_{ij} = \text{reactive power loss factor}
\]

The objective function is subjected to voltage constraints and SVC location and sizing during the optimization process. The minimum voltage must be kept within the specified limits during the optimization process as indicated in (5).

\[
0.95 \text{ p.u.} \leq V_i \leq 1.05 \text{ p.u.}
\]

Electrical utilities maintain the voltage level to be in the range ±5 from the nominal voltage level. SVC can be located at load bus only.

The sizing of the SVC is subjected to constraint as shown in (6).

\[
0 \text{ MVar} \leq Q_{SVC} \leq 100 \text{ MVar}
\]

Loss reduction percentage (LRP) and V min improvement percentage (VIP) are used for comparison. LRP and VIP are computed based on (7) and (8).

\[
LRP = \frac{P_{Loss(\text{pre SVC})} - P_{Loss(\text{post SVC})}}{P_{Loss(\text{pre SVC})}}
\]

\[
VIP = \frac{V_{\text{min(\text{pre SVC})}} - V_{\text{min(\text{pre SVC})}}}{V_{\text{min(\text{pre SVC})}}}
\]

III. OPTIMIZATION TECHNIQUES

Optimization technique is a collection of mathematical principles and methods used in solving a quantitative problem. Optimization technique is one of the most preferred and widely used techniques to solve SVC location and sizing optimization for minimization of transmission loss. In this study, three promising and evolving optimization techniques are applied, namely EP, AIS, IEP for location and sizing optimization of SVC for power loss reduction.

A. Evolutionary Programming

Evolutionary Programming (EP) is an artificial intelligence method inspired from natural selection process to find the global optimum of a complex problem. It was first invented by Lawrence J. Fogel in the US in 1960 [15]. The mechanics of EP algorithm is illustrated in Fig. 1.

Step 1: Initialization

The initialization process of EP begins with generating the control variables for optimal location and sizing of SVC using a uniformly distributed random number generator. 20
individuals (parents) are generated based on the control variables for the first iteration. In this case, the control variables will represent the locations and sizing of the SVC units. Apparently, the number of control variables or decision variables will be doubled of the number of SVC units to be installed into the system. During initialization, parameters such as: number of individuals, mutation step size and maximum number of iterations are specified. The total loss of the system before optimization, $P_{\text{Loss (pre SVC)}}$ is calculated as the reference value. The individuals that violate the requirements and constraints are subsequently exterminated from the population pool.

**Fig. 1. Flow chart of EP algorithm.**

**Step 2: Fitness 1 Calculation**

Load flow programs are performed to calculate the fitness value which is the real power loss, $P_{\text{Loss (post SVC)}}$. If $P_{\text{Loss (post SVC)}} < P_{\text{Loss (pre SVC)}}$, and fulfills the other constraints specified, they will be accepted into the initial population pool. The general matrix for the initial population, $X$ is given by (9).

$$X = \begin{bmatrix} x_{11} & x_{12} & \cdots & x_{1q} & f_1 \\ x_{21} & x_{22} & \cdots & x_{2q} & f_2 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ x_{p1} & x_{p2} & \cdots & x_{pq} & f_p \end{bmatrix}$$

where:

- $p$ = population size
- $q$ = no. of variable

**Step 3: Mutation**

Mutation is a process to breed offspring. The individuals (parents) in the population pool are mutated to breed offspring using the Gaussian mutation operator [16]–[18]. The Gaussian mutation equation is given in (10).

$$x_{i+m,j} = x_{i,j} + N \left( 0, \beta \left( x_{j_{\text{max}}} - x_{j_{\text{min}}} \right) \left( \frac{f_i}{f_{\text{max}}} \right) \right)$$

where

- $x_{i+m,j}$ = offspring (mutated parent)
- $x_{i,j}$ = parent
- $N$ = Gaussian random variable
- $\beta$ = mutation scale $0 < \beta < 1$
- $x_{j_{\text{max}}}$ = maximum value of parent
- $x_{j_{\text{min}}}$ = minimum value of parent
- $f_i$ = fitness of the $i^{th}$ random number
- $f_{\text{max}}$ = maximum fitness

**Step 4: Fitness 2 Calculation**

Fitness 2 calculation is performed by running the load flow again, using the offsprings bred during the mutation process. The matrix for the offspring population, $X_{off}$ is given by (11).

$$X_{off} = \begin{bmatrix} \alpha_{11} & \alpha_{12} & \cdots & \alpha_{1q} & F_1 \\ \alpha_{21} & \alpha_{22} & \cdots & \alpha_{2q} & F_2 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ \alpha_{p1} & \alpha_{p2} & \cdots & \alpha_{pq} & F_n \end{bmatrix}$$

where

- $n$ = population size
- $m$ = no. of variable
- $F$ = fitness of the offspring

**Step 5: Combination Process**

The parent matrix and the offspring matrix are then combined in a cascaded form as in (12).

$$X_{\text{combined}} = \begin{bmatrix} X \\ X_{off} \end{bmatrix}$$

**Step 6: Selection Process and Convergence Test**

The individuals in matrix $X_{\text{combined}}$ is ranked in ascending order based on fitness value. 20 best individuals from matrix $X_{\text{combined}}$ are selected for the next iteration. New individuals are identified for the next iteration process. In this case, the new individuals will be equipped together with the corresponding fitness value for the next iteration or evolution. However, if the new individuals do not bring together the corresponding fitness values, Fitness 1 calculation needs to be conducted. A convergence test is used to check if the optimal solution has been achieved. Otherwise, Step 2 through Step 4
will be repeated until the convergence criterion is met or the iteration cycle reaches the maximum value set. EP algorithm converges when the difference between the maximum and minimum fitness values is 0.00001 presented mathematically in (13).

$$P_{\text{Loss(max)}} - P_{\text{Loss(min)}} \leq 0.00001 \quad (13)$$

That ends the EP process.

B. Artificial Immune System

Artificial Immune System (AIS) technique is inspired by biological immune system and has been used for computational models in solving complex real-world problems. The algorithms in artificial immune system adapt the immune system features of learning and memory to solve a problem. The evolution of AIS has its roots from the work of Farmer, Packard and Perelson [19]. The AIS flowchart is presented in Fig. 2.

**Step 1: Initialization**

The initialization process of AIS begins with generating the control variables for optimal SVC using a uniformly distributed random number generator. 20 individuals (parents) are initially generated based on the control variables for the first iteration. During initialization, parameters such as: number of individuals, mutation step size and maximum number of iterations were to be specified. The total loss of the system before optimization, $P_{\text{Loss(\text{pre SVC})}}$ is calculated as the reference value. The individuals that violate the requirements and constraints are subsequently exterminated from the population.

**Step 2: Parent Fitness Calculation**

Load flow programs is performed to calculate the fitness value which is real power loss, $P_{\text{Loss(\text{post SVC})}}$. If $P_{\text{Loss(\text{post SVC})}} < P_{\text{Loss(\text{pre SVC})}}$ and fulfills the other constraints specified, they are accepted into the initial population pool. The general matrix for the initial population, $X$ is given by (9).

**Step 3: Cloning Process**

The individuals in the initial pool, which are referred as parents, are cloned with a factor of 10 as suggested [20], [21]. The population size increases 10 folds after cloning. The general cloned matrix is given in (14) where $k$ is the cloning factor.

$$X_{\text{clone}} = \begin{bmatrix}
  x_{11} & x_{12} & \ldots & x_{1q} & f_1 \\
  x_{21} & x_{22} & \ldots & x_{2q} & f_2 \\
  \vdots & \vdots & \ddots & \vdots & \vdots \\
  x_{p1} & x_{p2} & \ldots & x_{pq} & f_p \\
  \vdots & \vdots & \ddots & \vdots & \vdots \\
  x_{11} & x_{12} & \ldots & x_{1m} & f_1 \\
  x_{21} & x_{22} & \ldots & x_{2q} & f_2 \\
  \vdots & \vdots & \ddots & \vdots & \vdots \\
  x_{p1} & x_{p2} & \ldots & x_{pq} & f_p \\
\end{bmatrix}_{k}$$

**Step 4: Mutation**

Mutation is a process to produce offspring. The individuals of the cloned population, $X_{\text{clone}}$ are mutated to breed offspring. Mutation equation in (10) is adapted.

**Step 5: Offspring Fitness Calculation**

Then, load flow analysis is performed to determine the fitness of the offspring. The matrix for the offspring population, $X_{\text{cloned_off}}$ is given by (15).

$$X_{\text{cloned_off}} = \begin{bmatrix}
  a_{11} & a_{12} & \ldots & a_{1q} & F_1 \\
  a_{21} & a_{22} & \ldots & a_{2q} & F_2 \\
  \vdots & \vdots & \ddots & \vdots & \vdots \\
  a_{p1} & a_{p2} & \ldots & a_{pq} & F_p \\
  \vdots & \vdots & \ddots & \vdots & \vdots \\
  a_{11} & a_{12} & \ldots & a_{1q} & F_1 \\
  a_{21} & a_{22} & \ldots & a_{2q} & F_2 \\
  \vdots & \vdots & \ddots & \vdots & \vdots \\
  a_{p1} & a_{p2} & \ldots & a_{pq} & F_p \\
\end{bmatrix}_{k}$$

where

- $p$ = population size
- $q$ = no. of variable
- $F$ = fitness of the offspring
- $k$ = cloning factor

**Step 6: Selection Process and Convergence Test**

Selection process is conducted to identify the survivors among the fittest. In this case, the individuals in matrix $X_{\text{cloned_off}}$ are ranked in ascending order based on fitness value. For this study, the individuals are ranked based on the lowest fitness value since the objective function is
minimization of total transmission loss. 20 best individuals from the matrix $X_{\text{cloned-offf}}$ are selected for the next iteration. A convergence test is used to check if the optimal solution has been achieved. Otherwise, Step 2 through Step 5 will be repeated until the convergence criterion is met or the iteration cycle reaches the maximum value set. AIS algorithm converges when the difference between the maximum and minimum fitness values is 0.00001 as presented in (13). That ends the AIS process.

C. Immune Evolutionary Programming

Immune Evolutionary Programming (IEP) is derived by integrating the traditional EP and AIS. The IEP flowchart is presented in Fig. 3.

Step 1: Initialization

The initialization process of EP begins with generating the control variables for optimal SVC using a uniformly distributed random number generator. 20 individuals (parents) are generated based on the control variables first iteration. During initialization, parameters such as: number of individuals, mutation step size and maximum number of iterations were to be specified. The total loss of the system before optimization, $P_{\text{Loss (pre SVC)}}$ is calculated as the reference value. The individuals that violate the requirements and constraints are subsequently exterminated from the population.

Step 2: Fitness 1 Calculation

Load flow programs are run to calculate the fitness value which is real power loss, $P_{\text{Loss (post SVC)}}$. If $P_{\text{Loss (post SVC)}} < P_{\text{Loss (pre SVC)}}$, and fulfils the other constraints specified, they will be accepted into the initial population pool. The general matrix for the initial population, $X$ is given by (9).

Step 3: Cloning

The individuals in the initial pool which are referred as parents are cloned with a factor of $k$ as in (14).

Step 4: Mutation

Mutation is a process to produce offspring. The individuals in the cloned population pool are mutated to breed offspring. The Gaussian mutation equation in (10) is adapted.

Step 5: Fitness 2 Calculation

Then, load flow analysis is performed to determine the fitness of the offspring. The matrix for the offspring population, $X_{\text{cloned-offf}}$ is obtained as shown in (15).

Step 6: Combination Process

The parent matrix and the offspring matrix are then combined in a cascaded form. If the parent matrix and the offspring matrix are represented by (9) and (15), respectively, then the combined matrix, $C$, has the form as in (16).

$$X_{\text{combined}} = \left[ \begin{array}{c} X \\ X_{\text{cloned-offf}} \end{array} \right]$$ (16)

Step 7: Selection Process and Convergence Test

The individuals in matrix $X_{\text{combined}}$ are ranked in ascending order based on fitness value. 20 best individuals from matrix $X_{\text{combined}}$ are selected for the next iteration. A convergence test is used to check if the optimal solution has been achieved. Otherwise, Step 2 through Step 4 will be repeated until the convergence criterion is met or the iteration cycle reaches the maximum value set. IEP algorithm converges when the difference between the maximum and minimum fitness values is 0.00001 as presented in (13). That ends the IEP process.

IV. TEST SYSTEM

The single line diagram of IEEE 30-Bus RTS used in this study [22] is shown Fig. 4, depicts the configuration of the power system. This system consists of five generators located at Bus 2, Bus 5, Bus 8, Bus 11, and Bus 13. There is a slack bus located at Bus 1 which serves as the reference point for voltage and frequency. There are 24 load buses in the system. The system is interconnected through a total of 41 bus interconnecting lines, forming a complex network. This power system topology is used for identifying and analyzing optimum location and sizing of SVC installation in controlling the transmission loss in power system.
V. RESULTS AND DISCUSSIONS

This section presents the results of multi-SVC installation for loss control in power system using multi-computational techniques.

A. Bus Category Identification

Test was performed on IEEE 30-Bus RTS to identify the weak and strong buses of this system. An increasing reactive power load, \(Q_d\) was subjected to each of the load bus in the system and the corresponding voltage at the bus is recorded until the system collapsed. The results are presented in Fig. 1. From the figure, buses 26, 29 and 30 are identified as the weak buses indicated by their low maximum loadability value, \(Q_{d,max}\) of each bus. For instance, the \(Q_{d,max}\) for Bus 26 is 30 MVAR with its corresponding voltage 0.6997 p.u.. Other weak buses can be referred to the same figure. The identified strong buses for this system are buses 6, 4 and 3 due to maximum loadability of each bus. The \(Q_{d,max}\) for all the three strong buses are 200 MVAR. The summary of all the details of weak and strong buses are tabulated in Table I.

B. Multi SVCs Installation

In this study, EP, AIS and IEP are validated on IEEE 30-Bus RTS to determine the effect of SVC installation on power loss and voltage profile of the system. In this study, three scenarios have been considered as follows:

- Scenario 1: Single SVC installation.
- Scenario 2: 2 units of SVC installation.
- Scenario 3: 3 units of SVC installation.

TABLE 2 tabulates the implementation scope of the multi-SVC installation on IEEE 30-Bus RTS. These are the scenarios studied to evaluate the proposed optimization algorithm in finding the optimal location and sizing of SVCs.

1) Scenario 1: Single SVC installation: This section discusses the optimization results of single SVC installation in the attempt to minimize the \(P_{Loss}\) of the system. All together 6 buses were subjected to reactive power load; 3 weak buses (Bus 26, 29, 30) and 3 strong buses (Bus 6, 4, 3).

When the load is increased to 30 MVAR, \(V_{min}\) increased from 0.691 p.u. to 0.973 p.u., where the VIP is 40.799%. AIS and IEP also managed to achieve these results. Generally, the values of VIP increase as the reactive power loading is increased regardless of any optimization technique. More details can be referred to the same table.

Fig. 4. IEEE 30-Bus reliability test system.

Fig. 5. Minimum voltage profile of IEEE 30-Bus RTS with load variation.
### Table I. Summary of 3 Weakest and 3 Strongest Buses in IEEE 30-Bus RTS

<table>
<thead>
<tr>
<th>Bus category</th>
<th>Bus Number</th>
<th>Reactive Load (MVar)</th>
<th>Voltage at loaded bus (p.u.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weak</td>
<td>26</td>
<td></td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td></td>
<td>35</td>
</tr>
<tr>
<td></td>
<td>29</td>
<td></td>
<td>35</td>
</tr>
<tr>
<td>Strong</td>
<td>6</td>
<td></td>
<td>200</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td></td>
<td>200</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td></td>
<td>200</td>
</tr>
</tbody>
</table>

### Table II. Implementation Scope

<table>
<thead>
<tr>
<th>Scenario</th>
<th>SVC</th>
<th>Bus Category</th>
<th>Bus Subjected to $Q_d$ Load</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>Weak</td>
<td>26, 29, 30</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>Strong</td>
<td>6, 4, 3</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>Weak</td>
<td>26, 29, 30</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Strong</td>
<td>6, 4, 3</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>Weak</td>
<td>26, 29, 30</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Strong</td>
<td>6, 4, 3</td>
</tr>
</tbody>
</table>

### Table III. $P_{Loss}$ and LRP of Single SVC Optimization

| Bus | $Q_d$ (MVar) | Pre SVC $P_{Loss}$ (MW) | Single SVC Post Installation | | | EP | AIS | IEP |
|-----|--------------|--------------------------|-----------------------------|---|---|---|
|     |              |                          | $P_{Loss}$ (MW) | LRP (%) | $P_{Loss}$ (MW) | LRP (%) | $P_{Loss}$ (MW) | LRP (%) |
| 26  | 10           | 18.230                   | 17.820                     | 2.249  | 17.820         | 2.249  | 17.820         | 2.249  |
|     | 30           | 26.109                   | 17.542                     | 32.815 | 17.542         | 32.815 | 17.542         | 32.815 |
| 29  | 10           | 18.116                   | 17.559                     | 3.080  | 17.559         | 3.080  | 17.559         | 3.080  |
| 30  | 10           | 18.109                   | 17.753                     | 1.969  | 17.753         | 1.969  | 17.753         | 1.969  |
| 6   | 50           | 18.017                   | 17.603                     | 2.297  | 17.603         | 2.297  | 17.603         | 2.297  |
|     | 100          | 19.139                   | 17.608                     | 8.001  | 18.022         | 5.838  | 18.022         | 5.838  |
| 4   | 50           | 18.265                   | 17.479                     | 4.301  | 17.479         | 4.301  | 17.479         | 4.301  |
|     | 100          | 19.838                   | 17.626                     | 11.148 | 17.626         | 11.148 | 17.626         | 11.148 |
| 3   | 50           | 18.529                   | 17.508                     | 5.511  | 17.508         | 5.511  | 17.508         | 5.511  |
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### TABLE IV. $V_{\text{min}}$ AND VIP OF SINGLE SVC OPTIMIZATION

<table>
<thead>
<tr>
<th>Bus</th>
<th>$Q_d$ (MVar)</th>
<th>Pre SVC $V_{\text{min}}$ (p.u.)</th>
<th>Single SVC Post Installation</th>
<th>EP</th>
<th>AIS</th>
<th>IEP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$V_{\text{min}}$ (p.u.)</td>
<td>VIP (%)</td>
<td>$V_{\text{min}}$ (p.u.)</td>
</tr>
<tr>
<td>26</td>
<td>10</td>
<td>0.940</td>
<td>0.957</td>
<td>1.841</td>
<td>0.957</td>
<td>1.841</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.691</td>
<td>0.973</td>
<td>40.799</td>
<td>0.973</td>
<td>40.799</td>
</tr>
<tr>
<td>29</td>
<td>10</td>
<td>0.944</td>
<td>0.951</td>
<td>0.774</td>
<td>0.951</td>
<td>0.774</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.865</td>
<td>1.008</td>
<td>16.461</td>
<td>1.008</td>
<td>16.461</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.752</td>
<td>1.007</td>
<td>33.838</td>
<td>1.007</td>
<td>33.838</td>
</tr>
<tr>
<td>30</td>
<td>10</td>
<td>0.933</td>
<td>0.953</td>
<td>2.230</td>
<td>0.953</td>
<td>2.230</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.844</td>
<td>1.007</td>
<td>19.282</td>
<td>1.007</td>
<td>19.353</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.707</td>
<td>1.006</td>
<td>42.241</td>
<td>0.997</td>
<td>40.996</td>
</tr>
<tr>
<td>6</td>
<td>50</td>
<td>0.978</td>
<td>0.994</td>
<td>1.615</td>
<td>0.987</td>
<td>0.910</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.950</td>
<td>0.966</td>
<td>1.694</td>
<td>0.982</td>
<td>3.357</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.931</td>
<td>0.954</td>
<td>2.437</td>
<td>0.954</td>
<td>2.437</td>
</tr>
<tr>
<td>4</td>
<td>50</td>
<td>0.986</td>
<td>0.996</td>
<td>0.994</td>
<td>0.989</td>
<td>0.243</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.956</td>
<td>0.964</td>
<td>0.847</td>
<td>0.966</td>
<td>0.962</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.923</td>
<td>0.952</td>
<td>3.208</td>
<td>0.952</td>
<td>3.208</td>
</tr>
<tr>
<td>3</td>
<td>50</td>
<td>0.987</td>
<td>0.991</td>
<td>0.355</td>
<td>0.992</td>
<td>0.506</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.949</td>
<td>0.952</td>
<td>0.305</td>
<td>0.954</td>
<td>0.495</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.905</td>
<td>0.956</td>
<td>5.634</td>
<td>0.956</td>
<td>5.634</td>
</tr>
</tbody>
</table>

### TABLE V. $P_{\text{loss}}$ AND LRP OF 2 SVCs OPTIMIZATION

<table>
<thead>
<tr>
<th>Bus</th>
<th>$Q_d$ (MVar)</th>
<th>Pre SVC $P_{\text{loss}}$ (MW)</th>
<th>2 SVCs Post Installation</th>
<th>EP</th>
<th>AIS</th>
<th>IEP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$P_{\text{loss}}$ (MW)</td>
<td>LRP (%)</td>
<td>$P_{\text{loss}}$ (MW)</td>
<td>LRP (%)</td>
</tr>
<tr>
<td>26</td>
<td>10</td>
<td>18.230</td>
<td>17.799</td>
<td>2.362</td>
<td>17.806</td>
<td>2.324</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>20.252</td>
<td>17.638</td>
<td>12.906</td>
<td>17.638</td>
<td>12.905</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>26.109</td>
<td>17.663</td>
<td>32.352</td>
<td>17.663</td>
<td>32.352</td>
</tr>
<tr>
<td>29</td>
<td>10</td>
<td>18.116</td>
<td>17.595</td>
<td>2.880</td>
<td>17.595</td>
<td>2.880</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>19.386</td>
<td>17.672</td>
<td>8.837</td>
<td>17.864</td>
<td>7.849</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>22.441</td>
<td>17.885</td>
<td>20.304</td>
<td>17.571</td>
<td>21.704</td>
</tr>
<tr>
<td>30</td>
<td>10</td>
<td>18.109</td>
<td>17.775</td>
<td>1.843</td>
<td>17.769</td>
<td>1.879</td>
</tr>
<tr>
<td>6</td>
<td>50</td>
<td>18.017</td>
<td>17.520</td>
<td>2.754</td>
<td>17.520</td>
<td>2.754</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>19.139</td>
<td>18.115</td>
<td>5.351</td>
<td>18.365</td>
<td>4.045</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>20.568</td>
<td>18.999</td>
<td>7.627</td>
<td>19.141</td>
<td>6.937</td>
</tr>
<tr>
<td>4</td>
<td>50</td>
<td>18.265</td>
<td>17.480</td>
<td>4.296</td>
<td>17.622</td>
<td>3.519</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>19.838</td>
<td>17.572</td>
<td>11.423</td>
<td>17.572</td>
<td>11.423</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>22.431</td>
<td>17.929</td>
<td>20.071</td>
<td>17.929</td>
<td>20.071</td>
</tr>
<tr>
<td>3</td>
<td>50</td>
<td>18.529</td>
<td>17.615</td>
<td>4.932</td>
<td>17.615</td>
<td>4.931</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>20.724</td>
<td>17.926</td>
<td>13.503</td>
<td>17.926</td>
<td>13.503</td>
</tr>
</tbody>
</table>
TABLE VI. \( V_{\text{min}} \) AND VIP OF 2 SVCs OPTIMIZATION

<table>
<thead>
<tr>
<th>Bus</th>
<th>( Q_d ) (MVar)</th>
<th>Pre SVC ( V_{\text{min}} ) (p.u.)</th>
<th>2 SVCs Post Installation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>( V_{\text{min}} ) (p.u.)</td>
<td>EP</td>
</tr>
<tr>
<td></td>
<td></td>
<td>VIP (%)</td>
<td>( V_{\text{min}} ) (p.u.)</td>
</tr>
<tr>
<td>26</td>
<td>10</td>
<td>0.940</td>
<td>0.953</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.945</td>
<td>1.008</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.691</td>
<td>0.955</td>
</tr>
<tr>
<td>29</td>
<td>10</td>
<td>0.944</td>
<td>0.983</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.865</td>
<td>0.991</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.752</td>
<td>1.009</td>
</tr>
<tr>
<td>30</td>
<td>10</td>
<td>0.933</td>
<td>0.971</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.844</td>
<td>1.008</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.707</td>
<td>1.010</td>
</tr>
<tr>
<td>6</td>
<td>50</td>
<td>0.978</td>
<td>0.9969</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.950</td>
<td>0.9843</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.931</td>
<td>0.9653</td>
</tr>
<tr>
<td>4</td>
<td>50</td>
<td>0.986</td>
<td>0.9988</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.956</td>
<td>0.9813</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.923</td>
<td>0.9528</td>
</tr>
<tr>
<td>3</td>
<td>50</td>
<td>0.987</td>
<td>1.0088</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.949</td>
<td>0.9613</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.905</td>
<td>0.9918</td>
</tr>
</tbody>
</table>

2) Scenario 2: 2 SVCs installation: Table V presents the results for 2 SVCs installation involving weak buses and strong buses. In general, all techniques managed to reduce the power loss in the system with 2 SVCs installation. For instance, when Bus 26 was subjected to 30 MVAR, the installation of 2 SVCs managed to reduce the loss from 26.109 MW to 17.663 MW, solved using EP. The LRP is 32.352%. AIS and IEP also managed to achieve similar results. On the other hand, when strong buses (Bus 6, 4, 3) were subjected to 50 MVAR, the installation of 2 SVCs managed to reduce the losses, solved using all the three techniques. However, the LRP in the range of 2.5% to 5% only. This implies that SVC installation reduces the loss in the power system greatly when weak buses are subjected to reactive power load compared to strong buses.

Table VI presents \( V_{\text{min}} \) and VIP before and after the 2 SVCs installation. Overall, 2 SVCs installation increases the \( V_{\text{min}} \) in both weak buses and strong buses regardless of the optimization techniques applied. For instance, when Bus 30 is subjected to 30 MVAR, \( V_{\text{min}} \) is increased from 0.707 p.u. to 1.010 p.u., solved using EP. The VIP is 42.877%. AIS and IEP also managed to achieve VIP in the similar range. Details on other buses can be referred to Table VI.

3) Scenario 3: 3 SVCs installation: Table VII presents the results for 3 SVCs installation involving weak buses and strong buses. 3 SVCs installation reduced loss in the system regardless the techniques applied. When Bus 30 is subjected to 30 MVAR, the loss was reduced from 26.109 MW to 19.140 MW which implies a LRP of 26.695% solving with EP. For the same scenario the LRP was 32.815% for single SVC installation and 32.352% for 2 SVCs installation. Similar results were observed with AIS and IEP. These results indicate, installation of multi-SVC not necessarily further reduces the loss of the power system. Based on the results, a maximum of 2 SVCs installation is recommended. However, other constraints of the power system need to considered. The details can be referred Table VII.

Table VIII presents \( V_{\text{min}} \) and VIP before and after the 3 SVCs installation. Overall, 3 SVCs installation increases the \( V_{\text{min}} \) in both weak buses and strong buses regardless of the optimization techniques applied. The best VIP was recorded when Bus 30 was subjected to 30 MVAR. The \( V_{\text{min}} \) was increased from 0.691 p.u. to 1.010 p.u. solving using EP. The VIP is 46.228%. AIS and IEP also managed to achieve same results. Results for other buses can be referred to Table VIII.
### TABLE VII. P Loss AND LRP OF 3 SVCS INSTALLATION

<table>
<thead>
<tr>
<th>Bus</th>
<th>( Q_d ) (MVar)</th>
<th>Pre SVC ( P_{\text{loss}} ) (MW)</th>
<th>3 SVCs Post Installation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>( P_{\text{loss}} ) (MW)</td>
<td>( \text{LRP} ) (%)</td>
</tr>
<tr>
<td>26</td>
<td>10</td>
<td>18.230</td>
<td>17.922</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>20.252</td>
<td>18.005</td>
</tr>
<tr>
<td>29</td>
<td>10</td>
<td>18.116</td>
<td>17.579</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>19.386</td>
<td>17.517</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>22.441</td>
<td>18.553</td>
</tr>
<tr>
<td>30</td>
<td>10</td>
<td>18.109</td>
<td>17.533</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>19.548</td>
<td>17.585</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>23.442</td>
<td>17.526</td>
</tr>
<tr>
<td>6</td>
<td>50</td>
<td>18.017</td>
<td>17.515</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>19.139</td>
<td>17.716</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>20.568</td>
<td>18.382</td>
</tr>
<tr>
<td>30</td>
<td>50</td>
<td>18.265</td>
<td>17.582</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>19.838</td>
<td>17.663</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>22.431</td>
<td>17.804</td>
</tr>
<tr>
<td>3</td>
<td>50</td>
<td>18.529</td>
<td>17.518</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>20.724</td>
<td>18.118</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>24.463</td>
<td>18.175</td>
</tr>
</tbody>
</table>

### TABLE VIII. V min AND VIP OF 3 SVCS INSTALLATION

<table>
<thead>
<tr>
<th>Bus</th>
<th>( Q_d ) (MVar)</th>
<th>Pre SVC ( V_{\text{min}} ) (p.u.)</th>
<th>3 SVCs Post Installation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>( V_{\text{min}} ) (p.u.)</td>
<td>VIP (%)</td>
</tr>
<tr>
<td>26</td>
<td>10</td>
<td>0.940</td>
<td>1.458</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.845</td>
<td>1.957</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.691</td>
<td>46.228</td>
</tr>
<tr>
<td>29</td>
<td>10</td>
<td>0.944</td>
<td>1.006</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.865</td>
<td>10.843</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.752</td>
<td>10.010</td>
</tr>
<tr>
<td>30</td>
<td>10</td>
<td>0.933</td>
<td>2.059</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.844</td>
<td>13.119</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.707</td>
<td>35.649</td>
</tr>
<tr>
<td>6</td>
<td>50</td>
<td>0.978</td>
<td>1.001</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.950</td>
<td>2.315</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.931</td>
<td>5.659</td>
</tr>
<tr>
<td>3</td>
<td>50</td>
<td>0.987</td>
<td>1.006</td>
</tr>
</tbody>
</table>
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C. Location and Sizing of SVCs

The installation of SVCs into the system as the initiative to reduce the total power loss will require the optimal locations and sizing. The multi-SVC locations and sizing details for all the three scenarios are tabulated in Tables IX to XI.

Scenario 1: Location and sizing of single SVC: The results for Scenario 1 are tabulated in Table IX. Only location and sizing of single SVC for \( Q_{d,\text{max}} \) for each bus are shown to simplify the results. For instance, when Bus 26 is subjected to 30 MVAR, the single SVC to be installed at Bus 26 of a 31.161 MVAR for a LRP of 32.815%, solved by EP. AIS and IEP also solved the same location for SVC installation and same range of SVC sizing, which implies that all the three techniques are comparable. Details of single SVC location and sizing when other buses are subjected to \( Q_{d,\text{max}} \) can be referred to Table IX.

1) Scenario 2: Location and sizing of 2 SVCs: The results for Scenario 2 are tabulated in Table X. Only location and sizing of 2 SVCs for \( Q_{d,\text{max}} \) for each bus are shown for simplification purpose. For instance, when Bus 26 is subjected to 30 MVAR, the 2 SVCs to be installed are at Bus 28 (27.535 MVAR) and Bus 26 (27.893 MVAR) for a LRP of 32.352%, solved by EP. The total SVC sizing was 55.428 MVAR. AIS and IEP also solved the same location for SVC installation and same range of SVC sizing, which implies that all the three techniques are comparable.

However, it was observed the sizing of single SVC is much lower for the same scenario compared to total SVC sizing when 2 SVCs installation was opted. In this case, single SVC and 2 SVCs installations has same range of LRP. This implies, multi-SVC is not always an option to reduce loss in the system. Other factors such as installation cost, maintenance cost and accessibility need to be considered before opting for multi-SVC installation. Details of 2 SVCs location and sizing when other buses are subjected to \( Q_{d,\text{max}} \) can be referred to Table X.
2) Scenario 3: Location and sizing of 3 SVCs: The results for Scenario 3 are tabulated in Table XI. Only location and sizing of 3 SVCs for \( Q_{d,\text{max}} \) for each bus are shown for simplification purpose. For instance, when Bus 26 is subjected to 30 MVAR, the 3 SVCs to be installed are at Bus 10 (35.094 MVAR), Bus 16 (59.106 MVAR) and Bus 26 (41.203 MVAR) for a LRP of 26.695%, solved by EP. The total SVC sizing was 135.403 MVAR. IEP also solved the same location and sizing while AIS solved different location and sizing as shown in the same table.

On the other hand, it was observed the sizing of single SVC and 2 SVCs are much lower for the same scenario compared to total SVC sizing when 3 SVCs installation was opted. In this case, single SVC and 2 SVCs installations have higher LRP compared to 3 SVCs. This implies, multi-SVC is not necessarily an option to obtain the highest LRP in the system. Based on the results, installation of 3 SVCs in not recommended as the LRP achieved is lower compared to single SVC and 2 SVCs. Other factors such as installation cost, maintenance cost and accessibility need to be considered before opting for multi-SVC installation. Details of 3 SVCs location and sizing when other buses are subjected to \( Q_{d,\text{max}} \) can be referred to Table XI.

### TABLE X. LOCATION AND SIZING OF 2 SVC INSTALLATION

<table>
<thead>
<tr>
<th>Bus</th>
<th>( Q_{d} ) (MVar) Max</th>
<th>OT</th>
<th>Location 1</th>
<th>2 SVCs Installation</th>
<th>Location 2</th>
<th>Sizing 1 (MVar)</th>
<th>Sizing 2 (MVar)</th>
<th>Total Sizing (MVar)</th>
<th>LRP (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>26</td>
<td>30</td>
<td>EP</td>
<td>28</td>
<td>27.535</td>
<td>Location 2</td>
<td>26</td>
<td>27.893</td>
<td>55.428</td>
<td>32.352</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AIS</td>
<td>28</td>
<td>27.534</td>
<td>Location 2</td>
<td>26</td>
<td>27.891</td>
<td>55.425</td>
<td>32.352</td>
</tr>
<tr>
<td></td>
<td></td>
<td>IEP</td>
<td>28</td>
<td>27.535</td>
<td>Location 2</td>
<td>26</td>
<td>27.893</td>
<td>55.428</td>
<td>32.352</td>
</tr>
<tr>
<td>29</td>
<td>30</td>
<td>EP</td>
<td>3</td>
<td>44.272</td>
<td>Location 2</td>
<td>29</td>
<td>46.766</td>
<td>91.038</td>
<td>20.304</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AIS</td>
<td>5</td>
<td>55.284</td>
<td>Location 2</td>
<td>29</td>
<td>35.691</td>
<td>90.975</td>
<td>21.704</td>
</tr>
<tr>
<td></td>
<td></td>
<td>IEP</td>
<td>3</td>
<td>44.277</td>
<td>Location 2</td>
<td>29</td>
<td>46.771</td>
<td>91.048</td>
<td>20.303</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AIS</td>
<td>30</td>
<td>24.403</td>
<td>Location 2</td>
<td>25</td>
<td>13.643</td>
<td>38.046</td>
<td>24.649</td>
</tr>
<tr>
<td></td>
<td></td>
<td>IEP</td>
<td>30</td>
<td>24.405</td>
<td>Location 2</td>
<td>25</td>
<td>13.645</td>
<td>38.050</td>
<td>24.649</td>
</tr>
<tr>
<td>6</td>
<td>150</td>
<td>EP</td>
<td>28</td>
<td>38.985</td>
<td>Location 3</td>
<td>9</td>
<td>69.217</td>
<td>108.202</td>
<td>7.6270</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AIS</td>
<td>4</td>
<td>94.773</td>
<td>Location 3</td>
<td>3</td>
<td>50.068</td>
<td>144.841</td>
<td>6.9370</td>
</tr>
<tr>
<td></td>
<td></td>
<td>IEP</td>
<td>28</td>
<td>38.985</td>
<td>Location 3</td>
<td>9</td>
<td>69.217</td>
<td>108.202</td>
<td>7.6270</td>
</tr>
<tr>
<td>4</td>
<td>150</td>
<td>EP</td>
<td>4</td>
<td>94.776</td>
<td>Location 3</td>
<td>3</td>
<td>50.071</td>
<td>144.847</td>
<td>20.071</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AIS</td>
<td>4</td>
<td>94.774</td>
<td>Location 3</td>
<td>3</td>
<td>50.068</td>
<td>144.842</td>
<td>20.071</td>
</tr>
<tr>
<td></td>
<td></td>
<td>IEP</td>
<td>4</td>
<td>94.776</td>
<td>Location 3</td>
<td>3</td>
<td>50.071</td>
<td>144.847</td>
<td>20.071</td>
</tr>
<tr>
<td>3</td>
<td>150</td>
<td>EP</td>
<td>3</td>
<td>99.873</td>
<td>Location 3</td>
<td>23</td>
<td>12.221</td>
<td>112.095</td>
<td>24.510</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AIS</td>
<td>5</td>
<td>10.998</td>
<td>Location 3</td>
<td>3</td>
<td>97.245</td>
<td>108.243</td>
<td>23.853</td>
</tr>
<tr>
<td></td>
<td></td>
<td>IEP</td>
<td>28</td>
<td>27.535</td>
<td>Location 3</td>
<td>26</td>
<td>27.893</td>
<td>55.428</td>
<td>32.352</td>
</tr>
</tbody>
</table>

### TABLE XI. LOCATION AND SIZING OF 3 SVC INSTALLATION

<table>
<thead>
<tr>
<th>Bus</th>
<th>( Q_{d} ) (MVar) Max</th>
<th>OT</th>
<th>Location 1</th>
<th>3 SVCs Installation</th>
<th>Location 2</th>
<th>Sizing 1 (MVar)</th>
<th>Sizing 2 (MVar)</th>
<th>Location 3</th>
<th>Sizing 3 (MVar)</th>
<th>Total Sizing (MVar)</th>
<th>LRP (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>26</td>
<td>30</td>
<td>EP</td>
<td>10</td>
<td>35.094</td>
<td>Location 3</td>
<td>16</td>
<td>59.106</td>
<td>26</td>
<td>41.203</td>
<td>135.403</td>
<td>26.695</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AIS</td>
<td>4</td>
<td>51.876</td>
<td>Location 3</td>
<td>2</td>
<td>56.146</td>
<td>26</td>
<td>51.689</td>
<td>159.710</td>
<td>28.162</td>
</tr>
<tr>
<td></td>
<td></td>
<td>IEP</td>
<td>10</td>
<td>35.099</td>
<td>Location 3</td>
<td>16</td>
<td>59.109</td>
<td>26</td>
<td>41.206</td>
<td>135.414</td>
<td>26.693</td>
</tr>
<tr>
<td>29</td>
<td>30</td>
<td>EP</td>
<td>3</td>
<td>92.551</td>
<td>Location 3</td>
<td>29</td>
<td>46.659</td>
<td>9</td>
<td>46.018</td>
<td>185.228</td>
<td>17.327</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AIS</td>
<td>3</td>
<td>44.277</td>
<td>Location 3</td>
<td>29</td>
<td>46.771</td>
<td>11</td>
<td>44.591</td>
<td>135.639</td>
<td>20.303</td>
</tr>
<tr>
<td></td>
<td></td>
<td>IEP</td>
<td>3</td>
<td>92.558</td>
<td>Location 3</td>
<td>29</td>
<td>46.664</td>
<td>9</td>
<td>46.023</td>
<td>185.244</td>
<td>17.326</td>
</tr>
</tbody>
</table>
effectiveness of EP, AIS and IEP in tackling large-scale computational intelligence techniques. It also showcases the addressing similar optimization problems in other power technical challenges and highlights their potential for problem of multi-SVC allocation. These results provide valuable insights for power system optimization and have system scenarios.

Findings of this study have broader implications for the field of power system optimization and control. It contributes to advancing the understanding of SVC installation for enhancing power system performance using multi-computational intelligence techniques. It also showcases the effectiveness of EP, AIS and IEP in tackling large-scale technical challenges and highlights their potential for addressing similar optimization problems in other power system scenarios.

In summary, this work demonstrates the efficacy of EP, AIS, and IEP in solving the optimal location and sizing problem of multi-SVC allocation. These results provide valuable insights for power system optimization and have broader implications for improving power grid performance, reliability, and efficiency.
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Economic Development Efficiency Based on Tobit Model: Guided by Sustainable Development
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Abstract—At present, in resource-based regions in China, it has been seriously restricted in the harmonious growth of green economy (GE) and environment. To find and solve the problems that affect the quality of regional GE development, the study took Xinjiang, a resource-based province, as the research object. With the data of 14 prefectures and cities in Xinjiang from 2017 to 2022, an evaluation model for the efficiency of GE development based on DEA-Tobit was constructed. Data envelopment analysis (DEA) measures the spatial autocorrelation and distribution characteristics of GE development efficiency in various prefectures and cities in Xinjiang. The influencing factors were analyzed by using Tobit model. From the empirical results, there are obvious differences in the spatial distribution of GE development among various prefectures and cities in Xinjiang. The average value is 0.7289, the highest value is 1, and the lowest value is 0.3684, with a difference of 0.6316. The efficiency values of GE in the seven regions R1, R2, R4, R6, R7, R9, and R13 have reached 1, and DEA is effective. Based on the global and local Moran index, it can be seen that there is no obvious spatial correlation between the development efficiency of green economy in the cities and cities of Xinjiang, and the absolute value of its coefficient is not more than 0.5. From the results of the Tobit model, there are still areas for raising the efficiency of GE development in most regions of Xinjiang. Based on the established DEA-Tobit GE development efficiency evaluation model, this study proposes targeted development strategies for improving the efficiency of GE development in Xinjiang.

Keywords—Tobit model; DEA; economic development efficiency; Moran index

I. INTRODUCTION

The coordination and win-win situation of "economic growth" and "resources and environment" is the essence of green development. Improving the quality of economic development and enhancing the GE efficiency is the way to achieve that. [1]. Currently, green development is promising direction of development. The proposal of this concept can not only solve the relationship between humans and nature, but also apply the concept to people's daily lives. This has played a positive role in establishing a resource saving and environmental friendly society. This has achieved the harmonious development of the economy, society, and ecological environment [2]. Along with the sustained and rapid growth of economy, the ecological environment has also deteriorated. This has restricted the harmonious development of the economy and environment in countries, especially in resource-based regions. However, in the current researches, there are few systematic researches on the efficiency of GE development in specific provinces. In the northwest frontier of China is Xinjiang, a province with harsh natural environmental conditions and a low economic development. Ecological and environmental problems occur consequently. This has restricted the high-quality development of Xinjiang's economy [3,4]. Therefore, achieving green transformation and development in Xinjiang is an inevitable requirement for achieving sustainable development. Since there are few research results on green economy development efficiency in Xinjiang, taking it as the main body of research and carrying out detailed research from prefecture-prefecture level can enrich the field of green economy development efficiency in this region. Based on the double carbon background, this study applies the green related theory to the reality of green economy development in Xinjiang, which can expand the research ideas in this field. In addition, the research mainly constructs two empirical models. They are the DEA model of non-expected output and the Tobit spatial measurement model respectively; and the representative indicators of Xinjiang region are selected. This experiment not only measured the development efficiency of green economy in this region, but also innovatively conducted a further comparative analysis of its spatial distribution characteristics. The research combines measurement methods, spatial distribution rules and influencing factors to make the research results more convincing. Since the improvement of the development efficiency of green economy is a long-term development process, its input and output have a certain lag, which will also have a certain impact on the measurement results. This is what future research needs to improve as much as possible.

This study takes the green development of various states in Xinjiang as the research object, including five parts. At the beginning of the article, the first part mainly introduces the research background, significance, current situation and methods of the development efficiency of green economy. The second part describes the theoretical basis of green economy development and literature review. Respectively from the foreign and domestic two levels to comb and summarize. The third part is the method design of economic development efficiency measurement. It is mainly divided into two sections. The first section is to preliminarily screen the evaluation indicators of green economic development efficiency and establish a DEA model to calculate the corresponding green development efficiency value. The second section further extracts the effective indicators and constructs the evaluation model of green economy development efficiency based on Tobit. The fourth part is the empirical analysis of green economy development efficiency in Xinjiang from 2017 to 2019. The corresponding data were collected, and the spatial panel Tobit regression model was established to analyze the influence degree of the seven indicators on the green
development efficiency in Xinjiang. The last part is based on the empirical analysis results, and puts forward specific suggestions for the green development of Xinjiang.

II. RELATED WORKS

With the economic development and living standard improvement, natural environmental pollution is also increasing. Therefore, the GE has gradually become the hot issue of many researchers at home and abroad, and has been studied in various aspects. Scholars such as Ohene Arsame have evaluated the energy efficiency of African countries and its determinants through bootstrap truncated regression. The study showed that economic development and technological progress had a positive influence on energy efficiency in African countries [5]. Researchers such as Mikhno analyzed environmental impact factors on other quality of life indicators and the main trends and issues that had emerged since the introduction of the "GE". Research has proven that with the extensive development of the economy, the per capita GDP has significantly decreased [6]. Wang et al. constructed a coupling coordination degree evaluation method with entropy weight. Quantitative analysis was conducted on the sustainable development trend and subsystem coupling of regional GE. Research has shown that the model is feasible for the development of regional GE [7]. A heterogeneous stochastic frontier model was used to measure China's GE efficiency by researchers such as Qin. The GE efficiency in China was unsatisfactory, and regional heterogeneity was significant [8]. GE efficiency and regional differences of 11 cities in Zhejiang were measured with the non-radial DEA model of the Malquist index by Lu et al. From the research, the main factors affecting the urban GE efficiency in Zhejiang were industrial structure, environment, and urbanization degree [9].

Scholars such as Zhao measured the air pollution control by adopting the proportion of air pollutant emissions to GDP. This study has effectively verified the relevance among air pollution, technology, investment, and GE development [10]. Zheng and other researchers based on the super-efficient DEA framework. It incorporated non expected output into the measurement index of regional economic development with a non-radial distance function. This study showed that the influence of financial aggregation on local GE had a non-linear threshold feature [11]. Lebedeva et al. compared existing GE assessment methods. The study found that current methods were mainly used to measure the "greening" of the economy [12]. To raise the efficiency of urban GE planning, researchers such as Liu have constructed a model based on an improved genetic algorithm. From the research results, the model has a high calculation accuracy and can be adopted in the design of urban greening planning [13]. Rutskiy and other experts have constructed a regression model based on empirical correlation. This model defined the impact of GE factors on manufacturing productivity. The research results showed that pollution control equipment and factory investment had a significant positive impact on the GE manufacturing industry [14].

To sum up, predecessors usually compare efficiency measurements based on a single structured data indicator system, while there are few researches on the major reasons influencing the efficiency of GE development. In addition, the systematic and comprehensive efficiency analysis for specific provinces is also absent. Therefore, this study is aimed at specific provinces and regions, using Tobit model and DEA to measure the reasons influencing the efficiency of GE development in the province, thereby providing practical suggestions for these factors.

III. ECONOMIC DEVELOPMENT EFFICIENCY BASED ON TOBIT MODEL

A. Preliminary Selection of Evaluation Indicators for the Efficiency of GE Development

The term "GE" was proposed by the famous British economist Pearce. It believes that the GE is an economic development model that both human and nature can bear [15]. Moreover, this model will not cause ecological and social imbalances due to economic growth, nor will it restrict the constant growth of economy due to the depletion of natural resources. With the introduction of GE, many methods have been developed to measure the efficiency. However, there is currently no complete indicator system for the efficiency of GE development. Based on massive relevant achievements on green development, combined with the actual situation and data of various states and cities, the study screened the issues that affecting the efficiency of GE. For the establishment of an indicator system, it is first necessary to follow the principles shown in Fig. 1.

![Fig. 1. Principles of establishing GE development efficiency index system.](image)

In Fig. 1, the selection of this indicator requires four principles in order. The first is the principle of feasibility. The foundation of model implementation is data. When selecting indicators, it is necessary to consider whether the statistical data is complete, the difficulty of data collection, the proficiency in using models, and the feasibility of the results. The second is the systematic principle. The evaluation of the efficiency of the GE development involves multiple aspects such as resources, environment, and economy. Therefore, when selecting indicators, it is necessary to ensure that they are comprehensive, rich, and multidimensional. To make the calculation results more objective and reasonable, different indicators should be selected from multiple aspects to avoid interference with the evaluation results. Then there is the regional principle. When constructing an indicator system, it is needed to select GE development efficiency indicators that can represent different regions based on the economic level, cultural and geographical environment, and other conditions of different regions. Finally, there is the principle of scientificity. In constructing an indicator system, science should be taken as the basis. The selected indicators should be able to reflect the...
relationship between the evaluated things, while ensuring the rationality of the evaluation results of the model. With the principle of indicator selection, the research preliminarily divides the efficiency of GE development into three categories of indicators, as shown in Fig. 2.

Fig. 2. Selection of measurement indicators of GE development efficiency.

In Fig. 2, the selection of investment indicators generally focuses on capital, labor, and energy inputs. Based on the availability and scientificity of data, capital investment is usually the amount of fixed assets investment of the whole society in each city. Energy input refers to the consumption of energy by enterprises or industries above designated size. Labor input is the total population of each city. In the current government work report, it is mentioned that efforts should be made to achieve the dual carbon goal and optimize the industrial and energy structure [16]. Therefore, the research takes the CO₂ emissions of each city as an unexpected output.

DEA is a relatively effective method for measuring efficiency values [17]. Measurement models consist of two broad categories, namely radial and non-radial, and angular and non-angular. Due to the fact that traditional DEA models do not take into account the slack issues caused by inputs and outputs, there may be a certain degree of calculation bias due to the existence of unexpected outputs when measuring efficiency values. Non-radial and non-angular DEA-SBM models were put forward to solve this issue [18]. The model considers the problem of relaxation variables and improves the accuracy of efficiency. The study compared various models and data collection, and ultimately selected the DEA model with unexpected outputs. The calculation expression of the DEA model for undesired outputs is shown in Equation (1).

\[
\bar{\rho}^* = \min_{w,s} \left\{ \frac{1}{1 + \frac{1}{s_1 + s_2} \left( \sum_{i=1}^{n} s_{i1}^w + \sum_{i=1}^{n} s_{i2}^b \right)} \right\}
\]

(1)

In Equation (1), \( \bar{\rho}^* \) represents the efficiency value of GE development. \( s_1, w, s_2 \) represents the total of elements of expected output, input, and undesired output, respectively. \( s^w, s^b \) are the relaxation variables of expected output, non-expected output, and input, respectively. \( x, y^w, y^b \) is input value, expected output value, and non-expected output value, and their respective calculation expressions are shown in Equation (2).

\[
s_{i} = X_{i} \lambda + s_i^w
\]

(2)

\[
y_{i}^w = Y_{i}^w \lambda + s_i^w
\]

\[
y_{i}^b = Y_{i}^b \lambda + s_i^b
\]

\[
s^w \geq 0, s^b \geq 0, \lambda \geq 0
\]

In Equation (2), \( \lambda \) represents the weight vector. \( X, Y^w, Y^b \) represents a matrix composed of unexpected outputs, inputs, and expected outputs, respectively. The spatial autocorrelation test can reflect the overall distribution among regions. The spatial distribution characteristics of natural and ecological factors and their interrelationships can be measured by the spatial autocorrelation coefficient [19]. Moran's I coefficient and Geary's c coefficient are main indices for spatial autocorrelation analysis [20]. The global and the local Moran index are used to organise a spatial analysis of the GE development efficiency of each city, and judges whether the northern objects have a certain degree of agglomeration in space. The spatial correlation between a region and all regions can be reflected by the global Moran index. And it also can be applied to test the spatial dependence, spatial patchiness, and the degree of dispersion of gradients among all elements of the space as a whole. The calculation expression is expressed in Equation (3).

\[
I = \frac{n \sum_{i=1}^{n} \sum_{j=1}^{n-1} a_{ij} (x_i - \bar{x})(x_j - \bar{x})}{n \sum_{i=1}^{n} \sum_{j=1}^{n-1} a_{ij} (x_i - \bar{x})^2} = \frac{n \sum_{i=1}^{n} \sum_{j=1}^{n-1} a_{ij} (x_i - \bar{x})^2}{s^2 n \sum_{i=1}^{n} \sum_{j=1}^{n-1} a_{ij}}
\]

(3)

In Equation (3), \( a_{ij} \) represents the observed values of \( x, y \) respectively. \( \bar{x} \) represents the average value observed in all regions. The spatial weight is \( a_{ij} \), and \( n \) represents the number of samples. When Moran index \( I > 0 \), it indicates that the development efficiency of GE has a positive spatial correlation, and the greater the \( I \) value, the stronger the correlation. When the Moran index is \( I = 0 \), it indicates that the efficiency value is randomly distributed in space. The significance test of its spatial autocorrelation is performed.
using the standardized statistic $Z(I)$, and its calculation expression is shown in Equation (4).

$$Z(I) = \frac{I - E(I)}{\sqrt{\text{VAR}(I)}}$$  \hspace{1cm} (4)

In Equation (4), $E(I)$, $\text{VAR}(I)$ represents the variance and expected value of the global Moran index, respectively. The local spatial autocorrelation analysis is performed using the local Moran index to reflect the relevance between a certain area and its surroundings. The calculation expression is shown in Equation (5).

$$I_i = \frac{X_i - \bar{X}}{s^2} \sum_{b=1}^{n} \omega_{ib} \left( X_b - \bar{X} \right)$$  \hspace{1cm} (5)

The parameter meaning in Equation (5) is the same as the global Moran index, and the significance level is also tested using $Z(I)$.

### B. Construction of Evaluation Model for GE Development Efficiency Based on Tobit

After preliminary screening of evaluation indicators for the efficiency of GE development, it is also necessary to focus on the actual GE development in the study area, guided by sustainable development, and conduct in-depth research on its various influencing factors. Based on the preliminary indicator selection of GE development, the study expanded it, and combined with the actual green development situation in Xinjiang, the specific indicators selected are shown in Fig. 3.

In Fig. 3, the study selected seven representative indicators as specific evaluation indicators for the standard of green development in Xinjiang. These include government support, economic development level, current industrial structure, tourism development level, average education level, foreign trade level, and energy consumption level that play an important role in Xinjiang’s development. Tobit model is a generalization of Probit regression model proposed by economist James Tobin. It refers to an econometric model with hidden variables, although continuously distributed at positive values, still contain a portion of observations with a positive value of 0 [21]. The model uses the maximum likelihood method for estimation. In parameter estimation, this can better avoid bias or inconsistency issues. The model expression is shown in Equation (6).

$$r_i = \begin{cases} r_i \cdot = v_i \beta + \epsilon, & r_i \cdot > 0 \\ 0, & r_i \cdot \leq 0 \end{cases}$$  \hspace{1cm} (6)

In Equation (6), $v_i$ represents the explanatory variable. $r_i \cdot$ is the interpreted variable. $\beta$ represents a regression parameter. $\epsilon$ represents a random perturbation term. Before figuring out the issues influencing the efficiency of GE development in various cities in Xinjiang, it was clear that the explained variable value was in the range of 0-1, so the Tobit model was used as the analysis method in the study. The efficiency of GE development is used as the explanatory variable, and the statistical yearbooks or bulletins of different cities in Xinjiang are used as the data source for studying the explanatory variable. According to the Tobit model, the resulting regression equation is constructed as shown in Equation (7).

$$Y_{gh} = \beta_1 X_{1gh} + \beta_2 X_{2gh} + \beta_3 X_{3gh} + \beta_4 X_{4gh} + \beta_5 X_{5gh} + \beta_6 X_{6gh} + \beta_7 X_{7gh} + \epsilon$$  \hspace{1cm} (7)

In Equation (7), $\beta_1, \beta_2, \beta_3, \beta_4, \beta_5, \beta_6, \beta_7$ represents the parameter to be evaluated. $g$ represents the city of Xinjiang, and $h$ represents the year. The explanatory variables and the interpreted variables are expressed in Table I.
There are contradictions and incompatibilities among various factors in the indicator system, so the study conducts dimensionless quantitative processing on the values of the original indicators. Since most of the indicators are benefit based, the linear standardization method is used for processing. Equation is the standardized calculation of positive indicators (8).

\[
X_{ij}^\prime = \frac{x_{ij} - m_j}{M_j - m_j}
\]  

(8)

In Equation (8), \( j \) represents the selected indicators, \( i \) represents each city. \( X_{ij} \) is the value of the \( j \) indicator in region \( i \) after standardization. \( x_{ij} \) represents the original value. \( M_j, m_j \) represents the maximum and minimum values of the \( j \) indicator during the sample period. The standardized calculation of inverse indicators is expressed in Equation (9).

\[
X_{ij}^\prime = \frac{M_j - x_{ij}}{M_j - m_j}
\]  

(9)

Then, each indicator is weighted. Entropy method can avoid the interference of subjective factors and the importance of indicators is taken as the basis for weighting. Therefore, the research mainly uses entropy method to work out the proportion of specific indicators in the indicator system. It assumes that there is an indicator data matrix composed of \( m \) evaluation objects and \( n \) evaluation indicators. The higher the degree of dispersion of data, the lower the value of information entropy, and the greater the corresponding weight. Due to the standardization of some indicator values, the data may be small or even negative. Therefore, to ensure convenient and uniform calculation, its standardized values will be translated. The calculation expression is shown in Equation (10).

\[
x_{ij}^\prime = H + x_{ij}^\prime
\]  

(10)

In Equation (10), \( H \) represents the magnitude of the indicator shift, typically taking a value of 1. The weight of an indicator can be determined with entropy method. It represents a measure of uncertainty, and a smaller value indicates a higher degree of variation. The more information offered by that, the more the weight it occupies. The calculation expression of the ratio of the market value of the \( i \) land under the \( j \) indicator in this indicator is shown in Equation (11).

\[
p_{ij} = \frac{x_{ij}^\prime}{\sum_{i=1}^{n} x_{ij}^\prime}
\]  

(11)

In Equation (11), \( p_{ij} \) represents the proportion of \( x_{ij}^\prime \). However, after the indicator is standardized, a value of 0 may appear during processing. Therefore, the study shifted the entire processed data to the right by 0.0001 units to make the 0 value after standardization meaningful. Then determine the information entropy value of the \( j \) index, as shown in Equation (12).

\[
a_j = -k \sum_{i=1}^{n} y_{ij} \ln p_{ij}
\]  

(12)

In Equation (12), \( a_j \) represents the information entropy value of each indicator. \( n \) represents the sample number of each indicator. \( k \) represents a constant, which is related to the number of samples \( n \), as shown in Equation (13).

\[
k = 1 / \ln n
\]  

(13)

Information entropy \( a_j \) can be used to measure the information utility value of the \( j \) th indicator. When the information is completely out of order, \( a_j = 1 \). At this time, the utility value \( d_j \) of the indicator of \( a_j \) for comprehensive evaluation is 0. The relationship between the information usage value \( a_j \) of the indicator and the information entropy \( d_j \) of the indicator is expressed in Equation (14).

\[
d_j = 1 - a_j
\]  

(14)

In Equation (14), \( j = 1, 2, \ldots, p \). When using the entropy to calculate the weight of each evaluation index, the higher the coefficient in the evaluation, the greater the importance of the evaluation. On the contrary, the importance of evaluation will
be smaller. The weight expression of the \( j \) index is obtained in Equation (15).

\[
\omega_j = d_j / \sum_{j=1}^{n} d_j
\] (15)

According to the weights of various indicators, it needs to build corresponding for the standardized values of various indicators of data, and then the linear weighting method is used to calculate the sum of efficiency values.

IV. AN EMPIRICAL ANALYSIS OF THE EFFICIENCY OF GE DEVELOPMENT

After preprocessing the collected data, based on the non-expected output DEA model proposed in the study, the GE development efficiency of four prefecture-level cities, five regions, and five autonomous prefectures in Xinjiang were measured by MATLAB R2017b software. In the experiment, these 14 prefectures and cities in Xinjiang were named R1-R14. Their calculation results are shown in Fig. 4.

From Fig. 4 it is clear that the spatial distribution of GE development in various prefectures and cities in Xinjiang varied greatly. The average value was 0.7289; the highest and the lowest value was 1 and 0.3684, respectively, with a difference of 0.6316. From the measurement results, the GE efficiency values of the seven regions R1, R2, R4, R6, R7, R9, and R13 had reached 1, and their DEAs were effective. In 2017-2019, only four regions, R1, R2, R9, and R13, achieved an average value of GE development above 0.9. The average value of GE development efficiency in northern, southern, eastern, and entire Xinjiang based on the measured GE development efficiency of each prefecture and city in Xinjiang are calculated and expressed in Fig. 5.

From Fig. 5 it is clear that the overall efficiency of GE development in Northern Xinjiang was on the rise, with an average value of about 0.7796. The fluctuation trend of the efficiency of GE development in Southern Xinjiang was obvious, with an average value of about 0.7783, which was at a relatively stable medium to high stage. The efficiency of GE development in Eastern Xinjiang continued to rise after 2020, with an average value of 0.4272. From 2019 to 2022, the efficiency of GE development in the entire Xinjiang region had a relatively stable trend of change, with a slow upward trend. This indicates that optimization has been done in industrial organization and the transformation of its development mode has been effective. In the experiment, Eviews software was used to obtain the GE development efficiency values of 14
prefectures and cities in Xinjiang in 2022, and a broken line chart reflecting their fluctuation trend was obtained, as shown in Fig. 6.

From Fig. 6(a), GE development efficiency of R1 was of a fluctuating and rising type. That of R2 was stable. That of R3 and R4 was continuously fluctuating. From Fig. 6(b), GE development efficiency of R5, R6, R7, and R8 were the type of first decreasing and then increasing, fluctuating and rising, continuously fluctuating, and first decreasing and then increasing, respectively. From Fig. 6(c), GE development efficiency of R9, R10, R11, and R12 were respectively stable, fluctuating, decreasing first, then rising, and continuously fluctuating. From Fig. 6(c), GE development efficiency of R13 and R14 were respectively fluctuating upward type and fluctuating downward type. Among them, the development of resources, economy, and environment in stable regions was relatively balanced. However, fluctuating and declining regions were due to excessive urging of economic development, leading to resource waste and environmental pollution. This has led to a slide in the overall efficiency of the region's GE. The experiment used Stata15 software and combined with calculations to obtain the global Moran index measurement results of GE development efficiency in various states and cities in Xinjiang, see Table II.

<table>
<thead>
<tr>
<th>Year</th>
<th>I</th>
<th>sd (I)</th>
<th>z</th>
<th>p-value *</th>
</tr>
</thead>
<tbody>
<tr>
<td>2017</td>
<td>-0.113</td>
<td>0.181</td>
<td>-0.199</td>
<td>0.421</td>
</tr>
<tr>
<td>2018</td>
<td>0.320</td>
<td>0.174</td>
<td>2.287</td>
<td>0.011</td>
</tr>
<tr>
<td>2019</td>
<td>0.294</td>
<td>0.175</td>
<td>2.115</td>
<td>0.017</td>
</tr>
<tr>
<td>2020</td>
<td>0.319</td>
<td>0.175</td>
<td>2.264</td>
<td>0.012</td>
</tr>
<tr>
<td>2021</td>
<td>0.089</td>
<td>0.178</td>
<td>0.932</td>
<td>0.176</td>
</tr>
</tbody>
</table>

From Table II, in 2018, 2019, and 2020, the GE development efficiency of various prefectures and cities in Xinjiang showed a relatively strong positive correlation. The correlation I was 0.320, 0.294, and 0.319, respectively. The spatial correlation in other years was significant. Through calculation, the local Moran index of GE development efficiency in various prefectures and cities in Xinjiang can be obtained. As shown in Fig. 7, the local Moran index test results and scatter plot for 2022 are shown.

From Fig. 7, in 2022, most of the autocorrelations of the 14 prefectures and cities in Xinjiang did not pass the assist test, and only a few regions had significant local spatial correlations. Based on the overall and local Moran indexes, there is no significant spatial correlation between the efficiency of GE development in various prefectures and cities in Xinjiang. The experiment conducted statistical processing on seven specific evaluation index data of GE development
efficiency in Xinjiang from 2017 to 2022, and the results are shown in Figure 8.

From Fig. 8 (a), among the seven GE development efficiency evaluation indicators, the average value of $X_2$ was the largest. This indicates that the contribution rate of GDP per capita is the highest, at 4.44. The average value of $X_3$ was the smallest, 0.0527, and its minimum value was negative. From Fig. 8 (b), $X_2$ had the largest standard deviation of 3.4326. The standard deviation of DD was the smallest, 0.0391. Before conducting regression analysis on the data of the above indicators, correlation analysis and correlation significance test shall be conducted for each explanatory variable. This can avoid multiple collinearity problems between variables, as shown in Table III.

### TABLE III. CORRELATION COEFFICIENTS OF EACH VARIABLE

<table>
<thead>
<tr>
<th>Variable</th>
<th>$X_1$</th>
<th>$X_2$</th>
<th>$X_3$</th>
<th>$X_4$</th>
<th>$X_5$</th>
<th>$X_6$</th>
<th>$X_7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_1$</td>
<td>1.000</td>
<td>0.186*</td>
<td>0.002</td>
<td>0.011*</td>
<td>0.220*</td>
<td>-0.012</td>
<td>-0.459*</td>
</tr>
<tr>
<td>$X_2$</td>
<td>0.186*</td>
<td>1.000</td>
<td>-0.010**</td>
<td>-0.058**</td>
<td>0.162*</td>
<td>0.025**</td>
<td>-0.195*</td>
</tr>
<tr>
<td>$X_3$</td>
<td>0.002</td>
<td>-0.010**</td>
<td>1.000</td>
<td>-0.098**</td>
<td>0.024</td>
<td>0.074*</td>
<td>0.103</td>
</tr>
<tr>
<td>$X_4$</td>
<td>0.011*</td>
<td>-0.058**</td>
<td>-0.098**</td>
<td>1.000</td>
<td>-0.101</td>
<td>0.013*</td>
<td>-0.036**</td>
</tr>
<tr>
<td>$X_5$</td>
<td>0.220*</td>
<td>0.162*</td>
<td>0.024</td>
<td>-0.101</td>
<td>1.000</td>
<td>-0.140*</td>
<td>0.096</td>
</tr>
<tr>
<td>$X_6$</td>
<td>-0.012</td>
<td>0.025**</td>
<td>0.074*</td>
<td>0.013*</td>
<td>-0.140*</td>
<td>1.000</td>
<td>-0.050*</td>
</tr>
<tr>
<td>$X_7$</td>
<td>-0.459*</td>
<td>-0.195*</td>
<td>0.103</td>
<td>-0.036**</td>
<td>0.096</td>
<td>-0.050*</td>
<td>1.000</td>
</tr>
</tbody>
</table>

Note: * and ** mean a significance level of 5% and 10%, respectively.

From Table III, even though the correlation between the two variables was significant, the correlation coefficient between each explanatory variable was small, and the absolute value of the coefficient was below 0.5. This implies that the probability of causing multicollinearity problems among various explanatory variables is low. The experiment used Eviews 8.0 software to establish a Tobit model based on the relevant data of GE development efficiency indicators in Xinjiang and various regions from 2017 to 2022. Table IV is the regression results.
TABLE IV: REGRESSION RESULTS OF TOBIT MODEL

<table>
<thead>
<tr>
<th>Explanatory variable</th>
<th>Northern Xinjiang</th>
<th>Southern Xinjiang</th>
<th>Eastern Xinjiang</th>
<th>Whole Xinjiang</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varepsilon$</td>
<td>0.6993*</td>
<td>0.8480*</td>
<td>0.9368*</td>
<td>0.7741*</td>
</tr>
<tr>
<td>$X_1$</td>
<td>-0.3992</td>
<td>-0.1383**</td>
<td>-1.7892*</td>
<td>-0.1283**</td>
</tr>
<tr>
<td>$X_2$</td>
<td>-0.0108</td>
<td>0.0035</td>
<td>0.5073*</td>
<td>-0.0032</td>
</tr>
<tr>
<td>$X_3$</td>
<td>-0.3552</td>
<td>0.1578*</td>
<td>0.0376</td>
<td>0.0054</td>
</tr>
<tr>
<td>$X_4$</td>
<td>0.0913</td>
<td>1.2268</td>
<td>0.0239</td>
<td>-0.2882**</td>
</tr>
<tr>
<td>$X_5$</td>
<td>2.3485*</td>
<td>0.0184</td>
<td>-0.3553</td>
<td>0.8976**</td>
</tr>
<tr>
<td>$X_6$</td>
<td>0.0192</td>
<td>0.2973</td>
<td>-2.9941*</td>
<td>0.1227**</td>
</tr>
<tr>
<td>$X_7$</td>
<td>-0.0864*</td>
<td>-0.1238*</td>
<td>-0.0463</td>
<td>-0.0987*</td>
</tr>
</tbody>
</table>

Note: * and ** mean a significance level of 5% and 10%, respectively.

According to the regression results obtained from the Tobit model, $X_5$ and $X_6$ had a great promoting effect on the efficiency of GE development in Xinjiang. $X_4$ has not played a positive role in the efficiency of Xinjiang’s GE development, indicating that the relevant policies of the government were lagging behind. $X_7$ had an inhibitory influence on the efficiency of Xinjiang’s GE development. This indicates that during its development, it has caused a certain degree of ecological damage. $X_7$ would inhibit the rise of the efficiency of GE development. Based on the results of the study, it is recommended to first increase the support of the local government in Xinjiang, optimize the industrial structure of Xinjiang as soon as possible, and promote energy development efficiency. In addition, it is necessary to strengthen investment in education in Xinjiang, do a good job in energy saving and emission reduction, and promote the overall efficiency of GE development in Xinjiang according to local conditions.
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Abstract—The Motif Finding Problem (MFP) is the problem of finding patterns in sequences of DNA. This paper discusses and presents an enhanced scheduling approach to solve the motif problem on the Heterogeneous Cluster by making a comparison between exact algorithms. The method that was followed is to analyze several exact algorithms, compare them within specific points to measure, and improve performance by comparing the number of devices and peripheral units used in every situation and running time in every method. Our experimental results show that the use of the scheduling approach that use different algorithms on Heterogeneous Cluster make a significant difference in the speed of completing the problem and in a shorter record time with less resources, and that this proposed approach is more effective than the traditional method of distributing tasks to solve the motif problem.
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I. INTRODUCTION

Motif finding is a well-known problem in bioinformatics that involves identifying patterns or motifs within a set of DNA or protein sequences [1]. These motifs, which can be as short as a few base pairs or amino acids, can provide important insights into the function and regulation of genes and proteins [2]. The motif finding problem is computationally intensive, as it requires analyzing large datasets and generating many potential motif candidates. To accelerate the motif finding process, researchers have increasingly turned to high-performance computing (HPC) techniques, which involve the use of specialized hardware and software tools to distribute and parallelize the computational workload [3]. Within this paper, we present our proposed approach, which not only improves time performance but also requires fewer resources, making it a valuable contribution to the field.

HPC clusters can be constructed with a variety of computing resources, including Central Processing Units (CPUs), Graphics Processing Units (GPUs), Many Integrated Core (MIC) Architecture, and other computing resources. As the domain of processors continues to evolve, that will lead to more heterogeneity among them.

One HPC approach for solving the motif finding problem is the use of CPUs and GPUs [4, 5]. By using CPUs and GPUs in combination, researchers can harness the power of both types of processing units to analyze large datasets and search more efficiently for motifs.

Das and Dai [6] proposed another HPC approach where the use of many integrated core (MIC) architectures, such as Intel’s Xeon Phi. MIC architectures are designed to provide high levels of parallelism and are well-suited for tasks that can be easily parallelized, such as motif finding. Zymbler and Kraeva [7] explained that by using MIC architectures, researchers can further increase the computational power available for solving the motif finding problem by following the proposed algorithm which showed high scalability, especially in the case of high computational load due to greater motif length.

Durbin et al. [8] found that effective use of HPC techniques for motif finding requires the implementation of appropriate scheduling strategies. Scheduling strategies determine how the computational workload is distributed among the available processing units and can significantly impact the efficiency of the motif finding process. For example, a scheduling strategy may involve dividing the dataset into smaller chunks and distributing them among the available CPUs, GPUs and MICs for parallel processing. Alternatively, Jones and Pevzner [9] determined that scheduling strategy may involve using machine learning techniques to optimize the allocation of computational resources.

HPC users may not always fully utilize the resources available to them on a cluster. This can be due to a variety of factors, including a lack of knowledge about the cluster’s capabilities, the complexity of the HPC environment, limited time and resources, insufficient data, incorrect configuration, and inefficient algorithms. To overcome these challenges and fully utilize a cluster in their experiments, HPC users can seek support from experts, optimize their algorithms and data processing pipelines, and allocate sufficient resources. Additionally, HPC users can take advantage of cluster management tools and techniques, such as job scheduling and resource allocation, to better utilize the cluster’s resources and improve the efficiency of their experiments. By addressing these challenges, HPC users can effectively leverage the power of HPC to solve complex problems and advance their research. Due to the difficulty of installing programs, as most software packages are not available by default for this environment, and the programs must be improved to take advantage of the capabilities of this device and match its high specifications, the same problems and challenges may be present through the administrator’s view of the high-performance computer system. But, as software engineering advances, these problems are overcome by allowing software to optimize how it operates in a HPC environment. Another problem that is encountered from the point of view of the system administrator is that most users use by default one type of available resource, and this leads to a long waiting time in the queue for it to be released.

www.ijacsa.thesai.org 1016 | P a g e
II. MOTIF FINDING PROBLEM AND ALGORITHMS

The Motif-Finding problem (MFP) is the problem of finding patterns in sequences of DNA. Finding the common patterns in sequences is challenging as the DNA is a huge set [10]. This common pattern is called Motif and is usually a short segment that occurs frequently, see Fig. 1. These patterns considered a scientific interest in bioinformatics domain and those Motifs can be correspond to sequences of DNA that control the activation of specific genes [11]. MFP discovery algorithms can be classified into three categories based on its variants as Simple Motifs Search (SMS), Edited Motif Search (EMS) and Planted (l,d)-Motif Search (PMS)[12, 13]. This paper will consider (PMS) exact algorithms due to its high complexity [12] which makes it suitable to be solved on HPC systems as MFP is well known to be computationally intensive problem [14]. To detect a Motif of length $L$ with allowed mutation $d$ and all possible $L_{mers}$ ($4^L$) is compared for all possible Motifs of length $L$ and a sequence with size $N$ we will get $(N − L + 1)$ using Brute-Force Algorithm. We will present our parameters same as used in [14, 15] and for such intensive resources computations could be implemented using heterogenous platforms [4], [16]-[21] and for our experiment it will be conducted on a cluster containing CPUs, GPUs and MIC. The DNA constructed of nucleotides which is cytosine [C], guanine [G], adenine [A] or thymine [T] and can be represented using the regular expression in (1) . The length $L$ and its possible $L_{mers}$ represented in (2). The sequence set on (3) and the match function used to compare Motifs $A$ and $B$ each of them has a size $L$ represented on (4) the $i_{th}$ position is represented where $AiBi$ for $A$ and $B$ Motifs. The counting of existence of $L_{mer}$ in $T$ sequences done by using score function shown in (5).

Motif finding problem can be solved in many algorithms that researchers have investigated in the past two decades [12, 13] and these algorithms are influenced by the length and the allowed mutations [6]. Some techniques are using variants of brute force algorithm that requires hundreds of hours. Faheem et al. [15] proposed an algorithm that can benefit from different architectures to split the MFP into smaller sub problems that can be solved on heterogeneous architectures with minimal communications. They proposed a speed-based scheduling algorithm to split the work and they proved that the problem is a data parallel problem given that they are using only brute force algorithm which may not be the most suitable algorithm for such problem; also it’s hard to for a normal user to reserve a full cluster due to the fact that most of HPC centers are a shared resource and they apply some resource limitation per user.

A Brute Force Algorithm solves this problem by considering all possible sets all $4^l$ possible $l_{mers}$. Compute the total distance of each $l_{mer}$ in that set from all other $l_{mers}$ in all $t$ sequences. The correct Motif is the one with the smallest distances along all other $l_{mers}$. The running time of this algorithm is $O(4^lnt)$. To find a motif of $l=11$ is about 5 hours and longer motifs cannot be processed in a reasonable amount of time [4]. Although the execution time of the brute force algorithm is clearly too long to solve the challenge problem, but it’s of the exact algorithms that never fail to find the motif [4, 12].

The original Brute Force can be improved to be an upgraded version of Brute-Force algorithm called “SKIP Brute-Force” (SKIP BF) [4, 5, 22] as proven by Faheem [4] by using a grid computing and the enhanced version of Skip Brute Force has better execution time. This approach can be implemented in parallel on different computer resources as done by M. Al-Qutt et al. [5]. They implement the Skip Brute Force and solve MFP on CPU, GPU and MIC and the parallel version of their solution has significant execution time. The core enhancement on this SKIP BF Algorithm (Fig. 2) is to skip all iterations that won’t lead to a correct solution. The algorithm behaves as Brute-Force algorithm by generating allowed $4^l l_{mers}$ then a generated $l_{mer}$ of length $L$ with $d$ permitted mutations is considered matched if at least $(L – d) + 1$ identical positions at both are matched. Then the algorithm starts looking to the next sequence and excludes any unmatched $l_{mers}$ from the search for the next sequence [5, 23]. SKIP BF leads to a better running time against the original Brute-Force Algorithm by skipping those irrelevant iterations and it’s shown a high speedup performance on hardware accelerators like FPGA and shown a good chance for parallelization due to its fact of repetitive nature [22].

The complexity of this algorithm is $O(4^lnt)$ at its worst case [4].

The other algorithm to solve MFP was proposed by [3] called Recursive Brute Force Algorithm (RBF) and simply considered a searching technique that aims to search among the highest occurrence of the patterns of length $L$ in set of characters and in some cases this algorithm allow us to accept the result of allowed mutation which means a non-exact match which is valid for MFP. RBF shown good time performance but its required a huge memory to be implemented using parallel methods as shown by Marwa Radad et al. [16, 25]. Memory allocation for recursive algorithms is major point and for RBF proposed by [24] they use the static memory allocation technique to avoid memory management and it was implemented in two phases: the initialization phase begins with candidate initialization as shown in Fig. 4; then test the candidate’s list to search for possible candidates. Then extend the target for a good Motif and all motifs that have grater mutations than $d$ are called bad candidates. The second phase is candidate generation phase and the extension and addition phase. RBF algorithm use a parallelization layer and distribute the workload using parallel paradigms MPI (Fig. 3). The search is finished in (level 1) with no expansion in time of $O(4^lnt)$.

Nikolaos et al. [28] introduced a parallel algorithm aimed at
efficient Top-k Motif Discovery in Weighted Networks. Their approach demonstrated commendable scalability and speedup, especially with an increase in the number of CPU cores. In a separate study, Theepalakshmi et al. [29] developed an enhanced solution for planted motif by applying the Freezing FireFly (FFF) algorithm. Their method outperformed existing state-of-the-art optimization algorithms in terms of time efficiency. Despite these advancements, this paper will primarily concentrate on the work referenced as [4], [5], [15], [16] given that the same platform was used for our experimental procedures.

\[
V \rightarrow A|C|G|T
\]

Possible \( L_mers \) \( \rightarrow \) \( V^l \)

\[
S = \{s_1, s_2, \ldots, s_T\}
\]

\[
match(A, B, l, d) = \begin{cases} 
1, & l - d \geq \sum_i \left\{ \begin{array}{ll} 
1, & A_i = B_i \\
0, & \text{else}
\end{array} \right. \\
0, & \text{else}
\end{cases}
\]

\[
score(L_mers, S, d) = \sum_{i=1}^{T} \sum_{k=0}^{N-l+1} match(L_mer, s_i[k, \ldots, k+l], l, d)
\]

\[
motif = \{m \mid m = \text{MAX} \left( score(L_mer, S, m) \forall L_mer \in \text{Possible} \ L_mers \} \right) \}
\]

For the experiments, we used a Synthetic DNA sequences [13] as database with a data parameters that proposed by Pevzner [14] for Planted \((l, d)\) Motif where the input sequences of size \(N = 600\) each from the set of alphabets \((1)\) and a motif \(M\) of size \(l = 15\) and \(d = 4\) allowed mutation.

For the CPU experiments, we used a cluster that with a limited recourses per user of eight nodes, each equipped with two Intel Xeon processors. For the GPU experiments, we used a cluster of 2 nodes, each equipped with one NVIDIA GPGPU K20 graphics card. For the MIC experiments, we used a cluster of two nodes, each equipped with one Intel Xeon Phi 7250 processor. We measured the performance of the algorithms by running time in seconds that reflected the time required to complete the planted motif finding process.

Examining the results in Table I gives an indication of the improvement in total run time with different algorithms. For instance, implementing the three algorithms using one regular node with OpenMP will reduce the run time from 11368 seconds for brute force algorithm on a single regular node to 2343 seconds for skip brute force algorithm with a speedup factor of 4.8 and recursive brute force algorithm run time 420 seconds that’s comes with a speed factor of 28.2 to the original brute force algorithm run time. For MIC and GPU, architectures are designed to

![Fig. 2. Pseudo code algorithm for SBF.](image)

III. PERFORMANCE ANALYSIS OF MOTIF FINDING ALGORITHMS ON DIFFERENT ARCHITECTURES

To evaluate the performance of HPC for solving planted motif finding problems, we conducted a series of experiments using CPUs, GPUs, and MIC architectures. The experiments were designed to compare the performance of different algorithms on each type of resource. We used three different exact algorithms for solving the planted motif finding problem: Brute Force (BF), Skip Brute Force (SBF) and Recursive Brute Force (RBF).
TABLE I. MFP RESULTS WITH DIFFERENT ARCHITECTURES

<table>
<thead>
<tr>
<th>Trial No.</th>
<th>Platform</th>
<th>BF Results (sec)</th>
<th>Skip Results (sec)</th>
<th>RBF Results (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1 Regular node (OpenMP)</td>
<td>11358</td>
<td>2343</td>
<td>420</td>
</tr>
<tr>
<td>2</td>
<td>3 Regular node (MPI+OpenMP)</td>
<td>31305</td>
<td>535</td>
<td>400</td>
</tr>
<tr>
<td>3</td>
<td>4 Regular node (MPI+OpenMP)</td>
<td>5627</td>
<td>275</td>
<td>120</td>
</tr>
<tr>
<td>4</td>
<td>5 Regular node (MPI+OpenMP)</td>
<td>2821</td>
<td>140</td>
<td>70</td>
</tr>
<tr>
<td>5</td>
<td>6 Regular node (MPI+OpenMP)</td>
<td>1416</td>
<td>73</td>
<td>Not supported</td>
</tr>
<tr>
<td>6</td>
<td>MIC</td>
<td>11287</td>
<td>541</td>
<td>Not supported</td>
</tr>
<tr>
<td>7</td>
<td>GPU</td>
<td>10614</td>
<td>540</td>
<td>Not supported</td>
</tr>
</tbody>
</table>

TABLE II. ASSIGNED ALGORITHM TO EACH TYPE OF ARCHITECTURE

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Assigned Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU</td>
<td>RBF</td>
</tr>
<tr>
<td>GPU</td>
<td>SBF</td>
</tr>
<tr>
<td>MIC</td>
<td>SBF</td>
</tr>
</tbody>
</table>

IV. SCHEDULING STRATEGY AND PROPOSED APPROACH

A scheduling strategy is a plan or approach for distributing computational tasks among the available resources in a HPC environment. In the context of motif finding, a scheduling strategy involves dividing the dataset into smaller chunks and distributing them among the available CPUs, GPUs, and MICs for parallel processing. There are several approaches that can be used to develop a scheduling strategy for solving motif finding problems on HPC systems that have different types of computing nodes.

HPC systems are typically shared resources among multiple users, each with their own research goals and computational needs. In this context, it is often the case that one user cannot fully utilize the entire cluster for their own use and must share the resources with other users. This can lead to a lack of access to the resources that a user needs for their research, or to longer wait times for access to the resources. Furthermore, HPC users often rely on only one type of computing resource, such as CPU or GPU, for their experiments which can lead to underutilization of other resources and less efficient use of the available resources.

provide high levels of parallelism and well-suited for tasks that can be easily parallelized. They are not well-suited for tasks that require sequential execution or complex control flow that use recursive function calls. Therefore, parallel recursive algorithms are generally not supported on MIC architectures or GPUs while results show that skip brute force algorithm has better running time than original brute force algorithm with speed up factor 5.9 to GPU and 20.8 for MIC.

The results of the experiments showed that the performance of the algorithms varied significantly depending on the type of resource and the algorithm deployed on each one of them. Overall, the GPU and MIC architectures outperformed the CPU architecture in terms of running time in some algorithms while CPU has better running time for recursive brute force algorithm, these results will provide valuable insights into the performance of different algorithms on different types of resources and will help to identify the most effective algorithm for each architecture and generate the assign map Table II. We will be able to optimize the use of computational resources in Table I and II to improve the scheduling strategy efficiency of the motif finding process in detail in the coming section.
A scheduling strategy can help to mitigate these issues by more efficiently allocating the resources of the HPC system among the different users and their tasks. By using a scheduling strategy that takes into account the characteristics of the tasks and the available resources, it is possible to improve the overall performance of the HPC system and increase the number of users that can be accommodated on the system.

We use a Task-based scheduling strategy that assigns tasks to the computing node that is most suitable for solving them based on the best performed algorithm from previous results. These types of strategies are often used to optimize the performance of HPC systems by ensuring that tasks are executed on the most appropriate computing resources [26].

We have developed a scheduling strategy that can be used to divide tasks based on the best-performed algorithm for solving the motif finding problem on CPUs, GPUs, and MICs with similar approach described in [15], [27]. The PBS script used to construct the scheduler and designed to optimize the performance of HPC systems by selecting the best algorithm for each task on each type of resource based on its performance, then will divide the workload among other computing resources as shown in Fig. 5. The scheduler can help to ensure that tasks are executed efficiently and accurately, improving the overall performance of the system. In addition, the PBS script can be easily modified to support new algorithms or to adapt to changes in the characteristics of the data, making it a flexible and versatile tool for solving the motif finding problem on HPC systems with different types of resources.

V. EXPERIMENT RESULTS AND VALIDATION

After running the scheduler on a heterogeneous cluster consisting of CPUs, GPUs, and MICs, we obtained the following results.

![Fig. 5. Pseudo code of scheduling algorithm to assign workload to architecture.](image)

### TABLE III. RESULTS OF THE PREVIOUS PAPERS

<table>
<thead>
<tr>
<th>Platform</th>
<th>CPU Ratio %</th>
<th>CUDA Ratio %</th>
<th>MIC Ratio %</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Regular Node+1 CUDA+1 MIC</td>
<td>40.321</td>
<td>29.867</td>
<td>29.812</td>
<td>2330.11</td>
</tr>
<tr>
<td>2 Regular Node+1 CUDA+1 MIC</td>
<td>69.250</td>
<td>15.389</td>
<td>15.361</td>
<td>1978.20</td>
</tr>
<tr>
<td>4 Regular Node+1 CUDA+1 MIC</td>
<td>79.427</td>
<td>10.296</td>
<td>10.277</td>
<td>1533.72</td>
</tr>
<tr>
<td>8 Regular Node+1 CUDA+1 MIC</td>
<td>86.549</td>
<td>6.732</td>
<td>6.719</td>
<td>1056.87</td>
</tr>
</tbody>
</table>

### TABLE IV. RESULTS OF THE PROPOSED APPROACH

<table>
<thead>
<tr>
<th>Platform</th>
<th>CPU Ratio %</th>
<th>CUDA Ratio %</th>
<th>MIC Ratio %</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Regular Node+1 CUDA+1 MIC</td>
<td>40.321</td>
<td>29.867</td>
<td>29.812</td>
<td>363</td>
</tr>
<tr>
<td>2 Regular Node+1 CUDA+1 MIC</td>
<td>69.250</td>
<td>15.389</td>
<td>15.361</td>
<td>182</td>
</tr>
<tr>
<td>4 Regular Node+1 CUDA+1 MIC</td>
<td>79.427</td>
<td>10.296</td>
<td>10.277</td>
<td>121</td>
</tr>
<tr>
<td>8 Regular Node+1 CUDA+1 MIC</td>
<td>86.549</td>
<td>6.732</td>
<td>6.719</td>
<td>77</td>
</tr>
</tbody>
</table>

The scheduler was able to effectively divide the tasks based on the best-performed algorithm for each type of resource, resulting in an overall improvement in the performance of the system. With more resources that selected the more workload, is assigned as the case for CPU as shown in Table 1.

<table>
<thead>
<tr>
<th>Platform</th>
<th>Previous Results</th>
<th>Our Results</th>
<th>Speed up</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Regular Node+1 CUDA+1 MIC</td>
<td>2330.11</td>
<td>363</td>
<td>6.42</td>
</tr>
<tr>
<td>2 Regular Node+1 CUDA+1 MIC</td>
<td>1978.20</td>
<td>182</td>
<td>10.87</td>
</tr>
<tr>
<td>4 Regular Node+1 CUDA+1 MIC</td>
<td>1533.72</td>
<td>121</td>
<td>12.68</td>
</tr>
<tr>
<td>8 Regular Node+1 CUDA+1 MIC</td>
<td>1056.87</td>
<td>77</td>
<td>13.73</td>
</tr>
</tbody>
</table>

By comparing our results with Table III from [15] that use the same cluster we can see with one Regular Node, one CUDA and one MIC, our approach managed to finish in 363 second instead of 2330 seconds with speedup factor 6.4 and by using 8 Regular Node, one CUDA and one MIC, as this is the maximum user limitation for the user in the cluster we gain a speedup factor 13.7 in total time of 77 seconds while in Table III its required full capacity that consist of 265 Regular Node to gain total performance of 54.91 seconds.

A comparison of our results in Table IV with those presented in Table III from study [15] shows that our approach was able to achieve a significant improvement in performance. Using a configuration of one Regular Node, one CUDA Node, and one MIC Node, our approach was able to complete the planted motif finding problem in 363 seconds, compared to
2330 seconds in Table III. This resulted in a speedup factor of 6.4. Additionally, by using a configuration of 8 Regular Node, 1 CUDA Node, and 1 MIC Node, which is the maximum user limitation for our cluster, we were able to achieve a speedup factor of 13.7 in a total time of 77 seconds as shown in Table V. This is compared to the full capacity configuration of 265 Regular Node in Table III which took 54.91 seconds. The chart in the Fig. 6 illustrates a comparison between previous studies and the proposed approach.

![Comparison chart](http://hpc.kau.edu.sa).

Fig. 6. Comparison between previous studies and the proposed approach.

These results demonstrate the effectiveness of our approach in achieving improved performance in motif finding problem on heterogeneous cluster. Hence, it can be seen that the waiting time has become significantly less, because the distribution of users by placing them in different channels to use the resources makes the available resources larger and does not require a large launch time to make them available to the new user.

VI. CONCLUSION

In this paper, we propose a scheduling algorithm to make better use of the heterogeneous cluster. It is based on the idea of dividing tasks on multiple types of resources available on the HPC. The results of this algorithm were compared with previous results, but they were using only one type of resource, which caused a burden and took a longer time to solve the problem.

Overall, the use of the scheduler resulted in a significant improvement in the performance of the system for solving the motif finding problem on a heterogeneous cluster with different algorithms. The scheduler was able to effectively select the best-performed algorithm for each type of resource, resulting in an efficient and accurate solution to the problem with much more less resources.
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Abstract—Fruit classification is a computer vision task that aims to classify fruit classes correctly, given an image. Nearly all fruit classification studies have used RGB color images as inputs, a few have used costly hyperspectral images, and a few classical ML-based have used colorized depth images. Depth images have apparent benefits such as invariance to lighting, less storage requirement, better foreground-background separation, and more pronounced curvature details and object edge discontinuities. However, the use of depth images in CNN-based fruit classification remains unexplored. The purpose of this study is to investigate the use of colorized depth images in fruit classification with four CNN models, namely, AlexNet, GoogleNet, ResNet101, and VGG16, and compare their performance and computational efficiency, as well as the impact of transfer learning. Depth images of apple, orange, mango, banana and rambutan (Nephelium Lappaceum) were manually collected using a depth sensor with sub-millimeter accuracy and subjected to jet, uniform, and inverse colorization to produce three sets of dataset. Results show that depth images can be used to train CNN models for fruit classification with ResNet101 achieving the best accuracy of 96% on the inverse dataset. It achieved 100% accuracy after transfer learning. GoogleNet showed the most significant improvement after transfer learning on the uniform dataset, at 12.27%. It also exhibited the lowest training and inference times. The results show the potential use of depth images for fruit classification and similar computer vision tasks.

Keywords—Fruit classification; depth image; depth colorization; CNN; transfer learning

I. INTRODUCTION

The depth output of a depth sensor is converted into a three-dimensional RGB image to provide a colorized depth image. To create colorized images, specific colorization procedures are used to the depth data. A colorized depth image stores the depth information per pixel as opposed to a color image, which typically stores red, green, and blue intensity values per pixel. As a result, in a colorized depth image, the intensity of each pixel indicates how far an object is from the camera. Depth image is also known as range image.

The use of colorized depth images has continuously gained attention in the research community. They are used in soybean canopy analysis through 3D point clouds [1], action recognition [2], human posture analysis [3], 3D semantic segmentation [4], object recognition [5], and kangaroo detection [6]. In these studies, depth images were used either exclusively or in combination with RGB through fusion. These studies have shown that colorized depth images are helpful for solving complex computer vision problems.

Certain colorized depth-image characteristics are beneficial for both simple and complex computer-vision problems. For example, depth images are good at separating 3D objects from the horizontal plane [4], which is beneficial for object detection. They can provide an outline of the strong discontinuities at the edges of an object, which is advantageous for object classification [5]. Curvature information is also more prevalent in depth images than in color images [5]. In addition, depth images require less storage than colored images (see Table II). They are more useful in edge cases of machine learning problems [7], such as differentiating between a hotdog food and a hotdog balloon. They are also invariant to extreme variations in lighting conditions and scale [7]. However, it is widely known that depth images require a lot of pre-processing as opposed to color images because of their tendency to contain missing depths [5], as well as their low contrast property [6]. Additional processing is required to improve the contrast and accuracy in highly complex and wide-area applications.

For less complex and more constrained applications such as fruit image classification, the benefits of using depth images can be leveraged. Fruit image classification is a computer vision task in which fruit images are classified according to their class. Here, it is assumed that the images do not contain more than one class of fruit. Applications for fruit image classification include supermarket self-checkouts and fruit sorting in factories.

Several studies on fruit image classification have been conducted. However, most of these studies used color images as inputs. Only a few studies have explored the use of depth images for fruit classification. In particular, one study [8] trained six machine learning algorithms, including Sequential Minimum Optimization (SMO), k-nearest neighbors (KNN), bagging based on REPTree, Decision Trees (DT), and Random Forests (RF) in the Waikato Environment for Knowledge Analysis (Weka) using visual features from color images and object shape representations from depth images. The shape descriptors extracted from the depth images include compactness, symmetry, local convexity, smoothness, and image moments. The results showed that RF trained on a combination of scalable color and edge histogram descriptors yielded the best performance at 99% accuracy. The problem with this classical approach is the need to perform segmentation in color images and manually extract features from the depth images. Depth images cannot be processed without their corresponding color images.

Another study [9] used depth images to render a 3D point cloud of fruits for classification. Similar to [8], [9] developed a multi-feature classification framework utilizing both color and depth images. It uses a color layout descriptor, viewpoint feature histogram, and point feature histogram as descriptors in the classification problem. Similarly, this approach is labor intensive and requires manual extraction of features from...
images.

Based on [8] and [9], depth images can be beneficial for fruit-image classification. However, no study has explored the use of depth images yet, particularly in CNN-based fruit classification. Therefore, the goal of this study is to explore the use of purely depth images based on simple colorization techniques in fruit classification using CNN. The researcher used three different types of depth images, namely colorjet, uniform, and inverse hue colorization, and compared the performance of each type in four CNN models, namely, AlexNet, GoogleNet, RestNet101 and VGG16. The effect of transfer learning on the type of depth image with the lowest error rate in each CNN model was also investigated. Because depth sensors are gaining popularity in the sensor market, it would be beneficial to explore the use of depth images in computer vision problems, particularly in fruit classification.

The remainder of this paper is organized as follows. After the introduction, Section II discusses the background of the study. Section III discusses the methodology of the study. The findings are presented in Section IV followed by future work and conclusions in Sections V and VI, respectively.

II. BACKGROUND

A. Fruit Classification

Fruit image classification is the process of identifying a specific type of fruit in an image. This task is typically performed using convolutional neural networks (CNNs), a type of deep learning model that has become dominant in various computer vision tasks. CNNs are trained on large datasets of labeled images and learn to recognize features that are relevant to the task of fruit classification. The trained model can then be used to classify new images of fruits based on learned features.

Almost all studies tackling fruit classification using CNN use RGB color images as their dataset, except for a few that use hyper-spectral images. Hyperspectral images are captured using expensive hyper-spectral imaging which is a technique that collects and processes information from across the electromagnetic spectrum to obtain the spectrum for each pixel in an image of a scene. Table I shows a summary of the dataset types used in training the CNN models for fruit classification from 2015. [10] summarized the CNN-based fruit classification studies conducted from 2015 to 2020. This summary was manually checked by the researcher, and the outcome was plotted in the table mentioned above. For 2021-2023, the researcher manually searched the Scopus database using the keyword “fruit classification” for relevant papers. As shown in Table I, there is only one paper [11] that used the other type of dataset, i.e. hyper-spectral, from 2015-2020 and another one [12] in 2022. Evidently, the research community on fruit classification has extensively used RGB color images, and has not substantially explored other image types, including depth images.

The most popular benchmarks used for fruit classification are ImageNet, VegFru [13] and Fruit 360 [14]. ImageNet is a large visual database designed for use in visual object recognition software. It contains over 14 million images that have been hand-annotated to indicate what objects are pictured, and bounding boxes are provided in at least one million images. VegFru is a domain-specific dataset for fine-grained visual categorization of vegetables and fruits based on their eating characteristics. Each image in the dataset contained at least one edible part of vegetables or fruits with the same cooking usage, and all images were labeled hierarchically. It is closely related to the daily lives of people and is aimed at domestic cooking and food management. Fruit 360 is a dataset of images containing fruits. It is a high-quality dataset that includes 131 fruits and vegetables. The images are color (RGB) and 100 pixels × 100 pixels in size, with three values for each pixel. It contains a total of 90,380 images, with 67,692 images in the training dataset and 22,688 images in the test dataset.

Similar to other computer vision tasks, fruit classification tasks extensively use color images, perhaps because of ubiquitous color sensors. However, RGB images obtained from color sensors have issues when used in fruit classification. There is a high rate of misclassification of fruits that are of similar colors, such as avocado and watermelon, banana and papaya, orange and carrot, as shown in [15]; passion fruit and blackberries, red grapes and passion fruits in [16]; and peach and apple red, pear and apple green, and pomegranate and apple in [14]. It was also found in [17] that shape feature also resulted in high misclassification between apples and oranges. A similar result was found in [18] which suggested that the color feature alone does not provide a good classification outcome. One very recent study [19] used MobileNetV2 with attention module in the classification. The attention module worked well in non-smoothed fruits but provided low precision in smoothed fruits like orange (at 81.75%). The researcher argues that it might be beneficial to explore other types of images for fruit classification, one that is independent of color. This is especially because fruit classification task is constrained and not complex, where special imaging sensors such as a depth sensor can easily be set up.

B. Depth Sensing

Depth sensing refers to the process of measuring the distance between a device and an object. Depth-sensing cameras are used for this purpose, and they automatically detect the presence and measure the distance of an object within its field of view. There are three types of depth-sensing cameras based on their method of calculating depth: (a) structured light and coded light, (b) stereo depth, and (c) time of flight and LIDAR.

(a) is a type of technology that uses projected light, usually infrared light, in the scene for a sensor to obtain its pattern and estimate its depth. This type of technology is the best indoors and within a short range. However, it is vulnerable to interference from nearby devices that emit infrared light. As opposed to (a), which uses projected light, (b) uses any light to
A more advanced colorization technique, ML-based depth colorization, was developed in [23]. It uses a CNN architecture that is pre-trained on ImageNet. However, despite the use of neural networks, the results show that the model did not significantly improve the classification accuracy compared to color-jet and surface normals [27]. In fact, it performs worse in some models and benchmarks. It can be deduced from [23] that the encoding used does not significantly impact performance and high accuracy in computer vision tasks is still achievable even with a simple colorization approach.

It is for this reason that simple colorization approaches have been adopted in this study, namely, color-jet [27], uniform and inverse colorization [22].

1) Color-Jet: This is a common approach in depth colorization [27] where depth data is applied with a jet colormap to transform it from a single channel to a three-channel 2D depth image. This approach was found to be effective and computationally inexpensive and was shown to outperform HHA for object recognition. In this approach, the depth values are first normalized between 0 and 255, and then a jet color map is applied to the one-channel image to make it a three-channel image. A jet is a colormap [28] used for data visualization. It is a rainbow map that is commonly used to create false color images. Typically, the depth image is derived for each pixel \((i,j)\) by mapping the distance to color values ranging from red (near) over green to blue (far). Sometimes, this mapping is reversed, i.e., blue is near, which is the case in this study.

2) Uniform and Inverse Colorization: [22] also developed a similar approach to [27] which uses the Hue colorspace with 6 gradations and 1529 discrete levels. It has two variations: uniform and inverse. The former directly encodes the depth value whereas the latter encodes the disparity value (reciprocal of the depth value). The latter is suitable for closer distances because it can capture finer details and information. The equations below show the mapping between the normalized depth \(d_n\) to the Red \((p_r)\), Green \((p_g)\) and Blue \((p_b)\) channels respectively in case of uniform colorization.

\[
d_n = \frac{d - d_{\min}}{d_{\max} - d_{\min}}
\]

\[
p_r = \begin{cases} 
255, & 0 \leq d_n \leq 255 \cup 1275 < d_n \leq 1529 \\
255 - d_n, & 255 < d_n \leq 510 \\
0, & 510 < d_n \leq 1020 \\
d_n - 1020, & 1020 < d_n \leq 1275 
\end{cases}
\]
D. CNN Models

Convolutional neural networks (CNNs) is a deep learning network that automatically learns from visual data. In contrast to classical machine learning algorithms, CNN offers end-to-end model development without the need to manually extract features. CNN models learn patterns from input data via the convolution and pooling of multidimensional matrices. Four common models were considered in this study: AlexNet, VGG16, GoogleNet, and ResNet101.

1) AlexNet: AlexNet [29] is a convolutional neural network (CNN) architecture that was introduced in 2012 by Alex Krizhevsky, Ilya Sutskever, and Geoffrey Hinton. It was designed to compete in the ImageNet Large-Scale Visual Recognition Challenge (ILSVRC) and achieved a significant improvement in accuracy over previous methods. AlexNet consists of five convolutional layers and three fully connected layers, each followed by a max-pooling layer, and allows the network to be deeper without sacrificing its accuracy. ResNet101 was designed to improve the accuracy of image classification tasks and it achieved high performance on the ImageNet dataset at the time of its introduction. The architecture has since been widely used and studied in the field of computer vision.

2) GoogleNet: GoogleNet [30], also known as Inception v1, is a convolutional neural network architecture that was introduced in 2014 by researchers at Google. The architecture was designed to improve the performance of neural networks by making them deeper while avoiding the complications that arise with an increasing number of layers. GoogleNet uses a unique architecture called the inception module that consists of multiple convolutional layers with different filter sizes and pooling operations. The Inception module allows the network to capture features at different scales and resolutions, thereby improving its ability to recognize objects in images. GoogleNet also includes auxiliary classifiers that help combat the vanishing gradient problem and improve training performance.

E. Transfer Learning

Transfer learning is a machine learning technique that involves reusing a pre-trained model as the starting point for a new model on a different task. The pre-trained model has already been trained on a large dataset and has learned to recognize a wide range of features. By using the pre-trained model as a starting point, we can save time and computational resources that would otherwise be required to train a new model from scratch. Transfer learning is particularly useful when we have limited data for the new task, as the pre-trained model can provide a good starting point for learning the new task. Transfer learning has become a popular technique in deep learning, and it has been used in a wide range of applications, including image classification, object detection, and natural language processing. By leveraging the knowledge learned from pre-trained models, we can improve the performance of our models and reduce the time and resources required for training.

III. MATERIALS AND METHODS

The general architecture of the CNN model in this study is illustrated in Fig. 2.
A. Dataset

In this study, there was a need to gather depth images of fruits from scratch. A depth camera based on stereo vision matching, Intel RealSense D405, was used to collect depth images in an indoor environment at an 848 × 480 resolution (30 fps). This depth camera is ideal for close-range applications, providing sub-millimeter accuracy to capture small features in an object that is suitable for this study. It was attached to a tripod ~10 cm from the platform, and the surroundings were artificially lit with a 14 W LED ring light at 1600 lumens. The camera was placed in the middle of the ring light for even lighting. Fig. 3 shows a set of dataset samples with RGB and depth images in three colorization: jet, uniform, and inverse.

One important aspect of this study is the choice of colorization for the depth images. Based on [23], there is no significant benefit from using computationally expensive approaches, as there is no evidence that this translates to high performance. Therefore, three simple colorization approaches were used. The researcher refers to these as D1, D2, and D3 for the color-jet, uniform, and inverse colorization, respectively. These datasets have one-on-one correspondence in samples, i.e., each sample in each dataset was taken at the same time, with the same fruit object and resolution, just a different colorization. In this way, we can also make fair comparisons of the performance of the three colorization methods.

The fruits considered in this study were apple, orange, mango, banana, and rambutan (Nephelium Lappaceum). These fruits were selected for the following reasons: (a) apples and oranges are different in color and similar in shape; (b) mangoes and bananas are similar in color and different in shape, and apples and rambutans are similar in color and have different shapes and textures.

B. Post-Processing Filters

To improve the depth quality and accuracy, the depth data from the depth camera underwent a series of post-processing filters before colorization, except for jet. Both the uniform and inverse colorized depth images underwent a series of filters, namely, decimation, spatial, temporal, and hole filling. Depth-to-disparity transformation and vice versa are required for certain filters.

Fig. 4 presents a summary of the post-processing filters used for each dataset. A decimation filter was used to minimize depth scene complexity. This was achieved by running an N × N median filter. A spatial filter was used to perform a 1D edge-preserving filter using a high-order domain transform in both the horizontal and vertical directions. A temporal filter was applied to enhance the persistence of depth data by pixel value manipulation over a number of previous frames. This is done by implementing a single pass on the data and updating the depth values while keeping track of the historical values. The hole-filling filter is intended to complete missing depth values and is performed by selecting neighborhood pixels to replace the missing depth.

After colorization, the depth images were saved using the PNG format, a type of lossless compression. Table II summarizes the statistics of the sizes of the different depth images, including their corresponding RGB color images in bytes. As shown, the inverse colorization requires the least storage among the three datasets used in this study. Generally, depth images require less storage than RGB images do. The RGB color image was almost 10 times the size of the inverse depth image. This is one benefit of using depth images over color images in computer vision tasks.

C. Experimental Flow

The activities of this study include data preprocessing, data augmentation, data splitting, training and validation, and performance evaluation as shown in Fig. 5. Each step is described in the following subsections.
1) Data Pre-processing: A total of 5,343 depth images were collected for each dataset type. However, all these cannot be used because some are extremely noisy such as images with large regions with missing depths. To clean the dataset, a MATLAB program was developed to display and manually check each image in color and depth formats. As a result of the cleaning process, there are only 3,034 valid samples in the dataset, as shown in Table III. Orange and mango produced the most and least number of invalid samples, respectively.

After the dataset was cleaned, the images were cropped ~80 pixels from the left border because of invalid depth [33]. Consequently, the dimensions of the image were reduced. This is a known issue for stereo vision algorithms that utilize the left and right images. To avoid possible overfitting in model training, there is a need to perform data cleaning, and the dimensions of the image were reduced. This is a known issue for stereo vision algorithms that utilize the left and right images. To avoid possible overfitting in model training, there is a need to perform data cleaning, and the dimensions of the image were reduced. This is a known issue for stereo vision algorithms that utilize the left and right images. To avoid possible overfitting in model training, there is a need to perform data cleaning, and the dimensions of the image were reduced. This is a known issue for stereo vision algorithms that utilize the left and right images. To avoid possible overfitting in model training, there is a need to perform data cleaning, and the dimensions of the image were reduced. This is a known issue for stereo vision algorithms that utilize the left and right images. To avoid possible overfitting in model training, there is a need to perform data cleaning, and the dimensions of the image were reduced. This is a known issue for stereo vision algorithms that utilize the left and right images. To avoid possible overfitting in model training, there is a need to perform data cleaning, and the dimensions of the image were reduced. This is a known issue for stereo vision algorithms that utilize the left and right images. To avoid possible overfitting in model training, there is a need to perform data cleaning, and the dimensions of the image were reduced. This is a known issue for stereo vision algorithms that utilize the left and right images. To avoid possible overfitting in model training, there is a need to perform data cleaning, and the dimensions of the image were reduced. This is a known issue for stereo vision algorithms that utilize the left and right images. To avoid possible overfitting in model training, there is a need to perform data cleaning, and the dimensions of the image were reduced. This is a known issue for stereo vision algorithms that utilize the left and right images. To avoid possible overfitting in model training, there is a need to perform data cleaning, and the dimensions of the image were reduced. This is a known issue for stereo vision algorithms that utilize the left and right images. To avoid possible overfitting in model training, there is a need to perform data cleaning, and the dimensions of the image were reduced. This is a known issue for stereo vision algorithms that utilize the left and right images. To avoid possible overfitting in model training, there is a need to perform data cleaning, and the dimensions of the image were reduced. This is a known issue for stereo vision algorithms that utilize the left and right images. To avoid possible overfitting in model training, there is a need to perform data cleaning, and the dimensions of the image were reduced. This is a known issue for stereo vision algorithms that utilize the left and right images. To avoid possible overfitting in model training, there is a need to perform data cleaning, and the dimensions of the image were reduced. This is a known issue for stereo vision algorithms that utilize the left and right images. To avoid possible overfitting in model training, there is a need to perform data cleaning, and the dimensions of the image were reduced. This is a known issue for stereo vision algorithms that utilize the left and right images. To avoid possible overfitting in model training, there is a need to perform data cleaning, and the dimensions of the image were reduced. This is a known issue for stereo vision algorithms that utilize the left and right images. To avoid possible overfitting in model training, there is a need to perform data cleaning, and the dimensions of the image were reduced. This is a known issue for stereo vision algorithms that utilize the left and right images. To avoid possible overfitting in model training, there is a need to perform data cleaning, and the dimensions of the image were reduced. This is a known issue for stereo vision algorithms that utilize the left and right images. To avoid possible overfitting in model training, there is a need to perform data cleaning, and the dimensions of the image were reduced. This is a known issue for stereo vision algorithms that utilize the left and right images. To avoid possible overfitting in model training, there is a need to perform data cleaning, and the dimensions of the image were reduced. This is a known issue for stereo vision algorithms that utilize the left and right images. To avoid possible overfitting in model training, there is a need to perform data cleaning, and the dimensions of the image were reduced. This is a known issue for stereo vision algorithms that utilize the left and right images. To avoid possible overfitting in model training, there is a need to perform data cleaning, and the dimensions of the image were reduced. This is a known issue for stereo vision algorithms that utilize the left and right images. To avoid possible overfitting in model training, there is a need to perform data cleaning, and the dimensions of the image were reduced. This is a known issue for stereo vision algorithms that utilize the left and right images. To avoid possible overfitting in model training, there is a need to perform data cleaning, and the dimensions of the image were reduced. This is a known issue for stereo vision algorithms that utilize the left and right images. To avoid possible overfitting in model training, there is a need to perform data cleaning, and the dimensions of the image were reduced. This is a known issue for stereo vision algorithms that utilize the left and right images. To avoid possible overfitting in model training, there is a need to perform data cleaning, and the dimensions of the image were reduced. This is a known issue for stereo vision algorithms that utilize the left and right images. To avoid possible overfitting in model training, there is a need to perform data cleaning, and the dimensions of the image were reduced. This is a known issue for stereo vision algorithms that utilize the left and right images. To avoid possible overfitting in model training, there is a need to perform data cleaning, and the dimensions of the image were reduced. This is a known issue for stereo vision algorithms that utiliz...
Training and inference times are the times required for the model to train and test, respectively. These are important metrics for verifying the calculation efficiency of models trained on depth images.

IV. RESULTS AND DISCUSSION

This section presents and discusses the findings of this study. Here, the researcher aims to demonstrate the performance of the models trained using different datasets. First, the performance by model with the use of the three datasets during training and validation is discussed, followed by the performance of each model by dataset. Subsequently, the performance of each trained model on the test dataset is presented. The calculation efficiency of each model is also discussed. Finally, the effect of transfer learning on model performance is presented.

A. Comparison of Performance during Training and Validation

In this section, the performances of the model in terms of training and validation accuracy and loss are compared. A desirable CNN model should rapidly improve accuracy and maintain stability as the number of epochs increases. Fig. 6 shows the training and validation performance of each model on the three datasets. With AlexNet, the training performance for all datasets showed a rapid and stable trend. This was also evident from the training loss trend of the model. Its validation accuracy was slightly lower than that of D2, showing an early increase as opposed to D1 and D3. Both D1 and D3 tended to oscillate in their validation performances during the early epochs. GoogleNet had a slower increase in training accuracy compared to AlexNet in all three datasets, although it stabilized well in later epochs. Its validation performance was more stable than that of AlexNet, even at earlier epochs. Compared with GoogleNet, ResNet101 showed a more rapid increase in training accuracy, but was still slower than AlexNet. It also exhibited a stable trend as the number of epochs increased. However, it showed very unstable validation performance across the three datasets. VGG16 has a better training performance than GoogleNet, particularly for D1. Its validation performance is comparable to that of GoogleNet, which registered high validation at earlier epochs and stabilized onwards. It showed the most stable validation performance for all datasets among all models.

Next, we look at the performance of the models by dataset as shown in Fig. 7. On D1, we can see that the quickest to rapidly increase in training accuracy is AlexNet followed by VGG16 and ResNet101. GoogleNet is the slowest. Both GoogleNet and VGG16 performs well in the validation set with more stability compared with the other two. ResNet101 is the worst to perform in the validation set with very unstable trend. Only VGG16 has stable trend in the validation loss increased. However, it showed very unstable validation performance across the three datasets. VGG16 has a better training performance than GoogleNet, particularly for D1. Its validation performance is comparable to that of GoogleNet, which registered high validation at earlier epochs and stabilized onwards. It showed the most stable validation performance for all datasets among all models.

B. Comparison of Performance on the Test Dataset

In this section, the performances of the models on the test datasets are presented. Table IV summarizes the performance measures for each model using different datasets. It can be observed that ResNet101 has the best performance across the three datasets and in all performance metrics. It had the highest accuracy, precision, recall, kappa-score, $F_{1_M}$ and $F_{1_p}$ on D3, followed by D2 and D1. On D1, it was followed by VGG16 and GoogleNet with AlexNet, with the poorest performance in all metrics. It has the lowest performance, with an average per-class accuracy of 0.76 and $k$ of 0.7. Note that D1 did not
pass through the post-processing pipeline, which may have contributed to this result. In terms of D2, ResNet101 was followed by VGG16 and AlexNet, with GoogleNet performing the worst. It should be noted that AlexNet and GoogleNet had the same accuracy, precision, and recall values. They only differ in terms of $k$, $F_{1,M}$ and $F_{1,y}$ with AlexNet higher by 0.01 only. In terms of D3, next to ResNet101 are VGG16 and AlexNet, with GoogleNet trailing behind. It can be seen that VGG16 performs the second best overall with ResNet101. Overall, all models performed well in the three test datasets, except for AlexNet on D1, which registered < 80% across all metrics. The top dataset is D3, which is based on inverse colorization and registered 96% accuracy using ResNet101.

C. Training and Inference Duration

In this section, the computational efficiency of these models is discussed. The number of CNN parameters and the computational complexity are vital for the development of deep-learning applications. These variables contribute to the training and inference durations of the CNN models. An ideal CNN model is one that is less complex, yet produces good results at low training and inference times.

The number of layers and parameters in each CNN model, including the FLOPs, is listed in Table V. These variables define a complex CNN structure. The deeper the layers in a network, the more complex image processing properties that it can perform. Consequently, the hardware requirements for processing are greater. In essence, computational efficiency is determined by the amount of layers in the network and the training time, whereas computational difficulty is evaluated by the number of network parameters and FLOPs. The training and inference times of the models were also presented.

The AlexNet model has only 11 layers, which is the smallest among all the models considered in this study. It also had the lowest number of FLOPs. However, it did not have the lowest training time. It was only next to GoogleNet across all three datasets. This is due to the number of parameters, which is 60M compared with 6.8M of GoogleNet. Notably, VGG16 had the longest training time compared to ResNet101. Both also had approximately the same inference time. This can be attributed to the number of parameters VGG16 has including its massive amount of FLOPs. Among all three datasets, D3 requires the least amount of computation using GoogleNet in both training and inference with 41.07 and 0.53 minutes for training and inference, respectively. Note that D3 required the least storage which may have contributed to this outcome.

D. Transfer Learning

The researcher compared the accuracy of the four models with and without transfer learning. Only the dataset with the best accuracy during training from scratch for each model was chosen for the transfer learning experiment. D2 was used for AlexNet, GoogleNet, and VGG16, whereas D3 was used for ResNet101. The weights of the four models trained on ImageNet dataset were used.

Fig. 8 shows the accuracy trend of each of the four models with and without transfer learning. The red lines indicate the accuracy of the model with transfer learning, and the other color indicates the accuracy without transfer learning. It is evident that the training accuracy of each model rapidly increased at earlier epochs with transfer learning compared to the accuracy without transfer learning. It also has a more stable rate than without transfer learning. It can be observed that the training accuracy is considerably higher with transfer learning, particularly for AlexNet, GoogleNet, and ResNet101. The training accuracy for VGG16 remained unchanged in later epochs.

In terms of validation accuracy, Fig. 8 shows a better overall performance in all models. Of note is ResNet101, which registered a more stable validation performance with fewer oscillations compared with no transfer learning. Both AlexNet and GoogleNet had very stable validation performances compared with no transfer learning and even with transfer learning for the ResNet101 and VGG16 models. Remarkably, GoogleNet’s validation accuracy with transfer learning surpassed its training accuracy without transfer learning. These results indicate that transfer learning substantially increases both the training and validation accuracy of the CNN models. The extent of improvement varied from model to model.

To understand the effect of transfer learning on the four CNN models, the researcher gathered statistics on the training, validation, and testing performance of these models. The results are listed in Table VI. Here, the difference in accuracy is between the best accuracy with and without transfer learning. The increment, on the other hand, is the ratio between the accuracy difference and the accuracy of the CNN model without transfer learning. This measures the improvement provided by the use of transfer learning.

As shown in Table VI, GoogleNet exhibited the highest improvement in all aspects, including training, validation, and testing. It had the highest improvement in testing and the lowest improvement in training. This indicates that the novel GoogleNet architecture is suitable for applying transfer learning using depth images. It should be noted that its training accuracy has already reached 100% with the use of transfer learning. VGG16 was next to GoogleNet, with the highest improvement in the test dataset. This is despite having the lowest increase in training accuracy. It should be noted that VGG16 already has a high accuracy rate, even without transfer learning.
TABLE IV. PERFORMANCE OF THE DIFFERENT CNN MODELS ON THE THREE DATASETS

<table>
<thead>
<tr>
<th></th>
<th>D1</th>
<th></th>
<th>D2</th>
<th></th>
<th>D3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
<td>P</td>
<td>R</td>
<td>k</td>
<td>F1_M</td>
</tr>
<tr>
<td>AlexNet</td>
<td>0.76</td>
<td>0.78</td>
<td>0.75</td>
<td>0.70</td>
<td>0.75</td>
</tr>
<tr>
<td>GoogleNet</td>
<td>0.87</td>
<td>0.88</td>
<td>0.86</td>
<td>0.83</td>
<td>0.85</td>
</tr>
<tr>
<td>ResNet101</td>
<td>0.91</td>
<td>0.91</td>
<td>0.91</td>
<td>0.90</td>
<td>0.90</td>
</tr>
<tr>
<td>VGG16</td>
<td>0.90</td>
<td>0.90</td>
<td>0.90</td>
<td>0.87</td>
<td>0.89</td>
</tr>
</tbody>
</table>

TABLE V. TRAINING AND INFERENCE DURATION (MINUTES)

<table>
<thead>
<tr>
<th></th>
<th>Layers</th>
<th>No. of Parameters (M)</th>
<th>FLOPs (M)</th>
<th>Training</th>
<th>Inference</th>
<th>Training</th>
<th>Inference</th>
<th>Training</th>
<th>Inference</th>
<th>Training</th>
<th>Inference</th>
</tr>
</thead>
<tbody>
<tr>
<td>AlexNet</td>
<td>11</td>
<td>60</td>
<td>727</td>
<td>84.92</td>
<td>0.70</td>
<td>84.37</td>
<td>0.72</td>
<td>85.65</td>
<td>0.73</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GoogleNet</td>
<td>87</td>
<td>6.8</td>
<td>2000</td>
<td>42.68</td>
<td>0.57</td>
<td>41.18</td>
<td>0.55</td>
<td>41.07</td>
<td>0.53</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ResNet101</td>
<td>101</td>
<td>44</td>
<td>7600</td>
<td>199.58</td>
<td>0.95</td>
<td>199.00</td>
<td>0.95</td>
<td>198.67</td>
<td>0.97</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VGG16</td>
<td>16</td>
<td>138</td>
<td>16000</td>
<td>215.90</td>
<td>0.97</td>
<td>211.87</td>
<td>0.97</td>
<td>221.38</td>
<td>0.95</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TABLE VI. EFFECT ON MODEL ACCURACY BEFORE AND AFTER TRANSFER LEARNING

<table>
<thead>
<tr>
<th></th>
<th>Dataset</th>
<th>Training Accuracy Difference (%)</th>
<th>Validation Accuracy Difference (%)</th>
<th>Test Accuracy Difference (%)</th>
<th>Training Increment (%)</th>
<th>Validation Increment (%)</th>
<th>Test Increment (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AlexNet</td>
<td>D2</td>
<td>1.37</td>
<td>6.98</td>
<td>10.92</td>
<td>0.56</td>
<td>2.91</td>
<td>3.89</td>
</tr>
<tr>
<td>GoogleNet</td>
<td>D2</td>
<td>0.66</td>
<td>4.13</td>
<td>4.00</td>
<td>0.66</td>
<td>4.31</td>
<td>4.17</td>
</tr>
<tr>
<td>ResNet101</td>
<td>D3</td>
<td>0.03</td>
<td>5.00</td>
<td>8.13</td>
<td>0.03</td>
<td>5.31</td>
<td>8.93</td>
</tr>
</tbody>
</table>

learning. AlexNet registered the least improvement in both validation and test datasets. This is an indication that the traditional CNN structure has no significant effect in testing accuracy. In addition, its architecture was less affected by transfer learning. AlexNet, GoogleNet, and ResNet101 achieved 100% training accuracy with transfer learning. These findings are consistent with the belief that the two nonlinear structures of GoogleNet and ResNet are more suitable for certain classes of inputs, i.e., the accuracy increases as the image classes change. On the other hand, the single-channel classic CNN architectures of AlexNet and VGG16 are thought to be costlier for varying inputs.

The different CNN models respond differently to transfer learning due to their diverse structures. In addition, there is a large difference in terms of the dataset used to train the parameters of these models for transfer learning, i.e., ImageNet, and the actual dataset used in the classification problem, i.e., colorized depth images. Overall, it was shown that transfer learning can significantly affect the classification accuracy of colorized depth images of fruits. This is despite the fact that the pre-trained models were not previously trained on depth images. The extent of improvement depended on the model structure.

V. LIMITATIONS AND FUTURE WORK

This study has shown that it is possible to use colorized depth images in fruit classification with a high rate of accuracy, aided by CNN and transfer learning. However, this study is limited in multiple aspects, such as the dataset used and CNN models considered. The dataset used in this study was limited, with only five classes. In future work, this can be increased to include other types of fruits, including those that are very similar in form, shape, color, and texture. Only four CNN models are used in this study. Future work could include other models, such as MobileNetV2, as well as other colorization approaches. It is also useful to explore the fusion of RGB and colorized depth images in fruit classification problems.

VI. CONCLUSION

In this study, the researcher investigated the use of colorized depth images in CNN-based fruit classification using AlexNet, GoogleNet, ResNet101 and VGG16 and examined their performance and the impact of transfer learning application. The primary findings are as follows: (1) All four models performed well during training and validation with both GoogleNet and VGG16 having desirable trends in all of the three datasets. ResNet101 is the least ideal. (2) ResNet101 exhibited the best test accuracy with 96% rate on D3, 95% on D2 and 91% on D1. AlexNet performed the least on D1 at 76%. (3) The post-processing filters applied to D2 and D3 contributed to the performance of the models. (4) Transfer learning considerably improved the performance of the models with GoogleNet registering the largest increase on the test set at 12.27%. (5) Transfer learning could provide better validation performance in ResNet101 whose validation performance was very unstable without transfer learning.
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Abstract—Phishing incidents have captured the attention of security experts and end users in recent years as they have become more frequent, widespread, and sophisticated. The researchers offered a variety of strategies for detecting phishing attacks. Over time, these approaches suffer from insufficient performance and the inability to identify zero attacks. One of the limitations with these methods is that phishing techniques are constantly evolving, and the proposed methods are not keeping up, making it a hard nut to crack. The objective of this research is to develop a URL phishing detection model that can demonstrate its robustness against constantly changing attacks. One of the most significant contributions of this paper is the selection of a novel combination of features based on literal and recent phishing behavior analysis. This makes the model competent sufficient to recognize zero attacks and able to adjust to changes in phishing attacks. Furthermore, eleven machine learning classification techniques are utilized for classification tasks and comparative objectives. Moreover, three datasets with different instance distributions were constructed at different times for the model’s initial construction and evaluation. Several experiments were carried out to investigate and evaluate the proposed model’s performance, effectiveness, and robustness. The experiments’ findings demonstrated that the GaussianNB method is the most durable, capable of maintaining performance even in the absence of retraining. Additionally, the LightGBM, Random Forest, and GradientBoost algorithms had the highest levels of performance, which they were able to maintain by routinely retraining the model with newer types of attacks. Models that employed these three suggested algorithms outperformed other current detection models with an average accuracy of about 99.7%, making them promising.

Keywords—Gradient boosting; light GBM; machine learning; phishing; phishing URL; random forest

I. INTRODUCTION

Phishing is a crime to steal personal data and financial account credentials by employing social engineering and technical deception. This type of attack leads victims to deal with counterfeit websites and fool them into believing that they are legitimate and trusted ones by using deceptive e-messages with deceptive e-addresses. These sites trick recipients into revealing extensive financial and personal information, leading to significant aggregate identity theft and financial losses. These attacks could also instill malware onto victims’ computers to directly steal credentials, often using systems that intercept victims’ account data, user names, and passwords, or misdirect consumers to counterfeit websites [9]. Phishing is a significant threat to Internet users. It also causes pecuniary loss and reputational impairment to the targets, like universities, companies, charities, and government entities. The first phishing attack was on E-Gold in June 2001 [25]. Although it was not considered successful, it planted a vital seed, and it established the basics of how phishers would operate going forward and still do, in large part, today. Phishers in late 2003 registered many domains that looked like legitimate sites such as eBay and PayPal. By the beginning of 2004, they were achieving considerable success that included attacks on banking sites. Since then, they have improved their methods to be more sophisticated, but they all still work on the same basic concept, which has proven to be quite effective. Phishing attacks result in a colossal loss of sensitive/personal information and even funds whose total amount could be billions of dollars in one year [31].

Since the beginning of 2020, the Anti-Phishing Working Group\(^1\) (APWG) was tracking between 68,000 and 94,000 attacks each month. In the fourth quarter of 2021, APWG saw 888,585 attacks, which was the previous high. March 2022 had the highest monthly total in APWG’s reporting history with 384,291 attacks. APWG recorded a total of 1,025,968 phishing attacks in the first quarter of 2022. This quarter’s phishing activity was the worst that the APWG has ever recorded, and it was also the first time that the quarterly total exceeded one million. The number of phishing attacks has more than tripled every year [8]. According to studies on the user experiences of phishing attacks [33], [20], computer users are susceptible to phishing for the following reasons: Users improve their confidence and vulnerability as a result of decreasing their chances of falling victim to a phishing attack. Additionally, they lack a thorough understanding of URLs, are unaware of trustworthy websites, and are unable to view the complete URL of a web page because of redirectors or hidden URLs. They do not have much time to check the URL or access certain online pages mistakenly. They are unable to discriminate between legitimate and phishing web pages. Regardless of how important caution and experience are to the user, it is not entirely possible to prevent users from being caught in phishing attacks using their expertise. Technological advancement has provided phishers with better tools to launch dangerous and sophisticated attacks, making even the savviest internet users vulnerable. [18] For instance, Examining URLs carefully and avoiding sites that do not have

\(^1\)https://apwg.org/
an SSL certificate have been one of the main recommendations for avoiding phishing sites for many years. A website that has "HTTPS" in the URL is one that is secured by the HTTPS encryption protocol and has an SSL certificate. This method, however, is no longer effective for identifying suspicious websites. According to APWG’s report [9], SSL was used by 84 percent of the phishing sites that were examined in the fourth quarter of 2020. This with quarterly increases of about 3%. To increase the success of phishing attacks, attackers have considered end-user personality traits, particularly the ability to deceive experienced users. A spear phishing attack is one that targets a specific organization, business, or individual. This type of attack is not typically carried out by random attackers, but rather by criminals seeking financial gain, trade secrets, or military information. Furthermore, some active attackers constantly innovate and learn how to circumvent new defensive methods, causing attacks to evolve on a daily basis and luring victims into gaining access to their accounts and financial information.

Since 2004, researchers have been working to combat phishing, which has become such a severe menace that it has caused significant damage. As the term ‘phishing’ revealed on DBLP\(^2\) (Digital Bibliography & Library Project), the number of research articles released about detecting phishing attacks increases year after year. Phishing attacks exploit human users’ weaknesses, and attackers are always devising new strategies to avoid detection. As a result, additional assistance systems are required to secure the systems/users. As decision support tools for users, software-based approaches are preferred. These approaches are classified as list-based, search engine-based, visual similarity-based, and machine learning-based. In dealing with phishing attacks, the machine learning-based strategy is the most successful. All researchers work for the same objectives: high detection accuracy, detection stability, fast detection, zero-day detection, language independence, and real-time detection. There are however some drawbacks that researchers must contend with, such as restricted datasets and the requirement for up-to-date information as phishing strategies evolve; additional features are difficult to obtain, slow, third-party dependant, and time consuming. As a result, certain machine learning systems need a significant amount of computing to acquire and calculate the features of diverse sources. In addition, the solution must be constantly improved to deal with changes in attack technique.[18] On the attacker’s side, the technologies’ support to attackers allows them to effortlessly deceive the victims. Consequently, phishing is one of the most persistent and rapidly growing online threats; identifying phishing attacks is one of the ongoing issues, and the hunt for a better solution continues.

This paper proposes new models for detecting URL phishing using a new set of fourteen robustness features. These features were chosen after observing the most recent and previous phishing attacks and focusing on URL phishing detection models and the literature features in order to consider the most important features and build a robust classification model that can deal with ever-evolving attacks. Furthermore, three new datasets were created at various points in time, one for building the model and the others for testing and measuring the model’s performance and robustness. Eleven different machine learning algorithms were evaluated to determine the model’s best classification performance. Several experiments were carried out in order to assessed the models. The main contributions of this paper are as follows:

- Introducing a novel combination of phishing URL detection features based on observations of old and recent phishing attacks. To the best of our knowledge, this is the first paper to analyze such criteria while constructing a feature set for the phishing detection system. The main objective of this approach is to ascertain how the phishing feature set can be sufficiently integrated into an effective countermeasure that can handle constantly changing attacks.
- Implementing a phishing URL detection model that is difficult for attackers to avoid and outperform other existing detection models. The proposed model could maintain its performance and detect any phishing URL whether it came from the pretrained or new datasets, even if the trained dataset was outdated, making it a promising solution for the phishing detection problem.
- Developing a robustness test utilizing three new URL datasets (phishing / genuine) gathered at different times over a three-year period to assess the performance of the proposed model.
- Examining the effect of retraining on model performance to emphasize the importance of regular model retraining for newer types of attacks, as well as having a robustness feature for dealing with constantly evolving attacks.

The remainder of this paper is organized as follows; the next section provides a literature review. Our methodology is proposed in Section III. Section IV highlights the experiments and evaluations of our proposed model. Section V concludes this paper, along with future work and directions.

II. RELATED WORK

Various methods and approaches have been investigated in order to understand and address phishing attacks. There are two types of phishing attack detection methods: user education-based and software-based. User education-based approaches try to improve users’ ability to detect phishing attacks. These approaches teach people how to distinguish between authentic and phishing websites and emails. Software-based approaches are preferred as decision support systems for the user; these approaches are further classified into four types: blacklisting, visual similarity, machine learning, and hybrid methods. The widely used approaches to detect phishing websites is those based on machine learning. Classification, one of the primary areas of machine learning algorithms, is a widely used strategy for detecting phishing websites. The four stages of classification are typically preprocessing, feature generation, feature selection, and classification. The primary issue of classification algorithms is improving accuracy. Improving each categorization process may result in increased overall accuracy. In this section, we will concentrate on the most relevant and significant publications, as well as the existing methodologies for detecting phishing attacks that have been proposed in the literature.

\(^2\)https://dblp.org/
Authors at [10] examined three important machine learning classifiers, Artificial Neuron Network (ANN), K-Nearest Neighbor (K-NN), and Decision Tree (C4.5), to cast with Random Forest Classifiers (RFC) in order to present a prototype for detecting phishing attacks on a website using the machine learning algorithm. According to the study, RFC outperforms other classifiers in terms of detection accuracy, scoring 97.33%. 4898 legitimate and 6157 phased websites were used in the experiment, and the researchers came to the conclusion that adding more variables to the process will increase the detection accuracy.

In this research [32], the authors employ a machine learning technique to handle the phishing problem, producing a model that uses 30 different features for phishing identification with three different algorithms: Random Forest RF, Support Vector Machine SVM, and classification tree CT. They create five alternative classification situations, including each algorithm alone, the combination of AND Techniques, and the combination of OR Techniques. The experiment results reveal that the Classification Trees technique has the most effectiveness in predicting whether a URL is secure or not, with an accuracy of 90% across a set of website links.

Authors at [21] examine different machine learning algorithms, including K-Nearest Neighbors (KNN), Decision Tree (DT), Support Vector Machines (SVM), Logistic Regression (LR), Random Forest (RF), and Extra Trees, to determine the best technique for detecting phishing websites. After comparing all of these techniques, authors decided that the Random Forest Classifier is the best for Phishing Website Detection. The authors at [27] compared the use of Random Forest, probabilistic neural networks, and XGBOOST in detecting Phishing and discovered that XGBOOST produced the best results in terms of MCC, F-score, and accuracy. This research [22] examines hyperlinks in HTML source code to detect phishing websites. Authors present a novel phishing detection approach that is client-side, language-independent, and achieves more than 98.4% accuracy when the Logistic Regression algorithm is used.

Authors at [7] propose a machine learning-based detection model and compare various algorithms. They also used various feature selection tools to select the most valuable features in 20 of the 48 features. According to their conclusion, Random Forest is the most effective classifier to use because it detected a phishing attack with 98.11 accuracy in 2.44 seconds. Fifteen features from various classes were chosen in this paper [34]. Five machine learning classifiers were tested, and it was discovered that random forest had the highest detection accuracy (94.79%). This study investigates the importance of each feature class and all potential combinations of feature classes. Authors in this research [19] created a phishing detection approach that only requires nine lexical features to detect phishing attacks. Their dataset contains 11964 instances of legitimate and phishing URLs. They tested their approach on various machine learning classifiers, including Random Forest, k-Nearest-Neighbor, support vector machine, and logistic regression, and found that the Random Forest algorithm had the highest accuracy of 99.57%. The authors claim that their approach’s main contributions are third-party independence, real-time detection, detection of new websites, and use of limited features.

The authors of this paper [29] show that a machine learning model trained on old datasets can perform well when tested on those same old datasets, but when tested on new datasets, using the same features in both cases, its performance noticeably degrades. They also show that SVM is the most resistant to the new tactics employed by the current phishing attacks among the widely used machine learning algorithms. With the newly created dataset, their experimental findings revealed that Random Forest is the most effective strategy among all methods that were tested, including Support Vector Machines (SVM), k-Nearest Neighbors (kNN), Naive Bayes (NB), and Logistic Regression (LR).

Authors at [11] identify an effective machine learning approach for phishing URL detection based on precision, false-positive rate, and false-negative rate. To ascertain the classification accuracy in phishing detection, different classifiers including Random Forest, Linear SVM, SVM Polynomial Kernel, and SVM Sigmoid Kernel were used. With an accuracy of about 97.42%, the result showed that Random Forest outperformed the other three machine learning algorithms. For similar purposes, six distinct machine learning classification techniques are used to identify phishing websites in this study [23]. the Gradient Boost Classifier had the best possible accuracy of 94.75%, while the Random Forest Classifier got the highest possible accuracy of 97.17%. Provisioning accuracy for the Decision Tree classifier is 94.69%. In contrast, SVM has a provisioning accuracy of 56.04%, KNN has a provisioning accuracy of 60.45%, and Logistic Regression has a provisioning accuracy of 92.76%.

Authors of [6] investigated the predictive performance of a number of machine learning techniques, such as Random Forests (RF), Logistic Regression (LR), Classification and Regression Trees (CART), Neural Networks (NNet), Support Vector Machines (SVM), Bayesian Additive Regression Trees (BART), and other models of AI algorithm. Based on their comparison results, the Gradient Boost Classifier and Random Forest Classifier had the highest accuracy. Using a dataset from a phishing website called “phising.csv,” authors in this article [14] examined the accuracy of XGBoost Classifier, Decision Tree Classifier, Random Forest Classifier, SVM Classifier, KNN Model, Logistic Regression Model, and AdaBoost Classifier methods. XGBoost Classifier & Random Forest Classifier had better accuracy according to their results, even after applying SMOTE and PCA Techniques to the dataset to account for accuracy discrepancies.

This study [16] suggests a hybrid feature-based anti-phishing technique that only uses client-side URL and hyperlink data to extract features. In order to conduct experiments utilizing well-known machine learning classification algorithms, they also create a new dataset. Their test results demonstrate that the suggested phishing detection method is superior to conventional methods, with a detection accuracy of 99.17% using the XG Boost technique. Random Forest, Decision Tree, Light GBM, Logistic Regression, and Support Vector Machine methods are compared in this study [5] to evaluate and choose the best classification algorithm for the phishing problem. Their findings demonstrate that the Light GBM algorithm delivered the greatest results.

Considering the feature selection, the authors of this research [30] discuss the efficacy of two feature selection...
methods, Omitting Redundant (FSOR) and Filtering Method (FSFM), in detecting Phishing Websites and compare the efficacy of three different machine learning algorithms: Naïve Bayes (NB), Multilayer Perceptron (MLP), and Random Forest (RF). According to their empirical data, the optimized Random Forest (RFPT) classifier with feature selection by the FSFM outperforms all other strategies. Moreover, a framework for feature selection was described by the authors at [13],[12]. They presented an empirical hybrid framework with two stages that takes into account the filter and wrapper method. Those researches involve applying models with optimized (hyperparameter) parameters, such as Artificial Neural Network, XGBoost Classifier, and Random Forest Classifier, on two phishing datasets. The outcomes demonstrated that the XGBoost Classifier performed better than other classifiers.

Authors In this paper [26], proposed a strategy to identify the critical features by combining correlation and recursive feature elimination. The first scenario combines power predictive score correlation and recursive feature elimination, and the second scenario combines the maximal information coefficient correlation and recursive feature deletion. The third scenario combines recursive feature removal and Spearman correlation. According to their experimental findings, even with the lowest feature subset, all three scenarios from the combined findings of the offered approaches reach a high level of accuracy. Additionally, they discovered that Random Forest (RF) performs more accurately in identifying phishing websites.

A systematic review of phishing detection systems based on machine learning was carried out at [17]. The authors noted that studies that include more features have higher performance findings, studies that contain more features are more often used, and runtime performance was overlooked by most systems. In [15], the authors conducted a similar systematic review on machine learning-based phishing detection systems. They ranked classifiers based on the number of studies that used them. However, their conclusion is based solely on the statistical analysis of the studies under consideration. Moreover, the authors of [4] provide a systematic review of existing studies concentrating on Machine Learning and Deep Learning based phishing website detection in order to identify the major gaps and provide appropriate solutions. Their findings show that the imbalanced dataset use, issues with appropriate feature selection techniques, source selection, train-test split ratios, dataset size, inclusion and exclusion of website features, and run-time analysis are the main contributors to these flaws. Moreover, the results show that Random Forest, in the vast majority of peer-reviewed research articles, has the best overall accuracy.

In summary, the majority of the studies reviewed in this paper concentrate on the classification phase. Well-known machine learning algorithms like KNN, SVM, XGBoost Classifier, Decision Tree, Logistic Regression (LR), and Random Forest were used in the majority of the research. The Random Forest and the XGBoost Classifier algorithms are consistently yielding the best performance results when they were compared to other algorithms. The other part of the previous works is worked on feature selection phase through evolutionary and metaheuristic algorithms, and also some authors proposed hybrid feature selection models. The feature set can be derived from a variety of sources, including the page source, search engine, URL, website traffic, and DNS. High detection accuracy, detection stability, quick detection, zero-day detection, language independence, and real-time detection are the universal goals shared by all researchers.

Additionally, these methods have a number of limitations that must be addressed in order to detect phishing URLs. To begin, the limited datasets and the requirement for updated datasets as phishing techniques develop; the majority of the work has employed preclassified and smaller datasets, which do not produce exact efficiency and precision when applied to great and real-world datasets. Additionally these approaches suffer from insufficient performance and the inability to identify zero attacks over time; as phishing techniques are always evolving, and the proposed methods are not keeping up. Second, the previously extracted features are comprehensive, with the limitation that such extraction requires a significant amount of time. Third, certain approaches used statistical methods to choose relevant features, while others proposed their own features; researchers often did not consider how their features can be defeated. Although these strategies have been effectively implemented in various approaches, they generate inaccurate results when domain knowledge is not amplified. Fourth, the previous methodologies offered lack advanced evaluation measures; the majority of the offered solutions don’t concentrate at robustness and accuracy over time. To improve the classification accuracy of phishing websites, our suggested methodology concentrated on the feature selection phase as well as the classification phase. Furthermore, various datasets gathered over time and various experiments are used to test the model’s performance and robustness.

Phishing incurs significant financial costs and can harm a company’s, government entity’s, or university’s reputation. It also harms the systems of web hosts, email providers who must protect users from phishing spam, and responders tasked with defending networks and users. The number of phishing attacks discovered is constantly increasing. Phishing remains one of the most persistent and rapidly evolving online threats. As a result, the search for a better solution to overcome the limitations of existing solutions continues.

III. METHODOLOGY

A. Datasets

There are no benchmark datasets for detecting phishing websites. This is due to the limited lifespan of phishing websites and the inability of content-based analysis to exploit dead URLs. Furthermore, the majority of datasets are restricted to experimental feature values with no URL references. This prevents datasets from being reproduced or tested with different features. Moreover, the authors of this study [18] noticed a decline in performance when previous methods were evaluated on a current dataset, even after retraining. This drop in performance highlights the necessity of using a broad, high-quality, and up-to-date dataset when creating models. It is critical to have a robust model that can deal with constantly shifting attacks. Training classification algorithms on one dataset and then testing on a different recent one is one strategy to assess the robustness of the detection model.
As a result, three URL datasets (phishing and legitimate URLs) were collected over a three-year period. The first dataset (24,200 URLs) was collected in June 2020 for use in model building (training and initial testing), followed by the second (16,028 URLs) and the third (15,974 URLs) in October 2021 and January 2022, respectively. Both datasets will be used later to test the model’s robustness without and with retraining. The classification of these datasets is displayed in Tables I, II, III.

Legitimate webpage URLs are gathered from Alexa[^3], University of New Brunswick open databases[^4], and Mendeley Data repository[^5]. For Alexa it only recommends top-ranked domains without mentioning sub-domains or paths. As a result, for the diversity of URLs, those lists cannot be used directly, especially when features such as subdomains and paths are used. To address this issue and provide a realistic dataset, the collected domains are used as seeds for crawling 10 URLs per domain. It was then processed through to remove duplicate and domain-only URLs, allowing for more representative samples. Phishtank is used to collect phishing URLs. All duplicate and defunct URLs are deleted during preprocessing of the collected URLs, and a maximum of 10 URLs with the same domain name are preserved.

### TABLE I. DATASET 1 (24,200 URLs) JUNE 2020

<table>
<thead>
<tr>
<th>Database</th>
<th>Number of instances</th>
<th>Phishing/legitimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>PhishTank dataset</td>
<td>4,010 out of 6,233</td>
<td>Phishing</td>
</tr>
<tr>
<td>Alexa top-ranked websites</td>
<td>2,019 ended with 20,190</td>
<td>Legitimate</td>
</tr>
</tbody>
</table>

### TABLE II. DATASET 2 (16,028 URLS) OCTOBER 2021

<table>
<thead>
<tr>
<th>Database</th>
<th>Number of instances</th>
<th>Phishing/legitimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>PhishTank dataset</td>
<td>2,652 out of 4,862</td>
<td>Phishing</td>
</tr>
<tr>
<td>Alexa top-ranked websites</td>
<td>1,000 ended with 10,000</td>
<td>Legitimate</td>
</tr>
<tr>
<td>Mendeley data</td>
<td>3367</td>
<td>Legitimate</td>
</tr>
</tbody>
</table>

### TABLE III. DATASET 3 (15,974 URLS) JANUARY 2022

<table>
<thead>
<tr>
<th>Database</th>
<th>Number of instances</th>
<th>Phishing/legitimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>PhishTank dataset</td>
<td>2,659 out of 4,312</td>
<td>Phishing</td>
</tr>
<tr>
<td>the New Brunswick university datasets</td>
<td>2315</td>
<td>Legitimate</td>
</tr>
<tr>
<td>Alexa top-ranked websites</td>
<td>1,100 ended 11,000</td>
<td>Legitimate</td>
</tr>
</tbody>
</table>

#### B. Preprocessing

After collecting each dataset, it must be prepared for the feature extraction procedure. As soon as the dataset is collected, the preparation procedure begins. Three datasets and three distinct preparation processes have been completed. After gathering the dataset, the next stage is data preprocessing, which involves:

1. Eliminating redundant URLs and ensuring there are no intersections between the URLs in the three datasets.
2. Filtering all URLs to avoid broken URLs to ensure that the required accurate features are extracted during the feature extraction procedure.

It is important to note that using a fresh dataset is necessary because the majority of URLs provided by PhishTank or other providers won’t likely be active for three months or less. The collected phishing URLs were 4,010 out of 6,233 in the first dataset, 2,659 out of 4,312 in the second dataset, and 2,652 out of 4,862 in the third dataset. For the legitimate URLs, to ensure there are no redundancies, the URLs were collected with different ranking values. As a result, we obtained three distinct datasets. The general procedure used to create the dataset is shown in Fig. 1. The dataset is now ready for the next stage.

#### C. Feature Selection

The process of feature selection is crucial because correctly chosen features can improve classifier performance, while poorly chosen features can have the opposite effect. Feature selection is frequently accomplished by extracting as many features as possible and weighting them statistically in order to select the most weighted and vital aspects. This procedure generates dataset-dependent features that result in the best model performance. This performance, however, is not permanent because the features gradually lose significance and weight with time and a use of new datasets. This method of selection is one of the primary causes of the reduction in performance observed by prior works when their models were tested on new datasets. As a result, selecting robust features is a key goal to ensure that the classification model’s performance is maintained over time. A feature or collection of features

[^3]: https://www.alex.com/
[^4]: https://www.unb.ca/cic/datasets/url-2016.html
[^5]: https://data.mendeley.com/datasets/c2gw7y2j4/3
is considered robust if a phisher is unable to readily build a phishing website with features that mimic those of a reliable website.

In the next subsection, a phishing newest behavior is evaluated to serve as a guide in the selection process in order to identify a robust feature collection and efficiently detect phishing attacks. It is based on the most recent APWG reports as well as the most recent annual study of the scope and distribution of phishing by Interisel Consulting Group\(^6\). This part aims to increase understanding of the rate at which phishing is evolving, gather and assess the most recent phishing attack characteristics, and pinpoint which characteristics suggest more effective ways to combat phishing. Furthermore, it recommends which vulnerable features should be changed or ignored, as well as which additional phishing features are necessary.

1) Phishing Behaviour: In regard to phishing and how it has evolved, phishers always develop and vary their methods and approaches in order to avoid being detected and enticing victims. Thus, phishing is a significant hazard to millions of consumers, and it remains one of the most rapidly growing and persistent online threats confronting today’s businesses.\(^1\) So, staying up to date on the latest phishing strategies and phisher habits will keep us one step ahead of phishing attacks.

According to the authors of this report\(^28\), the average lifetime of a phishing attack from start to the last victim is only 21 hours. Moreover, the Anti-Phishing Working Group’s Global Phishing Survey\(^3\), indicates that when victims begin accessing phishing sites, antiphishing entities take an average of 8 hours and 44 minutes to detect the attack. During this time, 63% of victims are exploited before the attack is detected and stopped. Therefore, in order to detect zero phishing attacks, you must not rely only on phishing blacklists. Additionally, you must work with a fresh dataset to ensure that you have the necessary features before the URL expires.

According to the data in\(^1\), many phishing sites go undiscovered for days, if not months, allowing them to carry out their attacks. Around 78% of malicious sites were identified during the first year of registration, and 22% of phishing domains were older than a year. According to the authors of\(^1\), the majority of malicious domains are used for phishing within the first three days of registration, while some domains are used within 14 days. Phishers typically employ them quickly to escape discovery. Some phishers recently waited more than 90 days after registering their domains to move out of the new domain status, which earns low reputation scores from security and anti-spam firms. According to their findings, 17% of maliciously registered domains were not used within 90 days of registration. In this instance, the "Domain age" feature should be considered.

According to\(^24\), 42% of phishing domains are compromised, and 58% of them have malicious registrations. Furthermore, the authors of\(^1\) showed that 61% of the 99,412 domains utilized for phishing during their study period were maliciously registered, with the remaining 39% classed as compromised. In contrast to phishing that occurs on compromised (hacked) domains held by innocent parties, maliciously registered domains are domain names registered by phishers to conduct phishing sites. According to the authors of a recent Interisel Consulting Group analysis\(^2\), phishers hosted more attacks on compromised sites than malicious domains (a 53:47 ratio). This is consistent with the idea that hacked hostnames are appealing to phishers since they are more difficult to detect.

Many malicious domains have distinguishing features that may be utilized to rapidly and accurately detect them. In the event of hacked domains, however, it has legitimate features that will result in a high percentage of false-negative rates. To address this issue, we must distinguish between hacked and legitimate domains. We have principally based on three aspects, from the most recent common and best practices in the field: 1. A WHOIS-based feature (the domain’s age), 2. An engine-based feature (web traffic), and 3. A feature based on HTML (if it has fake forms, broken hyperlinks, or foreign hyperlinks). All of these factors can be used to distinguish between legitimate and compromised domains.

The majority of phishing attacks target just a few domain registries, domain registrars, and hosting companies.\(^24\) About 9% of Phishing happens at a small number of providers that provide subdomain services\(^1\). As a member of the APWG, RiskIQ continuously analyzes the domain name system for instances of phishing. They discovered that out of the 6,153 distinct phishing URLs submitted to the APWG’s eCrime Exchange in Q4 2020, 3,598 were hosted on unique second-level domains and 15 more were hosted on unique IP addresses without domains.\(^9\)

In addition, Axxur (an APWG member company) discovered that 63 percent of phishing domain names lacked a catchy keyword or contained or imitated brand names (like “account-update” or “sale”). In Q2 of 2020, it was 58%, while in 2019, it was 33%. To be clear, phishers aim to escape detection by utilizing generic terms instead of brand names in their selected domain names since telltale words in domain names are easier for defenders to locate.\(^9\) Instead, phishers attempt to fool Internet users by taking advantage of the fact that characters in different language scripts may be virtually (or entirely) identical, allowing the phisher to impersonate a brand name. Phishers do employ them on occasion, though, since they can mislead the human eye and avoid detection by security tools that do not identify the words they are designed to represent\(^8\).

In certain situations, lexic-based characteristics, such as equal or hexadecimal in the URL and digits in the domain name, might be used as a warning sign for phisher deceit. Moreover, a good signal for a phishing URL may be found in the WHOIS-based feature; Registrar Name, which phishers hide to avoid being blacklisted. Furthermore, the usage of subdomains that lead to phishing URLs is also indicated by URL-based characteristics including URL length, host length, path length, and the number of dots in the URL.

According to\(^9\) several deception strategies phishers use to deceive consumers include encryption designed. In Q4 2020, 84 percent of phishing sites used SSL/TLS certificates, up 3 percent quarter over quarter, and 10% year over year. Furthermore, they discovered that 89 percent of the certificates used in phishing were Domain Valid "DV" certificates; these are routinely offered for free, and because they do not need...

---

\(^6\)https://www.interisle.net/index.html
human authentication, simply the domain name being used, they provide the lowest type of certificate validation. In this case, the https/http check is not a sign of a phishing attack. However, with a little motivation, we can still take use of this feature and try to leverage this clue to provide a low false-positive rate.

Based on these indications, fourteen features are in a great position to detect and prevent the bulk of phishing that occurs on maliciously and compromised domains. The structure, content, behavior, and URL of phishing websites have been considered. The selection of these features is one of the paper’s main contributions. A novel fourteen-feature combination was presented to improve the detection accuracy of phishing URLs and verify resilience to deal with ever-evolving attacks.

**D. Feature Extraction**

This phase extracts features from the URL dataset. The extracted features are categorized as HTML-Based, URL-Based, Lexical-Based, WHOIS-Based, and Engine-Based Features, for a total of 14 features.

A data collector script was created. APIs are used for features that rely on a third party, such as WHOIS and Engine function. HTML parsing was necessary for the HTML features. Other features, such as URL and Lexical, were extracted quickly. Next the extraction and storage of these features for each URL, literature-based heuristics were employed to construct the feature vector, as illustrated below. To produce the labeled dataset, each URL needs its own feature vector. The feature vector corresponding to each URL is specified as $F = F_1, F_2, F_3, ..., F_{14}$. Each attribute generates a value in the form of 1 or 0, with 1 indicating phishing and 0 indicating legitimate. Finally, the feature vectors were stored by the script into the database to be used later in the classification stage.

**URL-BASED FEATURES:**

- **Feature 1 (F1): URL length**
  Although some phishers employ the accessible URL shortening tool, others continue to use the lengthy URL in the address bar to conceal the brand or company name. Legitimate URLs are often short in order to be easily remembered. Many phishing URLs, on the other hand, are lengthier since they rely on clicking on the phishing URL, and the phisher usually hides the redirected information in that long URL. URLs that are longer than 54 characters are assigned 1 (phishing), otherwise 0 (legitimate).

- **Feature 2 (F2): Sub-domain**
  The URL of the majority of phishing websites has more than two subdomains. Each domain is separated by a dot (.), and it is uncommon to see more than one subdomain in the URL of a legitimate site. So, URLs with more than three dots are assigned 1 (phishing), otherwise 0 (legitimate).

- **Feature 3 (F3): Secure Connection**
  The structure, content, behavior, and URL of phishing websites have been considered. The selection of these features is one of the paper’s main contributions. A novel fourteen-feature combination was presented to improve the detection accuracy of phishing URLs and verify resilience to deal with ever-evolving attacks.

- **Feature 4 (F4): Host Length**
  Like URL length, genuine URLs are frequently short in order to be easily remembered and swiftly published, but phishing URLs are longer in order to conceal the identity of the site. So, URLs with host length more than 20 characters are allocated 1 (phishing), otherwise 0 (legitimate).

- **Feature 5 (F5): Path Length**
  The same as URL and host length, should not be too lengthy to ensure that the whole URL is not too long as a result. So, URLs with path length more than 35 characters are assigned 1 (phishing), otherwise 0 (legitimate).

**HTML-BASED FEATURES:**

- **Feature 6 (F6): Fake Form**
  Following HTML processing, look for the page form. Assume the page has forms with external actions. In such instances, it is a fake form since it is most likely a phishing form that takes data and transmits it to an external processing website. So, depending on whether the page contains external form activities or not, the value assigned to this feature is 1 (phishing) or 0 (legitimate).

- **Feature 7 (F7): Broken Hyperlinks**
  The majority of phishers are just interested in one page that they are releasing. Most likely, most of the hyperlinks on the website are broken, thus if we discover that the majority of the hyperlinks are broken, it is an indication that the URL may be a phishing
URL. So, if the percentage of broken hyperlinks is greater than 25%, the feature is assigned 1 (phishing), otherwise it is assigned 0 (Legitimate).

- Feature 8 (F8): Foreign Hyperlinks
  To prevent having broken hyperlinks on the website, most phishing pages use external functional URLs. So, if we discover that the majority of the hyperlinks are foreign, it is a strong sign that the URL is a phishing URL. If the percentage of foreign hyperlinks is more than 50%, the characteristic is assigned 1 (phishing), otherwise it is assigned 0. (Legitimate).

LEXICAL-BASED FEATURES:

- Feature 9 (F9): Equal
  Because “=” is utilized to obtain input from the end-user, most professional websites are no longer used due to the risk of data sniffing. It is preferable to avoid URLs with this complex and hazardous lexical character by assigning 1 (phishing) to URLs with “=” else 0 (Legitimate).

- Feature10 (F10): Hexadecimal
  Because URL encoding substitutes unsafe ASCII characters with “%” followed by two hexadecimal numbers, it is best to avoid using “%” in URLs such that URLs containing “%” symbols have a value of 1 (phishing) otherwise 0. (Legitimate).

- Feature11 (F11): Digit
  Domains with numerals are perplexing. Furthermore, professional websites do not use domain names that include digits, and many phishers utilize numbers to fool end-users, such as naming the domain apple.com instead of apple.com. If the IP address is present in the URL, it is a malicious URL, and it will be allocated 1; otherwise, it is a genuine URL, and it will be assigned 0.

WHOIS-BASED FEATURES:

- Feature12 (F12): Host Age
  The normal procedure for registering a domain is to register domain and then construct the website as rich as possible, which will take some time. The founder begins to declare and publicize the URL, or does not announce at all and instead relies on search engines such as Google to do so. On the contrary, most phishers register a domain and utilize it rapidly in order to evade discovery. As a result, it is preferable to avoid domains with an age of less than 90 days by assigning it 1 (phishing) else 0 (Legitimate).

- Feature13 (F13): Registrar Name
  The registrar is the entity where the domain name is registered. According to the Internet Corporation for Assigned Names and Numbers (ICANN), there were over a thousand ICANN-accredited registrars globally by the middle of 2017, with the number steadily rising. Unless they hide it for any reason, we can determine who owns most domains. If you get a URL as an announcement with an unknown registrant name, it is most likely a phishing URL and will be assigned 1 (phishing), else 0 (no phishing) (Legitimate).

ENGINE-BASED FEATURES:

- Feature14 (F14): Web traffic
  The web traffic, which can be collected from the Alexa database, is the total number of users who have visited a URL or webpage. Assume the website is among the top 500 thousand. In such instances, unless it is hacked to be used as a phishing website, it is difficult to be a phishing website. The likelihood of a phishing website growing as its popularity decreases. As a result, URLs with a rank more than 500 thousand are allocated 1 (phishing), while others are assigned 0. (Legitimate).

E. Classification Phase

In this phase, eleven classification algorithms; which were found to be the most adaptable in phishing websites detection, including Random Forest (RF), Gradient Boosting (GBoost), LightGBM (LGBM), Support Vector Machines (SVM), Logistic Regression (LR), k-nearest neighbors (KNN), Gaussian Naive Bayes(GaussianNB), CatBoost, Decision Tree (DT), Linear Discriminant Analysis (LDA), and Quadratic Discriminant Analysis (QDA), are used for classification activities and comparison purposes.

IV. EXPERIMENTAL AND EVALUATION

A. Evaluation Criteria

To evaluate the effectiveness of the proposed model, there are numerous assessment tools available. Calculating the accuracy rates will be accurate and efficient due to the used binary datasets. In order to assess how accurate our model is, we pay attention to its correctness.

Accuracy (A): It measures the overall percentage of predictions that come true as in Eq. (1).

\[
\text{Accuracy}(A) = \frac{TP + TN}{TP + TN + FP + FN} \quad (1)
\]

Properly identified cases are denoted by the letters TP, correctly rejected instances by the letters TN, incorrectly identified instances by the letter FP, and wrongly rejected instances by the letters FN.

Moreover, security is paramount in the world of cybersecurity since phishing attempts can cause significant harm to end users. Therefore, the key goal is to protect users from phishing attacks and drastically reduce misclassification to avoid any challenges faced by the user when utilizing services. Consequently, we include Precision, Recall, and F1-Score in our evaluation.

Precision evaluates the proportion of occurrences properly identified as phishing compared to all instances identified as phishing as in Eq. (2).

\[
\text{Precision} = \frac{TP}{TP + FP} \quad (2)
\]

Recall: It measures the proportion of phishing incidents that are accurately identified compared to all phishing incidents as in Eq. (3).

\[
\text{Recall} = \frac{TP}{TP + FN} \quad (3)
\]
F1-Score: It is a weighted average of Precision and Recall as in (4).

\[
F_1\text{-Score} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \tag{4}
\]

B. Experiments and Results

Two stages of the experiments were carried out. The first step is to assess the classifiers and choose the algorithm that performs the best. The robustness and generalizability of the proposed models are evaluated in the second stage by training the model on recent datasets without retraining it. It also conducts additional experiments to investigate the impact of retraining on model performance by testing the model with a recent dataset after retraining. Each of these stages will be thoroughly illustrated in the following subsections.

1) Releasing the Best Classification Algorithm: These experiments aim to determine the classification process’ best performing algorithm. Random Forest (RF), Gradient Boosting (GBoost), LightGBM (LGBM), Support Vector Machines (SVM), Logistic Regression (LR), k-nearest neighbors (KNN), Gaussian Naive Bayes (GaussianNB), CatBoost, Decision Tree, Linear Discriminant Analysis (LDA), and Quadratic Discriminant Analysis (QDA) algorithms are trained and tested on the first dataset; 24,200 phishing and legitimate URLs, as shown in Table II. The dataset is randomly split into 90% and 10% of the samples for the training set and testing set, respectively. On the training set, a randomized cross-validation (10-fold) search was performed with a maximum of 1000 iterations. These algorithms’ classification results after 10, 100, and 1000 iterations are shown in Table IV. All algorithms improved in performance as the number of iterations increased, as can be shown. The best performance for the LightGBM and Decision Tree algorithms was achieved after 100 iterations and remained constant after 1000 iterations. The results also show a performance competition among RF, LGBM, and GBoost classifiers. To the best of our knowledge, they outperform currently available state-of-the-art phishing detection systems designed and reach the best performance with nearly identical results. The highest accuracy of the classifiers is shown in Table V, and Fig. 3.

![Fig. 3. The best classifier's accuracy.](image)

These experiments were carried out in three steps:

1- Measuring model performance with new attacks.
2- Investigating the impact of retraining on model performance.
3- Emphasizing the significance of the model’s regular retraining.

![Table V. The best performance of the classifiers](image)

2) Future Attacks: The goal of these experiments is to ensure that we have a robust model that can deal with ever-changing attacks. One method is to train the model on one dataset and then test it on a different, more recent one. As a result, two new datasets were used in these experiments. As shown in Tables II and III, we referred to them as the second and the third datasets.

![Table VI. Performance of the classifiers using 10, 100, and 1000 iterations](image)

These experiments were carried out in three steps:

a) Measuring Model Performance with New Attacks:
The first stage is to evaluate the model’s performance with the new attacks, which is done by evaluating the suggested models with the second and third datasets, using all models demonstrated in the prior section. Table VI present the findings. According to the results, most of the classifiers’ performance is slightly lower than in the previous experiment, with the exception of the CatBoost and DT algorithms, which both have slightly higher performance. Given that these datasets were not used in the training set, that each dataset is unique with no common URLs, and they were gathered over a three-year period, these findings could be considered good. Furthermore, the results show a decrease in performance for both the KNN and LightGBM algorithms. In terms of best performance, the second dataset indicated a competition amongst three classifiers: Gaussian NB, Random Forest, and Gradient Boost. Furthermore, the Gaussian NB classifier performs better with
the third dataset. Random Forest and Gradient Boost are placed second and third in terms of performance, respectively.

The models’ efficacy and robustness are ensured by the features and classification technique used. This experiment highlights the value of the features chosen for the classification models, demonstrating that they were more resilient to new attacks and that active phishers are unable to overcome them. It also shows that the Gaussian NB algorithm’s performance has held steady over time, implying that it is the most resilient to fresh phishing attack strategies. In a close race for second place, the Random Forest and Gradient Boost algorithms both performed well.

b) Investigating the Impact of Retraining on Model Performance: The second step in these experiments is to investigate the effect of retraining on the model performance, which is accomplished by testing the models again after they’ve been retrained with the new phishing attacks. The second dataset was divided into two parts: train and test. The model was then retrained with the new training set (90% of the second dataset), with the same set of features, and tested using the new testing set (the remaining 10% of the second dataset) and the third dataset. Table VII shows the classification results.

For the new testing set (the remaining 10% of the second dataset), all of the classifiers’ performance increased and was very near to the first findings released from the initial model, emphasizing the need of retraining operations in order to preserve model performance over time. LightGBM was the most significantly improved algorithm, with its performance dropping from 99.84% accuracy to 95.68% when tested on the new dataset without retraining and returning to 99.78% accuracy when tested again but after retraining on fresh phishing attacks. For the third dataset, most classifiers’ performance increased when compared to the results of the prior test with the same dataset without retraining, as shown in Table VI. LightGBM benefitted the most after retraining, increasing its accuracy from 83.5% to 95.57%, although it was not the best accuracy classifiers received. In terms of greatest accuracy, the GaussianNB Algorithm ranks first with around 98.46%, followed by both GradientBoost and Random Forest in second place with approximately 98.3%. Despite the modest decline in performance, the GaussianNB Algorithm maintained its performance from the start of the experiments. After retraining, the performance of the CatBoost, QDA, and DT algorithms all decreased.

This experiment emphasizes the need of retraining for algorithms like LightGBM, which lose performance while dealing with fresh datasets without retraining. Algorithms such as Random Forest and GradientBoost can deal with new attacks with a minor reduction in performance; this is regarded a satisfactory outcome if they do not regularly retrain with fresh datasets, but they are able to retain performance after retraining. The GaussianNB algorithm is the most immune to new phishing attacks without retraining and can even function effectively while being retrained.

c) Emphasizing the Significance of the Model’s Regular Retraining: The third phase emphasizes the importance of continual model retraining for more current attack types. As indicated in previous findings; Table VII, the classifiers’ performance was as excellent as it was for the first model due to retraining the model using recent attacks from the same time period as the test set. To ensure this, the third dataset is separated into train and test sets. The model was then retrained with the new training set. The new testing set is then used to test it. The classification result is shown in Table VIII below. The performance of most classifiers has improved once again, like in the prior experiment. LightGBM classifier returns to top place in terms of accuracy, followed by Random Forest and GradientBoost at the second level. The third and fourth levels are occupied by KNN and GaussianNB, respectively.

When these results were compared to the previous test results for the third dataset without any retraining, it was discovered that all algorithms outperformed their previous performance with the exception of GaussianNB, CatBoost, and DecisionTree algorithms, whose performance had a slight slip after retraining. The same result was observed while testing the third dataset after retraining the model using a portion of the second dataset, except that DecisionTree method performance rose after retraining the model with recent attacks from the same time period. Fig. 4, 5 compare models performance with and without retraining.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>On the second dataset</th>
<th>On the third dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF</td>
<td>98.5</td>
<td>99.7</td>
</tr>
<tr>
<td>GBoost</td>
<td>98.5</td>
<td>97.9</td>
</tr>
<tr>
<td>LGBM</td>
<td>95.7</td>
<td>83.5</td>
</tr>
<tr>
<td>SVM</td>
<td>95.8</td>
<td>95.7</td>
</tr>
<tr>
<td>LR</td>
<td>95.98</td>
<td>96.5</td>
</tr>
<tr>
<td>KNN</td>
<td>97.795</td>
<td>91.7</td>
</tr>
<tr>
<td>GaussianNB</td>
<td>98.5</td>
<td>98.67</td>
</tr>
<tr>
<td>CatBoost</td>
<td>97</td>
<td>97.1</td>
</tr>
<tr>
<td>DT</td>
<td>97</td>
<td>97.1</td>
</tr>
<tr>
<td>LDA</td>
<td>96</td>
<td>95.5</td>
</tr>
<tr>
<td>QDA</td>
<td>83.4</td>
<td>83.5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>On the new testing dataset</th>
<th>On the third dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF</td>
<td>99.751</td>
<td>98.31</td>
</tr>
<tr>
<td>GBoost</td>
<td>99.727</td>
<td>98.3</td>
</tr>
<tr>
<td>LGBM</td>
<td>99.976</td>
<td>95.57</td>
</tr>
<tr>
<td>SVM</td>
<td>96.943</td>
<td>96.13</td>
</tr>
<tr>
<td>LR</td>
<td>96.619</td>
<td>96.47</td>
</tr>
<tr>
<td>KNN</td>
<td>99.528</td>
<td>94.31</td>
</tr>
<tr>
<td>GaussianNB</td>
<td>98.608</td>
<td>98.46</td>
</tr>
<tr>
<td>CatBoost</td>
<td>97.042</td>
<td>97</td>
</tr>
<tr>
<td>DT</td>
<td>98.423</td>
<td>88.79</td>
</tr>
<tr>
<td>LDA</td>
<td>96.396</td>
<td>95.84</td>
</tr>
<tr>
<td>QDA</td>
<td>82.235</td>
<td>83.4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF</td>
<td>99.72</td>
</tr>
<tr>
<td>GBoost</td>
<td>99.976</td>
</tr>
<tr>
<td>LGBM</td>
<td>99.73</td>
</tr>
<tr>
<td>SVM</td>
<td>96.98</td>
</tr>
<tr>
<td>LR</td>
<td>96.62</td>
</tr>
<tr>
<td>KNN</td>
<td>99.59</td>
</tr>
<tr>
<td>GaussianNB</td>
<td>98.38</td>
</tr>
<tr>
<td>CatBoost</td>
<td>96.85</td>
</tr>
<tr>
<td>DT</td>
<td>96.98</td>
</tr>
<tr>
<td>LDA</td>
<td>96.21</td>
</tr>
<tr>
<td>QDA</td>
<td>84.77</td>
</tr>
</tbody>
</table>
detection models that used the proposed features in concert with a machine learning algorithm. Eleven alternative machine learning algorithms were examined for classification tasks and comparative objectives. For the initial model creation and the model evaluation, three datasets were created. These datasets were gathered over a three-year interval to guarantee the model’s generalizability and resilience to new datasets and phishing attacks.

Through a variety of experiments, beginning with assessing the classifiers to pick the best-performing algorithm and ending with emphasizing the relevance of the model’s frequent retraining, the model performance, generalization, and robustness were evaluated using appropriate evaluation metrics. Based on the experimental data, the key conclusion is that the suggested models; which utilize LightGBM, Random Forest, or GradientBoost algorithms, have the best performance with an average accuracy rate of 99.7%, outperforming all other model in the literature. Furthermore, when evaluated with newer datasets, Random Forest, and GradientBoost models comes in the second level after the GaussianNB model which is the most durable without retraining. Additionally, it demonstrated that these models are able to maintain its performance with regular retraining with newer types of attacks and with the same set of features, which is regarded an extraordinary achievement and a step forward in phishing detection technologies. Adapting various parallel processing approaches to lower the time necessary to extract the features is one potential future attempt. Furthermore, we intend to employ deep learning algorithms in a performance evaluation. Moreover, we plan to expand our work on social media platforms such as Facebook, Instagram, and others.

These studies illustrate the need of having a diverse set of characteristics that can counter ever changing attacks. It also underlines the need of selecting a classification method that performs well with both previously trained and fresh datasets. Furthermore, to safeguard the model’s performance, it should be retrained on a regular basis for newer sorts of attacks. Furthermore, these experiments demonstrated that the LightGBM, Random Forest, and GradientBoost algorithms performed the best and maintained their performance with regular retraining of the model with newer types of attacks. Furthermore, the GaussianNB method is the most resilient algorithm, capable of maintaining its performance even without retraining, and its performance is considered good in comparison to current best and common practices used in the field. These four proposed models demonstrate that it is tough for attackers to avoid, since it is capable of dealing with the ever-changing nature of phishing attacks. Furthermore, they outperform the other detection models currently available. To the best of our knowledge, these are the first detection models that have demonstrated their resilience and generalization by being assessed with fresh up-to-date datasets without and with retraining and indicating that they can sustain and continue to perform well.

V. CONCLUSION AND FUTURE WORK

Based on the observation of historical and contemporary phishing attacks, this article developed a unique combination of phishing URL detecting features which offered novel
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Ensemble of Deep Learning Models for Multi-plant Disease Classification in Smart Farming
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Abstract—Plant disease identification at an early stage plays a crucial role in ensuring efficient management of the diseases and crop protection. The occurrence of plant ailments can result in substantial reductions in both crop yield and quality, which may cause financial setbacks for farmers and lead to food shortages for consumers. Traditional methods of disease detection rely on visual observation, which can consume a significant amount of time, be a labor-intensive, and often be inaccurate. Automated disease detection systems, based on techniques for machine learning, have the potential to greatly improve the precision and speed of disease detection. This article presents a model for identifying plant diseases that combines the output of two transfer learning models, EfficientNetB0 and MobileNetV2, to improve disease classification accuracy. The PlantVillage Dataset was used to train and test the model under consideration, which contains 54,305 photos of 38 different plant disease classes, achieving an accuracy rate of 99.77% in disease classification. The use of an ensemble of deep learning models in this study shows promising results, indicating that the technique can enhance the accuracy of plant disease classification. Besides, this study contributes to the development of accurate and reliable automated disease detection systems, thereby supporting sustainable agriculture and global food security.

Keywords—Ensemble learning; automated disease detection systems; transfer learning models; plant diseases

I. INTRODUCTION

Plants are susceptible to a variety of diseases, and this is particularly true in the Mekong Delta region of Vietnam and across the world. There are numerous factors that contribute to the development and spread of plant diseases, including weather conditions, soil health, and the presence of pests and pathogens [3]. The Mekong Delta, situated in the southwest of Vietnam, is also referred to as the Western Region, the humid and warm climate provides ideal conditions for the growth of many plant diseases, which can have significant economic and environmental impacts on local farmers and communities [41]. Similarly, in other parts of the world, plant diseases can be a major challenge for agriculture and food security, affecting yields and quality of crops. Therefore, it is crucial to monitor and manage plant diseases to prevent their spread and minimize their impact on plant health and food production. In recent times, there has been a growing interest in using machine learning (ML) and deep learning (DL) techniques to improve the early diagnosis of plant diseases. This involves developing algorithms that can analyze large datasets of plant images and detect early signs of disease, such as changes in leaf color or texture. These algorithms can be trained using labeled datasets of healthy and diseased plants, allowing them to identify patterns and make accurate predictions about the health of a plant. By using these advanced techniques, researchers hope to enhance the precision and quickness of disease diagnosis, which could help farmers to take preventive measures and minimize crop losses. The study’s primary contribution is to introduce a model for classifying plant diseases that combines the output of two transfer learning models, EfficientNetB0 and MobileNetV2, to improve disease classification accuracy.

II. RELATED WORKS

Numerous research studies have investigated the use of both traditional classification algorithms and advanced deep learning models in classifying plant leaf diseases. This indicates that there is an ongoing effort to develop more accurate and efficient methods for identifying and diagnosing diseases that affect plant leaves. The article [30] proposes ANN and SVM classifiers to identify and classify fungal diseases with an accuracy of 87% and 91.16%, respectively. This study [14] utilizes the Support Vector Machine (SVM) classifier for disease recognition, achieving an accuracy rate exceeding 90%. In the research [28] employs the SVM classification technique and involves the extraction of color and texture features, resulting in a classification accuracy of 88.89%. Through the extraction of features such as color, shape, and texture from images of healthy and unhealthy tomato plants and feeding them to a classification tree, the study [36] achieved a classification accuracy of 97.3% for six types of tomato images. The study [20] combines convolution neural networks (CNNs) and SVM method to extract features and classify rice leaf disease images, respectively. The research achieves a classification accuracy of 96.8%. The study [12] presents a fresh model for identifying plant leaf diseases, which employs a Deep CNN trained with an open dataset comprising 39 classes of images of plant leaves and their backgrounds. The research attains a classification accuracy of 96.46%. The paper [44] discusses the practicality of using CNN for classifying plant diseases in leaf images, resulting in an accuracy rate of 99.32%. The study [25] introduces a new approach to identifying rice diseases that utilizes deep CNN techniques, achieving an accuracy rate of 95.48%. The paper [48] presents a novel approach to classifying tomato leaf diseases using a deep CNN that incorporates an attention mechanism, achieving an accuracy rate of 99.24% on the tomato leaf diseases dataset. A compact CNN is suggested in this research [27] for the Tomato Disease identification task, achieving an F1 score of 99.70%. The tomato diseases are accurately defined and classified using Convolutional Neural Network (CNN), achieving a success rate of 98.49%. In recent times,
Transfer learning has gained widespread popularity and has been successful in solving several problems with significant achievements. Agriculture imaging tasks [32], [5], [26], [33], [31]; Medical imaging tasks [34], [2], [47], etc. To utilize the pretrained model for identifying plant diseases, this paper [49] presents the identification of apple leaf diseases with an accuracy of 93.71% using DenseNet-121. The study [16], the VGG16 deep learning model has been employed to achieve a 90% accuracy in identifying diseases in tea leaves. In this paper [45] employs the VGG16 model to identify diseased apple leaves with an accuracy of 90.4%. The identification of haploid and diploid maize seeds is achieved with an accuracy of 94.22% in this study [1] using the VGG-19 model. The classification of Tomato crop diseases is achieved in this paper [35] with an accuracy of 97.29% using VGG16 and 97.49% using AlexNet. The study [21] employed transfer learning with the plant village dataset to retrain the EfficientNet B7 deep architecture. Subsequently, down-sampling of collected features was performed using a Logistic Regression technique, which achieved a 98.7% accuracy. The research [13] involved tomato leaf disease detection, which was performed using Densenet- Xception, resulting in an accuracy of 97.10%. In this study [39], CNN models were employed to categorize diseases found in tomato plants, achieving an accuracy of 98.6% across 10 different disease classes. In the study [42], the success rate for tomato leaf disease recognition using VGG16, InceptionV3, and Resnet50 models were 99.62%, 99.75%, and 99.5%, respectively. The goal of this study [37] was for the purpose of diagnosing diseases present in tomato leaves by categorizing healthy and unhealthy tomato leaf photos using two pretrained CNNs, namely InceptionV3 and Inception ResNetV2. The study [22] achieved an accuracy of 99.22%. In this work, three CNN-based models (VGG-16, ResNet-152, and EfficientNet-B4) were proposed for the classification of tomato leaf diseases. The study found that the models reached accuracies of 93.75%, 97.27%, and 98%, respectively. With the utilization of a DenseNet model, the paper [6] achieved a classification accuracy of 99.9% in identifying tomato diseases. By leveraging MobileNetV2, the research [24] created an enhanced algorithm for recognizing apple leaf diseases and achieved an accuracy rate of 96.23%. In the research [4], the detection of tomato leaf diseases was performed using several models, with MobileNet achieving an accuracy rate of 94%, Xception at 95.32%, VGG16 at 93.35%, ResNet50 at 96.03%, DenseNet121 at 96.3%, and EfficientNetB5 at 99.07%.

III. TRANSFER LEARNING MODELS AND ENSEMBLE LEARNING

A. Transfer Learning Models

Transfer learning (TL) [29] is a technique in machine learning that improves the learning process by leveraging a pretrained model for a new task. TL models are neural networks that have undergone training on a large dataset, typically used for tasks such as image recognition or natural language processing. These models are then adjusted and fine-tuned for a new task using a smaller dataset. The core principle behind transfer learning is based on the idea that a model capable of recognizing specific features in one domain can be repurposed to identify similar features in another domain. In recent times, various Deep Learning models, including EfficientNet, MobileNet, VGG, DenseNet, Xception, ResNet, among others, have emerged victorious in the ILSVRC competitions. The ImageNet database, containing more than 1.4 million images for 1000 different classes, is the most widely utilized dataset for these competitions. The present research involves the combination of EfficientNetB0 and MobileNetV2 models for the classification of plant diseases.

B. Ensemble Learning

Ensemble learning (EL) [11] is a method that involves merging multiple separate models to achieve improved overall performance in terms of generalization. There are several types of ensemble models that can be used for this purpose, each with its own unique approach and set of advantages and disadvantages. One of the most common types of ensemble models is bagging [8], which stands for bootstrap aggregating. The Bagging technique consists of training multiple models on distinct subsets of data, followed by the amalgamation of their predictions through averaging or majority voting. This approach can diminish the variance of the models and enhance their general stability. Another popular ensemble method is boosting [10] [9], which involves sequentially training weak models and adjusting the weights of the training examples to focus on the most difficult cases. Boosting can be effective for improving the accuracy of the models and reducing bias. Stacking [46] is a more complex type of EL that involves training several models and then using another model, called a meta-model or a blender, to combine their predictions. Finally, decision fusion strategies based on deep ensemble models use deep learning methods to combine the results of several models, either in a hierarchical or parallel manner, to achieve better performance.

In our approach, we utilized two transfer learning models (EfficientNetB0 [40] and MobileNetV2 [15] [38]) for the purpose of extracting deep features from the data provided. These deep features were then integrated together to form a single, high-dimensional feature vector. These features were then fed into a few dense layers for further processing and feature transformation. Finally, the resulting features were used to perform classification. This allowed us to leverage the complementary strengths of different deep networks and capture a richer representation of the input data compared to using a single deep network or traditional feature extraction methods. The outcomes demonstrate the proficiency of our method in leveraging the power of TL models for multi-plant disease classification.

IV. METHODOLOGY

A. Dataset and Data Preparation

The data set utilized in this research is PlantVillage dataset was first introduced at [17], [18]. The PlantVillage dataset comprises 54,305 images of leaves, both healthy and diseased, which have been categorized into 38 different groups based on their species and type of disease. The images include 14 types of crops and consist of 38 categories can be found in Table III. To train and evaluate the effectiveness of the suggested model, the dataset was divided into three separate groups, namely the training set, testing set, and validation set, in the proportion of 60:20:20. The distribution of the data set can be discovered in Fig. 1 and examples of plant disease
pictures from the PlantVillage dataset can be presented in Fig. 2. Before the model training and evaluation, the datasets for training, validation, and testing will go through preprocessing techniques. These techniques consist of resizing the images to 224x224 and applying the image preprocessing function.

B. Proposed Model

In this research, we utilized two transfer Learning models (EfficientNetB0 [40] and MobileNetV2 [15] [38]) to extract deep features from the input data. These deep features were then concatenated together to create a feature vector. Then, these features were fed into a few dense layers for further processing and feature transformation. Finally, the resulting features were used to perform classification. The suggested model for plant disease classification can be seen in Fig. 3. The model has two main backbone networks, “EfficientNetB0” and “MobileNetV2,” both of which produce an output shape of (None, 1280). These output tensors are then processed by two separate batch normalization layers, and their outputs are concatenated together to form a (None, 2560) tensor. This concatenated tensor is then fed into a dense layer comprising of 256 units, followed by a dropout layer with a dropout rate of 0.5 to prevent overfitting. Finally, the output of the dropout layer is passed through another dense layer with 38 units, which produces the final output of the model. The overall count of parameters within the model is 6,983,177, with 6,901,922 of them being trainable and the remaining 81,255 being non-trainable. The Architecture and Proposed model can be displayed in Fig. 4 and Table 1 showcases the representation of various information including layers of the model, the shape of each layer’s output, the count of trainable parameters in every layer, and the overall count of trainable parameters within the model. The proposed model also utilizes the technique of learning rate scheduling [23] during its training process. Learning rate scheduling is a technique that adjusts the learning rate, which controls the step size of the gradient descent optimization algorithm, during training. The purpose of this technique is to improve the convergence of the model by gradually reducing the learning rate over time. In this model, after two epochs, the learning rate has decreased by a factor of 0.5 to wait to adjust the learning rate if training accuracy does not improve. In order to address potential overfitting in the model, the regularization techniques used in this architecture assisting in avoiding overfitting and improve the model’s overall performance, which is important for many applications in the real world.

C. Model Evaluation Metrics

This study examined the effectiveness of DL models using a range of metrics, including Precision, Recall, F1-score, and Accuracy. Accuracy was employed to assess the overall performance of the models in predicting the target
variable. Precision measured the ratio of true positive results to all positive predictions, while recall measured the ratio of true positive predictions to all actual positive instances in the dataset. F1-score, which combines precision and recall, provided a balanced perspective on the model’s performance, particularly in scenarios with imbalanced classes. By employing multiple evaluation metrics, we gained a comprehensive understanding of the model’s performance and made well-informed judgments regarding its effectiveness.

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \quad (1)
\]

\[
\text{Precision} = \frac{TP}{TP + FP} \quad (2)
\]
Fig. 4. The architecture of the suggested model is used in this study.

D. Results

Table II presents a comparative examination of the suggested model with modern methods on similar problems. The table includes the name of the plant, the quantity of categories, the number of pictures in the dataset, and the method used for detection along with the accuracy rate achieved. The PlantVillage dataset was used for both training and testing the recommended model, containing 54,305 photos of 38 different plant disease classes. According to the findings, the model that was suggested, which combines the output of two transfer learning models, EfficientNetB0, and MobileNetV2, achieved an accuracy rate of 99.77%, which outperformed all other methods listed in the table. According to the results, the suggested approach has the potential to substantially enhance the precision of plant disease classification and provide more reliable automated disease detection systems. The classification report presents the evaluation metrics for each class of plant disease, along with the support values for each class presented in Table III. The report shows that the model performs excellently, with most classes achieving perfect scores for evaluation metrics. The report provides useful insights into the model’s capacity to identify and categorize various types of plant diseases. The confusion matrix of the suggested

\[
Recall = \frac{TP}{TP + FN}\quad (3)
\]

\[
F_1 - Score = \frac{Precision \times Recall}{Precision + Recall}\quad (4)
\]

In which, TP: True Positive, TN: True Negative, FP: False Positive, FN: False Negative.
The presented study highlights the importance of timely identification of diseases that affect plants and the significant losses that can result from their unchecked spread. Traditional methods of disease detection are often inaccurate, time-consuming, and labor-intensive, making it difficult for farmers to efficiently manage their crops. The use of automated disease detection systems based on machine learning algorithms offers an excellent opportunity to improve the accuracy and speed of disease detection. The model for classifying plant diseases that have been suggested, which combines the outputs of two transfer learning models, EfficientNetB0 and MobileNetV2, has demonstrated an accuracy rate of 99.77% in disease classification, indicating its potential to provide more reliable automated disease detection systems.

Furthermore, this study’s results offer promising indications that the use of an ensemble of DL models can significantly enhance the accuracy of plant disease classification. The development of more accurate and reliable automated disease detection systems is vital to support sustainable agriculture and global food security, making this study a valuable contribution to this field of research.

VI. FUTURE WORKS

There are several future works that can be pursued based on the findings of this study. First, the model can be tested on different datasets containing images of plant diseases to assess its robustness and generalizability. This will help to determine if the model can be applied to other crops and environments. Second, the model can be integrated into a real-time monitoring system to enable early detection and timely intervention. This will require the design of an easy-to-use interface that can be used by farmers and other stakeholders.
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Fig. 5. Confusion matrix of the recommended model.

Fig. 6. Loss and accuracy plots of the recommended model.
<table>
<thead>
<tr>
<th>The study</th>
<th>Dataset / Plant Name</th>
<th>The number of classes</th>
<th>The number of images</th>
<th>Method of Use</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>[12]</td>
<td>Plant Leaf Diseases</td>
<td>39</td>
<td>61,486</td>
<td>CNN model</td>
<td>96.46%</td>
</tr>
<tr>
<td>[44]</td>
<td>Soybean Diseases</td>
<td>4</td>
<td>12,673</td>
<td>CNN model</td>
<td>99.32%</td>
</tr>
<tr>
<td>[25]</td>
<td>Rice Diseases Dataset</td>
<td>10</td>
<td>500</td>
<td>CNN model</td>
<td>95.48%</td>
</tr>
<tr>
<td>[48]</td>
<td>The Tomato Plant</td>
<td>10</td>
<td>4,585</td>
<td>CNN model</td>
<td>99.24%</td>
</tr>
<tr>
<td>[27]</td>
<td>PlantVillage's Tomato Crop Dataset</td>
<td>10</td>
<td>18,160</td>
<td>CNN model</td>
<td>99.70%</td>
</tr>
<tr>
<td>[43]</td>
<td>PlantVillage's Tomato Crop Dataset</td>
<td>10</td>
<td>3,000</td>
<td>CNN model</td>
<td>98.49%</td>
</tr>
<tr>
<td>[49]</td>
<td>Apple Leaf Disease</td>
<td>6</td>
<td>2,462</td>
<td>DenseNet-121</td>
<td>93.71%</td>
</tr>
<tr>
<td>[45]</td>
<td>PlantVillage's Apple Crop Dataset</td>
<td>4</td>
<td>2,086</td>
<td>VGG16</td>
<td>90.40%</td>
</tr>
<tr>
<td>[35]</td>
<td>PlantVillage' Tomato Leaves Dataset</td>
<td>7</td>
<td>13,262</td>
<td>AlexNet</td>
<td>97.49%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>VGG16</td>
<td>97.23%</td>
</tr>
<tr>
<td>[21]</td>
<td>Grape Leaf Diseases Dataset</td>
<td>4</td>
<td>9,027</td>
<td>EfficientNet B7</td>
<td>98.70%</td>
</tr>
<tr>
<td>[13]</td>
<td>The Tomato Plant</td>
<td>9</td>
<td>-</td>
<td>DenseNet_Xception</td>
<td>97.10%</td>
</tr>
<tr>
<td>[39]</td>
<td>The Tomato Plant</td>
<td>10</td>
<td>17,929</td>
<td>CNN model</td>
<td>98.60%</td>
</tr>
<tr>
<td>[42]</td>
<td>The Tomato Plant</td>
<td>10</td>
<td>19,553</td>
<td>VGG19</td>
<td>99.62%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Inception-V3</td>
<td>99.75%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ResNet50</td>
<td>99.50%</td>
</tr>
<tr>
<td>[37]</td>
<td>Tomato Plant (PlantVillage and Field)</td>
<td>3</td>
<td>5,225</td>
<td>Inception V3</td>
<td>99.22%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Inception ResNet V2</td>
<td>99.22%</td>
</tr>
<tr>
<td>[22]</td>
<td>The Tomato Plant</td>
<td>10</td>
<td>5,524</td>
<td>ResNet-152</td>
<td>93.75%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>EfficientNet-B4</td>
<td>97.27%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>VGG-16</td>
<td>98.00%</td>
</tr>
<tr>
<td>[6]</td>
<td>Tomato Leaf Disease</td>
<td>10</td>
<td>7,301</td>
<td>DenseNet</td>
<td>99.80%</td>
</tr>
<tr>
<td>[24]</td>
<td>Apple Leaf Disease</td>
<td>9</td>
<td>11,100</td>
<td>MobileNetV2</td>
<td>96.23%</td>
</tr>
<tr>
<td>[4]</td>
<td>Tomato Leaf Diseases</td>
<td>10</td>
<td>11,000</td>
<td>EfficientNetB5</td>
<td>99.07%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>MobileNet</td>
<td>94.00%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Xception</td>
<td>95.32%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>VGG16</td>
<td>93.35%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ResNet50</td>
<td>96.03%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>DenseNet121</td>
<td>96.30%</td>
</tr>
<tr>
<td>[19]</td>
<td>Grape Leaf Diseases</td>
<td>4</td>
<td>3,885</td>
<td>GoogleNet</td>
<td>94.05%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>AlexNet</td>
<td>98.66%</td>
</tr>
<tr>
<td>This study</td>
<td>PlantVillage Dataset</td>
<td>38</td>
<td>54,305</td>
<td>EfficientNetB0 + MobileNetV2</td>
<td>99.77%</td>
</tr>
<tr>
<td>#</td>
<td>Type</td>
<td>Class</td>
<td>Precision</td>
<td>Recall</td>
<td>F1-Score</td>
</tr>
<tr>
<td>---</td>
<td>---------------</td>
<td>------------------------------</td>
<td>-----------</td>
<td>--------</td>
<td>----------</td>
</tr>
<tr>
<td>C1</td>
<td>Apple</td>
<td>Scab</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>C2</td>
<td>Apple</td>
<td>Black Rot</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>C3</td>
<td>Apple</td>
<td>Cedar Apple Rust</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>C4</td>
<td>Apple</td>
<td>Healthy</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>C5</td>
<td>Blueberry</td>
<td>Healthy</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>C6</td>
<td>Cherry (including sour)</td>
<td>Powdery Mildew</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>C7</td>
<td>Cherry (including sour)</td>
<td>Healthy</td>
<td>1.00</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>C8</td>
<td>Corn (maize)</td>
<td>Cercospora Leaf Spot Gray Leaf Spot</td>
<td>0.95</td>
<td>0.97</td>
<td>0.96</td>
</tr>
<tr>
<td>C9</td>
<td>Corn (maize)</td>
<td>Common Rust</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>C10</td>
<td>Corn (maize)</td>
<td>Northern Leaf Blight</td>
<td>0.98</td>
<td>0.97</td>
<td>0.98</td>
</tr>
<tr>
<td>C11</td>
<td>Corn (maize)</td>
<td>Healthy</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>C12</td>
<td>Grape</td>
<td>Black Rot</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>C13</td>
<td>Grape</td>
<td>Esca (Black Measles)</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>C14</td>
<td>Grape</td>
<td>Leaf Blight (Isariopsis Leaf Spot)</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>C15</td>
<td>Grape</td>
<td>Healthy</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>C16</td>
<td>Orange</td>
<td>Haunglongbing (Citrus Greening)</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>C17</td>
<td>Peach</td>
<td>Bacterial Spot</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>C18</td>
<td>Peach</td>
<td>Healthy</td>
<td>1.00</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>C19</td>
<td>Pepper, Bell</td>
<td>Bacterial Spot</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>C20</td>
<td>Pepper, Bell</td>
<td>Healthy</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>C21</td>
<td>Potato</td>
<td>Early Blight</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>C22</td>
<td>Potato</td>
<td>Late Blight</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>C23</td>
<td>Potato</td>
<td>Healthy</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>C24</td>
<td>Raspberry</td>
<td>Healthy</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>C25</td>
<td>Soybean</td>
<td>Healthy</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>C26</td>
<td>Squash</td>
<td>Powdery Mildew</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>C27</td>
<td>Strawberry</td>
<td>Leaf Scorch</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>C28</td>
<td>Strawberry</td>
<td>Healthy</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>C29</td>
<td>Tomato</td>
<td>Bacterial Spot</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>C30</td>
<td>Tomato</td>
<td>Early Blight</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>C31</td>
<td>Tomato</td>
<td>Late Blight</td>
<td>1.00</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td>C32</td>
<td>Tomato</td>
<td>Leaf Mold</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>C33</td>
<td>Tomato</td>
<td>Septoria Leaf Spot</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>C34</td>
<td>Tomato</td>
<td>Spider Mites Two-spotted Spider Mite</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>C35</td>
<td>Tomato</td>
<td>Target Spot</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>C36</td>
<td>Tomato</td>
<td>Tomato Yellow Leaf Curl Virus</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>C37</td>
<td>Tomato</td>
<td>Tomato Mosaic Virus</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>C38</td>
<td>Tomato</td>
<td>Healthy</td>
<td>0.99</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>
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I. INTRODUCTION

Traditionally solving a linear programming (LP) problem. The authors in [17] require an iterative simplex method [1] or an iterative interior point method [2]. The simplex method starts from an initial basic feasible solution (BFS) and pivots to the adjacent BFS with the objective improvement. It guarantees to reach the optimal BFS for nondegenerate and bounded LP with a nonempty feasible solution. While the interior point method starts at an interior point inside the feasible region and moves along an improved direction until it reaches the solution close to the optimal one.

The simplex method requires the feasibility of the current basic feasible solution. Since a general linear programming problem may not be feasible, it will need to be reformulated. Two classical artificial-variable techniques have been developed which are the two-phase simplex method [18] and the big-M method [17], [3]. Both techniques increase the dimension of the original problem by adding an artificial variable to each constraint causing more computational solution time.

In 2014, Boonperm, et al. [4] presented a non-acute constraint relaxation technique that eliminates the need for artificial variables and reduces the start-up time to solve the initial relaxation problem. The algorithm reinserts the non-acute constraints back into the relaxation problem to guarantee the optimal solution or infeasibility or unboundedness of a linear programming problem. Moreover, there is a use case of angle measurement of LP constraints to control a jump direction in a metaheuristic algorithm to solve an LP problem that is introduced by Visuthirattanam [5]. In this paper, angle measurement between constraints is also considered as a part of preprocessing input of a deep learning model.

The deep learning concept mimics the computation from the biology of human brain cells to learn a task directly from numerical source data. It consists of multiple layers of interconnected nodes and arcs with weights and biases. The learning process adjusts weights that work together to recognize accurately and classify objects from data. An alternative method for solving an LP problem has been studied for centuries. Recently, the use of machine learning models such as a deep learning model is investigated. Instead of solving an LP problem every time a new problem is posted. Researchers investigate whether the machine learning model can be used to identify the optimal solution by learning from thousands of solved LP problems. With the appropriate form of the LP problem and the special deep learning architecture, the optimal basis of any linear programming problem can be obtained.

A. Contributions

This paper uses a deep learning model to solve a linear programming problem using only objective coefficients, the right-hand-sided values and the constraint coefficients avoid any iterative procedure that has been used for centuries. The concept is to use million solved linear programming problems as the training data with the appropriate matrix format as the all-unit-row-except-first-unit-column matrix and an additional row-column convolutional layer, which enables the deep learning model to identify the optimal binding constraints from linear programming problems of varying sizes.

The objective of this paper is the LPNet deep learning architecture that can solve a linear programming problem. It has the all-unit-row-except-first-unit-column matrix as the input fed to the row-column convolutional layer. Then the output is sent to state-of-the-art deep learning model submitting to two fully connected layers before the last output layer.
In order to achieve the objective, this paper introduces a unit-vector normalization that simplifies the training process compared to the traditional normalization method. This method incorporates two key concepts - reordering constraints and scaling LP problems - to enhance the model’s ability to learn effectively.

Finally, the LPNet architecture integrates all these processes together as illustrated in Fig. 1, and the trained model outperforms the benchmark LP datasets when compared to CLPEX [31], the state-of-the-art optimization LP solver.

The remainder of this paper is organized as follows. Section II provides a literature review. Section III covers the methodology of this paper. Section IV provides the analysis and results of the effective deep learning architecture. Section V is the conclusion of this paper, and the last section provides a discussion of this work.

II. LITERATURE REVIEW

Various deep-learning architectures have been proposed to learn different tasks via spatial relationships within the input data. A deep convolution neural network (DCNN) is one of the deep learning architectures which is suitable for computer vision tasks. Many state of the art architectures demonstrate high performance for an image classification task such as Resnet [20], MobileNet [6], EfficientNet [21], XceptionNet [22] and InceptionNet [23].

The study of Khade S. et al. [10], [12], [13] developed multiple DCNNs to identify iris liveness detection based on RestNet50 and EfficientNet for binary classifications. Moreover, the convolutional deep extreme learning machine method [14] can well recognize the pattern of a diabetic retinopathy image using DCNN architectures, that is ResNet, DenseNet [15], and GoogleNet [16]. This paper also developed DCNN with these architectures for multi-label classifications. Multi-label classifications [11] are more complex than binary classifications.

CNN with recurrent neural network (CNN-RNN) technique is utilized to detect and classify sarcasm [28]. In order to boost the detection outcomes of the CNN+RNN technique, a hyperparameter tuning process utilizing a teaching and learning-based optimization (TLBO) algorithm is employed in such a way that the classification performance gets increased.

The integration of a DCNN model to a multiparametric programming problem [24], [7] was demonstrated by Justin et al. [8]. Solving the parametric 0–1 LP problem by a DCNN model was proposed in 2022 [9]. The DCNN model for 0-1 LP learns from a histogram-like image representation.

Effati et al. [27] proposed two recurrent neural network models for solving linear and quadratic programming problems. The first model is derived from an unconstraint minimization reformulation of the program, while the second model is directly obtained from the optimality condition for an optimization problem. The paper compares the convergence of these models using the energy function and the duality gap. The paper also explores the existence and convergence of the trajectory and stability properties for the neural network models.

The use of a neural network as a solution bundle for solving ordinary differential equations (ODEs) for various initial states and system parameters is presented by Flamant et al. [26]. In 2023, Dawen Wu et al. [25] proposed a deep learning approach in the form of feedforward neural networks to solve linear programming (LP) problems. The approach models the LP problem by an ordinary differential equations (ODE) system, the state solution of which globally converges to the optimal solution of the LP problem. A neural network model is constructed as an approximate state solution to the ODE system, such that the neural network model contains the prediction of the LP problem.

III. METHODOLOGY

This paper proposed the deep convolutional neural network model, called LPNet, to learn from linear programming coefficients directly putting in the form of a general all-unit-row-except-first-unit-column matrix. This matrix contains the objective coefficients in the first row, normalized to one, the right-hand-side vector as the first column, and the rest are coefficients from constraints normalized to one. It then passes to the special row-column convolutional layer that is carefully designed with convolution filters for extracting the row-column components of the LP problems. After this layer, the result will pass to the state-of-the-art architectures. Then it will pass to two fully connected layers before connecting to the output layer. Each constraint will be marked as either it is one of the optimal basis or it is not in the output layer, see Fig. 1.

![Fig. 1. Overview of an optimal binding prediction.](image)

A. A Linear Programming Model

A linear programming model is an optimization model with a linear real-valued objective function (c^T x) and linear constraints (A x ≥ b, x ≥ 0). The optimal solution of this LP model is the feasible point that gives the smallest objective value for the minimization or the largest objective value for the maximization. It can be expressed in the following mathematical form.

\[
\begin{align*}
\text{Min} & \quad c^T x \\
\text{s.t.} & \quad A x \geq b \\
\end{align*}
\]

where \(c \in \mathbb{R}^n, A \in \mathbb{R}^{m \times n}, b \in \mathbb{R}^m\) and \(x \in \mathbb{R}^n\). The optimal solution of the LP model can be solved using various iterative algorithms such as the two-phase simplex algorithm, the big-M algorithm, and the dual-simplex algorithm. Alternatively,
the optimal solution could be obtained if all optimal binding constraints are identified correctly. So learning to solve a linear programming problem can be cast as learning to identify the optimal binding constraint from a million linear programming problems.

For every LP problem, there is a corresponding dual LP problem. The original LP problem is called the primal LP problem. If one of these LP problems obtains an optimal solution then both problems will possess the optimal solution having the same optimal value and satisfying the complementary slackness. The non-zero value of any basic variable will cause the corresponding dual constraint to be binding. From equation (1), the dual LP problem is

\[
\begin{align*}
\text{Max} & \quad b^T y \\
\text{s.t.} & \quad A^T y \leq c \\
& \quad y \geq 0
\end{align*}
\]

(2)

Note that the coefficients of the decision variable from a primal LP problem correspond to the row constraint for the dual LP problem. From the complementary slackness properties, [17] of the optimal conditions, the non-zero value of the dual basic variable will give rise to the corresponding primal constraint to be binding, i.e., if \( y_i > 0 \), for some \( i \in \{1, \ldots, m\} \) then the corresponding constraint in the LP primal problem will be binding. Similarly, the non-zero basic variable of the LP primal problem will give rise to the corresponding binding dual constraint. If \( x_j > 0 \), for some \( j \in \{1, \ldots, n\} \) then the corresponding constraint in the dual constraints will be binding. These optimal bindings can be predicted by LPNet which will be explained in detail in Section IV. The next section will cover the input design for this deep learning model from the coefficients of the primal LP problem.

B. Basic Feasible Solution

The LP problem from (1) can be converted to a standard form by subtracting non-negative surplus decision variables \( x' \) as

\[
\begin{align*}
\text{Min} & \quad c^T \bar{x} + 0^T x' \\
\text{s.t.} & \quad A\bar{x} - Ix' = b \\
& \quad \bar{x}, x' \geq 0
\end{align*}
\]

where \( I \) is a \( m \times m \) identity matrix, and \( x' = \{x_{m+1}, \ldots, x_{m+n}\} \). So a new variable vector of the LP problem (3) is \( x = [x_1, x_2, \ldots, x_{m+n}]^T \).

**Definition 1:** [19] For any nonsingular \( m \times m \) submatrix \( A_B \) of \( A \) where \( B \subset \{1, 2, \ldots, m+n\} \) is the set of basic indices, \( x = [x_B, 0]^T \) is called a basic solution with respect to the basis \( (A_B) \), where \( 0 \) in \( x \) is the zero vector of all leftover components of \( x \) associated with the \( n-m \) non-basic variables of \( A \). From the constraint of the standard LP problem \( Ax = b \), it can be rewritten as \( A_B x_B = b \). \( x_B \) is called a vector of basic variables or basic variables in short.

**Definition 2:** [19] A vector \( x \) satisfying the system \( Ax = b, x \geq 0 \) is said to be a feasible solution for the system. A feasible solution with a known basis is called a basic feasible solution.

**Theorem 3.1:** [19] Given a standard LP problem (3) where \( A \) is an \( m \times n \) matrix of rank \( m \),
1. if the feasible region of the LP problem is nonempty and bounded, then there is a basic feasible solution.
2. if there is an optimal feasible solution, there is an optimal basic feasible solution.

This paper proposes a way to predict the optimal basic feasible solution from binding constraints of the LP problem using the target vector \( Y \) corresponding to each constraint. If the element of \( Y, Y_j \) is zero, then the constraint \( i \) will be binding and if the element of \( Y, Y_j \) is one, then the constraint \( j \) is not binding and if the element of \( Y, Y_j \) is two, then the constraint \( k \) does not exist from the original problem. It is just the padding constraint during the learning step of this deep learning architecture.

The next subsection will cover a theorem of scaling an LP problem which guarantees to have the same optimal basic \( A_B \). This theorem is designed to support an input form of LPNet in Section III.

C. Scaling LP Problems

Some LP problems may come from the same one with different multipliers to their constraints. Normalization of rows of LP problems helps identify duplicate samples during the training phase of LPNet. The following theorem shows that the scaled LP2 problem still has the same basic feasible solution as the LP1 problem. This implies that only one LP problem from all scaled LP problems is enough to be included in the training phase. This will help LPNet focus on one version of LP problems.

**Theorem 3.2:** Given LP1 has the optimal solution. For any positive scale \( \alpha \), a set of basic variables of LP1 will be the same as the basic variables of LP2(\( \alpha \)). Moreover, the optimal basic indices in LP1 will be the same as the optimal basic indices in LP2(\( \alpha \))

\[
\text{LP1} \quad \begin{align*}
\text{Min} & \quad c^T x \\
\text{s.t.} & \quad A x \geq b \\
& \quad x \geq 0
\end{align*}
\]

\[
\text{LP2}(\alpha) \quad \begin{align*}
\text{Min} & \quad c^T x \\
\text{s.t.} & \quad A x \geq b \alpha \\
& \quad x \geq 0
\end{align*}
\]

**Proof:** Assume LP1 has the optimal solution. Assume that the current basis is \( A_B \) with the set of basic indices \( B \) and let the set of the non-basic indices be \( N \). It is easy to see that the optimal objective value

\[ z^* = c^T x^* = c_B^T x_B + c_N^T x_N \] and \( A_B x_B + A_N x_N = b \).

Therefore \( x_B^* = A_B^{-1} b - A_B^{-1} A_N x_N \) and

\[ z^* = c_B^T (A_B^{-1} b - A_B^{-1} A_N x_N) + c_N^T x_N \]

\[ = c_B^T A_B^{-1} b + (c_N^T - c_B^T A_B^{-1} A_N) x_N \].

Since \( z^* \) is the optimal objective value then

\[ c_N^T - c_B^T A_B^{-1} A_N \geq 0 \] and \( x_N^* = 0 \).
Let $\alpha \in \mathbb{R}^+$ be such that
\[
\begin{align*}
x_B' &= \frac{x_B'}{\alpha} \\
&= A_B^{-1}b - A_B^{-1}A_N x_N' \\
&= A_B^{-1}b - A_B^{-1}A_N x_N' \\
&\geq 0
\end{align*}
\]
and
\[
\begin{align*}
z' &= \frac{z}{\alpha} \\
&= c_B^T A_B^{-1}b + (c_N - c_B A_B^{-1} A_N) x_N' \\
&= c_B^T A_B^{-1}b + (c_N - c_B A_B^{-1} A_N) x_N'.
\end{align*}
\]
That is $x_N' = \frac{x_N}{\alpha} = 0$, $x_B' \geq 0$, and $c_N - c_B A_B^{-1} A_N \geq 0$. Therefore, the set of indices corresponding to $x$ is the current basic feasible solution of LP2 with the same basis $B$. Similarly, if LP2 has an optimal basic feasible solution then LP1 has the same basic feasible solution.

In addition, the optimal basic indices in LP1 will correspond to the optimal basic indices in LP2($\alpha$).

### D. All-Unit-Row-Except-First-Unit-Column Matrix

In the context of LPNet training, the normalization of inputs plays a crucial role in facilitating deep learning optimization to discover optimal parameters for learning optimal binding constraints. The process of normalization specifically addresses the numerical scaling of the rows within the constraint matrix of LP problems. To address this, the present research introduces a two-step data preprocessing approach for any LP problem prior to its utilization in the learning process. The first step involves the reordering of all constraints based on the angles formed between the sum vector (1) and the coefficient of each constraint equation. This reordering aims to enhance the structure of the input data for improved learning outcomes.

In the subsequent step, each constraint is individually rescaled to attain a unit norm. This normalization further aids in aligning the constraints on a consistent scale, enabling more effective learning and optimization processes.

By implementing these two preprocessing steps, this research enhances the overall effectiveness of LPNet training by ensuring that the input data is appropriately structured and scaled to facilitate the discovery of optimal binding constraints.

### E. LP Constraint Ordering

The research findings demonstrate that the optimal binding constraints remain unchanged even when each row is interchanged with another in LP problems. In order to establish a suitable input format for deep learning, it becomes necessary to rearrange all constraints based on the angle between the gradient vector of primal LP constraints and the sum vector (1), which represents a vector of ones with the appropriate size.

By rearranging the constraints in this manner, the input data is properly structured to align with the requirements of deep learning algorithms. This ensures that the crucial information captured by the gradient vector and the sum vector is effectively utilized, leading to more accurate and meaningful training results. Consequently, this approach enhances the overall effectiveness of the deep learning process in tackling LP problems and discovering optimal binding constraints.

Let $a_i$ be a gradient vector of the $i^{th}$ constraint from $A$. The angle between $a_i$ and 1 of size $n$ is defined as
\[
\theta_i^{row} = \arccos\left(\frac{a_i^T 1}{\|a_i\| \|1\|}\right).
\]
The primal constraints will be ordered from the smallest angle to the largest angle.

Similarly, the dual constraints corresponding to the column of $A$ will be rearranged by sorting the angle between the $a_{j,i}$ and 1 of size $m$,
\[
\theta_j^{column} = \arccos\left(\frac{a_{j,i}^T 1}{\|a_{j,i}\| \|1\|}\right).
\]
The next step is to rescale all constraints of the LP problem.

### F. LP Scaling

The elimination of duplicate LP problems holds significant importance in the training of LPNet. In Figure 2, three distinct LP problems, namely LP1, LP2, and LP3, are depicted, all of which share the same basic feasible solution while differing only in scaling. In this study, LP1 serves as the normalized version for LP2 and LP3. By identifying the optimal binding constraints of LP1, it becomes possible to determine the optimal binding constraints for LP2 and LP3, as demonstrated in Theorem 2.

This approach of addressing duplicate LP problems streamlines the training process of LPNet. It leverages the knowledge gained from the normalized version (LP1) to efficiently identify the optimal binding constraints for the related LP problems (LP2 and LP3). By avoiding redundant computations, this methodology enhances the overall training efficiency and contributes to the improved performance of LPNet.

From Equation (1), coefficient vector $c$, right-hand side vectors $b$ and matrix $A$ of the LP problem will be normalized into the unit vector format corresponding to $c', b'$ and $A'$ respectively. The coefficients of the objective function will be converted to $c_j' = \frac{c_j}{\|c\|}$ for all $j = 1, 2, ..., n$, the coefficients of the constraint function $a_{ij}' = \frac{a_{ij}}{\|a_i\|}$ for $i = 1, 2, ..., m$ and $j = 1, 2, ..., n$ and $b_i' = \frac{b_i}{\|b_i\|}$ and $b_{i}' = \frac{b_{i}'}{\|b_{i}'\|}$ for $i = 1, 2, ..., m$. These normalized vectors will be stacked together to form the input matrix for the training and testing phases of LPNet. The label vector $Y$ will contain either 0 for the corresponding binding constraint, 1 for the corresponding non-binding constraint, and 2 for the padding constraint.
LP sample into the matrix of the maximum LP size (m, where 2X(2,2) LP sample is added into (N, N) matrix below for the padding concept. An example of a column. The corresponding label vector is assigned to 2, see row and zero columns from the Nm matrix are padded with zero rows from the Y variables so

\[ X = \begin{bmatrix}
0 & c_1' & c_2' & \ldots & c_n' \\
0 & a_{11}' & a_{12}' & \ldots & a_{1n}' \\
0 & a_{21}' & a_{22}' & \ldots & a_{2n}' \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & a_{m1}' & a_{m2}' & \ldots & a_{mn}' \\
\end{bmatrix} \]

\[ Y = \begin{bmatrix}
y_1 \\
y_2 \\
\vdots \\
y_m \\
y_{m+1} \\
\vdots \\
\end{bmatrix} \]

To train LPNet with different LP problem sizes without recreating the specific input size of the deep learning model these inputs need to be embedded into the maximum matrix format. Assume that the maximum LP size is N constraints and N variables so Y has 2N components. To set up a (m, n) input LP sample into the matrix of the maximum LP size (N, N) where m ≤ N and n ≤ N, the small-sized (m, n) LP input matrix are padded with zero rows from the m + 1 row to the N row and zero columns from the n + 1 column to the N column. The corresponding label vector is assigned to 2, see the matrix below for the padding concept. An example of a (2, 2) LP sample is added into (N, N) matrix X with padding 2 in the Y.

The y_1 and y_2 in Y are represented by the binding constraint status (0 or 1) of the constraints from non-negative variables x_1, x_2 ≥ 0 respectively. The N + 1 and N + 2 components of Y are y_{N+1} = y_{m+1} and y_{N+2} = y_{m+2} denoted by binding constraint status of the first and second constraints. By this concept, the LP model can be trained by many LP problem sizes simultaneously without recreating the CNN model for a specific LP size.

All LP problems will be converted to this all-unit-row-except-first-unit-column matrix as LPNet samples for the training and testing phases.

G. LPNet Architecture

The deep Learning model is an automated learning model that mimics the functioning of human neural networks in machine learning. It uses several layers of neurons arranged in sequential order. The target concept from training data will be learned by the weights and biases of all neurons.

Convolutional neural networks (CNNs) are specialized neural network structures capable of handling image data much better than conventional neural networks. The main idea of CNN is to use a special type of layer called a convolutional layer that extracts parts of an image such as the borders of objects which is the spatial relation and sends to a pooling layer to extract only the information components from the multi-dimensional array. The proposed LPNet architecture needs a special convolutional layer to extract basic elements from the all-unit-row-except-first unit-column matrix of the LP problem in order to make the state-of-the-art CNN model (baseline model) efficiently be trained. The details of LPNet baseline model are shown in Table I which consists of three stages.
The first stage includes RCConv layers that extract row and column features and transform them into spatial relations. To capture the spatial information of an LP problem, the special row-column convolutional layer is introduced, as explained in the following subsection. The second stage of the model is the baseline model, which incorporates a state-of-the-art CNN architecture. Our results show that the best-performing baseline model for LPNet is MobileNet. The final stage of the model is the estimator, which includes fully connected layers. The last layers consist of 600 nodes, representing the optimal binding constraints status of LP problems with up to 300 constraints and 300 variables. Overall, the LPNet model is designed to effectively extract and utilize features from LP problems to identify optimal binding constraints and provide high-quality solutions.

### TABLE I. LPNet with MobileNet Baseline

<table>
<thead>
<tr>
<th>Stage</th>
<th>Type/Stride</th>
<th>Filter Shape</th>
<th>Input Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Row Conv /s1</td>
<td>1 × 301 × 32</td>
<td>301 × 301 × 32</td>
<td>301 × 1 × 32</td>
</tr>
<tr>
<td>Concat 301 cols</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RConv</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Row Conv /s1</td>
<td>301 × 1 × 32</td>
<td>301 × 301 × 32</td>
<td>301 × 1 × 32</td>
</tr>
<tr>
<td>Concat 301 cols</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Concat depth</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Conv /s2</td>
<td>3 × 3 × 32</td>
<td>301 × 301 × 32</td>
<td>301 × 301 × 32</td>
</tr>
<tr>
<td>Conv dw /s1</td>
<td>3 × 3 × 3 dw</td>
<td>151 × 151 × 32</td>
<td>151 × 151 × 32</td>
</tr>
<tr>
<td>Conv /s1</td>
<td>1 × 1 × 32 × 64</td>
<td>151 × 151 × 32</td>
<td>151 × 151 × 32</td>
</tr>
<tr>
<td>Conv dw /s2</td>
<td>3 × 3 × 64 dw</td>
<td>151 × 151 × 64</td>
<td>151 × 151 × 64</td>
</tr>
<tr>
<td>Conv /s1</td>
<td>1 × 1 × 64 × 128</td>
<td>75 × 75 × 128</td>
<td>75 × 75 × 128</td>
</tr>
<tr>
<td>Conv dw /s1</td>
<td>3 × 3 × 128 dw</td>
<td>75 × 75 × 128</td>
<td>75 × 75 × 128</td>
</tr>
<tr>
<td>Conv /s1</td>
<td>1 × 1 × 128 × 128</td>
<td>75 × 75 × 128</td>
<td>75 × 75 × 128</td>
</tr>
<tr>
<td>Conv dw /s2</td>
<td>3 × 3 × 128 dw</td>
<td>75 × 75 × 128</td>
<td>75 × 75 × 128</td>
</tr>
<tr>
<td>Conv /s1</td>
<td>1 × 1 × 128 × 256</td>
<td>37 × 37 × 128</td>
<td>37 × 37 × 128</td>
</tr>
<tr>
<td>Conv dw /s1</td>
<td>3 × 3 × 256 dw</td>
<td>37 × 37 × 256</td>
<td>37 × 37 × 256</td>
</tr>
<tr>
<td>Conv /s1</td>
<td>1 × 1 × 256 × 256</td>
<td>37 × 37 × 256</td>
<td>37 × 37 × 256</td>
</tr>
<tr>
<td>Conv /s2</td>
<td>3 × 3 × 256</td>
<td>37 × 37 × 256</td>
<td>37 × 37 × 256</td>
</tr>
<tr>
<td>Conv /s1</td>
<td>1 × 1 × 256 × 512</td>
<td>18 × 18 × 512</td>
<td>18 × 18 × 512</td>
</tr>
<tr>
<td>Conv dw /s1</td>
<td>3 × 3 × 3 × 32</td>
<td>3 × 3 × 3 × 32</td>
<td>3 × 3 × 3 × 32</td>
</tr>
<tr>
<td>Conv /s1</td>
<td>3 × 3 × 3 × 32</td>
<td>3 × 3 × 3 × 32</td>
<td>3 × 3 × 3 × 32</td>
</tr>
<tr>
<td>Conv dw /s2</td>
<td>3 × 3 × 1024 dw</td>
<td>18 × 18 × 512</td>
<td>18 × 18 × 512</td>
</tr>
<tr>
<td>Conv /s1</td>
<td>1 × 1 × 512 × 1024</td>
<td>9 × 9 × 512</td>
<td>9 × 9 × 512</td>
</tr>
<tr>
<td>Conv /s2</td>
<td>3 × 3 × 1024 dw</td>
<td>9 × 9 × 1024</td>
<td>9 × 9 × 1024</td>
</tr>
<tr>
<td>Conv /s1</td>
<td>1 × 1 × 1024 × 1024</td>
<td>9 × 9 × 1024</td>
<td>9 × 9 × 1024</td>
</tr>
<tr>
<td>Avg Pool /s1</td>
<td>Pool 7 × 7 Pool 9 × 9 Pool 1024</td>
<td>Pool 7 × 9 Pool 7 × 9 Pool 1024</td>
<td></td>
</tr>
<tr>
<td>FC1</td>
<td>1024 × 512 1024</td>
<td>1024</td>
<td></td>
</tr>
<tr>
<td>Estimator FC2</td>
<td>512 × 512 512</td>
<td>512</td>
<td></td>
</tr>
<tr>
<td>Output</td>
<td>512 × 600 512</td>
<td>512</td>
<td></td>
</tr>
</tbody>
</table>

**H. Row-Column Convolutional Neural Network**

In this research, CNN is used to extract features from the relationship between primal constraints and dual constraints using non-square kernels. A normalized input sample is convoluted over the column and the row to obtain row feature maps and column feature maps, respectively, see Fig. 3. Notice that, these row and column convolutional kernels will transform the row-column (primal-dual) information to spatial feature maps before passing to a state-of-the-art CNN architecture.

Primal constraints (rows of X) will be convoluted by (1, n) kernel size with k kernels for generating (m, l, k) column feature maps. Similarly, the dual constraints (columns of X) will be convoluted by (m, 1) row convolution with k kernels in order to create (1, n, k) row feature maps. These feature maps will be duplicated m times for row feature maps and n times for columns feature maps. The duplicated row and column feature maps will be concatenated to generate two m × n × k spatial feature maps, called RCConv. Finally, these features will be concatenated by depth to be an (m, n, 2k) input of a baseline convolution architecture.

**I. Baseline Convolution Architectures**

CNN combines a convolution layer with other types of layers, such as a pooling layer, and then stacks such layer groups on top of each other. Some hyperparameters, such as the size of the kernel, the number of strides, and the number of padding are combined to become the architecture of CNN. There are many state-of-the-art CNN architectures such as ResNet50, MobileNetv1, EfficientNetB1, Xception, and Inceptionv1 which are famous deep models that are successfully learned to classify images. ResNet50 was the first to introduce a residual block concept that makes the model learn some residual features from the earlier layers. Later, the concept of residual blocks is improved using a depthwise convolution in order to reduce model parameters which are called mobilenet blocks. The depthwise separable convolution in the mobilenet blocks makes MobileNetv1 lighter than other baseline models. The mobilenet block concept is continually improved by searching for the best size of the height, width, and depth of convolutional filters from another deep learning model, and then it becomes EfficientNetB0-B7. This paper focuses on EfficientNetB1 which is suitable for LP samples. The idea of using multiple filters of different sizes on the same level is applied in the inception model. Then the inception model instead of having deep layers also has parallel layers thus making the model wider rather than making it deeper. A baseline model will be an engine for extracting features of LPNet after the LP sample is passed into the row-column convolutional layer. The details of the LPNet architecture with the mobilenet baseline convolution model are shown in the next section.

**J. Global Average Pooling Layer and Fully Connected Layers**

The feature maps from the baseline convolutional layers will be transformed into the spatial dimensions of feature maps by averaging the spatial features into vector features using a global average pooling layer. These vector features are fed to the first fully connected hidden layer. The first two hidden layers consist of 512 hidden nodes with a relu activation function following the batch normalization layer. Since this
paper aims to predict the maximum optimal binding constraints which are 300 constraints and 300 non-negative constraints of decision variables. Then the total number of constraints is about 600. So the last output layer contains 600 nodes with linear activation function in order to estimate the target vector in \{0, 1, 2\}, which is representing the optimal binding constraints. The next section will show the experimental results of LPNet models.

It is straightforward to train LPNet in supervised learning. Training LP samples will be transformed to all-unit-row-except-first-unit-column matrices (X) from Eq. (8) and the optimal binding vectors (Y) from Eq. (9). The transformed matrices allow the LPNet model to be trained in many LP problem sizes at the same time without reconstructing the individual input sizes. After the trained LPNet is completed then the next subsection shows the inference algorithm of the LPNet model.

**K. LPNet Inference**

The inference algorithm of LPNet is summarized as follows:

1) Compute angles between the gradient vectors of the primal constraints from Eq. (4).
2) Rearrange the order of primal constraints \((a_i, b_i)\) by descending angles from 1).
3) Compute angles between the gradient vectors of the dual constraints from 2) using Eq. (5).
4) Rearrange the order of coefficient variables \((a_j, c_j)\) from 2) by descending angles from 3).
5) Scale down the LP problem \((c_{ij}, b_i, a_{ij})\) from 4) into \((c_{ij}, b_i, a_{ij})\) for \(i \in \{1, 2, ..., m\}\) and \(j \in \{1, 2, ..., n\}\).
6) If the LP problem size from 5) is the maximum size \((m, n) = (N, N)\) then the input matrix for the LPNet model will be defined by Eq. (6) and then go to 8). Otherwise, go to 7).
7) The LP problem will be padded zeros by using Eq. (8) and then go to 8).
8) Take the input matrix from 6) or 7) into the trained LPNet model and the result will be a predicted optimal binding vector \(Y\).

The experimental results of the row-column convolution layer plus given a baseline model followed by two fully connected layers and the output layer are presented in this section. About one million LP problems are randomly generated and solved for the training dataset and 500,000 LP problems for the testing dataset. Any small size LP problem is padded to have a matrix size of 300x300. All LP problems guarantee to have the optimal solution. The experiments are performed on Intel(R) Xeon(R) CPU @ 2.20GHz 25GB RAM GPU Tesla P100-PCIE on Ubuntu 18.04.5 LTS. It is implemented by Python programming language based on Tensorflow 2.8.0. [29].

**IV. Analysis and Results**

**A. Performance Measurement**

Most deep learning models use the mean squared logarithmic error (MSLE) as the evaluation measure. It is often used in regression tasks for predicting a continuous value. The MSLE loss function is defined as the mean of the squared logarithmic errors between the predicted values and the true values:

\[
L(Y, \hat{Y}) = \frac{1}{m+n} \sum_{i=1}^{m+n} (\log(\hat{y}_i + 1) - \log(y_i + 1))^2,
\]

where \(y_i\) is the predicted value, \(\hat{y}_i\) is the true value, and \(n + m\) is the number of samples. The logarithmic transformation helps reduce the impact of large errors, which can be useful when working with skewed data or when there are a few extremely large errors that could dominate the loss. Notice that vector \(Y\) contains a large number of 2’s, an imbalance problem occurs during model training, and the error value for 2 is larger than the error from 0 and 1, so the trained model will predict 2 more accurately than 0 or 1. This situation is not reasonable for training the deep learning model for predicting binding and non-binding constraints. Therefore, it is necessary to change the scale of the data to a log scale.

Accuracy is a common metric used to evaluate the performance of a machine-learning model which is defined as the percentage of correct predictions made by the model on a dataset. It is often used to evaluate classification models, where the goal is to predict a class label for a given input. In this case, the model’s predictions are compared to the true class labels for the inputs, and the percentage of correct predictions is calculated. This paper proposes two types of accuracy that are 0-1 accuracy and 0-1-2 accuracy. The 0-1-2 accuracy is the accuracy of all optimal binding statuses of \(Y\). \(Y_i = 0\) represents an optimal binding constraint \(i\) that is \(a^T_{ij}x^* = b_i\). \(Y_i = 1\) indicates an optimal nonbinding constraint. \(Y_i = 2\) shows an auxiliary constraint for padding zeros rows to an \((m, n)\) LP problem as shown in Eq. (8).

\[
Acc_{0-1-2}(\hat{Y}, Y) = \frac{\sum_{i=1}^{N} \beta_i}{N}
\]

where

\[
\beta_i = \begin{cases} 
1 & \text{if } Y_i = \hat{Y}_i, \\
0 & \text{if } Y_i \neq \hat{Y}_i.
\end{cases}
\]

The 0-1 accuracy is the accuracy without padding status \(Y_i = 2\) of a \((m, n)\) LP problem.

\[
Acc_{0-1}(\hat{Y}, Y) = \frac{\sum_{i=1}^{n} \beta_i + \sum_{i=N+1}^{N+m} \beta_i}{m + n}
\]

The following subsection will show the result of using the different normalizations with LPNet.

**B. Normalization Experiment**

All normalizations are applied to the row-column-conv MobileNet baseline model with the row-column arrangement of input samples. From Fig. 4, after 25000 iterations the unit-vector normalization can reduce loss values faster than other normalization methods.

As for the error value of the testing dataset shown in Fig. 5, both the min-max method and the standardization method fluctuated significantly more than the unit-vector method because the normalized input samples did not reduce the variation of the input LP samples. For the unit-vector method which
adjusts the problem to have the same scale, the loss value is more stable. Fig. 5 shows the lowest loss value of these normalization methods.

**TABLE II. NORMAIZATION METHODS**

<table>
<thead>
<tr>
<th>Normalization</th>
<th>MSLE</th>
<th>0-1-2 acc</th>
<th>0-1 acc</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standardize</td>
<td>0.0078</td>
<td>0.983</td>
<td>0.957</td>
</tr>
<tr>
<td>Min-max</td>
<td>0.0068</td>
<td>0.987</td>
<td>0.967</td>
</tr>
<tr>
<td>Unit-vector</td>
<td><strong>0.0034</strong></td>
<td><strong>0.996</strong></td>
<td><strong>0.990</strong></td>
</tr>
</tbody>
</table>

**C. Row-column Order Experiment**

The lowest loss values of the three normalization methods shown in Table II. The unit-vector normalization achieves the lowest loss value and gains the highest accuracy both the 0-1-2 accuracy and the 0-1 accuracy.

Table III shows MSLE of a different order of the all-unit-row-except-first-unit-column matrix. The original order column represents the order of rows and columns according to the given LP problem. The rearranged row order represents the order of all primal LP constraints according to the angle between the row-coefficient vector and the sum vector. The rearranged row-column order represents the order of all primal LP constraints and dual LP constraints. Observe that the arrangement of rows and columns of the input samples shows superior performance over the original order and rearrange of row order only.

**D. Baseline CNN Architecture Experiment**

The validation dataset loss values of LPNet with different baseline models are displayed in Fig. 6. Our results indicate that the MobileNet model exhibits the most stable convergence compared to other baseline models. This suggests that the MobileNet model is a suitable choice for training LPNet and achieving consistent results.

**TABLE IV. THE PERFORMANCE OF STATE-OF-THE-ART CNN ARCHITECTURES**

<table>
<thead>
<tr>
<th>Model</th>
<th>Parameters</th>
<th>MSLE</th>
<th>0-1-2 Acc</th>
<th>0-1 Acc</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet50</td>
<td>25,205,080</td>
<td>0.0072</td>
<td>0.986</td>
<td>0.966</td>
</tr>
<tr>
<td>MobileNetV1</td>
<td>4,327,640</td>
<td>0.0114</td>
<td>0.974</td>
<td>0.935</td>
</tr>
<tr>
<td>EfficientNetB0</td>
<td>5,279,415</td>
<td>0.0092</td>
<td>0.978</td>
<td>0.944</td>
</tr>
<tr>
<td>EfficientNetB1</td>
<td>7,805,083</td>
<td>0.0138</td>
<td>0.959</td>
<td>0.896</td>
</tr>
<tr>
<td>Xception</td>
<td>22,484,544</td>
<td>0.0070</td>
<td>0.990</td>
<td>0.976</td>
</tr>
<tr>
<td>InceptionV3</td>
<td>23,425,848</td>
<td>0.0136</td>
<td>0.962</td>
<td>0.902</td>
</tr>
<tr>
<td>RCConv ResNet50</td>
<td>25,422,232</td>
<td>0.0055</td>
<td>0.992</td>
<td>0.981</td>
</tr>
<tr>
<td>RCConv MobileNetV1</td>
<td>4,365,368</td>
<td>0.0034</td>
<td>0.996</td>
<td>0.990</td>
</tr>
<tr>
<td>RCConv EfficientNetB0</td>
<td>5,317,269</td>
<td>0.0049</td>
<td>0.993</td>
<td>0.983</td>
</tr>
<tr>
<td>RCConv EfficientNetB1</td>
<td>7,842,937</td>
<td>0.0151</td>
<td>0.954</td>
<td>0.882</td>
</tr>
<tr>
<td>RCConv Xception</td>
<td>22,522,272</td>
<td>0.0049</td>
<td>0.992</td>
<td>0.982</td>
</tr>
<tr>
<td>RCConv InceptionV3</td>
<td>23,463,576</td>
<td>0.0088</td>
<td>0.979</td>
<td>0.947</td>
</tr>
</tbody>
</table>

All experiments use the row-column arrangement of input samples. MSLEs of all architectures with RCConv is smaller than the one without. Especially, the MobileNet baseline with RCConv obtains the lowest loss and the best 0-1-2 accuracy as shown in Table IV.

The results of RCConv MobilenetV1 in Fig. 7 show the average of all correctly optimal binding predictions (1.0 acc) with respect to many LP problem sizes. LP size ratios \((d)\) are defined as the following conditions:

\[
d(m, n) = \begin{cases} 
\frac{n-m}{n} & \text{if } n > m, \\
0 & \text{if } n = m. 
\end{cases}
\]  

(10)

Fig. 7 shows the number of LP models that LPNet can predict all optimal constraints of different ratios of \(d\). When \(d\)
= 0, it means the number of constraints is equal to the number of decision variables. LPNet can predict all optimal binding constraints of LP problems over 80% when 0.2 ≤ d ≤ 0.3. However, this model also suffers from an imbalance problem and many LP problems are infeasible if m > m or d > 0.8. The next subsection shows the speed gain using LPNet to obtain the optimal solutions for LP problems.

From the above results, an optimal solution can be directly obtained by solving the system of linear equations. There are n predicted constraints from x_j ≥ 0 for j ∈ {1, ..., n} and a_ij x_j ≥ b_i for i ∈ {1, ..., m} that can be selected to solve the exact optimal solution. Fig. 8 shows the average total time for solving the LP problems where the number of constraints and variables are the same. The proposed LPNet algorithm saves a lot of time compared with the commercial solver Cplex [31]. The lowest solution time of the biggest LP size is 0.076 sec on GPU (Tesla-T4) using numpy.linalg solver. However, results are slightly longer on CPU (Xeon(R) 2.20GHz). Fig. 9 shows the average total time where m < n and n = 300. LPNet GPU is also faster than LPNet CPU and the Cplex solver. LPNet GPU achieves 7.5 times faster than the cplex solution time.

E. Netlib Dataset

Netlib is a collection of mathematical software, algorithms, and databases that were widely used in the scientific and engineering communities during the 1980s and 1990s. The dataset contains software packages for optimization, linear algebra,
differential equations, and other areas of scientific computing. It also includes benchmark datasets, including the Netlib LP dataset, which is a collection of linear programming problems commonly used to evaluate and compare the performance of optimization algorithms. Today, Netlib serves as an archive of legacy software and algorithms and is still widely used in academic research and education as a reference resource.

Table V lists selected LP problems from netlib having \( m \) and \( n \) less than 300. All of them can be directly sent to LPNet to identify the optimal solution.

### Table V. The Performance of LPNet MobileNet Baseline on Netlib Data

<table>
<thead>
<tr>
<th>LP problem</th>
<th>Optimal</th>
<th>( m )</th>
<th>( n )</th>
<th>0-1-2 Acc</th>
<th>0-1 Acc</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADLITTLE</td>
<td>225494.967</td>
<td>56</td>
<td>97</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>AFIRO</td>
<td>-464.753</td>
<td>28</td>
<td>32</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>BEACONFD</td>
<td>33592.485</td>
<td>173</td>
<td>262</td>
<td>0.998</td>
<td>0.997</td>
</tr>
<tr>
<td>BLEND</td>
<td>-30.812</td>
<td>74</td>
<td>83</td>
<td>0.996</td>
<td>0.987</td>
</tr>
<tr>
<td>BRANDY</td>
<td>1518.509</td>
<td>220</td>
<td>249</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>E26</td>
<td>-18.751</td>
<td>223</td>
<td>282</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>ISRAEL</td>
<td>-896644.827</td>
<td>174</td>
<td>142</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>SC50A</td>
<td>-64.575</td>
<td>50</td>
<td>48</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>SC50B</td>
<td>-70.0</td>
<td>50</td>
<td>48</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>SC105</td>
<td>-52.202</td>
<td>106</td>
<td>103</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>SC205</td>
<td>-52.202</td>
<td>205</td>
<td>203</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>SCAGR7</td>
<td>-231389.816</td>
<td>129</td>
<td>140</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>SHARE1B</td>
<td>-76589.318</td>
<td>117</td>
<td>225</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>SHARE2B</td>
<td>-415.732</td>
<td>96</td>
<td>79</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>STOCFOR1</td>
<td>-41131.976</td>
<td>117</td>
<td>111</td>
<td>1.0</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Fig. 10 shows the gradCAM heatmaps of each layer of one of the test problems of size \( 292 \times 292 \) from LPNet with the MobileNet baseline. The all-unit-row-except-first-unit-column matrix of the test problem is plotted at the top left of Fig. 10. The second sub-figure to the right comes from the row-column convolutional layers (RCConv) which combine spatial information of rows and columns. By the concept of padding 0, the pixels over the 292x292 rows and columns respectively generate the dark color. The conv1_relu layer will be convoluted and reduced dimensions by half to get a general concept that is related to the prediction \( Y_i = 0 \) for \( i \in \{0, \ldots, 600\} \). MobileNet architecture has a lot of depthwise and pointwise convolutional layers for reducing many parameters compared with regular convolutional layers. Until the last pointwise CNN layer (conv_pw̅_13_relu), there are some feature maps that respond to the optimal binding prediction. Notice on the highlighted heatmap RCConv to conv_pw_5 layer, LPNet is extracting the sensitive area in terms of highlighted rows which corresponds to the optimal binding constraints. The higher layers will be convoluted and reduced dimensions in order to embed the important features as shown in the conv_pw_13_relu heatmap.

Fig. 10. Output feature maps of convolutional layers of the RCConv MobileNet baseline.
The important area of the specific status related to the last convolution (Conv_pw_relu) is shown in Fig. 11. In order to investigate where are the optimal binding constraints, the heatmaps from the gradCAM technique will only consider the prediction at \( Y_i = 0 \) for \( i \in \{0, ..., 600\} \) as shown in the left Fig. 11. The middle figure shows the heatmaps of nonbinding constraints that are \( Y_i = 1 \) for \( i \in \{0, ..., 600\} \). The heatmaps of the right figure are represented by the padding status \( Y_i = 2 \) for \( i \in \{0, ..., 600\} \). Moreover, this heatmap shows the separated area of binding constraints, non-binding constraints, and padding.

Fig. 11. GradCAM heat maps of the last CNN layer (conv_pw_13_relu) depend on the specific classes in \( Y \).

Fig. 12 shows the localized heatmaps that are related to the non-negative constraints of variables from 1 to 300 and the original constraints from 301 to 600. It indicated that LPNet tried to capture the dual constraints see the left figure with highlight columns that relate to the non-negativity constraints and the right figure shows the highlight of heatmaps that affect the original constraints.

![Fig. 12](image_url)

Fig. 12. Both heatmaps show the area highlight of the optimal binding constraints status \( (0 \in Y) \) from non-negative variables and regular constraints, respectively.

The important area of the specific status related to the last convolution (Conv_pw_relu) is shown in Fig. 11. In order to investigate where are the optimal binding constraints, the heatmaps from the gradCAM technique will only consider the prediction at \( Y_i = 0 \) for \( i \in \{0, ..., 600\} \) as shown in the left Fig. 11. The middle figure shows the heatmaps of nonbinding constraints that are \( Y_i = 1 \) for \( i \in \{0, ..., 600\} \). The heatmaps of the right figure are represented by the padding status \( Y_i = 2 \) for \( i \in \{0, ..., 600\} \). Moreover, this heatmap shows the separated area of binding constraints, non-binding constraints, and padding.

In 2023, [25] introduced a novel deep learning approach using feedforward neural networks to solve the LP problem. The approach models the LP problem by an ordinary differential equations (ODE) system, the state solution of which globally converges to the optimal solution of the LP problem. A neural network model is constructed as an approximate state solution to the ODE system, such that the neural network model contains the prediction of the LP problem. The neural network is extended by taking the parameter of LP problems as an input variable so that one neural network can solve multiple LP instances in a one-shot manner. However, it is important to note that the proposed method’s performance has only been tested on a specific collection of small LP examples. Its efficacy on more complex or diverse LP problems remains uncertain.

Overall, LPNet provides a promising approach for identifying optimal binding constraints in LP problems, which can greatly reduce the computation time required for traditional iterative solvers. With further development of the algorithm, LPNet has the potential to become a powerful tool for solving complex LP problems in various fields.

VI. CONCLUSIONS

This paper presents the deep learning architecture for identifying the optimal binding constraints called LPNet. A linear programming problem must be cast as the all-unit-row-except-first-unit column matrix with row-column rearrangement before sending it to LPNet. LPNet is composed of the row-column convolutional layer followed by the state-of-the-art convolutional neural network models and two fully connected layers of neural networks and ends with the output layer. With RCConv + MobileNetV1 + two fully connected layers + output layer, LPNet achieves 99.6% 0-1-2 accuracy from a million synthesized linear programming problems with finite optimal solutions.

The form of the all-unit-row-except-first-unit column has been studied to show the performance obtained for scaling to unit-vector over the max-min normalization and the standardization of rows. Moreover, the arrangement of rows and columns also helps reduce training loss.

LPNet is able to predict 80% of linear programming problems with all optimal binding constraints from generated linear programming problems and it correctly predicts 86% benchmark netlib problems of size smaller than 300 variables and 300 constraints. It can achieve the optimal solution faster than the cplex solver more than 6 times.

In general, any LP problem may not have an optimal solution. It will be very useful to design deep learning to categorize LP problems whether they are infeasible, unbounded optimal, or have a finite optimal solution. Moreover, LPNet weights can be used to accelerate the solution time of any commercial LP solver.
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Abstract—According to the World Health Organization, epilepsy affects more than 50 million people in the world, and specifically, 80% of them live in developing countries. Therefore, epilepsy has become among the major public issue for many governments and deserves to be engaged. Epilepsy is characterized by uncontrollable seizures in the subject due to a sudden abnormal functionality of the brain. Recurrence of epilepsy attacks change people’s lives and interferes with their daily activities. Although epilepsy has no cure, it could be mitigated with an appropriated diagnosis and medication. Usually, epilepsy diagnosis is based on the analysis of an electroencephalogram (EEG) of the patient. However, the process of searching for seizure patterns in a multichannel EEG recording is a visual demanding and time consuming task, even for experienced neurologists. Despite the recent progress in automatic recognition of epilepsy, the multichannel nature of EEG recordings still challenges current methods. In this work, a new method to detect epilepsy in multichannel EEG recordings is proposed. First, the method uses convolutions to perform channel fusion, and next, a self-attention network extracts temporal features to classify between interictal and ictal epilepsy states. The method was validated in the public CHB-MIT dataset using the k-fold cross-validation and achieved 99.74% of specificity and 99.15% of sensitivity, surpassing current approaches.

Keywords—Epilepsy; epilepsy detection; EEG; EEG channel fusion; convolutional neural network; self-attention

I. INTRODUCTION

Epilepsy is a neurological disease that disturbs the normal functionality of the brain [1]. Epilepsy provokes sudden seizures in the subject, which go from subtle loss of gaze to violent convulsions of the body and extremities, often jointly with fainting, salivation up to the subject’s unconscious [2]. Epileptic seizures are produced by a sudden abnormal activity of neurons. The cause that fires such abnormality is still unknown [3]. Recurrence of seizures disrupt the patient’s daily activity and damages his personal life, even acquiring additionally psychological illness, such as depression, anxiety, and schizophrenia [4]. Furthermore, patients with epilepsy are often excluded and stigmatized by society [5].

Epilepsy can affect any people without condition of age, gender, or race [6]. According to the World Health Organization (WHO) [7], there are more than 50 million of people suffering of epilepsy around the world, and 80% of patients live in low income countries, facing difficulties in accessing medical services and treatments in order to alleviate the undesired symptoms of epilepsy [8]. As a results, epilepsy has become in a public health problem for many governments and it deserves to make efforts to improve the quality of life of millions of patients with epilepsy [9].

Since the invention of the electroencephalogram (EEG) in 1929, EEG has widely used to study the brain functionality and its associated diseases [10]. Thereby, EEG has become in the standard medical device to detect and diagnose epilepsy due to its easy to use, non-invasive nature, non-age restriction, and real-time sensing features [1]. An EEG records the electric potential generated by neurons while interacting with each others. To do that an EEG employs an array of electrodes which are tied to the head scalp. As a result, an EEG recording provides multiple time-varying signals, one signal for each electrode [1], [2], [11]. As illustration, Fig. 1 shows an EEG recording of three signals from three electrodes.

In order to diagnose epilepsy using EEG, the EEG recording of a patient is analyzed by the neurologist, who performs a visual exploration of signals and searching for spikes, sharp, and slow wave patterns that characterize an epileptic seizure [12]. However, epileptic disease can vary widely and shows a wide range of symptoms in patients. As a result, the traditional visual analysis of EEG recordings to diagnose epilepsy is a time-consuming process and quite prone to misdiagnose [13], [14]. Misdiagnosis may lead to maltreatment with undesirable consequences for the patient [15]. Thus, a proper diagnosis of epilepsy is very important in order to provide proper treatment.

Over the past decade, many studies have been carried out with the aim of developing automatic systems for the detection of epilepsy [16], [17], [18] and towards the prediction of seizure episodes [19], [20], [21], [22]. Most studies exploit machine learning (ML) and deep learning (DL) algorithms to build classification models capable of detecting seizure patterns in EEG records. While ML employs hand-crafted features, DL has the capability to learn automatically a rich set of features from training data, offering a more flexible feature space for modeling [23].

Despite the recent advances, detecting epileptic seizures still defies current methods and there are still many unresolved problems. This work addresses two major questions that are
stated below:

1) An EEG device has several electrodes for more accurate medical diagnosis. Although there are methods for merging multiple EEG signals, the method that best suits for an optimal combination of EEG information coming from multiple electrodes is still undefined.

2) The epileptic seizure detection is an unbalanced classification problem in essence, with long hours of normal states (or non-seizure episodes) and a few seconds of abnormal states (seizure episodes). Most existing approaches use certain sampling criteria to balance the number of samples in the training and testing set; however, the effect of using the full dataset on classification performance remains unknown.

So, the main contribution of this study is twofold:

1) An improved EEG channel fusion method for an optimal combination of information from multiple EEG signals, while increasing the classification performance. The proposed classification model firstly uses convolutions to merge EEG channels and increase the representativeness of input signals. Next, a self-attention transformer extracts temporal features of the fused signal to improve the classification performance.

2) The use of a data augmentation method and a weighted loss function that enables the use of large and unbalanced EEG datasets, while improving classification performance.

The remainder of this paper is organized as follows. Section II exposes the background about epilepsy, as well as, the related work. Section III summarizes the methods employed to detect epileptic seizures. Section IV presents the results achieved and provides an analysis of the results compared to previous work. Finally, Section V enlists the findings of this work and the forthcoming investigations.

II. BACKGROUND

The EEG is the standard device to detect and diagnose epilepsy and other brain diseases [1]. An EEG records the electrical activity of the brain for a certain interval of time (minutes, hours, days) and results in a recording file for further visual analysis by the neurologist [24]. To overcome the time-consuming and visual demand process of the traditional analysis of EEG recordings, many automatic methods have been proposed; being the majority of current methods based on DL algorithms [16], [17], [18]. In this way, the detection of epileptic seizures is commonly stated as supervised classification problem of two classes or binary classification [25], [23].

In order to build a classification model, an enough EEG data should be available. However, typically, researchers do not use all EEG data to avoid unbalance between classes and to reduce the computational burden. Instead, they use specific segment of signals from an EEG recording as training. In such manner, it is common that selected segments correlate the phases of epilepsy experienced by the patient. According to the process of epileptogenesis [19], [26], [1], a patient faces four phases of epilepsy: interictal, preictal, ictal, and postictal. The ictal phase is the seizure episode or attack episode, and the other phases are located in temporal reference to this state. Thereby, the interictal phase is the state a few hours away of a seizure and is considered as the normal state of the patient; the preictal phase is the state of the minutes preceding a seizure; and the postictal phase is the state of the minutes after a seizure. It is worth mentioning that there is still non-consensus in the duration of such stages due to the variability of the epilepsy disease, with the exception of the seizure state [27], [28], [29]. Fig. 1 shows the four phases of epilepsy in an EEG recording of three channels. Note that the seizure (ictal) phase duration is too short in the recording and this makes the EEG data very unbalanced. In addition, because of the diversity of epilepsy among patients, seizure patterns are too diverse and are the main challenge for learning algorithms. Fig. 2 illustrates the seizure segment which is red shaded, showing variability of the signals between EEG channels.

Aiming to build a classifier for seizure detection, most researchers use interictal and ictal signals as input data [26], [30], [31], [32], [33], and other investigators use preictal and ictal stages as input data [34], [35], which is also used for researchers that intend to predict a seizure attack [28], [22]. Either using interictal and ictal or preictal and ictal to develop a seizure detector, the classifier is trained to learn how to discriminate between normal and abnormal signals, or non-seizure and seizure segments. On the other hand, tanking into account the classification performance, although the authors
have reported high accuracies in their model performance, the majority of the results are not reproducible due to the lack of consensus on the selection of the portion of the signals used for model training and testing.

Dealing with the problem of epilepsy detection, another issue arises during data selection for training a model: the selected signals are too unbalanced because the patients stay many hours normally (interictal phase), but stay just a few seconds of a seizure (ictal phase) [36]. The high unbalance of classes often cripples any learning algorithm [25]. To overcome class imbalance, researchers have proposed undersampling the majority class, oversampling the minority class, and some data augmentation. It is common to find methods which combine majority class undersampling with increasing minority class data [18]. For data augmentation, the method of sliding a window with overlap has provided great results [37], [34], [31] when compared to the generation of new samples by a specialized model [36].

Another problem that hinders epilepsy detection is that EEG recordings are inherently multichannel data. This is because EEG employs an array of electrodes to record the brain activity in many different locations of the head at a given time. So, an EEG recording consists of spatio-temporal sample points recorded by each electrode. For medical diagnostics of epilepsy, EEG headsets with as many electrodes as possible are preferred in order to reach a higher performance in detection, e.g., an EEG with 19 electrodes arranged according to the international 10/20 system [38]. On the other hand, for non-medical applications, an EEG with fewer electrodes is enough [39], e.g., mental fatigue detection in drivers.

In medical diagnosis using EEG, simultaneous EEG signals increase the visual effort of the neurologist and make it prone to misdiagnosis. With the goal to develop robust automatic system for epilepsy detection, the multichannel issue, also named spatial filtering [40], should be addressed. While some researchers have searched for the most discriminative channel that allows the best classification, a few researchers have proposed a specific method to combine multichannel EEG signals. The former strategy consists of evaluating EEG channels, one by one, and selecting the channel that provides the best performance [20]. This procedure might be slow and the trained model relies heavily on the domain of application, e.g., epilepsy detection [41], [42], mental fatigue detection [43], and active brain computer interfaces (BCI) [40]. The latter strategy consists of designing a specific method that carries out the combination of multiple EEG signals. The main advantage of these methods is that they are more scalable and independent of the application domain [35].

More specifically, although the combination of EEG channels might be performed using learnable DL-based models, there are some mathematical transformations to merge multiple EEG channels into single channel, such as the common spatial pattern (CSP) [44] and the Choquet fuzzy integral [45]. Actually, the CSP is still widely used and actively studied to overcome the limitation of the original CSP [46], [47], [33].

On the other hand, some researchers have leveraged the latest developments in DL and have proposed methods to discriminate between non-seizure and seizure segments while combining multiple EEG channels. Usually, these methods are based on convolutional neural networks (CNN) and long short-term memory (LSTM) neural networks, which are able to learn both spatial and temporal features from training data [48], [34], [35]. As a result, different DL-based models have been proposed for epilepsy detection, such as based only in CNN models [26], [31], only in LSTM models [35], or CNN-LSTM hybrid models [42], including the plethora of LSTM variations like the bidirectional-LSTM and nested-LSTM [49], [50], [51]. Recently, the self-attention transformer [52] has also been introduced to classify EEG signals due to its ability to capture long-term temporal dependencies analogously to the LSTM network [53]. In spite of recent advances, the question of how to combine several EEG signals whilst increasing classification performance remains unanswered.

Because our approach proposes to take advantage of recent advances in DL, this work has looked at the latest approaches focused on detecting epilepsy using DL and the largest EEG database CHB-MIT [54]. As follows, we sum up the most important related works which have established the current state of the art (SoA). Furthermore, this study takes into account the works that employ interictal and ictal signals as input data due to two reasons. First, interictal and ictal signals are used by the majority of studies as input data source. Second, interictal and ictal segments seem the correct way to discriminate between normal and abnormal states of an epileptic patient due to higher performance that it provides rather than other sources of data.

One of the first works that applied DL towards seizure detection is the work of Zhou et al. [26]. The authors use CNN to detect seizure at a level of patient. The model consists of a 2D convolution layer, an activation function, a 2D max-pooling, and followed by a fully connected (FC) layer for classification. The input data is extracted from the interictal and ictal signals of epilepsy, and next, they were split into time windows of 1 sec. Two experiments were carried out using two different data sources: using time-domain signals and using 2D-spectrogram. Spectrogram is computed using the fast Fourier transform (FFT) for each time window and its channels, and next, they are concatenated along the depth. Assessing the model performance in the CHB-MIT dataset, the use of spectrogram outperforms the time-domain input data, 97.5% against 62.3% of accuracy, respectively. However, because the model is too simple, the high gain may result from data preparation rather than from the data source used (e.g., spectrogram images are normalized between 0 and 1, while time-domain signals not). Also, no information is provided about the data selection process, neither about the treatment nor about the learning model used.

Then, Hussain et al. [34] proposed a specialized EEG channel fusion layer before temporal feature extraction for seizure detection. In a cross-patient scheme, input data belongs to preictal and ictal stages, which are split into time windows of 2 sec, 80% overlap. The model contains four CNN blocks. Each block consists of a convolution, an activation function, and a max-pooling. However, the first block is slightly different: first, a convolution operates along time, and next, a convolution operates along channels, both performing feature extraction, then an activation function is applied. Assessing
in the CHB-MIT dataset, the model achieved a sensitivity of 90%, a specificity of 91.65%, and an accuracy of 98.05%. Despite the reported high performance, the data selection is unclear and number of seizures recognized is unknown.

Later, Gao et al. [55] proposed to classify image spectrogram of EEG signals by using transfer learning. The authors stated a classification problem of four classes: interictal (selected from two hours away from the ictal), preictal I (selected from 30 min before the ictal), preictal II (chosen 10 min before the seizure), and ictal. First, only 11 patients where selected from the CHB-MIT dataset. Then, signals are cleaned using the discrete wavelet transform (DWT) and split into time windows of 4 sec. Next, time-domain signals are converted to spectrogram images. A data augmentation of ictal signals is employed using a sliding window with 50% overlap. The authors use three pretrained models from image classification task, Inception-ResNet-v2, Inception-v3, and ResNet152, whose outputs are fed to two FC layers of 1,024 and 512 neurons that are used for classification. Validation is performed in a hold-out cross-validation, 70:30, achieving a sensitivity of 95.8% and a specificity of 99.3% detecting the ictal state.

Then, Li et al. [30] proposed a hybrid architecture of CNN and nested LSTM networks. The model consists of three 1D-CNN layers and 100 nested cells of LSTM. Data was carefully selected from interictal and 135 seizures, which are split into time window of 4 sec. Each time window is reshaped in such a way that EEG channels are as features to be processed by the 1D-CNN, and then, after feature extraction, output features are fed to a FC layer of 50 neurons before classification. The model achieved 95.42% of sensitivity, 95.29% of specificity, and 95.29% of accuracy in a 10-fold cross validation. Although the achieved metrics are higher, this is because seizures to be detected have been carefully selected and reduced to 135.

Next, Wang et al. [31] proposed to classify interictal and ictal signals using only a 1D-CNN model. Selected signals is split into time windows of 2 sec and a data augmentation is applied just to ictal segments with 50% overlap. The model architecture consists of two CNN heads, like an ensemble, whose outputs are fed into two FC layers of 256 and 128 neurons before classification. The model validation is performed in a k-fold cross validation scheme, but at level of seizures in the dataset. Working with 145 seizures, the model achieved in average 88.14% of sensitivity, 99.62% of specificity, and 99.54% of accuracy. It is noticeable that 1D CNN alone does not provide a reliable sensitivity to detect epileptic seizures.

Later, Abdelhameed et al. [32] proposed a 2D autoencoder (AE), together with a LSTM network to classify interictal and ictal signals. Data from 16 patients are selected according to the age criterion within the CHB-MIT dataset. Next, the whole dataset is standardized at once, and later, data is split into time window of 4 sec. Then, each window is normalized to 0-1 to ensure reconstruction by the AE. The AE module consists of four layers of conventional 2D-CNN for encoding and decoding. The classification module employs the latent encoded vector as input data and consists of a LSTM network, followed by a FC layer of 256 neurons. The method was assessed in a 10-fold cross validation, achieving 98.72±0.77% of sensitivity, 98.86±0.53% of specificity, and 98.79±0.53% of accuracy. Despite reported the performance is too high, the standardization of the whose dataset before data splitting is not according to ML practices [25].

As exposed above, CSP still is used for EEG channel fusion and the proposal of Li et al. [33] have reported recently high performances in 5-fold cross validation. The authors used the empirical mode decomposition (EMD) to increase the signal-to-noise ratio before to apply CSP. Next, a support vector machine (SVM) is trained using the variance of signals as input features. The method achieved in average, 97.34% of sensitivity, 97.50% of specificity, and 97.49% of accuracy. Despite the sensitivity is higher, the number of detected seizures is just 131, which have no explanation of their selection criteria.

More recently, the self-attention transformer has been introduced in many areas and is widely used for natural language processing (BERT, GPT-3), image classification (vision transformer-VIT), and others applications [56]. In this way, Pan et al. [53] proposed a transformer model to detect epilepsy. Dataset is prepared as non-epilepsy and epilepsy segments, and next, data is split into time windows of 4 sec, with 50% overlap. Also, to ensure balanced samples, an undersampling of the majority class is carried out. Finally, only three EEG channels are fed to the transformer encoder, whose outputs are send to a FC layer for classification. Evaluation in a 5-fold cross validation, the model achieved 94.96% of sensitivity, 93.97% of specificity, and 94.46% of accuracy. Despite the high performance, the authors do not provide sufficient information about what EEG channels are use as input data, and which phase of epilepsy is considered as non-epilepsy and how is trained the model with a fair five thousand samples of each class.

It should be mentioned that previous studies have used certain sampling criteria to balance the number of samples in each class, regardless of whether or not they have used any method of data augmentation. However, the joint use of data augmentation and weighted loss function methods has not been fully explored and remains also as an open question.

This work addresses two main issues outlined above: combining EEG channels as well as the joint use of data augmentation and weighted loss functions in order to increase the classification performance towards epileptic seizure detection.

III. OUR APPROACH

Fig. 3 presents the general pipeline to detect epileptic seizures in EEG recordings. First, a brief description of the dataset is furnished. Then, the preprocessing methods used are described. Next, the neural network model that performs EEG channels fusion and involves a transformer network is presented. Finally, the classification step is performed and the model performance is validated.

As follows, a deep description of each step of the pipeline is provided.

A. EEG Dataset

The EEG data used in this study comes from the CHB-MIT public dataset [54] and contains almost 980 hours of EEG recordings and 198 seizures. The dataset was collected from 23 pediatric patients with inurable epilepsy, 3–22 age. The
recording chb21 was obtained 1.5 years later from the same patient chb01, and because seizure patterns are different, this is treated as a new patient’s recording.

Recordings are stored at the sampling frequency of 256 Hz and different EEG devices with different number of electrodes/channels were employed during recording of data, however, EEG recordings of 23 channels are the most common in the dataset. To release the dataset, longtime recordings were usually split into one hour long recording, and sometimes into two or four hours long recording. EEG recordings that contain seizures are referred to as seizure records; otherwise, non-seizure records. As ground truth (GT), the dataset provides the start and end for each seizure in the seizure record.

B. Preprocessing

In this stage, two main processes are performed: data selection and data windowing.

The former process, data selection, aims to select the EEG recordings and their signals to be used to train a model. In previous studies [16], [17], [18], researchers have found that interictal and ictal signals are the best ones to discriminate between NON-SEIZURE and SEIZURE sample data (see Fig. 1 to illustrate about these epilepsy phases). In addition, researchers have used recordings of 23 channels to overcome the diversity of EEG montages in the CHB-MIT dataset. In this work, we also use interictal and ictal signals among the EEG recordings of 23 channels which involve 181 seizures. Interictal data consist of signals two hours away of a seizure (we name non-seizure signals). On Further, ictal data consists of each seizure signals from all patients (we name seizure signals). Moreover, to reduce computations, signals were downsampled to 128 Hz because it does not affect the classification performance [57]. Moreover, no filtering technique is used as in previous studies [26], [32], [20].

The latter process, data windowing, aims to split the selected EEG segments into small processable time windows. A time window is the sampling unit and is used as input data of the model. This work uses a time window of 1 sec. Besides, in order to mitigate the unbalancing between non-seizure and seizure samples, data augmentation is applied to seizure signals. The data augmentation strategy consists in sliding a window with 80% overlap. Fig. 4 delineates the approach of data splitting and data augmentation employed in this work.

C. Neural Network Architecture

Fig. 5 depicts the proposed neural architecture for epilepsy detection. The neural model receives the time windows as input data. Input data is in time-domain window. Then, it performs EEG channel fusion and extracts features for classification. Finally, the model predicts outputs in the form of two categorical data: either non-seizure (interictal) or seizure (ictal) class.

In brief, the neural network consists of three basic units. First, the Channel Fusion Unit fuses the information coming from different EEG channels into a single channel signal. Second, the Self-attention Unit extracts temporal features based on the previous single channel signal. Third, the Output Unit combines the learned representations for a successful classification.

In this work, the Channel Fusion Unit is inspired by the study of Hussain et al. [34], however, with a slight variation. In our case, once EEG channels are combined, two additional convolutions still refine the spatial features using a small kernel size to diminish the computation burden. The Self-attention Unit is based on the classical transformer architecture proposed by Vaswani et al. [52] and processes the enhanced single channel signal to learn long temporal dependencies of the signal. Ultimately, the Output Unit consists of two layers of fully connected neurons and performs classification.

D. Classification

After model training, it is capable to classify non-seizure versus seizure sample units. To predict the label class, the latest layer of the model employs the Softmax activation function to estimate the probability distribution of the input data [25].
TABLE I. DETAILS OF THE PROPOSED NEURAL NETWORK.

<table>
<thead>
<tr>
<th>Unit</th>
<th>Layer</th>
<th>Output size</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>Input</td>
<td>23x128</td>
<td>-</td>
</tr>
<tr>
<td>Channel Fusion</td>
<td>Conv 11</td>
<td>23x128x16</td>
<td>kernel 1x3, map 16, None</td>
</tr>
<tr>
<td>Unit</td>
<td>Conv 12</td>
<td>1x128x16</td>
<td>kernel 23x1, map 16, BN, Relu</td>
</tr>
<tr>
<td></td>
<td>Conv 2</td>
<td>1x64x256</td>
<td>kernel 1x3, map 256, BN, Relu</td>
</tr>
<tr>
<td></td>
<td>Conv 3</td>
<td>1x60x256</td>
<td>kernel 1x3, map 256, BN, Relu</td>
</tr>
<tr>
<td>Self-attention</td>
<td>Transformer</td>
<td>60x256</td>
<td>n_heads=8, n_layers=4, d_model=256</td>
</tr>
<tr>
<td></td>
<td>AvgPool</td>
<td>1x256</td>
<td>-</td>
</tr>
<tr>
<td>Output</td>
<td>FC 1</td>
<td>128</td>
<td>ReLU, Dropout=0.5</td>
</tr>
<tr>
<td>Unit</td>
<td>FC 2</td>
<td>2</td>
<td>Softmax</td>
</tr>
</tbody>
</table>

E. Experimental Design

In order to evaluate the feasibility of the proposed neural architecture and to compare its performance with related work, the model is validated using the k-fold cross validation (k=5). The k-fold cross validation was widely employed in previous studies to validate their model performance [16], [17], [18]. However, to ensure a fair assessment and comparison of model performance, in addition to the accuracy, the sensitivity, specificity, precision, and F1-score should be used as validation metrics, because detecting epilepsy is an extremely unbalanced classification problem [25].

IV. RESULTS AND DISCUSSION OF RESULTS

The proposed model is implemented in the Python 3.9 environment and the Pytorch 1.13 deep learning framework and runs in a computer desktop with a GPU NVIDIA GeForce RTX 2070 Super. The hyper-parameters used to train the model are: the Adam optimizer, the cross-entropy loss function which should use normalized weights depending on the proportion of samples from each class in the training set (the larger the number of samples of the class, the smaller the weight, and conversely), the batch size of 128, the learning rate of 1e-4, and 150 number of epochs for model training.

The model performance is assessed using the 5-fold cross validation, and the achieved results are shown in Table II. The results follow the format of the average plus/minus the standard deviation. The proposed model achieved 99.74±0.08 of sensitivity and 99.15±0.1 of specificity detecting epilepsy patterns, with high precision and great F1-score.

TABLE II. CLASSIFICATION PERFORMANCE OF THE PROPOSED MODEL USING 5-FOLD CROSS VALIDATION IN THE CHB-MIT DATASET.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Precision</th>
<th>F1-score</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>This work</td>
<td>99.74±0.08</td>
<td>99.15±0.1</td>
<td>97.66±0.71</td>
<td>98.4±0.32</td>
<td>99.68±0.06</td>
</tr>
</tbody>
</table>

The feasibility of the method was validated in the public CHB-MIT EEG dataset using 5-fold cross validation. In a highly unbalanced dataset and assessing 181 seizures from 24 patients, the proposed model achieved 99.74±0.08 of specificity, 99.15±0.1 of sensitivity, 97.66±0.71 of precision, 98.4±0.32 of F1-score, and 99.68±0.06 of accuracy. Comparing with current SoA methods, the proposed method surpasses them considerably.

V. CONCLUSION

In this work, a new approach to detect epileptic seizures has been described. The method is based on a specific channel fusion layer that optimally combines multiple EEG channels into a single channel and enhances spatial features. Then, a simple self-attention transformer is employed to extract temporal features in order to improve the classification performance.

To ensure an equitable and fair comparison of our achieved results against related work, we selected the most recent SoA methods that use interictal and ictal signals as input data and validate their results using the k-fold cross-validation scheme. Table III summarizes the performance reported by several SoA studies.

On the other hand, there are studies that have presented some specific EEG channel fusion approaches, like Hossain et al. [34] and Chakrabarti et al. [35] for epilepsy detection using preictal and ictal signals, and the work of Gao et al. [58] for fatigue detection in drivers. Because the source of data to train and test their models differs from ours, we implemented such models and trained them using their own suggested hyperparameters for a fair comparison of performance. These studies are highlighted with an * in Table III.

After reviewing Table III, it can be seen that our model is significantly better than models that do not perform channel fusion, being the work of Abdelhameed et al. [32] the only one that comes close to our results, however, the authors just worked with 86 seizures from 16 subjects.

On the other hand, comparing our results against approaches that specifically perform EEG channel fusion, first, it is interesting to observe that the study of Li et al. [33] achieves a higher sensitivity and specificity of almost 97% working with 131 seizures. As this work uses CSP/EMD to fuse EEG channels, we can deduce from this that working with all EEG channels or searching for the best single channel is not good enough for the model, even using the most advanced transformer architecture like in the study of Pan et al. [53]. As a result, fusion of EEG channels before feature extraction can be quite advantageous.

Next, we compare our results against approaches that perform specialized EEG channel fusion based on neural networks. In this way, the study of Hossain et al. [34] implements the channel fusion before the feature extraction, whereas the study of Gao et al. [58] and Chakrabarti et al. [35] implement the channel fusion after feature extraction. Again, it is noted that channel fusion approaches work better than non-channel fusion approaches. Taking into account the achieved performances in descending order, they go from Chakrabarti et al. [35], Gao et al. [58], to Hossain et al. [34]. It seems that EEG channel fusion also is feasible before and after temporal feature extraction. However, our approach, that simultaneously fuses EEG channels and enhance spatial features at input data level before feature extraction, and next, leverages a simple self-attention transformer, outperforms all these approaches and provides the highest sensitivity and specificity to classify between non-seizure and seizure EEG signals.
of a linear nature, as they are easier to understand by humans. Furthermore, new data augmentation techniques are needed and generative neural networks may provide an improvement over existing ones.
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TABLE III. BENCHMARKING THE PERFORMANCE OF THE PROPOSED MODEL AND RELATED WORK IN THE CHB-MIT DATABASE.

<table>
<thead>
<tr>
<th>Author</th>
<th>Method</th>
<th>Total seizures</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Precision</th>
<th>F1-score</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zhou et al. [26]</td>
<td>2D-CNN</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>97.5</td>
</tr>
<tr>
<td>Gao et al. [55]</td>
<td>Transfer Learning</td>
<td>-</td>
<td>95.8</td>
<td>99.3</td>
<td>-</td>
<td>-</td>
<td>96.9</td>
</tr>
<tr>
<td>Li et al. [50]</td>
<td>CNN-nested LSTM</td>
<td>135</td>
<td>95.42</td>
<td>95.29</td>
<td>-</td>
<td>-</td>
<td>95.29</td>
</tr>
<tr>
<td>Wang et al. [31]</td>
<td>1D-CNN</td>
<td>145</td>
<td>88.14</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>99.54</td>
</tr>
<tr>
<td>Abdelhammed et al. [32]</td>
<td>AE-2D-CNN - LSTM</td>
<td>86</td>
<td>98.72 ± 0.77</td>
<td>98.86 ± 0.53</td>
<td>98.86 ± 0.53</td>
<td>98.79 ± 0.53</td>
<td>98.97 ± 0.53</td>
</tr>
<tr>
<td>Li et al.[33]</td>
<td>CSP/EMD-SVM</td>
<td>131</td>
<td>97.34</td>
<td>97.50</td>
<td>-</td>
<td>-</td>
<td>97.49</td>
</tr>
<tr>
<td>Pan et al.[53]</td>
<td>Transformer</td>
<td>-</td>
<td>94.96</td>
<td>93.97</td>
<td>-</td>
<td>-</td>
<td>94.46</td>
</tr>
<tr>
<td>Hossain et al. [34]</td>
<td>CNN</td>
<td>181</td>
<td>91.44 ± 1.32</td>
<td>96.86 ± 0.67</td>
<td>76.17 ± 3.51</td>
<td>83.05 ± 1.62</td>
<td>96.33 ± 0.48</td>
</tr>
<tr>
<td>Chakrabarti et al. [35]</td>
<td>LSTM</td>
<td>181</td>
<td>98.29 ± 0.38</td>
<td>95.52 ± 0.07</td>
<td>95.75 ± 0.06</td>
<td>97.0 ± 0.24</td>
<td>99.4 ± 0.05</td>
</tr>
<tr>
<td>Gao et al. [58]</td>
<td>CNN-FC</td>
<td>181</td>
<td>97.1 ± 0.18</td>
<td>99.49 ± 0.04</td>
<td>95.43 ± 0.32</td>
<td>95.55 ± 0.12</td>
<td>99.32 ± 0.02</td>
</tr>
</tbody>
</table>

This work Channel Fusion-Transformer 181 99.15 ± 0.1 99.74 ± 0.08 97.66 ± 0.71 98.4 ± 0.32 99.68 ± 0.06

* After training the model architecture from scratch because the original studies use different data sources.
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Abstract—Light field (LF) imaging can obtain spatial and angular information of three-dimensional (3D) scene through a single shot, which enables a wide range of applications in the fields of 3D reconstruction, refocusing, virtual reality, etc. However, due to the inherent trade-off problem, the spatial resolution of acquired LF images is low, which hinders the widespread application of LF imaging technique. In order to relieve this issue, an end-to-end LF spatial super-resolution network is proposed by considering the multi-level perception and view reorganization. This method can fully explore the highly interwoven LF spatial and angular structure information. Specifically, a multi-feature fusion enhancement block is introduced that can fully perceive LF spatial, angular, and EPI information for LF spatial super-resolution. Furthermore, the angular coherence between LF views is exploited by reorganizing the LF sub-aperture images and constructing a multi-angular stack structure. Compared with other state-of-the-art methods, the proposed method achieves superior performance in both visual and quantitative terms.
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I. INTRODUCTION

Light Field (LF) image with four-dimensional structure not only contains the intensities of light ray, but also records the directions of light ray. Compared with traditional 2D imaging which can only capture the spatial information of light ray, LF imaging technique has great potential in many fields, such as image refocusing [1], 3D reconstruction [2], and virtual reality [3], etc. However, due to the inherent trade-off problem between spatial and angular resolution in the imaging plane, low spatial resolution hinders the application of LF imaging. High-efficiency spatial super-resolution methods for LF imaging play a crucial role in advancing technological development and have wide-ranging applications in medical treatment, security monitoring, and related fields. The significance of these methods lies in their ability to enhance the resolution of LF data, enabling the reconstruction of high-quality images with greater detail and precision. Therefore, it is imperative to investigate and develop efficient LF super-resolution techniques to address the challenges posed by low spatial resolution of LF data and improve their usability in various applications.

LF image has several representations, such as lenslet image, Sub-Aperture Image (SAI) array and Pseudo Video Sequence (PVS), et al. For SAI (also called view) array representation, the adjacent SAIIs records the same 3D scene information with a small disparity. This means that the SAI array is highly correlated, which benefits in enhancing the LF spatial super-resolution performance. SAI array representation is always adopted for LF spatial super-resolution task. Especially with the development of deep learning, the convolutional neural Network (CNN) has been widely used in LF image processing tasks with SAI array representation. However, due to the complex LF structure, and the interweaving of spatial and angular information in LF images, there are great challenges to further improve the super-resolution performance by using CNNs under SAI array representation. To solve this problem, most existing methods usually consider exploring the structure information of LF image or reducing the dimensionality of the LF image. Although these methods can reconstruct high spatial resolution LF images, their performance is limited. The reason lies in two aspects. One is that the LF structure information is under-explored. The other is that the rich angular information contained in LF image is under-used. Fully exploring LF structure and angular information is more conducive to improving LF super-resolution performance.

In order to mitigate these issues, in this paper, we propose a LF spatial super-resolution network via multi-level perception and view reorganization. By introducing the multi-feature fusion enhancement block, our network can adequately explore and fuse LF structure information, including spatial, angular, and Epipolar Plane Image (EPI) information, so as to recover more details, especially for some occlusion regions. In addition, in order to better mine the abundant angular information, we reorganize the LF SAIIs in different angular directions. Specifically, we arrange the horizontal and vertical SAIIs in the LF image array with the same angular coordinate element into a stack, and construct a Multi-Angular Stack (MAS) structure. The MAS structure can provide rich angular and spatial information for LF image spatial super-resolution. The main contributions of this paper are as follows:

- We propose a multi-feature fusion enhancement block...
to fully perceive LF spatial, angular, and EPI information for LF spatial super-resolution.

- We construct a multi-angular stack structure to adequately explore LF angular information to enhance LF spatial super-resolution performance.

- Comprehensive experiments demonstrate the superiority of the proposed method than the other state-of-the-art approaches.

The rest of this paper will be organized in the following way. A brief review of related work will be provided in Section II. In Sections III, we present our approach. Section IV discusses the simulation results. Finally, the paper is concluded in Section V.

II. RELATED WORKS

LF spatial super-resolution aims to generate high spatial resolution LF images from densely sampled low spatial resolution one. To achieve this goal, two approaches can be used. One is to apply a single image super-resolution method [4] to super-resolve each SAI separately. The other is to build a mathematical model based on prior information to directly reconstruct high spatial resolution LF image. With the development of deep learning, researchers are more inclined to use CNN to realize the spatial resolution reconstruction of LF images, which can take full use of LF abundant structure information and improve the LF reconstruction performance. A brief reviews of single image super-resolution and LF image super-resolution are given in this section.

A. Single Image Super-resolution

Single image super-resolution does not involve multi-view tasks, for which the goal is only to generate a high-resolution 2D image from a low-resolution 2D image. Shi et al. [5] constructed a structure-aware single image super-resolution network to further generate structure and details of images. Song et al. [6] developed a criss-cross network to reduce the computation complexity for single image super-resolution task. In their method, few feature points were used to compute long-range dependencies. Hsu et al. [7] proposed a detail-enhanced wavelet residual network for single image super-resolution to resolve the details over smooth problem. Wang et al. [8] developed an end-to-end joint framework to super-resolve single image by considering the issue of no ground truth high resolution images and degradation models are available. Lan et al. [9] put forward a lightweight network for single image super-resolution, which can decrease computational burden by expressing multiscale feature and learning feature correlation.

Single image super-resolution method can reconstruct high spatial resolution LF image by super-resolve each SAI. However, the inherent structure information is under-explored in this kind of method, which limits the LF super-resolution performance.

B. Light Fielded Super-resolution

Different from 2D image super-resolution, the pixel information required for LF super-resolution actually exists in each SAI. The four-dimensional information of the LF image can be decomposed into many SAIs recording the scene, and there is a certain disparity between different SAIs, which has a strong correlation. Therefore, the SAIs of LF images are highly correlated, and the utilization of single view spatial information and angular correlation between different views is the key factor to improve the performance of LF image super-resolution.

Early studies followed the traditional paradigm by developing different models to achieve super-resolution in LF image space. Among them, LFBM5D [10] extends the BM3D [11] filtering to 5D to provide more prior information and thus improve the super-resolution performance. Mitra et al. [12] proposed a Gaussian mixture model for encoding the spatial structure of the LF to cope with noise and super-resolution issues. Farrugia et al. [13] used multivariate ridge regression to approximate the subspace linear projection method of the adjacent SAIs to the middle SAI. Rossi et al. [14] utilized the complementary information between different views to achieve spatial super-resolution through graph optimization based on regularized coupling of graphs. Although these models can encode the structure of the LF by establishing a mathematical model, they rely too much on the prior information of the image, resulting in limited super-resolution performance.

With the development of deep learning, researchers are more inclined to build different super-resolution networks to learn the mapping relationship between low-resolution and high-resolution LF images. For example, Yoon et al. [15] proposed a model for LF image super-resolution based on deep convolutional networks. Zhang et al. [16] divided the views into four groups, and used the residual information between adjacent views to cope with super-resolution tasks. They explored the correspondences between different viewpoints and divided the SAIs into multiple image stacks with a consistent sub-pixel offset. However, the complementary information between all views was not fully utilized, and the disparity consistency was not well maintained. In order to make full use of the high-dimensional features of LF data, Yeung et al. [17] alternately used convolutions to characterize the relationship between pixels in the 4D structural information of spatial domain and angular domain. However, the inherent disparity structure of LF images is ignored. Jin et al. [18] proposed an all-to-one light-field super-resolution strategy to strengthen the disparity structure. They explored the complementary information between the views to perform individual super-resolution for each SAI of LF image. Wang et al. [19] proposed a spatial-angular interaction strategy and designed different networks to extract spatial and angular features respectively. Wang et al. [20] further used separable convolutional networks to explore the spatial-angular information of LF. Although they explore the spatial-angular information to a certain extent, they do not effectively mine the high-dimensional information of the LF image. As a result, the LF super-resolution performance is affected to a certain extent. Liu et al. [21] extracted global view information and simultaneously modeled the correlation within each view to achieve better super-resolution performance. Although these methods have shown remarkable performance, there are still some problems that are not well addressed. One is that the high-dimensional information of LF images is not fully utilized, especially the complementary information between spatial angulars and the geometric consistency information of LF EPIs. The other is that the angular structure
between the LF views is not broken, and the angular correlation between the LF images is not explored enough.

Focusing on the above problems, we propose a novel network for LF spatial SR based on the content characteristics of LFs. We introduce two strategies to mitigate the above problems. Since the high-dimensional features of the LF image contain rich information, we fully explore the LF spatial information, LF angular information, and the geometric information of the LF EPIs, respectively. The information is interacted and the channel attention is increased to obtain the enhanced information after interaction. In order to further explore the angular correlation between the LF views, we break the angular structure of the LF array and rearrange it into multiple stacks, and super-resolve each horizontal view stack separately. The network makes full use of the content characteristics of LF images and further improves the performance of LF spatial resolution reconstruction by fully exploring the information of different dimensions of the LF and designing the cross-arrangement of views to mine the angular correlation between views. Experimental results on both real and synthetic datasets demonstrate the superiority of the proposed method.

III. Proposed Method

In the proposed method, the spatial information of the LF image, the angular information and the geometric information of the LF EPIs were used to interact with the multi-dimensional features of the LF and reorganize the array structure based on the content characteristics of the LF. The method makes full use of multi-dimensional information and angular correlation of LF images, and is composed of two main modules: multi-stream feature fusion enhancement module and structure reorganization module. The overall network structure is shown in Fig. 1. We formulate LF in terms of a four-dimensional tensor \( L(u,v,x,y) \in \mathbb{R}^{U \times V \times X \times Y} \), where \( U \) and \( V \) denote the angular dimensions, and \( H \) and \( W \) denote the spatial dimensions. Specifically, the SAI of a \( U \times V \) array represents the spatial feature extraction module of subaperture view, \( AFE \) represents the attention module, \( SFE \) stands for the spatial feature extraction module of each SAI, \( AFE \) stands for the angular feature extraction module, \( MFFE \) stands for the multi-dimensional feature enhancement module, \( CA \) represents the attention module, \( SFE \) stands for the spatial feature extraction module of each SAI, \( AFE \) represents the attention module, \( MFFE \) stands for the multi-dimensional feature enhancement module, \( CA \) represents the attention module.

\[
L_{HR}(u,v,\alpha,x,\alpha_y) = f(L_{LR}(u,v,x,y), \Theta),
\]

\[
\Theta^* = \arg \min_{\Theta} |L_{GT}(u,v,\alpha,x,\alpha_y) - L_{HR}(u,v,\alpha,x,\alpha_y)|
\]  
(1)

where \( L_{HR}(u,v,\alpha,x,\alpha_y) \) is the reconstructed dense LF , \( L_{GT}(u,v,\alpha,x,\alpha_y) \) is the ground truth, \( f(\cdot) \) represents the mapping from low resolution LF image to high resolution LF image, \( \Theta \) is the network parameter.

To achieve a high-quality dense LF reconstruction and obtain optimal network parameter \( \Theta \), we propose a multi-stream reconstruction network. To effectively extract distinctive information from various view images, we propose a novel approach that combines multiple features to enhance the representation of LF spatial, angular, and EPI information. Specifically, we present a multi-feature fusion enhancement block that can accurately capture spatial and angular details contained in the LF data (See Sec. III-A). Moreover, we design a Structure-based Super-Resolution Module that utilizes the angular information present in the subaperture view array to perform super-resolution reconstruction, thus optimizing the quality of the reconstructed views (see Sec. III-B). To further enhance the geometric consistency between the reconstructed views and maintain the valuable disparity structure of the LF data, we propose a mixed loss function that incorporates both reconstruction loss and EPI gradient loss (see Sec. III-C). The network architecture is elaborated in the following subsections.

A. Multi-stream Feature Fusion Enhancement Module

To enhance the characteristics of decoupling, this paper proposes the addition of a channel information, \( L \in \mathbb{R}^{U \times V \times X \times Y \times C} \), to the 5D data. Multiple representation methods of the LF image in various dimensions were utilized to explore its content characteristics and extract feature information. The fusion process of multi-stream feature, denoted as \( L_{MFFE} \), is expressed as follows:

\[
L_{MFFE} = f_{MFFE}(CA(SFE + AFE) + CA(EPI_H + EPI_V))
\]  
(2)

Here, SFE stands for the spatial feature extraction module of subaperture view, AFE indicates the angular feature extraction module of subaperture view, \( EPI_H \) and \( EPI_V \) denote the feature extraction modules of the EPI in the vertical and horizontal directions (EPI-H and EPI-V), respectively, and CA represents the attention module. In what follows, we expound on each module of the Multi-stream Feature Fusion Enhancement Module.

Spatial Feature Extraction(SFE): We focus on the information of SAI in the dimension and reshape the 5D LF data with increased channel information \( S^{lr}_{in} \in \mathbb{R}^{U \times V \times C \times X \times Y} \). The SFE module is used to extract the spatial features of the SAI. Specifically, SFE is a module composed of three convolutions with a kernel size of \( 3 \times 3 \), a step size of 1, a dilation rate of 2, and a Relu activation layer after each convolution layer. Since we focus on \( H \times W \), the dimension information, SFE only includes the pixel information of the context in each SAI, which has a good refinement of the global features of each SAI and has rich texture information.

Angular Feature Extraction(AFE): In view of the multi-angular characteristics of LF, we center on the \( U \times V \) angular information. Similarly, we reshape the original 5D light field data \( A^{lr} \in \mathbb{R}^{H \times W \times X \times Y} \) to \( \mathbb{R}^{U \times V \times C \times X \times Y} \). The AFE module is used to extract the angular feature from the pixel information of the same angular position of the SAI. Specifically, AFE is a module composed of three convolutions with a kernel size of \( 3 \times 3 \) and a step size of 1. Each convolution layer is followed by a Relu activation layer. Different from SFE, AFE pays more attention to the correlation in angular, and different SAI s have strong correlation in the same pixel position, which can provide more pixel information for the occlusion area.

EPI Feature Extraction(EPI-H, EPI-V): EPI is the horizontal \( E^{lr}_{H} \in \mathbb{R}^{W \times C \times X \times Y} \) or \( E^{lr}_{W} \in \mathbb{R}^{U \times H \times C \times V \times W} \) vertical two-dimensional slice information of SAI by sampling angular coordinates and corresponding spatial coordinates in multi-dimensional data of LF. Acknowledging the effectiveness
of EPI in reflecting the geometrical consistency of LF, we delve into the analysis of LF geometric information, both horizontally and vertically. Specifically, EPI-H and EPI-V are modules composed of three convolutions with a kernel size of $3 \times 3$ and a step size of 1. Each convolution layer is followed by a relu activation layer. The EPI slices have a simple linear structure, which is basically a slanted straight line composed of homogeneous regions, and perform well for the analysis of features in the scene slices even for the rather complex shape and intensity variations in SAI.

**Channel Attention (CA):** Due to the local nature of convolutional operations, obtaining sufficient information to extract inter-channel relationships in LF imager can be challenging. To address this limitation, we integrate CA into our proposed architecture after the SFE and AFE fusion, as well as after the EPI-H and EPI-V fusion. The CA module compresses the feature map into a feature vector via global average pooling (GAP) to obtain a global description feature. Non-linear relationships between channels are then learned by compressing the channel count through another $1 \times 1$ convolution, and subsequently amplifying the channel count via another $1 \times 1$ convolution layer. Finally, the weighting coefficients assigned to each channel by the sigmoid function enable effective cross-channel interaction and enhancement of fusion interaction amongst the information.

**B. Structure-base Super-resolution Module**

This paper proposes a novel approach to leverage the angular information contained in the subaperture view array for super-resolution reconstruction. Specifically, a cross-arrangement structure of the angular view and a reorganized parallax structure of the view are proposed to enhance the utilization of angular information. Then, a multi-stream feature fusion module is introduced to extract rich and high-dimensional features, which are subsequently fed into the structure-based super-resolution module. The network structure can be expressed as:

$$L_{HR} = \text{Concat}(f_{SSRM}^{1}(MFFE^1), \ldots, f_{SSRM}^{i}(MFFE^i))$$

where $f_{SSRM}^{i}()$ represents the Structure-base Super-resolution module, $MFFE^i$ represents the input information of the first row in the cross-arrangement structure of angulars and views, and $i$ represents the number of rows, where the main scenario in this paper is $i = 5$. The designed super-resolution network comprises three 2D ResBlock convolutions, three 3D ResBlock convolutions, one $3 \times 3$ convolution, three 2D ResBlock convolutions, three $3 \times 3$ convolutions, one pixel shuffle layer, and two $3 \times 3$ convolutions. Different ResBlock convolutions are utilized to fuse rich information in both the spatial and angular domains, while the pixel shuffle layer achieves spatial super-resolution via upsampling.

**C. Training Details**

In this method, we adopt the $L1$ loss function to measure the reconstructed target LF $L_{HR}(u, v, \alpha_x, \alpha_y)$, and supervise our network by its ground truth value $L_{GT}(u, v, \alpha_x, \alpha_y)$, which is defined as:

$$\text{loss}_1 = \sum_{u, v, x, y} (|L_{GT}(u, v, \alpha_x, \alpha_y) - L_{HR}(u, v, \alpha_x, \alpha_y)|)$$

To further preserve the valuable disparity structure of the
LF and promote the geometric consistency between the reconstructed views, this paper refers to the EPI gradient loss function proposed by [22], which is defined as follows

\[
loss_2 = \sum_{y,v} \left[ E^{G}_R(x, y, v) - E^{HR}(x, y, v) \right] + \sum_{y,v} \left[ E^{U}_R(x, y, v) - E^{HR}(x, y, v) \right] + \sum_{x,u} \left[ E^{L}_R(x, u) - E^{HR}(x, u) \right] + \sum_{x,u} \left[ E^{H}_R(x, u) - E^{HR}(x, u) \right]
\]

The training objective of our method is to minimize these two losses: \(\min loss_1 + loss_2\).

IV. EXPERIMENTS

To confirm the efficacy of the proposed approach, a range of detailed experimental results have been presented, comprising ablation experiments and comparisons with the existing methods. Specifically, we follow [20] which utilize five publicly available LF datasets (namely EPFL, HCInew, HCOld, INRIA, STFgantry) during both the training and testing phases. The training and test sets follow the same partitioning as provided in [20]. The LFs within these datasets possess an angular resolution of 9 × 9. During the training procedure, we downsample the SAI into LF patches of size 32 × 32 via bicubic downsampling. The optimization of our network utilizes both L1 and EPI loss functions and the Adam method. Our network is implemented in PyTorch, leveraging an RTX 5000 GPU. The learning rate is initially configured to 2 × 10\(^{-4}\) and subsequently reduced by a factor of 0.5 every 15 epochs. The performance of our proposed method is evaluated using objective measures, including Peak Signal-to-Noise Ratio (PSNR) and Structural Similarity (SSIM), while simultaneously conducting a subjective comparison of detail texture regions after SR.

A. Comparison With State-of-the-Art Methods

The proposed method is compared with several state-of-the-art methods, comprising three single-image SR techniques [7-9] and seven LF image SR methods [16, 17, 18, 19, 20, 23, 24]. To ensure a uniform training process, we retrained all these methods using the same dataset. Quantitative Results: Table I presents quantitative results for 2 × SR and 4 × SR. The proposed method significantly outperforms three single image super-resolution methods, VDSR[7], EDSR[8], and RCAN[9]. This improvement is mainly attributed to the complex texture details present in the comprehensive scene, which renders the reconstruction method of single image unsuitable for LF image reconstruction. Moreover, our approach attains the best overall performance compared to resLF[16], LFSSR[17], LF-ATO[18], LF-Internet[19], LF-DNet[20], MEG-Net[23], and DPT[24]. Our proposed method outperforms the comparative methods in all five datasets for two primary reasons. Firstly, the comparative methods are less effective in fully exploiting the LF’s rich angular information and handling complex scenes. resLF[16] constructs view stacks to explore LF information in five directions: horizontal, vertical, left, right, and tilt, fails to fully use complementary information among all views while maintaining disparity consistency. Similarly, though the LF-ATO[18] method proposes an all-to-one architecture that explores complementary information between views, the feature information between spatial and angular domains is not entirely fused. This deficiency affects the spatial super-resolution performance. Second, the comparative methods fail to exploit the LF’s geometric structure information to its full potential. LF-Internet[19] utilized the spatial and angular interaction strategy and different networks to extract spatial and angular features while making use of the spatial and angular correlations. However, they neglected the EPI structure information and angular geometric information, which deteriorated the quality of LF spatial reconstruction. Similarly, although LFSSR[17] utilized convolution to characterize the relationship between pixels in a 4D information space in the spatial and angular domains, it ignored the inherent geometric structure of the LF and failed to fully utilize the angular geometric structure. Observing the evaluation metrics presented in Table I, we note that the proposed method outperforms the comparative methods significantly.

**TABLE I. QUANTITATIVE COMPARISON RESULTS OF DIFFERENT METHODS FOR TASK 2 × SR AND 4 × SR (PSNR/SSIM)**

<table>
<thead>
<tr>
<th>Task</th>
<th>2 ×</th>
<th>4 ×</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method</td>
<td>EPFL</td>
<td>HCI new</td>
</tr>
<tr>
<td>Bicubic</td>
<td>29.50/0.935</td>
<td>31.69/0.934</td>
</tr>
<tr>
<td>VDSR</td>
<td>32.50/0.960</td>
<td>34.37/0.956</td>
</tr>
<tr>
<td>EDSR</td>
<td>33.00/0.963</td>
<td>34.83/0.960</td>
</tr>
<tr>
<td>RCAN</td>
<td>33.16/0.964</td>
<td>34.98/0.960</td>
</tr>
<tr>
<td>resLF</td>
<td>32.75/0.967</td>
<td>36.07/0.972</td>
</tr>
<tr>
<td>LFSSR</td>
<td>33.69/0.975</td>
<td>36.86/0.975</td>
</tr>
<tr>
<td>LF-ATO</td>
<td>34.27/0.976</td>
<td>37.24/0.977</td>
</tr>
<tr>
<td>LF-InterNet</td>
<td>34.14/0.976</td>
<td>37.28/0.977</td>
</tr>
<tr>
<td>LF-DNet</td>
<td>34.44/0.977</td>
<td>37.44/0.977</td>
</tr>
<tr>
<td>MEG-Net</td>
<td>34.31/0.977</td>
<td>37.42/0.978</td>
</tr>
<tr>
<td>DPT</td>
<td>34.49/0.976</td>
<td>37.36/0.977</td>
</tr>
<tr>
<td>Proposed</td>
<td>34.56/0.977</td>
<td>37.64/0.979</td>
</tr>
</tbody>
</table>

Qualitative Results: The qualitative results of the Bedroom in the HCInew scene and ISO_Chart_1_Decoded in EPFL scene reconstructed by different methods under task 2 × SR and 4 × SR is presented in Fig.2 and Fig.3, respectively.
Fig. 2. Visual comparisons for $2 \times$ SR. The super-resolved center view images are shown. The PSNR and SSIM scores achieved by different methods on the presented scenes are reported below the zoom-in regions.

Fig. 3. Visual comparisons for $4 \times$ SR. The super-resolved center view images are shown. The PSNR and SSIM scores achieved by different methods on the presented scenes are reported below the zoom-in regions.
The magnification of the local view of the reconstructed sub-aperture is shown in the red box. In Fig.2, although the Bedroom scene contains complex textures, which makes reconstruction challenging. Our method leverages high-dimensional features of the LF and combines spatial and angular domain with EPI information to recover more detailed information of the scene. It can be seen from the Fig.3, the scene is composed of numerous lines and gaps that are difficult to reconstruct. While the LF reconstruction method can capture more information, it still has limitations in such complex line scenes with small gaps. Instead, EDSR[8] and RCAN[9], two single image super-resolution methods, show better reconstruction performance on these scenes. This is because the real pixel information is insufficient at a higher super-resolution size, and the LF reconstruction method synthesizes more new pixel information, which is intertwined with each other and blocks the gaps between lines. Compared with current state-of-the-art SISR and LF image SR methods, our method produces images with more accurate details and fewer artifacts.

### B. Ablation Experiments

To gain a deeper understanding of the proposed network’s properties, an ablation study was performed to demonstrate the efficacy of the feature fusion and angular view intersection arrangement structure for high-dimensional data in the LF context. The study involved removing various components from the network, including the channel attention module, EPI feature extraction module (EPI-H, EPI-V), angular feature extraction module, spatial feature extraction module, and structure-based super-resolution module. These were identified as the variants of the proposed network for the purposes of the study and are respectively denoted as “w/o CA”, “w/o EPI-H”, “w/o EPI-V”, “w/o AFE”, “w/o SFE” and “w/o the SSRM”. The comparison results (PSNR/SSIM) of the different variants of the proposed method for task 2×SR on five public datasets are presented in Table II. The results indicate that the proposed method achieves the best gain compared to “w/o CA”, “w/o EPI-V”, the proposed method attains higher PSNR and SSIM scores due to the EPI module’s ability to analyze the section information of the LF geometrically, resulting in better recovery of the structural information. The proposed method outperforms “w/o AFE” by achieving a 0.28 dB PSNR gain by using the angular information to improve the LF reconstruction performance significantly. The multi-stream feature fusion module extracts diverse structural information by analyzing multiple dimensions of the high-dimensional data of the LF, thereby enhancing spatial angular correlations. Thus, all modules in multi-stream feature fusion contribute positively to the reconstruction performance. Significantly, the proposed method achieves the best gain compared to “w/o SSRM”, with the PSNR value increasing from 34.21 dB to 34.56 dB for 2×SR. This is because the cross-arrangement of angular viewpoints offers geometric structure analysis of the angular correlation of the LF, leading to an improvement in reconstruction quality.

### C. Extended Experiments

In this paper, we investigate the impact of angular resolution on the performance of our proposed method. We evaluate the super-resolution performance under different angular resolutions by extracting A×A sub-aperture views of the center from the input LF image, where A represents the number of views (A = 3, 5, 7). We train separate models for the 2× super-resolution task with each angular resolution setting. Our results, as shown in Table III, reveal that increasing the angular resolution from 3×3 to 7×7 improves the PSNR values. This improvement can be attributed to the richer angular information provided by additional views, which enhances the spatial super-resolution. However, we observe that the performance saturates for angular resolutions greater than 5×5. This is because the information obtained from the 7×7 sub-

---

**Table II. Task 2× Quantitative Comparison Results of Different Variants of the Proposed Method (PSNR/SSIM)**

<table>
<thead>
<tr>
<th>Method</th>
<th>EPFL</th>
<th>HCI new</th>
<th>HCI old</th>
<th>INRIA</th>
<th>STFgantry</th>
</tr>
</thead>
<tbody>
<tr>
<td>w/o CA</td>
<td>34.43/0.977</td>
<td>37.58/0.979</td>
<td>44.56/0.995</td>
<td>36.22/0.985</td>
<td>39.55/0.993</td>
</tr>
<tr>
<td>w/o EPI-H</td>
<td>34.34/0.976</td>
<td>37.46/0.978</td>
<td>44.36/0.994</td>
<td>36.13/0.984</td>
<td>39.13/0.992</td>
</tr>
<tr>
<td>w/o EPI-V</td>
<td>34.33/0.976</td>
<td>37.39/0.978</td>
<td>44.25/0.994</td>
<td>36.09/0.984</td>
<td>39.09/0.992</td>
</tr>
<tr>
<td>w/o AFE</td>
<td>34.28/0.976</td>
<td>37.33/0.977</td>
<td>44.40/0.994</td>
<td>36.18/0.984</td>
<td>39.15/0.992</td>
</tr>
<tr>
<td>w/o SFE</td>
<td>34.38/0.977</td>
<td>37.65/0.979</td>
<td>44.54/0.995</td>
<td>36.22/0.985</td>
<td>39.67/0.993</td>
</tr>
<tr>
<td>w/o the SSRM</td>
<td>34.12/0.975</td>
<td>37.11/0.976</td>
<td>44.11/0.994</td>
<td>36.09/0.984</td>
<td>38.77/0.992</td>
</tr>
<tr>
<td>Proposed</td>
<td>34.56/0.977</td>
<td>37.64/0.979</td>
<td>44.55/0.995</td>
<td>36.36/0.985</td>
<td>39.64/0.993</td>
</tr>
</tbody>
</table>

**Table III. Task 2× SR Quantitative Comparison Results of Different Angular Resolutions of the Proposed Method (PSNR/SSIM)**

<table>
<thead>
<tr>
<th>Method</th>
<th>EPFL</th>
<th>HCI new</th>
<th>HCI old</th>
<th>INRIA</th>
<th>STFgantry</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 × 3</td>
<td>33.94/0.972</td>
<td>37.10/0.976</td>
<td>43.74/0.994</td>
<td>35.85/0.982</td>
<td>38.94/0.992</td>
</tr>
<tr>
<td>5 × 5</td>
<td>34.56/0.977</td>
<td>37.64/0.979</td>
<td>44.55/0.995</td>
<td>36.36/0.985</td>
<td>39.64/0.993</td>
</tr>
<tr>
<td>7 × 7</td>
<td>34.69/0.978</td>
<td>37.80/0.980</td>
<td>44.73/0.995</td>
<td>36.39/0.985</td>
<td>39.65/0.993</td>
</tr>
</tbody>
</table>
aperture views is already sufficient, and further increasing the angular resolution yields only marginal improvements in performance.

D. Discussions

This paper proposes a new method for learning LF spatial SR by interwoven LF spatial and angular structure information. Here, some discussions are presented. (1) Similar to previous literature, we adopt publicly available LF data to conduct detailed experiments. The qualitative and quantitative comparisons with the state-of-the-art SR methods demonstrate the superior performance of the proposed method. (2) Our ablation study highlights the effectiveness of multi-stream feature fusion by means of the integration and interlacing of high-dimensional data from diverse sources during the multi-stream feature fusion phase. This approach facilitates the extraction of comprehensive information, thereby enhancing reconstruction performance. Furthermore, the ablation experimental outcomes validate the effectiveness of both the proposed MFFE and SSRM. (4) Considering the quantitative results presented in Subsection IV, the performance of the proposed method for the narrow-baseline LF images is significantly better than that for the widebaseline LF images, mainly because the latter has a larger parallax range, posing greater challenges to feature extraction.

V. CONCLUSION

In this paper, we present a multi-stream feature fusion spatial reconstruction network with cross-arranged viewpoints. The network consists of two stages: multi-stream feature fusion and reconstruction based on cross-permutation of angular viewpoints. In the multi-stream feature fusion stage, we combine and interweave high-dimensional data from different sources to extract rich information that can be used to improve the reconstruction performance. Additionally, this stage allows us to fully explore the high-dimensional data of the LF and fuse different dimensional data. Then the rich information obtained in the multi-stream feature fusion stage is used to mine the LF information from the geometric structure level to improve the reconstruction performance. Through experiments on five public datasets, we demonstrate that our proposed method produces high-quality spatial reconstructions of LF images under both 2×SR and 4×SR reconstruction tasks. Furthermore, we analyze the influence of the input angular resolution on reconstruction performance. Our results show that our method significantly outperforms state-of-the-art approaches.
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Abstract—As cyber-attacks evolve in complexity and frequency; the development of effective network intrusion detection systems (NIDS) has become increasingly important. This paper investigates the efficacy of the XGBoost algorithm for feature selection combined with deep learning (DL) techniques, such as ANN, IDCNN, and BiLSTM, to create accurate intrusion detection systems (IDSs) and evaluating it against NSL-KDD, CIC-IDS2017, and UNSW-NB15 datasets. The high accuracy and low error rate of the classification models demonstrate the potential of the proposed approach in IDS design. The study applied the XGBoost feature extraction technique to obtain a reduced feature vector and addressed data imbalance using the synthetic minority oversampling technique (SMOTE), significantly improving the models’ performance in terms of precision and recall for individual attack classes. The ANN + BiLSTM model combined with SMOTE consistently outperformed other models within this paper, emphasizing the importance of data balancing techniques and the effectiveness of integrating XGBoost and DL approaches for accurate IDSs. Future research can focus on implementing novel sampling techniques explicitly designed for IDSs to enhance minority class representation in public datasets during training.
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I. INTRODUCTION

As computer networks continue to play an increasingly important role in modern life, ensuring cybersecurity has become a crucial area of research. One method to protect against potential threats is using an Intrusion Detection System (IDS). By continuously monitoring the state of both software and hardware on a network, IDS plays a critical role in maintaining cybersecurity [1]. Many Intrusion Detection Systems (IDSs) generate alerts, even in low-threat situations, straining cybersecurity experts and increasing the risk of actual intrusions going undetected. The literature includes extensive research on the subject, and different approaches to IDSs have been developed. However, current IDSs still face difficulty detecting unknown or novel attacks due to the constantly evolving network configurations. Therefore, it is critical to continue the research on IDSs to identify and detect such attacks [2].

Attackers can initiate attacks by distributing malicious files to devices connected to a network, resulting in potential damage to the device or theft of sensitive information [3]. Various technologies, such as firewalls, anti-virus software, email filters, and virtual private networks (VPN), protect networks from such threats. Intrusion Detection System (IDS) is another commonly used approach, where network traffic is monitored to detect any unusual activities. Network intrusion detection can be categorized into anomaly-based and signature-based [4]. Signature-based methods rely on predetermined criteria to identify attacks and categorize threats, while anomaly-based methods classify threats by studying regular traffic to develop profiles based on available data. Based on the given definitions, we can infer that Signature-based IDS are vulnerable to new undefined attacks as they solely depend on the current rules to generate their alerts. However, anomaly-based IDS are more effective when dealing with new threats as they do not base their alerts on existing rules [5] [6]. That does not mean that Signature-based IDS are less critical; it offers improved detection accuracy and reduced triggers of false alarms while identifying known threats. Although there is a high probability of false positives associated with anomaly detection IDS, the research community has widely accepted it due to its theoretical potential for identifying new threats [7].

A. Feature Engineering Challenges within NIDS

Creating a dependable and flexible NIDS that detects unknown future attacks presents two significant challenges. Selecting appropriate features from internet traffic collection for anomaly detection can present a noticeable challenge [7]. The features selected for one type of threat may not be practical for other attacks due to the ever-changing and evolving nature of attack scenarios. The literature has already proposed potential ways to address the challenge, the most common of which is the use of deep learning, a subset of machine learning techniques that uses hierarchical layers of data processing stages to learn features or representations and classify patterns [6]. Deep learning plays a crucial role in image categorization. It is also frequently utilized in natural language processing, speech recognition, audio, picture, video processing, graphical modeling, pattern identification, and language-related tasks. Improvements in learning algorithms can enhance IDS’s ability to achieve a higher detection rate and lower false alarm rate. The use of deep learning-based techniques is anticipated to assist in overcoming the challenges of developing an effective NIDS [8].

Unlabeled network traffic data can be collected from various sources, and deep learning algorithms can be applied to generate a good feature representation of these datasets. These
characteristics can then be utilized for supervised classification on a small, labeled traffic dataset consisting of regular and anomalous traffic records. A spoofed, private, and isolated network environment can be used to collect the traffic data for the labeled dataset [9].

B. Aim and Objective

The study aims to provide a reliable and efficient approach for identifying different cyber-attack types using sequence modeling and deep learning by proposing the following:

Developing an effective intrusion detection model for detecting malicious traffic, leveraging SMOTE, BiLSTM, XGBoost, and 1DCNN/DNN for improved intrusion detection.

To achieve the aim of this study, the following objectives have been created:

- Identify all the model variations that need to be evaluated using SMOTE, BiLSTM, XGBoost, and 1DCNN/DNN.
- Evaluate the identified models against well-known IDS datasets from the literature (NSL-KDD [10], CIC-IDS2017 [11], and UNSW-NB15 [12]).

C. Problem Statement

The increasing use of interconnected computing systems has brought numerous benefits to daily activities and exposed us to vulnerabilities beyond human control. As a result, cybersecurity measures must be included in communication exchanges to ensure secure communication. However, with evolving security risks and threats, there is a constant need to improve security measures, including Intrusion Detection Systems (IDS). Despite the efforts of researchers to develop novel IDS systems, achieving high detection accuracy while reducing false alarm rates remains a challenge.

II. RESEARCH STRUCTURE

This paper is organized into seven sections, providing a comprehensive examination of the research topic:

- **Section 1: Introduction** - This initial section provides an overview of the paper’s structure and objectives, setting the stage for the subsequent discussion and analysis.
- **Section 2: Background and Related Work** - This section explores key concepts and offers some background information to facilitate the understanding of the rest of the paper.
- **Section 3: Proposed Model (Methodology)** - This section explains the methodology of the proposed model and how it works.
- **Section 4: Results** - This section presents the results obtained by applying the newly proposed model to the experimental datasets.
- **Section 5: Evaluation** - This section compares different results using evaluation metrics such as precision and recall.
- **Section 6: Discussion** - This section provides a discussion of the results, offering insights and interpretations.
- **Section 7: Conclusion** - The final section concludes the paper, addressing the limitations encountered during the research and proposing potential directions for future work, aiming to expand upon and build on the current study.

III. BACKGROUND AND RELATED WORK

The field of intrusion detection systems (IDS) has been rapidly evolving in recent years, with a focus on improving the accuracy and efficiency of detection methods. Various techniques have been proposed in this paper, including, IDS data preprocessing (data cleansing - removal of null and duplicate values), data balancing using SMOTE, and data standardization using standard scalar techniques), feature engineering (using XGBoost), and data classification (One-dimensional CNN, DNN Models, and Bidirectional Long-Short-Term Memory (BiDLSTM)). These methods have demonstrated promising results in detecting various network intrusions, including Denial of Service (DoS) attacks, intrusion attempts, and unauthorized access attempts. Furthermore, DNN Models and BiDLSTM have emerged as powerful tools for identifying complex patterns in network traffic data, making them valuable additions to the IDS toolbox. This background section provides an overview of these topics, discussing their underlying principles.

A. Feature Engineering

In machine learning, feature engineering plays a vital role as it converts raw data into a more suitable format, which allows for a better representation of the underlying issue and enhances model performance. XGBoost, a gradient-boosted decision tree algorithm, is renowned for its effectiveness and efficiency in feature engineering. Introduced by Mounika and Rao [13] and embraced by numerous researchers [14] [15], XGBoost is part of the Community for Distributed Machine Learning and excels in optimizing memory and hardware utilization in tree-boosting algorithms. Kasongo and Sun [16] employed XGBoost in their intrusion detection research, using the UNSW-NB15 dataset for model training and evaluation. They implemented a filter-based feature reduction technique alongside the XGBoost algorithm and used specific machine-learning approaches for binary and multi-class classification scenarios. The study showed that the XGBoost-driven feature selection method increased test accuracy for binary classification from 88.13% to 90.85%, demonstrating its effectiveness in boosting the precision of ML-based models. Dhaliwal et al. [17] conducted another study, developing a model to assess various network data attributes such as precision, accuracy, and confusion matrix. They employed the NSL-KDD dataset and XGBoost to achieve their objectives. The primary goal was to better understand data integrity and enhance data detection accuracy. The researchers recommended further investigations to facilitate the deployment of intrusion detection models.
XGBoost supports gradient, regularized, and stochastic gradient boosting techniques and permits the incorporation and adjustment of regularization parameters [18]. The algorithm optimizes memory usage, significantly reduces computation time, and manages missing values. Its sparse-awareness allows for a unified framework in tree structures, improving the trained model with new data [19]. XGBoost constructs a sequential decision tree, assigning a weight to each data value, which influences the likelihood of a decision tree selecting it for analysis [20]. Although challenges exist in network data preprocessing, data classification, and labeling, XGBoost tackles issues such as high-level preprocessing, DDoS attack mitigation, false alarm rates, and semi-supervised techniques necessary for a dependable IDS model [21]. Due to its capability to address most problems encountered in feature selection, XGBoost serves as a potent instrument for developing efficient intrusion detection systems [22].

B. Deep Learning Classification

In this section, we will review the relevant literature on various deep learning classification techniques that have been employed in the proposed model. The methods discussed include XGBoost, BiLSTM, DNN, One-dimensional CNN and Long Short-Term Memory (LSTM). These techniques have been applied in a wide range of intrusion detection systems and have demonstrated their effectiveness in handling complex and large-scale data. We will explore the key aspects of each method, as well as their applications in the field of intrusion detection. By examining the current state looking into the background of these techniques, we aim to provide a functional understanding, ultimately informing the development of a robust and efficient intrusion detection model.

1) One-dimensional CNN and Long Short-Term Memory (LSTM): Recurrent Neural Networks (RNNs) are a class of neural networks that can generate cycles through links between nodes, allowing the output of certain nodes to influence their future input and enabling temporal dynamic behavior. RNNs, derived from feed-forward neural networks, use their internal state (memory) to handle input sequences of varying length, making them ideal for AI tasks such as speech and handwriting recognition [23]. Long Short-Term Memory (LSTM) networks, a specialized form of RNNs, were developed to address the vanishing gradient problem commonly encountered during the training of conventional RNNs [24]. LSTMs, equipped with memory cells and gating structures, can effectively store information across extended sequences. In one study, the authors of [25] used an RNN with LSTM to recognize threats and normal patterns within IoT traffic. They trained their model using the UMSW-NB15 dataset and found that the LSTM RNN-based IDS was efficient and could detect threats with high accuracy. However, they suggested that further verification with a larger dataset was necessary. Agrawal and Duvey [26] aimed to develop an intrusion detection system using deep learning technology to identify infiltration and malicious activities that could disrupt the network environment. They proposed a hybrid DL-driven method that employs one-dimensional CNN and LSTM to detect attacks on the KDD99 dataset. The proposed model’s performance was evaluated on binary and multiclass classifications using the KDD99 datasets. In another study, Qazi et al. [27] proposed a deep learning architecture for network intrusion detection based on a one-dimensional convolutional neural network. The study aimed to identify three types of network attacks, namely PortScan, DoS, and DDoS, using the CICIDS2017 dataset. The results showed an accuracy of 98.96%, but the authors suggested further analysis, such as using Principal Component Analysis (PCA), to investigate the reduction in input characteristics.

2) Bidirectional Long-Short-Term Memory (Bi-LSTM): Bidirectional Long Short-Term Memory (Bi-LSTM) is a variant of Recurrent Neural Network (RNN) that processes input sequences in both forward and backward directions using two hidden layers [28]. It predicts the order of elements based on prior and future context through two LSTMs operating simultaneously in opposite directions, generating a combined output that approximates the target signal. Imrana et al. [21] proposed a BiDLSTM-based intrusion detection system to address challenges faced by IDS. They used the NSL-KDD dataset for training and evaluating the model, a widely recognized dataset in IDS research. Experimental results demonstrated the effectiveness of the BiDLSTM approach, showing superior performance in accuracy, precision, recall, and F-score compared to conventional LSTM and other state-of-the-art models. The false positive rate was also significantly lower. The researchers studied integrated systems by combining cutting-edge feature selection approaches with conventional LSTM and BiLSTM models. Traditional machine learning methods struggle to effectively identify complex and multidimensional intrusion data in real-world network application environments [29]. In contrast, deep learning-based Network Intrusion Detection Systems (NIDS) have gained interest due to their ability to handle large-scale data and extract essential traffic features. Research by Alghazzawi et al. [30] proposed a hybrid Deep Neural Network (DNN) model that outperformed traditional machine learning classifiers in network and host-level event monitoring. Sun et al. [31] developed the LuNet deep neural network architecture, using RNNs for temporal feature learning and CNNs for spatial characteristic extraction from traffic data. This approach reduced false positives and enhanced validation accuracy. Al-Omari et al. [32] developed an intrusion detection model by combining RNN and LSTM approaches, while Alwan et al. [33] created a Bi-LSTM network using the UNSW-NB15 dataset as a benchmark, achieving an accuracy above 95%. Yu et al. [34] proposed a session detection method using Bi-LSTM, leveraging advancements in Natural Language Processing (NLP) made by LSTMs to represent sessions in a specific language. They based their experiments on the ISCX IDS dataset, grouping packets by IP addresses to create sessions and encoding them using word embedding. They trained an LSTM model to predict anomalous sessions, utilizing a Bi-LSTM model to learn sequence properties in both directions.

In conclusion, deep learning techniques like Bi-LSTM, hybrid models incorporating CNNs and LSTMs, and LSTM-based approaches have shown considerable promise in intrusion detection systems. These methods outperform conventional machine learning approaches in terms of accuracy, recall, and F-score [35]. They provide effective solutions for intrusion detection in real-world network application environments due to their ability to process complex, large-scale data and extract fundamental features from traffic data. Their development and implementation have improved network intrusion detection systems’ overall performance and...
strengthened network security infrastructure.

3) **Deep Neural Network (DNN):** Deep Neural Networks (DNNs) are a type of artificial neural network (ANN) that consist of multiple layers between their input and output layers. They are composed of biases, synapses, neurons, weights, and functions, which work together to mimic the human brain’s processing capabilities. DNNs can be trained like any other machine learning algorithm, making them suitable for various artificial intelligence tasks, such as image and speech recognition [36]. In one study, Devan and Khare [37] proposed an XGBoost-DNN model for network intrusion detection. The XGBoost algorithm was employed for feature selection, while DNNs were used to classify network intrusions. During DNN training, the Adam optimizer was utilized to optimize the learning rate, and the Softmax classifier was employed to categorize network intrusions. To validate their proposed model, cross-validation was performed, and it was compared to other shallow machine learning techniques such as SVM, logistic regression, and naive Bayes. Classification assessment metrics, including accuracy, precision, recall, and F1-score, were computed and contrasted with the existing shallow approaches. In another study, Kumar et al. [38] investigated DNNs to develop a flexible and efficient intrusion detection system (IDS) for identifying and categorizing unanticipated cyber-attacks. The study thoroughly analyzes DNN and other traditional machine learning classifier studies on several freely accessible benchmark malware datasets. However, the study’s limitation is that the complex DNN structures have a high computational cost, so they were not trained using benchmark IDS datasets. Other research includes Tang et al. [39], who devised a deep learning-based approach for intrusion detection in software-defined networking (SDN) architecture. Potluri et al. [40] adopted a deep neural technique to manage large volumes of network data for deep-category identification. Kang et al. [41] developed a potential intrusion detection system for vehicular networks using deep neural networks. These studies, among others, demonstrate the potential of DNNs in intrusion detection systems and their ability to effectively classify various types of network intrusions.

### IV. PROPOSED MODEL (METHODOLOGY)

In this paper, we proposed BILSTM and neural network models for classification and XGBoost for feature engineering. Moreover, in order to make the evaluation scientifically accurate, we will be using the datasets from the literature (NSL-KDD [10], CIC-IDS2017 [11], and UNSW-NB15 [12]). Unfortunately, these datasets suffer from significant class imbalance problems between the different categories. Prior researchers have not always addressed this issue, which presents a high risk of failing to detect the minority class target value. While the accuracy of these studies may be high due to the low number of candidates for some target classes, it is essential to note that accuracy alone can be misleading. To overcome this problem, we will incorporate oversampling techniques into the proposed algorithms to improve the detection of target classes in the imbalanced data. In addition to accuracy, we will also focus on precision and recall as performance metrics in this research.

A. **Modeling Process**
The proposed study will employ two main modeling processes to train the chosen dataset for intrusion detection. These two processes are combined:

- Xgboost + 1DCNN, BiLSTM
- Xgboost + DNN, BiLSTM

Furthermore, the hyperparameter tuning process will be applied to both models to ensure the most accurate testing. **B. Training and Testing**

This section will provide an overview of the four models utilized in this study. These models were created to evaluate and compare the performance of the proposed framework under varying circumstances. The defined models are as follows:

- **Model 1:** Using a standard dataset and applying [1D CNN + BiLSTM]
- **Model 2:** Using a standard dataset and applying [ANN + BiLSTM]
- **Model 3:** Using a balanced dataset (created with SMOTE) and applying [1D CNN + BiLSTM].
- **Model 4:** Using a balanced dataset (created with SMOTE) and applying [ANN + BiLSTM].

The split model framework is illustrated in Fig. 1.

![Proposed model framework.](image)

For this study, three datasets have been utilized, namely NSL-KDD, CIC-IDS2017, and UNSW-NB15. The dataset underwent several preprocessing steps, including removing null elements and duplicate rows, changing data types to use lower memory, and performing label encoding. The presence of any missing values in the selected dataset was analyzed, and the results are presented in Fig. 2.

![Null elements.](image)

### A. Converting Data to Numerical Values

To utilize the categorical features in deep learning algorithms, the data needs to be converted into numerical values. One way to achieve this is through one-hot encoding, a technique that represents categorical variables as numerical values in a machine learning model. One-hot encoding offers several advantages, such as enabling categorical variables in models requiring numerical input and improving model performance by providing more information about the categorical variable. For this study, the categorical variables identified...
in the features selection stage have been used, and one hot encoding is performed on these variables. An example of the resulting output is shown below using the NSL-KDD dataset after performing the one hot encoding function. The pre-processed data can now be used for training the deep learning models.

In their study, Mohammed [42] designed a fully connected network structure consisting of input, hidden, and output layers. To define these layers, the author utilized the Dense class, which allows them to specify the number of nodes or neurons in the layer as the first argument and the activation function to use the activation argument. In their architecture, the ReLU activation function was applied to the first two layers to introduce non-linearity. In contrast, the Sigmoid activation function was used in the output layer to ensure the network output is confined between 0 and 1. Moreover, the author implemented a dropout regularization technique to mitigate overfitting during training.

In the proposed model, one-hot encoding is crucial since both BiLSTM and XGBoost have been shown to work better with numerical values rather than categorical values [43], [44]. By applying one-hot encoding to categorical variables such as Protocol type, service, and Flag, a more appropriate input format is achieved for our machine learning algorithms. This approach ensures enhanced performance and more accurate results. One-hot encoding is applied to variables such as Protocol type, service, and Flag [44], as shown in Fig. 3 (before encoding) and Fig. 4 (after encoding).

![Fig. 3. Data before One Hot Encoding.](image)

![Fig. 4. Data after One Hot Encoding.](image)

### B. Data Standardization

To bring the numeric columns in the dataset to a standard scale without distorting their differences in ranges of values, the data needs to be standardized. Standardization is a process that rescales the distribution of values so that the mean of the observed values becomes 0 and the standard deviation becomes 1. To achieve this, the standard scalar method was used for standardization. A value is standardized as follows:

\[ y = \frac{x - \text{mean}}{\text{standard deviation}} \]  

Where the mean is calculated as:

\[ \text{mean} = \frac{\sum x}{\text{count}(x)} \]  

And the standard deviation is calculated as:

\[ \text{standard deviation} = \sqrt{\frac{\sum (x - \text{mean})^2}{\text{count}(x)}} \]  

### C. Oversampling Technique

The data preprocessing and standardization steps are applied uniformly to all three datasets. However, since the datasets are highly imbalanced, it is necessary to use data-balancing techniques to improve performance. Imbalanced data refers to datasets in which the target class has an uneven distribution of observations, with one class label having a significantly higher number of observations than the other. To address this issue, we will use an oversampling technique called SMOTE (Synthetic Minority Oversampling Technique) to balance the data. The SMOTE technique uses a hybrid method called SMOTE+TOMEK [45] to remove overlapping data points for each class dispersed in the sample space. Once SMOTE has finished its oversampling, the class clusters may encroach on each other’s space, causing the classifier model to overfit. The pairs of samples from opposing classes closely related are called Tomek linkages. Most of the class observations from these linkages are eliminated to improve class separation near decision boundaries. The links are applied to oversampled minority class samples from SMOTE to obtain better class clusters. Therefore, both class observations from the Tomek linkages are typically deleted, rather than just the observations from the majority class. In their study, Mohammed [42] designed a fully connected network structure consisting of input, hidden, and output layers. To define these layers, the author utilized the Dense class, which allows them to specify the number of nodes or neurons in the layer as the first argument and the activation function to use the activation argument. In their architecture, the ReLU activation function was applied to the first two layers to introduce non-linearity. In contrast, the Sigmoid activation function was used in the output layer to ensure the network output is confined between 0 and 1. Moreover, the author implemented a dropout regularization technique to mitigate overfitting during training. The hyper parameters for the four models were tuned based on their performance on selected performance metrics, which include accuracy, precision, recall, and F1 score. Tables 1 and 2 list the hyper parameters chosen for each model.

### D. Feature Engineering and DL Classifications

The next step involves performing feature engineering to develop a deep learning model. In this study, XGBoost, an optimized gradient boosting algorithm, will be used for feature engineering as it performs better on numerical datasets for both Model 3 and Model 4. The top 20 essential features from the used dataset were identified using the XGBoost classifier algorithm to perform feature extraction. This was achieved by tuning hyperparameters such as the number of estimators, leaves, and the maximum depth of trees in the algorithm.
The literature describes that sequence modeling algorithms have shown promising results in handling numerical data in recent years. Various algorithms such as RNN, LSTM, MLP, DNN, and BISLTM have been used as classification models for Intrusion detection problems. For instance, an unsupervised deep learning technique called Autoencoder takes a vector as input and produces the same dimension vector as output. The primary process involves taking input data, reducing its dimensionality, reconstructing it into a lower dimension, and then attempting to reconstruct it back to its original dimension. During this process, the noise in the data is removed, and only the essential features are retained as input data shape.

The hyper-parameters tuned for these four models are outlined in Tables I and II. These were selected based on the performance metrics chosen for evaluation. The considered performance metrics include Accuracy, Precision, Recall, and F1 Score.

**TABLE I. HYPER PARAMETER USED FOR MODELS 1 AND 3**

<table>
<thead>
<tr>
<th>Hyper parameters</th>
<th>1D CNN (Model 1 and 3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Epochs</td>
<td>150</td>
</tr>
<tr>
<td>Optimizer</td>
<td>Adam</td>
</tr>
<tr>
<td>Batch Size</td>
<td>128</td>
</tr>
<tr>
<td># of Layers (1D)</td>
<td>2</td>
</tr>
<tr>
<td>Maxpooling Layers</td>
<td>3</td>
</tr>
<tr>
<td>Batch Normalization</td>
<td>3</td>
</tr>
<tr>
<td>BiLSTM Layers</td>
<td>2</td>
</tr>
</tbody>
</table>

**TABLE II. HYPER-PARAMETER USED FOR MODELS 2 AND 4**

<table>
<thead>
<tr>
<th>Hyper parameters</th>
<th>DNN (Model 2 and 4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Epochs</td>
<td>150</td>
</tr>
<tr>
<td>Optimizer</td>
<td>Adam</td>
</tr>
<tr>
<td>Batch Size</td>
<td>256</td>
</tr>
<tr>
<td># of Layers (NN)</td>
<td>2</td>
</tr>
<tr>
<td>Maxpooling Layers</td>
<td>1</td>
</tr>
<tr>
<td>Batch Normalization</td>
<td>1</td>
</tr>
<tr>
<td>BiLSTM Layers</td>
<td>2</td>
</tr>
</tbody>
</table>

The dataset has been divided into training, and testing data using the Train Test Split function from Sci-Kit Learn to prepare for training the model. For the model an optimal ratio of 80% has been selected for training data and 20% for testing data.

**V. RESULTS**

This section presents the results of the proposed module aimed at enhancing the performance of an Intrusion Detection System (IDS). After running the module, we have reached some critical conclusions regarding the efficacy of the proposed approach. Specifically, we have utilized four different models to assess the system’s performance and determine which model performs better based on various metrics. In this section, we will discuss the results of the evaluations and highlight the strengths and weaknesses of each model.

Various performance metrics determine which of the four models performs better. The metrics used to evaluate the models include precision and recall. Precision measures the percentage of correctly predicted positive outcomes out of all the predicted positive outcomes. It can be expressed as the ratio of true positives (TP) to the sum of true and false positives (TP + FP). Mathematically, precision can be defined as TP / (TP + FP). Precision primarily focuses on the positive class rather than the negative class. Recall, also known as sensitivity, measures the percentage of correctly predicted positive outcomes out of all the actual positive outcomes. It can be expressed as the ratio of true positives (TP) to the sum of true positives and false negatives (TP + FN). Mathematically, recall can be defined as TP / (TP + FN). The definitions of precision and recall are:

$$\text{Precision} = \frac{TP}{TP + FP}$$

Another metric is The F1-score, which is a weighted harmonic mean of precision and recall and measures the overall performance of a classifier model. The highest possible F1 score is 1.0, while the lowest is 0.0. As the F1-score is based on precision and recall, it is always lower than accuracy measures, which incorporate only one of these factors. The weighted average of F1-scores should be used to compare classifier models rather than a global accuracy measure.

$$F1 = \frac{2 \times (\text{Precision} \times \text{Recall})}{\text{Precision} + \text{Recall}}$$

In this paper, we will explain how we implemented the four modules on the NSL-KDD datasets. The performance metrics described earlier were used to evaluate the three datasets using the four models previously defined. All four models were implemented for each dataset, and the results were compared to determine which model performed best. Subsequently, we will present a summarized table of the results obtained from the other two datasets without delving into the implementation details since we followed the same approach as the first dataset.

1) **Model 1: imbalanced dataset: 1D CNN + BILSTM:**

In the case of the NDL-KDD dataset, model 1 achieved better accuracy, which is noteworthy given the imbalance in the data. Specifically, the training accuracy was 98.3%, and the testing accuracy was 97.9%. The accuracy plot in Fig. 5 provides additional insight into the model’s behavior and can be used to identify any inconsistencies that may have occurred during training.

![Fig. 5. Model 1 accuracy-epoch.](image-url)
Fig. 5 demonstrates a typical trend, with a gradual decrease in loss observed during the training phase and some fluctuations across all epochs for the testing dataset. These fluctuations are also visible in the accuracy plot, indicating that the model tries to learn from the loss experienced in the previous epoch.

The confusion matrix in Table III indicates that the model performed exceptionally well for more class variables. In contrast, the last two classes, R2L and U2R, had very few correctly classified target variables. This could be due to the imbalance in the dataset, which contains only a few classes for these categories. Table 4 shows each class’s false positive rate, recall, and F1 score to understand better which class had the lowest correct classification rate.

The output from the classification report in Table IV indicates that the U2R class has the lowest precision and recall values, with a precision value of 59%, recall of 45%, and F1 score of 51%. This is likely due to the imbalance in the dataset. However, the precision and recall values for the overall model are high, at 97.9% and 97.8%, respectively.

Although the total recall and precision values in Fig. 6 and 7 provide an overview of the model’s performance, they do not fully capture the degree of imbalance in the data when classifying the testing dataset. To gain a more nuanced understanding of the model’s performance, it is necessary to examine each class’s precision and recall values separately.

2) Model 2: Imbalanced dataset: ANN + BILSTM: accuracy of nearly 99%. Fig. 8 shows that accuracy has consistently increased with each epoch. However, some epochs have lower validation accuracy, possibly because the model encountered new images that it had not seen in previous epochs. The same trend is observed in the loss plot.

The confusion matrix in Table V reveals that the normal class outperforms all other target classes. The U2R and R2L classes demonstrate the weakest performance in accurately classifying the test dataset, which may also be attributed to class imbalance in the dataset.

Examining the classification report in Table VI, it can be concluded that precision is improved for all classes when compared to Model 1. However, the recall for the U2R class in Model 2 is the lowest among all classes. This indicates that the ratio of correctly predicted positive elements to the total positive elements is low. As a result, the model struggles to predict the U2R class accurately and often misclassifies it as another class.
The precision and recall values for Model 2 shown in Fig. 9 and 10 are 97.9% and 97.9%, respectively. Although the overall performance of the model is quite remarkable, it is crucial to evaluate the model’s performance for individual classes, particularly those with fewer samples in the dataset. The U2R and R2L classes, for example, exhibit lower performance metrics, which could be ascribed to the class imbalance in the dataset. The total recall and precision do not fully reveal the extent of data imbalance when classifying the testing dataset. It is only by examining each class individually that one can fully understand the model’s performance.

3) Model 3: Balanced dataset with SMOTE: 1D CNN + BILSTM: For models 3 and 4, the dataset will be prepossessed using SMOTE to oversample the least represented target classes and increase their count to match the highest represented target classes. This oversampling process balances each category in the dataset and eliminates any class imbalance. The resulting model achieved an accuracy of 95%, indicating that it did not perform better than the first two models that used the imbalanced dataset. The accuracy plot for this model are shown in Fig. 11.

![Model 3 accuracy-epoch](image)

The classification report in given in Table VIII. The precision and recall of Model 3 for all the target classes were better than those of the previous two models. When comparing these metrics for Models 1 and 2, the precision of the U2R class for Model 3 was 98%, while for the others, it was 73% and 59%. For the U2R class in recall, Model 3 had 90%, whereas Model 1 had 45% and Model 2 had 39%. This demonstrated that Model 3 performed significantly better than the other models and had a higher prediction rate for less frequent target classes. This performance improvement was solely due to the balancing of the data, which allowed the model to learn more about the less frequent target variable classes. The classification report was provided as well. The average weighted precision and recall values for Model 3 were 95.9% and 95.6%, respectively.

4) Model 4: Balanced dataset with SMOTE: ANN + BILSTM: The accuracy plot shown in Fig. 12 displays a significant amount of fluctuation in the validation dataset, which can be attributed to the fact that the model may have encountered a different set of data during testing on that epoch.

![Model 4 accuracy-epoch](image)
As seen in the confusion matrix in Table IX the values appear similar to those of Model 3, with the ratio of correctly predicted classes remaining consistent between the two models. To gain a deeper understanding of the model’s performance, it is necessary to examine the precision, recall, and F1 score mentioned in Table X. When compared to Model 3, Model 4 exhibits weaker performance, as the precision for the U2R class is lower, and the recall for the R2L class is significantly lower than the previous model. The precision and recall values obtained for this model are 95.3% and 94.8%, respectively.

### Table IX. Model 4: Confusion Matrix

<table>
<thead>
<tr>
<th>Attacks</th>
<th>Normal</th>
<th>Dos</th>
<th>Probe</th>
<th>R2L</th>
<th>U2R</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>15336</td>
<td>17</td>
<td>81</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Dos</td>
<td>24</td>
<td>14374</td>
<td>128</td>
<td>555</td>
<td>311</td>
</tr>
<tr>
<td>Probe</td>
<td>3</td>
<td>37</td>
<td>15320</td>
<td>28</td>
<td>43</td>
</tr>
<tr>
<td>R2L</td>
<td>0</td>
<td>164</td>
<td>13</td>
<td>12766</td>
<td>246</td>
</tr>
<tr>
<td>U2R</td>
<td>0</td>
<td>20</td>
<td>0</td>
<td>84</td>
<td>15373</td>
</tr>
</tbody>
</table>

To address this issue, precision and recall were calculated for each target class in the dataset. This approach allows to evaluate how well the model has predicted each target class individually, rather than. Models 1, 2, and 4 exhibit lower precision and recall for the U2R and R2L classes. In contrast, Model 3 demonstrates a precision of 98% for U2R and 87% for R2L, along with a recall of 90% for U2R and 97% for R2L. Table XI provide a summary of NSL-KDD dataset performance. While Table XII and XIII provides a comparison of the performance of the best model against similar research in the literature.

### Table XI. Summary of the NSL – KDD Dataset Performance

<table>
<thead>
<tr>
<th>Models</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>97.9</td>
<td>97.8</td>
</tr>
<tr>
<td>2</td>
<td>97.9</td>
<td>97.9</td>
</tr>
<tr>
<td>3</td>
<td>95.9</td>
<td>96.9</td>
</tr>
<tr>
<td>4</td>
<td>95.3</td>
<td>94.8</td>
</tr>
</tbody>
</table>

VI. Evaluation

A. Evaluation of the Models Against the NSL KDD Dataset

In the NSL-KDD dataset, when considering accuracy, Model 1 and Model 2 perform better than Model 3 and Model 4, achieving a high accuracy of approximately 99%. When taking average precision and recall into account, Models 1 and 2 still outperform Models 3 and 4. However, Models 1 and 2 predict poorly for two attack classes, namely R2L and U2R, which can be clearly observed in both the confusion matrix and classification report. The number of incorrect predictions is higher in Models 1 and 2 compared to Models 3 and 4.

In Models 3 and 4, the precision and recall for U2R and R2L are above 85%, and for other attack classes, they are above 93%. Model 3 demonstrates better precision and recall rate performance compared to Model 4, as Model 3 combines Bi-LSTM and 1D-CNN with balanced data, whereas Models 1 and 2 were trained on imbalanced data.

Additionally, Model 3 excels at correctly detecting most of the classes in the dataset. This model incorporates SMOTE for balancing data, XGBoost for feature engineering, and a combination of 1D-CNN and Bi-LSTM as the classification algorithm. Although the training and testing accuracy of Model 3 is lower than that of Models 1 and 2, this is due to the significantly smaller number of elements in the target classes with the least representation in Models 1 and 2 (U2R - 52, R2L - 995). Consequently, even if these classes were entirely misclassified, only 1,047 out of 125,973 would be incorrectly classified. However, if these classes were misclassified in real-time, they would be detected as normal or other attacks, undermining the goal of detecting intrusions.

### Table X. Model 4: Classification Report

<table>
<thead>
<tr>
<th>Attacks</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
<th>Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>1.00</td>
<td>0.99</td>
<td>1.00</td>
<td>15438</td>
</tr>
<tr>
<td>Dos</td>
<td>0.98</td>
<td>0.93</td>
<td>0.96</td>
<td>15992</td>
</tr>
<tr>
<td>Probe</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td>15421</td>
</tr>
<tr>
<td>R2L</td>
<td>0.95</td>
<td>0.83</td>
<td>0.89</td>
<td>15404</td>
</tr>
<tr>
<td>U2R</td>
<td>0.85</td>
<td>1.00</td>
<td>0.91</td>
<td>15417</td>
</tr>
</tbody>
</table>

B. Evaluation of the models against the CIC-IDS2017 dataset

For the CIC-IDS2017 dataset, Model 1 exhibits better accuracy, considering the data imbalance, with a training accuracy of 97.4% and a testing accuracy of 97.3%. The confusion matrix and classification report can be found in Tables XIV and XV.

### Table XII. Precision Performance Metric - Comparison of Other Papers

<table>
<thead>
<tr>
<th>Target class</th>
<th>Best model</th>
<th>Chongzhen</th>
<th>Mohammed</th>
<th>Yakubu Imrana</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>100%</td>
<td>71%</td>
<td>61%</td>
<td>75%</td>
</tr>
<tr>
<td>Dos</td>
<td>96%</td>
<td>96%</td>
<td>94%</td>
<td>97%</td>
</tr>
<tr>
<td>Probe</td>
<td>99%</td>
<td>86%</td>
<td>97%</td>
<td>84%</td>
</tr>
<tr>
<td>R2L</td>
<td>87%</td>
<td>81%</td>
<td>99%</td>
<td>98%</td>
</tr>
<tr>
<td>U2R</td>
<td>98%</td>
<td>73%</td>
<td>100%</td>
<td>77%</td>
</tr>
</tbody>
</table>

### Table XIII. Recall Performance Metric - Comparison of Other Papers

<table>
<thead>
<tr>
<th>Target class</th>
<th>Best model</th>
<th>Chongzhen</th>
<th>Mohammed</th>
<th>Yakubu Imrana</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>100%</td>
<td>71%</td>
<td>61%</td>
<td>75%</td>
</tr>
<tr>
<td>Dos</td>
<td>96%</td>
<td>96%</td>
<td>94%</td>
<td>97%</td>
</tr>
<tr>
<td>Probe</td>
<td>99%</td>
<td>86%</td>
<td>97%</td>
<td>84%</td>
</tr>
<tr>
<td>R2L</td>
<td>87%</td>
<td>81%</td>
<td>99%</td>
<td>98%</td>
</tr>
<tr>
<td>U2R</td>
<td>98%</td>
<td>73%</td>
<td>100%</td>
<td>77%</td>
</tr>
</tbody>
</table>

### Table XIV. Model 1: CIC-IDS2017's - Confusion Matrix

<table>
<thead>
<tr>
<th>Attacks</th>
<th>Benign</th>
<th>Port Scan</th>
<th>DDos</th>
<th>WEAttack</th>
<th>Bot</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benign</td>
<td>82423</td>
<td>35</td>
<td>1599</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>PortScan</td>
<td>64</td>
<td>12308</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>DDos</td>
<td>818</td>
<td>0</td>
<td>11340</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>WEAttack</td>
<td>120</td>
<td>0</td>
<td>0</td>
<td>64</td>
<td>0</td>
</tr>
<tr>
<td>Bot</td>
<td>194</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>13</td>
</tr>
</tbody>
</table>

### Table XV. Model 1: CIC-IDS2017's - Classification Report

<table>
<thead>
<tr>
<th>Attacks</th>
<th>Benign</th>
<th>Port Scan</th>
<th>DDos</th>
<th>WEAttack</th>
<th>Bot</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benign</td>
<td>0.99</td>
<td>0.98</td>
<td>0.98</td>
<td>0.98</td>
<td>84061</td>
</tr>
<tr>
<td>PortScan</td>
<td>1.00</td>
<td>0.99</td>
<td>1.00</td>
<td>1.00</td>
<td>12376</td>
</tr>
<tr>
<td>DDos</td>
<td>0.88</td>
<td>0.93</td>
<td>0.90</td>
<td>0.90</td>
<td>12158</td>
</tr>
<tr>
<td>WEAttack</td>
<td>0.81</td>
<td>0.06</td>
<td>0.12</td>
<td>0.12</td>
<td>207</td>
</tr>
<tr>
<td>Bot</td>
<td>0.98</td>
<td>0.35</td>
<td>0.52</td>
<td>0.52</td>
<td>185</td>
</tr>
</tbody>
</table>
Based on the confusion matrix in Table [XIV] it is evident that the model performs exceptionally well for the classes with a higher number of instances. The last two classes, DDOS and Web Attack, have very few correctly classified target instances. This can be attributed to the imbalance in the dataset, as there are very few instances for those categories. To understand which class has performed the poorest in terms of correct classification, the false positive rate, recall, and F1 score of the model can be examined in Table [XVI].

<table>
<thead>
<tr>
<th>Attacks</th>
<th>Benign</th>
<th>Web Attack</th>
<th>PortScan</th>
<th>DDos</th>
<th>Bot</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benign</td>
<td>83824</td>
<td>1</td>
<td>36</td>
<td>157</td>
<td>43</td>
</tr>
<tr>
<td>Web attack</td>
<td>127</td>
<td>58</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>PortScan</td>
<td>18</td>
<td>0</td>
<td>12358</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>DDos</td>
<td>114</td>
<td>0</td>
<td>9</td>
<td>12033</td>
<td>2</td>
</tr>
<tr>
<td>Bot</td>
<td>145</td>
<td>0</td>
<td>0</td>
<td>62</td>
<td></td>
</tr>
</tbody>
</table>

The confusion matrix in Table [XVII] it can be observed that model 2 performs exceptionally well for the classes with a higher number of instances. Similar to Model 1, the last two classes, DDOS and Web Attack, have very few correctly classified target instances. This can be attributed to the imbalance in the dataset, as there are very few instances for those categories. The false positive rate, recall, and F1 score of the model can be seen in Table [XVII] to understand which class has performed the poorest in terms of correct classification.

From the confusion matrix [XVI], it can be observed that model 2 performs exceptionally well for the classes with a higher number of instances. Similar to Model 1, the last two classes, DDOS and Web Attack, have very few correctly classified target instances. This can be attributed to the imbalance in the dataset, as there are very few instances for those categories. The false positive rate, recall, and F1 score of the model can be seen in Table [XVII] to understand which class has performed the poorest in terms of correct classification.

For Models 3 and 4, a new dataset will be created using SMOTE, which over samples the least represented target classes and matches their count to that of the most represented target classes.

The precision and recall of this model for all the target classes are very few instances for those categories. To understand which class has performed the poorest in terms of correct classification, the false positive rate, recall, and F1 score of the model can be examined in Table [XVI].

<table>
<thead>
<tr>
<th>Attacks</th>
<th>Benign</th>
<th>Web Attack</th>
<th>PortScan</th>
<th>DDos</th>
<th>Bot</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benign</td>
<td>25314</td>
<td>553</td>
<td>16</td>
<td>997</td>
<td>312</td>
</tr>
<tr>
<td>Web attack</td>
<td>24</td>
<td>25234</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>PortScan</td>
<td>395</td>
<td>0</td>
<td>24861</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>DDos</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>25176</td>
<td>21</td>
</tr>
<tr>
<td>Bot</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>25251</td>
</tr>
</tbody>
</table>

The confusion matrix in Table [XVIII] demonstrates that almost all the target classes in model 3 have performed better than in the previous two models. The lower accuracy can be attributed to the increased number of mis-classifications due to the over-sampled data, which increased the dataset size.

The precision and recall of this model for all the target classes are better than the previous two models. For instance, the precision of the Web Attack class for Model 3 is 99%, while the other models have 81% and 58%. In terms of recall for the Web Attack class, Model 3 has 100%, whereas Model 1 has 6% and Model 2 has 30%. This indicates that Model 3 has performed significantly better than the other models and has a higher prediction rate for less frequent target classes. This performance improvement is primarily due to the balancing of the data, allowing the model to learn more about the underrepresented target classes. The classification report is provided in Table [XIX]. The weighted precision and recall values for this model are 98.1% and 98.1%.

<table>
<thead>
<tr>
<th>Attacks</th>
<th>Benign</th>
<th>Web Attack</th>
<th>PortScan</th>
<th>DDos</th>
<th>Bot</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benign</td>
<td>24550</td>
<td>470</td>
<td>2</td>
<td>70</td>
<td>100</td>
</tr>
<tr>
<td>Web attack</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>PortScan</td>
<td>23</td>
<td>0</td>
<td>25253</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>DDos</td>
<td>21</td>
<td>0</td>
<td>0</td>
<td>25173</td>
<td>4</td>
</tr>
<tr>
<td>Bot</td>
<td>16</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>25237</td>
</tr>
</tbody>
</table>

In the CIC-IDS2017 dataset, and based on Tables [XX] and [XXI], When evaluating average precision and recall for all models, each one performs well. However, when examining individual precision and recall, Models 1 and 2 under-perform in two classes, namely Web Attack and Bot, which might be due to the imbalance in the dataset. The number of incorrect predictions is higher in Models 1 and 2 compared to Models 3 and 4 for the attack classes. After balancing the data, Model 4 outperforms all other models we have built, with an accuracy of 99% and individual precision and recall for the two classes that performed poorly in Models 1 and 2. For these classes, Model 4 achieves a recall of 100% and precision of 99%.

<table>
<thead>
<tr>
<th>Attacks</th>
<th>Benign</th>
<th>Web Attack</th>
<th>PortScan</th>
<th>DDos</th>
<th>Bot</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benign</td>
<td>1.00</td>
<td>0.97</td>
<td>0.99</td>
<td>25192</td>
<td></td>
</tr>
<tr>
<td>Web attack</td>
<td>0.98</td>
<td>1.00</td>
<td>0.99</td>
<td>25258</td>
<td></td>
</tr>
<tr>
<td>PortScan</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>25256</td>
<td></td>
</tr>
<tr>
<td>DDos</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>25198</td>
<td></td>
</tr>
<tr>
<td>Bot</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>25259</td>
<td></td>
</tr>
</tbody>
</table>

The confusion matrix in Table [XVIII] demonstrates that almost all the target classes in model 3 have performed better than in the previous two models. The lower accuracy can be attributed to the increased number of mis-classifications due to the over-sampled data, which increased the dataset size.

The precision and recall of this model for all the target classes are better than the previous two models. For instance, the precision of the Web Attack class for Model 3 is 99%, while the other models have 81% and 58%. In terms of recall for the Web Attack class, Model 3 has 100%, whereas Model 1 has 6% and Model 2 has 30%. This indicates that Model 3 has performed significantly better than the other models and has a higher prediction rate for less frequent target classes. This performance improvement is primarily due to the balancing of the data, allowing the model to learn more about the underrepresented target classes. The classification report is provided in Table [XIX]. The weighted precision and recall values for this model are 98.1% and 98.1%.
false negatives. Model 3 shows slightly lower results, with a precision and recall

C. Evaluation of the Models Against the UNSW-NB15 Dataset

For the UNSW-NB15 dataset, Model 1 exhibits better accuracy considering the data imbalance, with a training accuracy of 94.6% and a testing accuracy of 94.5%. The confusion matrix and classification report can be found in Fig. 13 and 14.

<table>
<thead>
<tr>
<th>Attacks</th>
<th>Analysis</th>
<th>Backdoor</th>
<th>Dos</th>
<th>Exploits</th>
<th>Recon</th>
<th>Generic</th>
<th>Normal</th>
<th>Fuzzers</th>
<th>Worm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analysis</td>
<td>86</td>
<td>0</td>
<td>2</td>
<td>29</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Backdoor</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>12</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Dos</td>
<td>5</td>
<td>2</td>
<td>57</td>
<td>287</td>
<td>4</td>
<td>7</td>
<td>0</td>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td>Exploits</td>
<td>23</td>
<td>2</td>
<td>22</td>
<td>3154</td>
<td>28</td>
<td>11</td>
<td>0</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>Recon</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>47</td>
<td>29</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Generic</td>
<td>0</td>
<td>1</td>
<td>11</td>
<td>47</td>
<td>1</td>
<td>780</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Normal</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>3948</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Fuzzers</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>287</td>
<td>3</td>
<td>4</td>
<td>0</td>
<td>12</td>
<td>0</td>
</tr>
<tr>
<td>Worm</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>16</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
</tbody>
</table>

Fig. 13. Model 1 -UNSW-NB15 - confusion matrix.

<table>
<thead>
<tr>
<th>Attacks</th>
<th>Analysis</th>
<th>Backdoor</th>
<th>Dos</th>
<th>Exploits</th>
<th>Recon</th>
<th>Generic</th>
<th>Normal</th>
<th>Fuzzers</th>
<th>Worm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analysis</td>
<td>0</td>
<td>0.71</td>
<td>0.73</td>
<td>0.72</td>
<td>118</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Backdoor</td>
<td>0.17</td>
<td>0.07</td>
<td>0.10</td>
<td>14</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dos</td>
<td>0.61</td>
<td>0.15</td>
<td>0.25</td>
<td>370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exploits</td>
<td>0.81</td>
<td>0.97</td>
<td>0.89</td>
<td>3248</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reconnaissance</td>
<td>0.88</td>
<td>0.84</td>
<td>0.86</td>
<td>348</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Generic</td>
<td>1.00</td>
<td>0.99</td>
<td>0.99</td>
<td>7861</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Normal</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>3949</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fuzzers</td>
<td>0.50</td>
<td>0.04</td>
<td>0.07</td>
<td>308</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Worm</td>
<td>0.25</td>
<td>0.11</td>
<td>0.15</td>
<td>19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 14. Model 1 -UNSW-NB15 - classification report.

The classification report for Model 3 in Fig. 17 includes metrics such as precision, recall, and F1-score for each class in the UNSW-NB15 dataset. These metrics allow us to assess how well the model is able to identify each individual class. The model shows remarkable performance for “Generic” and “Normal” classes, achieving nearly perfect precision, recall, and F1-scores. Additionally, “Analysis” and “Reconnaissance” classes exhibit strong performance with high precision and recall values resulting in impressive F1-scores. However, there are some classes that have weaker performance. For example, the “Backdoor” and “Exploits” classes have a notable discrepancy between their precision and recall values, leading to lower F1-scores. Additionally, the “Dos” class has balanced precision and recall values, but they are still lower than those of other
classes. The “Fuzzers” class has a low precision of 0.44 but a high recall of 0.94, resulting in a moderate F1-score. Lastly, the “Worm” class has a high precision of 0.89 but a low recall of 0.37, leading to a relatively low F1-score of 0.52.

The evaluation of Model 3’s classification report and confusion matrix shown in Fig. 19 and 18 weights revealed that the model can accurately identify positive instances for each class with a precision score of 84.15%. However, it is only able to capture 78.6% of the actual positive instances in the dataset, indicating room for improvement in recall performance. Despite the model’s varied performance across different classes, the higher precision score suggests that the model is relatively reliable when it makes predictions for a specific class. In summary, these results suggest that the model can benefit from further optimization to improve its overall performance, especially in the under performing classes.

Model 4’s performance is similar to that of Model 3, with accuracy improving gradually with each epoch. However, there are some fluctuations in the validation accuracy that could be due to the model being exposed to new, unseen data during specific epochs. The same is true for the loss plot.

The classification report and confusion matrix for Model 4, presented in the Fig. 20 and 21 and 22 indicates that the model performs exceptionally well in most categories. Precision and recall scores are notably high for Analysis, Reconnaissance, Generic, Normal, and Worm attack types, with values near or at 1.00, indicating excellent performance. The performance for Backdoor, Dos, Exploits, and Fuzzers is also quite good, with precision and recall scores ranging between 0.85 and 0.99. Overall, the high scores across the board suggest that Model 4 is highly effective at identifying various attack types in the UNSW-NB15 dataset.

The UNSW dataset, a total of nine attack classes have been used, with a higher number of attacks features present in Generic, Normal, and Exploits. Other attack classes have fewer rows, resulting in data imbalance. Models 1, 2, and 4 achieve an accuracy of around 95%, while Model 3 has an accuracy of 78%. This clearly demonstrates that Model 3...
D. Evaluation Summary for the Three Datasets

In summary, for the NSL-KDD, CIC-IDS2017, and UNSW-NB15 datasets, Models 1 and 2 generally perform well in terms of accuracy, while Model 3 underperforms. Model 4, which employs ANN + Bi-LSTM models after data balancing using SMOTE, consistently outperforms the other models in terms of precision and recall. This indicates the model’s capability to effectively detect intrusion attempts, even in underrepresented attack classes. These results suggest that data balancing techniques combined with deep learning architectures offer a promising approach to improving the performance of intrusion detection models.

Additionally, the study shows that the proposed model is adaptable to different cybersecurity contexts, as demonstrated by its strong performance across the NSL-KDD, CIC-IDS2017, and UNSW-NB15 datasets. The diversity of these datasets highlights the need for intrusion detection models that can effectively handle varying cybersecurity landscapes. The results suggest that the proposed model has the potential to offer an effective solution to the ongoing challenge of intrusion detection in such environments.

It is worth noting that the study is not without limitations. While we have evaluated the proposed model across three distinct datasets, there exist many other cybersecurity datasets that could provide a more comprehensive evaluation of the model’s performance. Additionally, the study has focused solely on the effectiveness of intrusion detection models and has not explored other potential applications of deep learning in cybersecurity, such as anomaly detection or threat intelligence.

Overall, our study provides evidence that combining deep learning architectures with data balancing techniques can lead to improved performance in intrusion detection. The proposed model’s adaptability to diverse cybersecurity contexts offers promise for the development of effective and robust intrusion detection systems. Future research could explore the use of the proposed model on other cybersecurity datasets and investigate the potential applications of deep learning in other areas of cybersecurity.

VIII. Conclusion

This study investigated the effectiveness of using the XGBoost algorithm for feature selection in combination with the dataset and using ANN + Bi-LSTM models contribute to better overall performance in intrusion detection. Table XXIII demonstrate the results of the best preforming model.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 Score</th>
<th>Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSL-KDD</td>
<td>95.8</td>
<td>95.3</td>
<td>94.8</td>
<td>7896</td>
<td></td>
</tr>
<tr>
<td>CIC-IDS2017</td>
<td>99.0</td>
<td>99.3</td>
<td>99.3</td>
<td>7803</td>
<td></td>
</tr>
<tr>
<td>UNSW-NB15</td>
<td>95.3</td>
<td>94.4</td>
<td>94.2</td>
<td>7822</td>
<td></td>
</tr>
</tbody>
</table>

The results presented in this study provide valuable insights into the performance of four different intrusion detection models across three distinct cybersecurity datasets. Through a rigorous evaluation process, we have demonstrated the effectiveness of the proposed model, which combines BiLSTM, XGBoost, and 1DCNN/DNN, in detecting intrusions across diverse cybersecurity environments.
different deep learning (DL) approaches, such as ANN, 1DCNN, and BiLSTM, to build accurate intrusion detection systems (IDSs) in both binary and multiclass classification settings. Three datasets were used to evaluate the proposed methods: NSL-KDD, CIC-IDS2017, and UNSW-NB15. The results demonstrate the classification models’ high accuracy and low error rate, indicating that the proposed methods are a viable and promising approach for designing IDS.

Initially, the suggested DL techniques were used to test the datasets across the entire feature space, followed by the implementation of the XGBoost feature extraction technique presented in this study to obtain a reduced feature vector. The study also analyzed the performance results of researchers who utilized various classifiers. The experimental results showed that using a reduced feature vector can help reduce the model’s complexity while improving detection accuracy on test data.

The datasets used in this study all contained data imbalance, which can lead to biased models over the larger categorical class. This issue was observed in models 1 and 2 on all three datasets. The SMOTE data balancing technique was introduced to address this issue, resulting in better performance in models 3 and 4, as indicated by the individual class’s precision and recall. Specifically, for the NSL-KDD dataset, models 1 and 2 had low U2R class performance, with precision and recall values of 59.

Overall, the performance of Models 1 and 2 is generally good in terms of accuracy for the NSL-KDD, CIC-IDS2017, and UNSW-NB15 datasets, while Model 3 does not perform as well. However, Model 4, which involves the use of ANN + Bi-LSTM models after applying SMOTE for data balancing, consistently outperforms the other models, particularly when looking at the precision and recall of each individual attack class. By improving the performance of underrepresented attack classes, Model 4 suggests that balancing the dataset and utilizing ANN + Bi-LSTM models contribute to overall improvement in intrusion detection performance.

Therefore, future work could involve implementing a novel sampling technique designed explicitly for IDSs to boost the prevalence of the minority classes in other public datasets during the training phase. Overall, this study’s findings highlight the importance of data balancing techniques in addressing data imbalance issues and the effectiveness of using XGBoost and DL approaches in building accurate IDSs.
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QMX-BdSL49: An Efficient Recognition Approach for Bengali Sign Language with Quantize Modified Xception
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Abstract—Sign language is developed to bridge the communication gap between individuals with and without hearing impairment or speech difficulties. Individuals with hearing and speech impairment typically rely on hand signs as a means of expressing themselves. However, people, in general, may not have sufficient knowledge of sign language, thus a sign language recognition system on an embedded device is most needed. Literature related to such systems on embedded devices is scarce as these recognition tasks are very complex and computationally expensive. The limited resources of embedded devices cannot execute complex algorithms like Convolutional Neural Network (CNN) properly. Therefore, in this paper, we propose a novel deep learning architecture based on default Xception architecture, named Quantized Modified Xception (QMX) to reduce the model’s size and enhance the computational speed without compromising model accuracy. Moreover, the proposed QMX model is highly optimized due to the weight compression of model quantization. As a result, the footprint of the proposed QMX model is 11 times smaller than the Modified Xception (MX) model. To train the model, BDSL 49 dataset is utilized which includes approximately 14,700 images divided into 49 classes. The proposed QMX model achieves an overall F1 accuracy of 98%. In addition, a comprehensive analysis among QMX, Modified Xception Tiny (MXT), MX, and the default Xception model is provided in this research. Finally, the model has been implemented on Raspberry Pi 4 and a detailed evaluation of its performance has been conducted, including a comparison with existing state-of-the-art approaches in this domain. The results demonstrate that the proposed QMX model outperforms the prior work in terms of performance.

Keywords—Bengali sign language; CNN; computer vision; model quantization; Raspberry Pi 4; transfer learning; Tiny ML

I. INTRODUCTION

Disability is a crucial issue in terms of human rights because a person with an impairment is usually deprived of ordinary public welfare. Almost a billion of the world’s population has some form of physical disability. Individuals with disabilities experience more negative socioeconomic consequences, resulting in a poorer standard of life. While over 430 million people worldwide suffer from hearing impairment, there are more than 1.7 million hearing and speaking impaired people in Bangladesh alone. These impaired people belong to the Bangladesh Deaf and Mute Community (BDMC). Due to their communication impediment, the BDMC faces numerous obstacles while attempting to participate in education, work, social activities, and other aspects of everyday life.

Sign language employs the visual-manual paradigm to communicate meaning. Sign language is conveyed via hand and finger movements to create gestures. The only way to communicate with people with hearing or speaking disabilities is through sign language. Similar to every other language, the Bengali language has its own sign language, which is known as Bengali Sign Language (BdSL). The BDMC uses only BdSL to communicate with everyone, which restricts their ability to converse with society, as the majority of the society does not know sign language due to a lack of social awareness.

In the aforementioned scenario, communication between the BDMC and society requires a sign language interpreter. However, a skilled interpreter may not always be readily available, and in such circumstances, paying fair fees may be a serious worry. An automated recognition system for sign language can play a vital role in reducing the basic and social differences between society and BDMS. Therefore, sign language recognition is a popular area of study. Current research in this area focuses mostly on either sensor-based [1] or vision-based [2] systems.

Numerous studies have been conducted on BdSL recognition, and there are numerous benchmarking datasets [3], [4], [5], [6], [7] for BdSL recognition. However, these datasets are insufficient for training and evaluating deep learning models, and the majority are not open-source. CNN [8], [9] is a popular choice along with the transfer learning [10], [11], [12] model to recognize BdSL.

Several research implements the CNN model for recognizing BdSL. Hussain et al. [13] proposed a CNN-based sign language recognition model and achieved 98.75% accuracy. Islam et al. [14] also proposed a CNN-based model, and they evaluated their model using 10-fold cross-validation. They achieved 99.80% accuracy. Some research utilized CNN-based transfer learning models for recognition. Rafi et al. [4] utilized the VGG19 transfer learning model with 89.6% accuracy. To our knowledge, no prior work exists on constructing an efficient deep learning model that can be implemented in embedded or IoT devices via model quantization. The majority of recent work employed mainstream or pre-trained models. Therefore, these models cannot be implemented on devices with a low configuration.

1https://www.who.int/news-room/fact-sheets/detail/disability-and-health
2https://www.who.int/news-room/fact-sheets/detail/deafness-and-hearing-loss
Therefore, this research proposes a BdSL recognition deep learning system in which the available default Xception [15] model has been extensively altered to obtain a new model with greater accuracy. In addition, the novel Modified Xception (MX) model has been quantized in order to be applied in embedded systems. Thus in this research, a novel Quantized Modified Xception (QMX) model is proposed. This paper also offers a comprehensive investigation of QMX, Modified Xception Tiny (MXT), Modified Xception (MX), and the default Xception model. Furthermore, the developed QMX model has been successfully implemented on an embedded device, namely the Raspberry Pi 4. The QMX recognition model is only 3.3MB in size and contains just 3,317,201 trainable parameters, making it an extremely lightweight model for embedded system implementation. To train and evaluate the model, an open-source benchmark dataset named BDSL 49 [16] that contains 14,700 images divided into 49 classes is utilized. The QMX model achieved an overall F1 accuracy of 98%.

The main contributions of this research are as follows:

- A quantization algorithm for the Modified Xception (MX) model.
- A Quantized Modified Xception (QMX) model has been proposed to recognize hand signs and predict the characters. The QMX model is 72 and 11 times lighter than the default Xception and Modified Xception (MX) models respectively. Moreover, it achieved an average F1-score of 98%.
- For IoT implementation, the proposed QMX model is deployed on an embedded system, which is Raspberry Pi 4 for evaluating the model efficiency and inference time.

The rest of the paper is structured as follows: Section II represents the literature review. The dataset description is provided in Section III. The proposed methodology is described in Section IV. Section V analyzes the results of the conducted experiments. Lastly, Section VI concludes the paper with some future works.

II. LITERATURE REVIEW

Recognition of sign language is a very intriguing area of study. Although research on BdSL recognition is abundant, few have managed to make it implementable and attainable in a practical situation; therefore, it remains unexplored. This section outlines the evolution of research regarding BdSL recognition.

Islam et al. [17] provided a Bengali sign language digit recognition system using deep learning, which delivers the output in text form. Using the Ishara-Lipi dataset, they developed the proposed model, which gained about 95% accuracy. However, they did not use RGB images during model training. Khan et al. [18] proposed a CNN and Region of Interest (ROI) segmentation-based BdSL translator device that can translate only five sign gestures. It has a 94% accuracy rate for recognizing signs in real-time. Due to the lack of available signs for different words, they built the device using five words only. The authors of [19], reviewed the research approaches of BdSL from 2002 to 2021 and discussed each work’s contributions and weaknesses. The Scale Invariant Feature Transform (SIFT) technique and CNN were used in the proposed system of [3] to detect one-handed gestures of 38 Bengali signs. However, they used grayscale images for training their proposed model. Using CNN, the authors of [13] achieved 98.75% accuracy in recognizing Bengali signs. However, they only used one-handed sign gestures. Shurid et al. [9], proposed a Bengali sign language recognition and sentence building CNN-based model and achieved 90% accuracy using their augmented dataset. However, their proposed model could not work properly to recognize critical sign gestures.

Ishara-Lipi [6] is a commonly used dataset for BdSL recognition, though it consists of only 36 characters out of 49. “BenSignNet” a CNN and concatenated segmentation-based model, was proposed in [8] that only detects Bengali Sign Language alphabets using three different datasets. However, the model is computationally expensive as it used several image processing techniques. Ilias et al. [20] proposed a Sign Language Recognition Generative Adversarial Network (SLRGAN) using a Context-Aware Generative Adversarial Network architecture. The proposed model achieved 23.4%, 2.1%, and 2.26% word error rates for three primarily used datasets such as RWTH-Phoenix-Weather-2014, Chinese Sign Language (CSL), and Greek Sign Language (GSL). However, they considered only the contextual information of the sign language. A CNN-LSTM model was proposed to recognize both hands’ lexical signs in Bangla [7]. However, the BdSL dataset has only 36 classes with 13,400 images and produced 90% training accuracy and 88.5% testing accuracy. Rafi et al. [4], proposed a VGG-19-based model to recognize 38 different classes of Bengali sign gestures and obtained 89.6% test accuracy. However, their dataset contains a low amount of sample images. In order to enhance inter-dataset performance, the research work [10] uses a variety of deep learning models and angular loss functions to highlight the significance of generalization in finger-spelled BdSL recognition. Due to a lack of diversity in the dataset, they achieved 55.93% and 47.81% test accuracy using the SphereFace loss function in the VGG-19 architecture. A pre-trained model called “MobileNet” was proposed in [11]. The authors proposed an approach for converting signs made in BdSL into their appropriate Bengali letters. They evaluated the model using the Ishara-Lipi dataset and achieved 95.71% accuracy. However, this model could not detect the hand signs in different backgrounds.

The authors of [21] presented a quantization method to estimate the floating-point calculations in a neural network using just integer arithmetic. The network quantization techniques are discussed by Gariffulla et al. [22] which are used for disease diagnosis on portable medical devices to reduce the CNN models’ size and inference time. The authors of [23] examined the mathematical properties of quantization parameters and assessed the choices made for a large variety of neural network models for various domains of application, such as voice, language, and vision. Kouatayni [24] introduced a low-energy solution for depth camera-based hand posture estimation methods and compressed the deep neural network model using dynamic quantization approaches at various levels to gain maximum compression without sacrificing accuracy.

Most of the existing BdSL recognition models are trained with datasets, which are insufficient due to the lack of data
A. Proposed Modified Xception Architecture

The proposed MX model is a highly comprehensive architectural model featuring 31 layers instead of the 71 layers of the original Xception model. The architecture of Xception is divided into three components. Initially, the data passed via the entry flow, then eight times repeated in the middle flow, and finally, passed through the exit flow. However, the precision of hand sign recognition is inadequate. Additionally, since Xception is a generalized architecture, it contains an extensive number of trainable parameters that are not optimal for all types of recognition. Hence, the purpose of our research is to design an effective architecture with the essence of the Xception model and achieve adequate precision for BdSL recognition.

The proposed MX model utilizes the Depthwise Separable Convolutional (DSC) layer which is a variant of the Separable Convolutional layer. The DSC layer partitions the process into two or more sub-processes. Upon the conclusion of each sub-process, the outcomes are integrated with the overarching result. Therefore, it reduces the multiplication costs resulting for a similar type of process. The utilization of Separable Convolution reduces the computational cost as well as the number of trainable parameters. The standard convolution operation incurs a substantial computational expense due to the simultaneous processing of all color channels, as indicated by the multiplication cost outlined in Eq. (1). In contrast, separable convolution is a technique that separates the color channels. Consequently, the multiplication of the number of kernels presented in Eq. (2) is performed on a single channel.

\[
Conv2D = K^2 * d^2 * C * N
\]  

(1)

samples in them. Furthermore, hardly any research focuses on the real-life implementation of BdSL recognition systems on low-end devices.

TABLE I. CLASSES LABEL AND NAME

<table>
<thead>
<tr>
<th>Label</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class Name</td>
<td>ব</td>
<td>ভ</td>
<td>ম</td>
<td>ক</td>
<td>দ</td>
<td>ভ</td>
<td>ফ</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Label</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class Name</td>
<td>ন</td>
<td>ফ</td>
<td>ছ</td>
<td>চ</td>
<td>ছ</td>
<td>জ</td>
<td>ব</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Label</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class Name</td>
<td>থ</td>
<td>ঠ</td>
<td>ঝ</td>
<td>ঞ</td>
<td>ঞ</td>
<td>ই</td>
<td>ল</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Label</th>
<th>21</th>
<th>22</th>
<th>23</th>
<th>24</th>
<th>25</th>
<th>26</th>
<th>27</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class Name</td>
<td>ছ</td>
<td>চ</td>
<td>ছ</td>
<td>চ</td>
<td>ছ</td>
<td>চ</td>
<td>ছ</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Label</th>
<th>28</th>
<th>29</th>
<th>30</th>
<th>31</th>
<th>32</th>
<th>33</th>
<th>34</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class Name</td>
<td>ট</td>
<td>ল</td>
<td>ন</td>
<td>প</td>
<td>ম</td>
<td>ম</td>
<td>ও</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Label</th>
<th>35</th>
<th>36</th>
<th>37</th>
<th>38</th>
<th>39</th>
<th>40</th>
<th>41</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class Name</td>
<td>ড</td>
<td>ল</td>
<td>ন</td>
<td>প</td>
<td>ম</td>
<td>ম</td>
<td>ও</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Label</th>
<th>42</th>
<th>43</th>
<th>44</th>
<th>45</th>
<th>46</th>
<th>47</th>
<th>48</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class Name</td>
<td>থ</td>
<td>ঠ</td>
<td>ঝ</td>
<td>ঞ</td>
<td>ঞ</td>
<td>ই</td>
<td>ল</td>
</tr>
</tbody>
</table>

TABLE II. CLASSWISE DATA DISTRIBUTION

<table>
<thead>
<tr>
<th>Label</th>
<th>Train Sample</th>
<th>Test Sample</th>
<th>Pixel Format</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>240</td>
<td>60</td>
<td>128 x 128 RGB</td>
</tr>
<tr>
<td>1</td>
<td>240</td>
<td>60</td>
<td>128 x 128 RGB</td>
</tr>
<tr>
<td>2</td>
<td>240</td>
<td>60</td>
<td>128 x 128 RGB</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>48</td>
<td>240</td>
<td>60</td>
<td>128 x 128 RGB</td>
</tr>
</tbody>
</table>

Initial, some benchmark transfer learning models, namely Xception, InceptionV3, InceptionResNetV2, MobileNet, MobileNetV2, ResNet50V2, ResNet101V2, and ResNet152V2 are trained using the BdSL 49 dataset. Among these eight models, the Xception model performed comparatively well. However, it provides only 93% accuracy. Based on the performance analysis, Xception has the best level of accuracy. The Xception model architecture is chosen as a framework for developing the proposed QMX architecture. However, the Xception model size is around 240MB, which is very large. Therefore, to improve the model’s performance and decrease the model’s size, the Xception model’s architecture is altered, and a novel MX model is proposed. Afterward, the MX model is quantized to implement it in embedded devices. Thus, the Quantized Modified Xception (QMX) model is attained. Finally, the QMX model is implemented on an embedded device, namely the Raspberry Pi 4, for inference.

III. DATASET DESCRIPTION

The use of sign language is essential to communicate with persons with hearing disabilities or persons with speaking disabilities. A dataset is highly useful for an automated system to recognize the hand signs of Bengali Sign Language. For this research purpose, a dataset named BdSL 49 [16] is utilized with 49 classes. Each class represents a Bengali alphabet, numeric character, or special character (space, Hasantha). The dataset consists of 14,700 images organized into 49 categories. In Table I, 49 labels of the dataset referring to the naming of Bengali letters are listed. Fig. 1 illustrates sample images of each class.

Each sample image is labeled with the appropriate Bengali characters. Each class has approximately 300 images and is divided into two sections: one for training and the other for testing the model. 80% of the images for each class is considered for training, while the remaining 20% is considered for testing. Table II illustrates the data distribution between the train and the test set of the BdSL 49 dataset. As shown in Table II, there are 240 samples in the train set and 60 samples in the test set of each class. All images are in RGB format with a 128X128 pixel size.

IV. METHODOLOGY

This section discusses the proposed methodology. As the embedded low-end devices are unable to run computationally expensive models, thus a novel Modified Xception (MX) model is proposed and described in subsection IV-A. However, when the MX model is implemented in an embedded device to perform in real-time, its footprint needs to be compressed further. Hence, in subsection IV-B, a quantization method is proposed that quantizes the MX model, and thus, the QMX model is achieved by converting the float 32-bit MX model into an int 8-bit QMX model. The QMX model is proposed to run the model specifically in a relatively low-configuration devices in real time environment.

The proposed MX model utilizes the Depthwise Separable Convolutional (DSC) layer which is a variant of the Separable Convolutional layer. The DSC layer partitions the process into two or more sub-processes. Upon the conclusion of each sub-process, the outcomes are integrated with the overarching result. Therefore, it reduces the multiplication costs resulting for a similar type of process. The utilization of Separable Convolution reduces the computational cost as well as the number of trainable parameters. The standard convolution operation incurs a substantial computational expense due to the simultaneous processing of all color channels, as indicated by the multiplication cost outlined in Eq. (1). In contrast, separable convolution is a technique that separates the color channels. Consequently, the multiplication of the number of kernels presented in Eq. (2) is performed on a single channel.

\[
Conv2D = K^2 * d^2 * C * N
\]  

(1)
Fig. 1. Sample images from the dataset.

Fig. 2. Sample of the residual network.

$$\text{SepConv}^2 D = d^2 \ast 1 + d^2 \ast N$$  \hspace{1cm} (2)

Eq. (1) and Eq. (2) represent the complete multiplication costs for ordinary and separable convolution, respectively. The dimension $K$, as derived from the convolution process in Eq. (2), undergoes a transformation where it is multiplied by $N$ after switching to a value of 1. Similarly, the variable $d$, which represents the size of the filter, is multiplied by 1 after undergoing a transformation and the variable $C$, representing the color channels in Eq. (2), is reduced to a value of 1. Finally, the variable $N$ denotes the number of kernels. On the other hand, the neural network’s architecture which comprises an excessive number of layers, may suffer from data loss resulting from a vanishing gradient. The MX model employs residual connections (a type of skip connection) which is illustrated in Fig. 2. The implementation of a residual layer mitigates this phenomenon and effectively incorporates various forms of data.

Fig. 3 illustrates the changes made to the default Xception architecture. Many layers are removed and a few layers are added in the Xception architecture in order to achieve an efficient architecture with sufficient precision. Changes in the architecture are classified in colors where “Green” signifies the addition of a new layer or connections to the Xception architecture. “Blue” signifies a modification of the parameter values of any existing layer in the Xception which is known as fine-tuning. “Red” signifies the elimination of the layers from the default Xception model.

The starting layer of the MX architecture is a standard convolutional layer with the kernel size modified to 5x5 to avoid overfitting. It was only performed in the top two convolution layers. After the first Separable Convolution layer, several layers are further added to the structure. The new architectural layers include Depthwise Convolution, Batch normalization, and LeakyReLU activation function. The RGB images that are provided to the Depthwise Convolution undergo a process of channel separation, convolution, and subsequent re-stacking, as demonstrated in Eq. 3. The Separable Convolution process corresponds to the Depthwise Convolution, with the exception of an additional step. The process of pointwise convolution involves an additional step. Following the stacking process, the features depicted in Eq. 2 are extracted through the utilization of a 1x1 filter.

$$\text{DepthwiseConv}^2 D = d^2 \ast 1(C1) + d^2 \ast 1(C2) + d^2 \ast 1(C3)$$  \hspace{1cm} (3)

In the given context, the variable $d$ denotes the dimensions of the filter, while the $C$ variables correspond to the color channels. Each color channel is assigned a value of 1 and subsequently multiplied by $d$. Hence, the aforementioned methodology exhibits swifter and more effective outcomes in comparison to traditional convolution. Batch Normalization is employed subsequent to the Depthwise Convolution layer to expedite the training process and streamline the learning process.
procedure. Subsequently, the Leaky Rectified Linear Unit (LeakyReLU) activation function is employed. The Rectified Linear Unit (ReLU) activation function is triggered when the neurons within a neural network produce a positive value. In the absence of a positive value, the output of the function is zero. The LeakyReLU activation function is designed to mitigate the issue of “dead ReLU” that arises when the output of a ReLU is consistently negative. The system is capable of accepting certain numerical values that fall within the negative range and are in close proximity to zero. The LeakyReLU is mathematically represented by Eq. (4), where \( \alpha \) is a constant parameter which is assigned a value of -0.01.

\[
f(x) = \max(\alpha x, x)
\]  

(4)

The objective of utilizing Depthwise Convolution and LeakyReLU is to derive supplementary features from images. It improves the precision of the model. The “Entry Flow” architecture employs the Depthwise Convolution and Batch Normalization techniques, along with the LeakyReLU activation function, at multiple locations, as illustrated in Fig. 3. Additionally, the filter value of the final two separable convolution layers in the “Entry Flow” segment is reduced, and the parameters of the residual connection layers are modified. This makes the model more lightweight. To make the model lighter and more streamlined, the entirety of the “Middle Flow” design is eliminated. This modification extensively reduces the computational cost of the model. An immediate connection between “Entry Flow” and “Exit Flow” is established. “Exit Flow” is also customized. A new convolution layer and LeakyReLU activation are added to this segment, and most of the separable convolution layers are omitted. The residual layer is also removed from this portion. After the GlobalAveragePooling layer, two fully connected layers are added with ReLU and Softmax activation functions respectively. An overview of the proposed MX model architecture is illustrated in Fig. 4.

B. Quantized Modified Xception (QMX)

Model Quantization is a well-known model compression approach that reduces the computational load and memory usage of the neural network models. The proposed quantization technique for the MX model is presented in this section. In this method, \( r \) represents the real number, \( q \) denotes the bit representation of the values, or quantized values. Most of the time, quantized networks are trained using floating point numbers, and then the weights are quantized. The before and after quantization of each of the convolutional layers are illustrated in Fig. 5, where (a) introduces 8-bit integers and 32-bit integer accumulator and (b) illustrates that the convolution layers are trained using simulated quantization. All variables and calculations utilize 32-bit floating-point arithmetic. To imitate the effects of variable quantization, the computation graph
is infused with weight quantization and activation quantization endpoints. The resulting graph estimates the integer-only computation graph during training with standard optimization techniques for floating-point models.

A technique is provided during the forward pass of training for simulating quantization effects. The Backpropagation proceeds as usual, and floating point values are utilized for all weights and biases, allowing straightforward correction of minor values. Conversely, the forward propagation pass simulates quantized inference as implemented by the inference engine. The quantization technique's rounding behavior is integrated into floating-point arithmetic, such as: 1) The weights are quantized before convolving. The layer is normalized with batch normalization prior to quantization. The weights, $\hat{w}$ are incorporated with the batch normalization parameters using Eq. (5), where $\gamma$ is the batch normalization scale parameter. The symbol $\varphi$ is a very small constant, and $\eta$ is a moving average estimation of the variance of convolution results throughout the batch. 2) Activation functions are quantified where they arise during inference.

$$\hat{w} = \frac{\gamma \times w}{(\eta + \varphi)^{\frac{1}{2}}}$$ (5)

The point-wise quantization function $q$ in Eq. (6) is used to perform quantization, which is controlled for each layer by the quantization level numbers and the clipping range.

$$s(p, q, \kappa) = \frac{q - p}{\kappa - 1}$$

$$q(R; p, q, \kappa) = \left\lfloor \frac{\text{clip}(R, p, q) - p}{s(p, q, \kappa)} \right\rfloor \times s(p, q, \kappa) + p$$ (6)

Here, $R$ represents the real value that must be quantized and the notation for the quantization spectrum is $p, q, \kappa$ indicates the number of quantization levels, while “\(\lfloor \cdot \rfloor\)” indicates rounding to the nearest integer. The value of $\kappa$ is set to 8 because, for 8-bit quantization, $\kappa = 2^8 = 256$ is utilized.

The quantized model’s workflow is described by Algorithm 1. At first, the model receives the sign image and its corresponding labels as initial input. Following this, the MX floating point deep learning architecture shown in Fig. 4 is constructed (step 1). Following the development of the model, it is quantized to enable quantize-aware training (step 2). The quantized model is finally trained until it reaches convergence (step 3). The model is thus ready for inference, at which point, it can predict the desired output based on an input image (steps 4 and 5). Here, Quantization Aware Training (QAT) is used for compressing the proposed model. QAT is a model quantization technique where quantization operations are inserted before training the model. It enables the quantized weights and activation functions of the model to be adjusted.

### C. Raspberry Pi Integration

The QMX model is implemented into Raspberry Pi 4 embedded system in order to evaluate the performance of the model in a real-world configuration. Python is utilized as the programming language for model implementation and TensorFlow 2.6 for inference. Initially, the input images or video frames are streamed by the device’s camera module. Then, it predicts the corresponding signs. Finally, the output is displayed on a display screen connected to the device through
Algorithm 1 Training Steps of Quantization

Input: Sign images and corresponding labels.
Output: Recognize class name of sign images.
1: Create a training graph for a floating point model.
2: During training and inference, tensors will be reduced into fewer bits while inserting the quantization operations.
3: Train the quantized model using training data until convergence.
4: Perform the necessary improvements and build the inference graph for usage in a low-bit inference engine.
5: Use the quantized inference graph to draw conclusions from the data.

D. Experimental Setup

The Google Colab Pro edition is utilized to execute the training procedure. A variety of Python packages are utilized for implementation. Pickle is used for data loading. Tensorflow serves as the backend to the Keras framework for model development. “Categorical Cross-Entropy” is chosen as a loss function for model compilation. Adaptive Moment Optimization (Adam) is utilized as an optimizer with a learning rate of 0.01. The Adam optimizer offers a quicker computation time and requires fewer training parameters. The gradient descent algorithm uses this approach by taking the gradients’ exponentially weighted average into account. Using averages accelerates the algorithm’s convergence towards minima. The method is set to 58 for 60 epochs and evaluates the model using the test dataset. The batch size of 58 is determined since the entire train sample is a factor of 58.

After the QMX model has been established, it is implemented on a Raspberry Pi 4 for inference. The original Xception, MX, and MXT models are also incorporated into the embedded device, enabling the examination of real-world performance. As a result of implementing all four models on Raspberry Pi 4, a quantitative analysis of the performance of these models in terms of model flash occupancy, inference time, and energy consumption is obtained. Energy consumption and inference time are important considerations for evaluating real-world performance. The embedded device is a stand-alone device connected to a power bank, thus if the model is very efficient, then it consumes less power. Additionally, shorter estimation time indicates greater real-time accuracy.

V. RESULT ANALYSIS

In this section, experimental results and model assessments are quantitatively analyzed. The QMX model has been subjected to comparative analysis with several existing models. Besides, an estimation is conducted on the memory consumption, average operational duration, and average energy consumption of the MX, MXT, and QMX variants. The precision, recall, and F1 accuracy of the quantized model are also measured.

A. Evaluation Matrices

To evaluate the QMX model, five evaluation metrics are selected, namely precision, recall, F1-score, ROC-AUC curve, and confusion matrix. For an ideal classification model, both precision and recall tend to be one (1). The F1 score is determined by the weighted average of precision and recall. Therefore, this score takes into account both false positives and false negatives.

The confusion matrix is a prominent metric used in classification problems. It is applicable to both binary classification and multiclass classification problems. The comparison between the predicted outcome and the actual result can be derived using the confusion matrix. The AUC (Area under the ROC Curve) - ROC curve (Receiver Operating Characteristic curve) is a performance metric for classification problems with different threshold values.

B. Evaluation of the QMX Model

Fig. 7 illustrates the accuracy and loss graph of the QMX model while training. Here, the training score is represented by the blue line and the test score is represented by the yellow line during the training phase. From this figure, it is observed that the training score converges rapidly just within 10 epochs and remains constant for the rest of the epochs. On the contrary, the test score converges within 20 epochs after significant fluctuation. In addition, after convergence, the train and test scores become almost the same, the test score is slightly lower than the training score. Therefore, it can be concluded that the model exhibits a high degree of generalization.

Fig. 8 depicts the confusion matrix of the QMX model, revealing that the model is quite accurate at recognizing 49 distinct hand signs. Sixty images per class are used to evaluate the trained model. Approximately 59 to 60 images, and in some instances 57 or 58, are accurately predicted for each class.

Table III presents the classification report which contains evaluation metrics, namely precision, recall, and F1-score for each class of the MX, MXT, and QMX models. Although the average, macro average and mean average are the same for all three models, the QMX model is lighter, faster, and more efficient among these three. Moreover, embedded devices can utilize the QMX model better. Thus, the QMX model is
Fig. 7. QMX model accuracy and loss graph.

Fig. 8. Confusion matrix of QMX model.

Fig. 9. Comparison of Xception, MX, MXT, and QMX model regarding flash Occupancy, inference time and Frames Per Second (FPS).

### TABLE III. PERFORMANCE EVALUATION OF DIFFERENT MODELS

<table>
<thead>
<tr>
<th>label</th>
<th>MX precision</th>
<th>MX recall</th>
<th>MX f1-score</th>
<th>QMX precision</th>
<th>QMX recall</th>
<th>QMX f1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.97</td>
<td>0.98</td>
<td>0.98</td>
<td>1.00</td>
<td>0.98</td>
<td>0.99</td>
</tr>
<tr>
<td>1</td>
<td>0.98</td>
<td>1.00</td>
<td>0.99</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>2</td>
<td>0.98</td>
<td>0.97</td>
<td>0.97</td>
<td>0.96</td>
<td>0.98</td>
<td>0.92</td>
</tr>
<tr>
<td>3</td>
<td>0.89</td>
<td>0.93</td>
<td>0.91</td>
<td>0.87</td>
<td>0.97</td>
<td>0.91</td>
</tr>
<tr>
<td>4</td>
<td>0.96</td>
<td>0.92</td>
<td>0.94</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
</tr>
<tr>
<td>5</td>
<td>0.95</td>
<td>0.97</td>
<td>0.96</td>
<td>0.97</td>
<td>0.93</td>
<td>0.95</td>
</tr>
<tr>
<td>6</td>
<td>0.97</td>
<td>1.00</td>
<td>0.98</td>
<td>1.00</td>
<td>0.97</td>
<td>0.98</td>
</tr>
<tr>
<td>7</td>
<td>0.97</td>
<td>1.00</td>
<td>0.98</td>
<td>0.98</td>
<td>1.00</td>
<td>0.99</td>
</tr>
<tr>
<td>8</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>9</td>
<td>0.97</td>
<td>1.00</td>
<td>0.98</td>
<td>0.97</td>
<td>1.00</td>
<td>0.98</td>
</tr>
<tr>
<td>10</td>
<td>1.00</td>
<td>0.97</td>
<td>0.98</td>
<td>1.00</td>
<td>0.98</td>
<td>0.99</td>
</tr>
<tr>
<td>11</td>
<td>0.98</td>
<td>0.97</td>
<td>0.97</td>
<td>0.95</td>
<td>1.00</td>
<td>0.99</td>
</tr>
<tr>
<td>12</td>
<td>1.00</td>
<td>0.98</td>
<td>0.99</td>
<td>1.00</td>
<td>0.98</td>
<td>0.99</td>
</tr>
<tr>
<td>13</td>
<td>0.98</td>
<td>0.92</td>
<td>0.95</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
</tr>
<tr>
<td>14</td>
<td>1.00</td>
<td>0.98</td>
<td>0.99</td>
<td>1.00</td>
<td>0.98</td>
<td>0.99</td>
</tr>
<tr>
<td>15</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.98</td>
<td>0.99</td>
</tr>
<tr>
<td>16</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.97</td>
<td>0.99</td>
</tr>
<tr>
<td>17</td>
<td>0.98</td>
<td>1.00</td>
<td>0.99</td>
<td>0.98</td>
<td>1.00</td>
<td>0.99</td>
</tr>
<tr>
<td>18</td>
<td>1.00</td>
<td>0.98</td>
<td>0.99</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>19</td>
<td>0.98</td>
<td>1.00</td>
<td>0.99</td>
<td>0.98</td>
<td>1.00</td>
<td>0.99</td>
</tr>
<tr>
<td>20</td>
<td>1.00</td>
<td>0.95</td>
<td>0.97</td>
<td>0.98</td>
<td>0.93</td>
<td>0.96</td>
</tr>
<tr>
<td>21</td>
<td>0.95</td>
<td>1.00</td>
<td>0.98</td>
<td>0.92</td>
<td>1.00</td>
<td>0.96</td>
</tr>
<tr>
<td>22</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>23</td>
<td>0.92</td>
<td>0.98</td>
<td>0.95</td>
<td>0.95</td>
<td>0.98</td>
<td>0.97</td>
</tr>
<tr>
<td>24</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>25</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>26</td>
<td>0.98</td>
<td>0.97</td>
<td>0.97</td>
<td>0.98</td>
<td>0.97</td>
<td>0.97</td>
</tr>
<tr>
<td>27</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.98</td>
<td>1.00</td>
<td>0.99</td>
</tr>
<tr>
<td>28</td>
<td>0.98</td>
<td>0.95</td>
<td>0.97</td>
<td>0.98</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td>29</td>
<td>0.98</td>
<td>0.98</td>
<td>0.98</td>
<td>0.97</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td>30</td>
<td>0.95</td>
<td>1.00</td>
<td>0.98</td>
<td>0.97</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td>31</td>
<td>1.00</td>
<td>0.98</td>
<td>0.99</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>32</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>33</td>
<td>0.94</td>
<td>1.00</td>
<td>0.97</td>
<td>0.97</td>
<td>1.00</td>
<td>0.99</td>
</tr>
<tr>
<td>34</td>
<td>1.00</td>
<td>0.98</td>
<td>0.99</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>35</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>36</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>37</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.92</td>
<td>0.98</td>
<td>0.95</td>
</tr>
<tr>
<td>38</td>
<td>1.00</td>
<td>0.97</td>
<td>0.98</td>
<td>0.98</td>
<td>0.85</td>
<td>0.91</td>
</tr>
<tr>
<td>39</td>
<td>0.95</td>
<td>0.98</td>
<td>0.97</td>
<td>0.92</td>
<td>0.95</td>
<td>0.93</td>
</tr>
<tr>
<td>40</td>
<td>1.00</td>
<td>0.98</td>
<td>0.99</td>
<td>0.97</td>
<td>1.00</td>
<td>0.98</td>
</tr>
<tr>
<td>41</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>42</td>
<td>0.98</td>
<td>0.95</td>
<td>0.97</td>
<td>0.97</td>
<td>0.93</td>
<td>0.95</td>
</tr>
<tr>
<td>43</td>
<td>1.00</td>
<td>0.95</td>
<td>0.97</td>
<td>1.00</td>
<td>0.92</td>
<td>0.96</td>
</tr>
<tr>
<td>44</td>
<td>0.97</td>
<td>1.00</td>
<td>0.98</td>
<td>0.97</td>
<td>1.00</td>
<td>0.98</td>
</tr>
<tr>
<td>45</td>
<td>1.00</td>
<td>0.98</td>
<td>0.99</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>46</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.97</td>
<td>0.98</td>
</tr>
<tr>
<td>47</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>48</td>
<td>1.00</td>
<td>0.98</td>
<td>0.99</td>
<td>1.00</td>
<td>0.98</td>
<td>0.99</td>
</tr>
</tbody>
</table>

**accuracy** 0.98 0.98 0.98 0.98 0.98 0.98 0.98

**macro avg** 0.98 0.98 0.98 0.98 0.98 0.98 0.98

**weighted avg** 0.98 0.98 0.98 0.98 0.98 0.98 0.98
better in terms of space and time complexity while maintaining accuracy.

Fig. 9 establishes that, compared to the original Xception, MX, and MXT models, the int8 QMX model consumes less flash memory and average inference time. The average inference time of these four models is calculated after 100 iterations using the Raspberry Pi 4. The QMX model’s flash occupancy is 72, 11, and 3 times less than the original Xception, MX, and MXT models, respectively. Besides, the recognition performance of the QMX model is 12, 9, and 3 times faster than the original Xception, MX, and MXT models, respectively. In a nutshell, Fig. 9 displays the lightweight features of the QMX model, and these percentages imply a significant increase in the model’s lightweight characteristics.

The average F1-score is 0.98, which means the model’s F1 accuracy is 98%. Fig. 10 represents the ROC and AUC graph. Here, the ROC threshold value is plotted for each class and then the AUC curve for each class is determined. For all classes, AUC lies between 0.96 and 1.00, making it a very generalized model that can perform well in real-life configurations.

C. Saliency Visualization

A saliency map is a visual representation of the area where viewers’ attention tends to first focus [25]. It can be used to focus on the most prominent areas of a picture that are most likely to influence the model’s prediction. By using Eq. (7) and (8), a saliency map can be visualized.

$$S_x(i) = w_x^T i + b_x$$  \hspace{1cm} (7)

$$w = \frac{\partial S_x}{\partial i}$$  \hspace{1cm} (8)

Here, $S_x(i)$ represents the score of the predicted class $x$, the one-dimensional image vector is referred to by $i$, $w$ indicates the weight and $b$ represents the bias for the predicted class $x$. The gradient specifies how strongly each pixel of the image ($i$) can influence the outcome of the prediction ($S$). Knowing the weights ($w$; using Eq. (8)) for each pixel allows us to display the information as a saliency map, where each pixel represents the strength with which it influences the outcome of the prediction. Fig. 11 reveals which pixels are crucial for predicting the signs. And it can be seen from this figure that the saliency map highlights the pixels of the hand signs, indicating that the QMX model takes into account the hand elements from the image to produce precise predictions.

To generate a saliency map, the first input images shown in Fig. 11(a) are fed to the model. Afterward, the corresponding class $x$ is predicted by the model. A 2D matrix is constructed utilizing a Gaussian pyramid from an image vector, which is responsible for activating class $x$, by employing the established weights ($w$). This 2D matrix is shown in Fig. 11(b) and it depicts the important pixel areas of the images responsible for the prediction of class $x$. Furthermore, upon projecting the aforementioned 2D matrix onto the input image, it becomes apparent that the salient features of the image are distinctly emphasized, as illustrated in Fig. 11(c). Depending on the prediction score $S_x$, the important areas are strongly or weakly highlighted. Fig. 11(c) reveals that the areas of the hand signs are prominently highlighted and concentrated, indicating that the model considers the hand signs to be the most essential attribute for predicting the related signs.

D. Comparison with State of the Arts

The present investigation employs BDSL 49 for the purpose of training pre-existing architectures. Table IV presents a visual representation of the results obtained by various architectures on the BDSL 49 dataset. By recreating, training and testing the model of [14],[4],[3],[6] and [8] on the BDSL
49 dataset, the QMX model achieved an F1 accuracy of 92%, 93%, 93%, 94%, and 77%, respectively. The QMX model got the highest accuracy of 98% for the proposed QMX architecture. On the other hand, Table V shows the performance of the proposed QMX architecture using some benchmark datasets. For the proposed QMX architecture, it achieved 89%, 99%, and 93% respectively, using the datasets [14], [26] and [6]. Besides, utilizing BDSL 49 dataset the QMX model achieved an F1 accuracy of 98%. This comprehensive comparison indicates that the proposed QMX architecture is quite standard for BdSL recognition.

VI. CONCLUSION

Persons with hearing impairment may face challenges in interacting with those who primarily use verbal language, which creates a communication gap between them. Therefore, in order to address this concern, this research has devised a QMX framework for the identification of BdSL that can be implemented on an embedded system. The model under consideration has been trained on a large dataset, referred to as BdSL 49, which has been designed to closely resemble real-world scenarios. This has resulted in the development of a model that exhibits a high degree of accuracy. The dataset maintains the standard sign representation of Bengali Sign Language, containing 49 different classes. Furthermore, the proposed QMX model is efficient as it requires low resources and can run in real time on a low-end device or embedded system. Besides, it is 11 times smaller than the proposed MX model and achieves an overall accuracy of 98%. In order to alleviate the challenges faced by persons with hearing disabilities or persons with speaking disabilities, our proposed future research endeavors involve the development and implementation of a language model capable of generating text from video streaming.
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TABLE IV. PERFORMANCE COMPARISON BETWEEN PROPOSED QMX MODEL WITH THE STATE-OF-THE-ART ARCHITECTURES WHEN TRAINED ON BDSL 49 DATASET

<table>
<thead>
<tr>
<th>Research</th>
<th>Dataset</th>
<th>Classes</th>
<th>F1 Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Islam et al. [14]</td>
<td>BDSL 49</td>
<td>49</td>
<td>92%</td>
</tr>
<tr>
<td>Rafi et al. [4]</td>
<td>BDSL 49</td>
<td>49</td>
<td>93%</td>
</tr>
<tr>
<td>Shanta et al. [5]</td>
<td>BDSL 49</td>
<td>49</td>
<td>93%</td>
</tr>
<tr>
<td>Islam et al. [6]</td>
<td>BDSL 49</td>
<td>49</td>
<td>94%</td>
</tr>
<tr>
<td>Miah et al. [8]</td>
<td>BDSL 49</td>
<td>49</td>
<td>77%</td>
</tr>
<tr>
<td>Proposed QMX Architecture</td>
<td>BDSL 49</td>
<td>49</td>
<td>98%</td>
</tr>
</tbody>
</table>

TABLE V. PERFORMANCE ANALYSIS OF PROPOSED QMX MODEL WHEN TRAINED ON OTHER AVAILABLE DATASETS

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Train Data</th>
<th>Test Data</th>
<th>Classes</th>
<th>F1 Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>38 BdSL [14]</td>
<td>11061</td>
<td>1520</td>
<td>38</td>
<td>89%</td>
</tr>
<tr>
<td>KU-BdSL [20]</td>
<td>1200</td>
<td>300</td>
<td>30</td>
<td>99%</td>
</tr>
<tr>
<td>Ishara-Lipi [6]</td>
<td>3333</td>
<td>792</td>
<td>36</td>
<td>93%</td>
</tr>
<tr>
<td>BdSL 49 [16]</td>
<td>11774</td>
<td>2940</td>
<td>49</td>
<td>98%</td>
</tr>
</tbody>
</table>
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Abstract—The world’s ecosystem and environment are rapidly deteriorating with an increase in the depletion of forest conditions due to forest fires. In recent past years, wildfire incidents in Sikkim have increased due to severe climatic changes such as turbulent rainfall, untimely summers, extreme droughts in winters, and a reduction in the percentage of yearly rainfall. Forest fires are one of the numerous kinds of disasters that impose disastrous changes on the entire environment and disrupt the complex correspondence of the flora and fauna. The research’s goal is to examine the vegetation indices based on different climates to know why forest vegetation is decreasing day by day from 2000 to 2023. The frequent changes in forest vegetation are extensively studied by using satellite images. This data has been collected by three satellites Landsat-5, Landsat-8, and Landsat-9 on different vegetation indices NDVI, EVI, and NDWI. East Sikkim area is chosen to compute forest vegetation indices based on the heap’s landmass this region is unexplored yet and also studied about the forest changes by using different spatial temporal indices in the range of the entire district in the future. The authors of this paper have used Landsat multi-spectral data to assess changes in the area of vegetation in a sub-tropical region like a dense forest region in east Sikkim. The analysis depicts space images, computes vegetation indices (NDVI, EVI, NDWI), and accomplishes mathematical computation of findings. The proposed method will be helpful to discuss the variance of vegetation in the entire East Sikkim region at the time span of 2000–2023. In the analysis, we find that mean and standard deviation values change over the years in all indices. Later, we also calculated changes by using a classification model and find a total 10% change in forest areas in approximately 22 years.

Keywords—Classification; change detection; vegetation indices; landsat; machine learning

I. INTRODUCTION

It is found that climate is very much affected by global warming throughout the world. Spectral Indices detected different factors like rainfall and temperature within 1 to 15 years [1]. Based on the increasing extremes caused by human-induced climate change, as well as the limited progress made towards finding climate change solutions, the National Academies of Science and Engineering recently recommended that the USA develop a trans-disciplinary research program into proposed climate intervention techniques [1]. Earth quacks also deteriorate the vegetation area because of their frequent occurrence as earlier we used to hear about earth quacks occurring in 4 to 5 years but now every month it probably happens. Due to earthquakes lots of forest decaying problem arises like plant community shift, Species loss, and productivity reduction of alpine grasslands [2]. Flood is also one crucial factor to decrease the vegetation area but it is also found that initially, floods affected crops but later crop productivity and fertile land improved and resulted in dense vegetation area [3]. By mapping vegetation cover before and after floods, spacecraft images, rainfall data, a tool used for analyzing the geographical area, and a rain gauge were used to evaluate post-flood loss or benefit[3]. The deforestation and degradation of forests alone contribute between 20 and 25% of global greenhouse gas emissions [4]. District-wise Sikkim climate data is analyzed over the period 1901 to 2007 to predict rainfall, precipitation, and temperature followed by mean 17.82 mm per day, Standard Deviation 3.55 mm per day, Coefficient of Variation (C.V.) 20%, precipitation Trend is -2.627/mm per day/100 years, minimum temperature trend 2.86 0C/100 years and maximum temperature 0.730C/100 years. The environmental influence on vegetation increases as more regions of the world become forested. Inside the city limits, there are forests, which causes changes in the vegetation of the forests. Computing the quality of forest areas and the surrounding environment and making decisions to ensure the population’s sanitary and environmental safety depends on understanding where these changes occur, in what quantities, and in response to what variables [5]. The dynamics of forest vegetation may be studied in great detail using satellite photos over Google Earth Engine [6]. Satellite photos enable us to get factual data about the temporal and spatial variations in vegetation. The commonly uses type of satellite data is Landsat, Sentinel, and MODIS from various very famous data archive providers like USGS, Copernicus Programme, NASA, etc. [7]. Landsat itself has various development, from Landsat 1 to Landsat 9. Sentinel also has various versions from Sentinel 1 to Sentinel 5.

A number of methods have been employed to determine the area occupied by vegetation [8]. These methods involve classifying the outcome based on supervised and unsupervised learning, automatic image processing, the generation of index pictures, as well as visual interpretation [9]. The dynamics of plant cover can be analyzed using spectral and temporal indices obtained from time-lapse images.

*Corresponding authors.
Two categories can be used to categorize these applications. The first category consists of universal systems, which help us analyze data obtained through remote sensing of the Earth and address a variety of issues [10]. The second category consists of software (tools) designed to handle extremely specific jobs. Such programs have the undeniable advantage of being made specifically to address a given practical issue. In these programs, the majority of the steps are automated. Upon examining the current approaches to evaluating vegetation changes within a forest agglomeration based on multi-temporal photographs, we decided that it would be beneficial to develop a tool for the evaluation of vegetation changes based on multi-temporal images [11].

To analyze satellite images, an algorithm was created. This application performed a number of functions, including the study of satellite images, the calculation of spectral indices, the evaluation of the cloud cover mask, and the statistic-based analysis of interpretation results. This algorithm categorizes multi-temporal images to detect the dynamics of land occupied by vegetation.

The research’s goal is to use remote sensing data from the year 2000 to the year 2023 to examine the forest vegetation in the east Sikkim forest area. Principal research goals: (1) Building a database of Landsat satellite photos for the years 2000 to 2023; (2) Creating an algorithm along with software development acquired from several vegetation indices. (3) The identification of the primary mechanisms that brought about the observed alterations in the east Sikkim forest areas. A unique algorithm was developed for the detailed examination of Landsat remote sensing data in East Sikkim through which the originality of the proposed scientific research is explained. This is a feasibility study organized in the East Sikkim region. So far, no such studies have been conducted on forest cover changes in the East Sikkim region related to changes in social, economic, and political conditions. A more rigorous explanation of the novelty’s position is required. Our own algorithm’s development opens up various possibilities for its widespread practical application.

II. RELATED WORK

The most common origin for the remote sensing data of Earth for a variety of examinations is Landsat pictures. The benefit of Landsat data is related to the policy of free picture access and the continuity of observations over a 50-year period. As per the analysis of spatiotemporal characteristics, the moderate forest conquered approximately 46% in 1985 and 57% in 2005, and 58% of the total land is occupied by open forests which were a replacement for these [12]. In addition to this, we have analyzed spatial and temporal indices in the East Sikkim area. The majority of India’s forests are degrading due to forest fires. In East Sikkim, forest fire is a frequent process as the water stress level is very high in the summers. It is a tedious task to find out the statistical data on the occurrence of forest fires in a year, but statistics cleared that estimated that 33% of a few states and more than 90% of other states are exposed to forest fires annually [13]. The burnt areas could be easily seen in the SWIR band when using band (3 2 1), and band (4 3 1) [14]. The Sikkim Mountains, a crucial phytogeographical reserve for the nation, contain more than 26% of all blooming plants. Landsat data are useful for tracking forest regions. Many different techniques are used for analyzing and monitoring the Landsat input data. Several image processing techniques created in remote sensing are used in extracting area-covering details with the help of satellite images. Using Landsat to map forests, presents a variety of challenges. Landsat images of forested areas typically include a combination of data about anthropogenic items and vegetation in their pixels. When recognizing forest areas, more vegetation cover from the image must be retrieved. To distinguish between forest and non-forest regions, one method uses spectral vegetation indices such as the Normalized Difference Vegetation Index and vegetation index sensitive to the water content of plants normalize difference water index. Another spectral technique makes the assumption that forest pixels are linear mixtures of the three common land cover, vegetation, impervious surface, and soil components (the so-called V–I–S model). In the paper, it is suggested that mapping of the forest area be done using a mix of spectral and spatial data. The technique comprises these two distinct categories of elementary coverage classes based on pixels and segments (segment-based).

III. STUDY AREA

Sikkim is one of the largest forest heaps in the northeast of India. Sikkim state covers a total area of 7096 sq Km. The geographical area we have targeted as the study area is the East Sikkim region, which is approximately 964 sq. km in size and located at 27.3084° N, 88.6724° E in Fig. 1. As per the Forest Management Department, 14.44% area of Sikkim is covered under scrub (RF) and alpine pasture, and 29.5% area is occupied by perpetual snow cover. Remote Sensing Data for the year 1988 depicts that the vegetation area for crops which may be Terraced/Semi Terraced is 604.85 sq. km and this cropland is mixed with dense forest of capacity 603.34 sq. km. The district area is 173.19 sq km which is 2.44% of the total area. As stated by the Forest Survey of India (FSI), the reported Forest State covers an area of 5841.39 sq km which is equal to 82.32% and 0.8% of the whole nation’s forest region. According to the State of Forest Report of the Forest Survey of India, Ministry of Environment & Forest, Government of India, the status of Forest cover evaluation is gradually increasing which was 2756 sq km in 1987 and 3262 sq km in 2003. In 2021, the number of trees and forests in India covered 80.9 million hectares, which is equal to 24.62% of the country’s total land area. Areas that are part of a biosphere reserve’s buffer zone are excluded from the Protected Area Network.

The amount of area covered by the protected Area Network of State is 2177.10 sq km, (i.e. 30.68% of the entire geographical area) whereas the amount of land covered by the protected Area Network and biosphere reserve in the State is 3013.10 sq km (i.e. 42.46% of the entire geographical area). There is mainly five types of forest present in East Sikkim: wet temperate forests find generally in hilly areas, subtropical or moist broad-leaf forests, which are areas of forests where half of the world species are living in different zones, moist mixed forests are types where greenery increases or decreases with the season these are also known as dry deciduous forest, other types of forest are conifer forest and sub-alpine forest, conifer forests are also deciduous forest but the property of these forests are these are always green but sub-alpine forests are primary factors of nature and environmental disturbance.
these are basically prone to fire and 80% forest fire incident are happened due to these indices in India these are basically found at eastern middle Himalayas. Sikkim is India’s greenest state but with time and change in climate and environmental conditions, we find that there are high changes are occur from one type of forest to another type of forest which also leads to deforestation.

IV. Method and Data

For analysis of change in East Sikkim, Fig. 2 we are google earth engine (GEE) satellite-based planetary tool [14]. It has a collection of many satellites based real-time data sets like Landsat, Sentinel, and MODIS as well as provides users, a tool (code editor) for analyzing these data. Here we are using Landsat data for finding changes in the forest area as well as East Sikkim has a collection of data from 1972 to 2023. Landsat has different versions based on time of availability, spatial resolution, and wavelength. Till now USGS has launched nine versions of Landsat data sets from Landsat 1 to Landsat 9. We are using, data from the Landsat-5 (Thematic Mapper), Landsat-7 (Enhanced Thematic Mapper Plus), and Landsat-9 (Operational Land Imager-II) satellites to examine the dynamics of the study area’s forest vegetation. Many scenes are present in the chosen location. The work uses five bands (Short Wave Infrared, Green, Red, Near Infrared and Blue), which have a spatial resolution of 30m. Landsat uses a worldwide reference system (WRS) that catalog Landsat data by path and row. Table I represent used datasets and band for analysis of change in the study area. Fig. 2 shows the technique used in research for the analysis of change using different data sets and vegetation indices. Later for verification of the result, it also calculates changes in land cover areas of the study area, East Sikkim using the supervised classification model Random forest.

A. Vegetation Indices

Low vegetation and high vegetation land cover class contain all the land cover areas which having some greenery or dense forest, for proper differentiating between these two land cover classes we are using Normalize Difference Vegetation Index (NDVI) [15], [16], Normalized Difference Water Index (NDWI) [17] and Enhance Vegetation Index (EVI) [18]. After calculating the ground reference point we observed the study area and calculated its daily average temperature and rain and peak months as August to October rain goes above 90mm. From the observation, we find the average temperature is high in the month between May to July and the average rain is maximum in the month of August and September.

\[
NDVI = \frac{NIR - Red}{NIR + Red}
\]

The NIR and SWIR bands are used by NDBI to highlight man-made built-up regions. It is ratio-based to lessen the impact of variations in terrain illumination and atmospheric effects.

\[
NDWI = \frac{Green - NIR}{Green + NIR}
\]

In Landsat 8 and Landsat 9, Enhanced Vegetation Index is calculated as

\[
EVI = \frac{2.5 \ast ((Band5 - Band4)}}{Band5 + 6 \ast Band4 - 7.5 \ast Band2 + 1)}
\]
Vegetation Indices (VIs) combine surface reflectance at two or more wavelengths to emphasize a specific characteristic of vegetation. They are created using vegetation’s reflective qualities. Each VI is intended to calculate a specific characteristic of the vegetation. Every VI needs accurate reflectance readings from multispectral or hyperspectral sensors. The spectral bands sampled in the input dataset dictate which VIs can be generated on that dataset. A VI is accessible for the dataset if it has all the spectral bands necessary for that index. Some place is used to calculate density by using the normalized difference vegetation index.

NDVI is frequently used in agriculture, forestry, and the environment to track the development and well-being of vegetation as well as to spot stressed or damaged areas. In addition to mapping and categorizing different vegetation types, NDVI values can be used to track changes in vegetation cover over time. Fig. 6 shows the change occurring in NDVI value on the study area over the period of time. Every time it is changed with time but in the year 2022-2023, this data is changed more number times. Enhanced Vegetation Index (EVI) [19] is also a mechanism for measuring vegetation greenness that is similar to the Normalised Difference Vegetation Index (NDVI). EVI, on the other hand, compensates for some atmospheric effects.

### TABLE I. BAND USES FOR CALCULATING CHANGES IN FOREST COVER

<table>
<thead>
<tr>
<th>Landsat Datasets</th>
<th>Blue (Band number: Wavelength)</th>
<th>Green (Band number: Wavelength)</th>
<th>Red (Band number: Wavelength)</th>
<th>Near Infrared (Band number: Wavelength)</th>
<th>SWIR 2 (Band number: Wavelength)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Landsat 5 TM</td>
<td>B1: 0.45–0.52</td>
<td>B2: 0.52–0.60</td>
<td>B3: 0.63–0.69</td>
<td>B4: 0.76–0.90</td>
<td>B7: 2.08–2.35</td>
</tr>
<tr>
<td>LANDSAT 7 ETM+</td>
<td>B1: 0.45–0.52</td>
<td>B2: 0.52–0.60</td>
<td>B3: 0.63–0.69</td>
<td>B4: 0.77–0.90</td>
<td>B7: 2.08–2.35</td>
</tr>
<tr>
<td>Landsat 9 OLI</td>
<td>B2: 0.45–0.51</td>
<td>B3: 0.53–0.59</td>
<td>B4: 0.64–0.67</td>
<td>B5: 0.85–0.88</td>
<td>B7: 2.11–2.29</td>
</tr>
</tbody>
</table>

V. RESULT

Vegetation Indices (VIs) combine surface reflectance at two or more wavelengths to emphasize a specific characteristic of vegetation. They are created using vegetation’s reflective qualities. Each VI is intended to calculate a specific characteristic of the vegetation. Every VI needs accurate reflectance readings from multispectral or hyperspectral sensors. The spectral bands sampled in the input dataset dictate which VIs can be generated on that dataset. A VI is accessible for the dataset if it has all the spectral bands necessary for that index. Some place is used to calculate density by using the normalized difference vegetation index.
factors and background noise from the canopy and is more sensitive in regions with dense vegetation. EVI also provides producers the ability to precisely compare data and monitor changes. These comparisons are quick and simple thanks to the use of our vigor items scaled to an absolute standard. Fig. 7 provides a change in the study between the years 2000 to 2023. EVI values are changed rapidly between these years. Later for verification purposes, we calculate the change in the study area using the ensemble-based [20] classification algorithm random forest [21] and find nearly 10% of land cover classes are changing. Later we calculate the change in water content over vegetation in the study area using the normalized difference water index (NDWI) [22], [23]. The Near-Infrared (NIR) and Short Wave Infrared (SWIR) channels are used to create the Normalised Difference Water measure, which is a satellite-derived measure. While the NIR reflectance is influenced by changes in leaf internal structure and dry matter content but not water content, the SWIR reflectance reflects changes in both vegetation water content and the spongy mesophyll structure in vegetation canopies. The accuracy of determining the water content of vegetation is increased when the NIR and SWIR are combined because they eliminate changes brought on by the internal structure and dry matter content of leaves. The spectral reflectance in the SWIR region of the electromagnetic spectrum is substantially governed by the quantity of water present in the interior leaf structure. Therefore, leaf water content has a negative relationship with SWIR reflectance. Fig. 6, Fig. 7, and Fig. 8 show the change that arises over the study area Fig. 1 mainly in the forest region. From Fig. 3, 4 and 5, it is quite clear that deforestation happened over the study area. Still, due to good climate and environmental conditions, this deforestation is not converted into non-forest areas. From the calculation, we find about 10% of forest loss present over the study area. Fig. 9 shows the yearly forest in square meters from the year 2000 to the year 2022. Here if we focus on the output generated by vegetation indices, Fig. 6, 7 and 8, overall mean and standard deviation values are not changed but the pattern of these changes are frequent in the current year. By the above findings, it is figured out that moderate dense forest is higher in comparison to the non-forest area, dense forest area, open forest area, and scrub which is 42.3 %, 21.7 %, 16.09 %, 10.3 %, and 8.8% in the year 2000, respectively and it is also analyzed that moderate dense forest area is decreasing year by year due to forest fire which is 42.5 % in the year 2010 which gradually decreasing after decades too. It became 41.3 % in 2023 and for other land areas transformation can also be seen. Dense forests were 16.9 % in the year 2000 which decreased by 15.70% in 2010 and 15.20% in 2023. The non-forest area is decreasing by these fire incidents and it is clearly shown by the graph that it was 21.7 % in 2000 which increased to 22.20 % in 2010 and 23.10 in the year 2023. Open forest area is also increasing by the incident of forest fire while scrubs are continuously decreasing. By the Fig. 10, it is concluded that open forest area is gradually increasing i.e. 10.3% (2000), 13% (2010), and 14.3% (2023). In this proposed study area it is observed that we can generate land cover area loss or affected parameters by forest fire by using this developed tool or framework on any land with approximately similar spectral indices.
Fig. 6. Change in normalize difference vegetation index between the year 2000-2023.

Fig. 7. Change in enhanced vegetation index between the year 2000-2023.

Fig. 8. Change in NDWI between the year 2000-2023.
Fig. 9. Yearly forest loss between the years 2000-2023.

Fig. 10. Change in LULC areas between the years 2000-2023.
VI. CONCLUSION

The ability to perform high-frequency time series analyses using new-generation multi-spectral sensors aboard the Landsat 5, Landsat 8, and Landsat 9 satellite platforms opens up previously unheard-of possibilities for multi-temporal change detection studies on phenomena with significant dynamic behavior (for example, high-frequency mapping for disaster management) or on regions with recurring cloud cover issues. These new sensors’ radiometric properties, while similar, are not equivalent, and this might result in noticeable variations in the radiometric amounts that are received. Forest changes are easily computed using these vegetation indices, and verified by using supervised classification results and global forest loss computation technique. Later our objective is to develop a GUI that calculates the change in vegetation indices. There are nearly more than 97 vegetation indices available that may be used for computing change in vegetation. These indices will be very helpful for finding changes in climate conditions, environmental deterioration, soil erosion, and many places.
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Abstract—Mangoes are a great commercial fruit and are widely cultivated in tropical areas. In smart agriculture, the automatic quality inspection and grading application is essential to post-harvest processing, due to the laborious nature and inconsistencies of traditional manual visual grading. This paper presents a low-cost, efficient, and effective mango grading system based on image processing and machine learning methods to generate higher quality fruit sorting, quality maintenance, production, and cut back labor concentration. A novel database of classified mangoes was collected and built in An Giang province. Methodologies and algorithms that utilize digital image processing, content-predicated analysis, and statistical analysis are implemented to determine the grade of local mango production. On our collected dataset, the proposed system achieved overall with an overall accuracy of 88% for all mango grades. The system shows compromised results for higher-quality fruit sorting, quality maintenance, and production while reducing labor concentration.
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I. INTRODUCTION

Mango production is a major industry worldwide, contributing significantly to the economy of many countries. Asia is the dominant continent in terms of mango production, making up approximately 76% of the global industry [18]. In many mango planting areas, the level of automation and efficiency of post-harvest processing is far from satisfactory in terms of accuracy and throughput: Although mango is a quick-rotten and short-lived fruit, its post-harvest processing is still carried out manually via visual inspection [14]. Mango farmers may face significant expenses if mangoes are not sorted promptly after harvest. When it comes to marketing mangoes, external quality features play a vital role in their grading. Size, shape, ripeness, and the presence of surface defects are commonly used standards for assessing mangoes [15]. To facilitate this grading process, computer vision techniques have emerged as the most widely employed approach in modern systems, particularly in quality inspection and grading. These techniques enable the creation of a machine vision system that not only mimics the human grading process but also significantly accelerates it. As a result, there is a growing demand for efficient and effective solutions that allow enterprises and farmers to leverage these new technologies. Over the past two decades, the field of agriculture has witnessed a shift from traditional human grading to automated grading for fruits. Many companies have adopted automated grading for various crops, including peaches and oranges [2]. Notably, a researcher has developed an image analysis-based system for grading apples. Their study involved training the system with numerous examples to enable it to become proficient in distinguishing fruit differences and creating a reliable reference dataset for the grading system [3]. To properly classify mangoes, it is important to be familiar with the mango grading standards.

While color and size are significant criteria for fruit sorting, there is another crucial factor for sorting mangoes: the texture of their skin. Incorporating skin texture into the classification system can enhance the accuracy of sorting. Therefore, this study focuses on the processing and analysis of images to automate the grading and sorting process, which represents a crucial phase within the productive mango supply chain system.

II. RELATED WORKS

Grading and sorting fruits is a crucial stage in the agro-processing industry. Manual sorting of fruits is time-consuming, laborious, and prone to human error. Therefore, grading and sorting of fruits using image processing or computer vision techniques have gained significant attention in recent years. Various research studies have been conducted to develop automated systems for the grading and sorting of fruits. Regarding fruit grading and quality evaluation, the authors in [5] reviewed the basic process flow of fruit classification and grading. Feature extraction methods for color, size, shape, and texture are discussed with feature extraction algorithms used in computer vision and image processing such as Speeded Up Robust Features (SURF), Histogram of Oriented Gradient (HOG), and Local Binary Pattern (LBP). Additionally, this research briefly touches upon some popular machine learning algorithms like k-Nearest Neighbors (k-NN), Support vector machines (SVM), Artificial neural networks (ANN), and Convolutional neural networks (CNN). By presenting a theoretical foundation for the identification, classification, and grading of horticultural products, this study aims to facilitate the practical application of these methods in a real-world setting.

The authors in [16] proposed an image processing algorithm combined with machine learning to detect and identify defects on the surface of mango skin. The algorithm consists of the main steps: extracting the area containing the mango fruit from the background and extracting the defective skin from the left region after improving the contrast of the left region from the input image. The researchers of [27] proposed a mobile visual-based system for food grading that involves three levels of image processing: low level for image acquisition and pre-processing, intermediate level for segmentation, representation, and description, and high level for recognition and interpretation. The study compared different classifiers,
including SVM, k-NN, Random Forest, and Naive Bayes, and found that SVM performed the best with an accuracy of 98.5% using the extracted feature vector. The system successfully graded bananas based on ripeness and overcame the challenge of identifying and outputting small defects on the fruit. To evaluate the quality of apples and gauge their level of maturity, the authors in [1] employed algorithms that utilized digital fuzzy image processing, statistical analysis, and content analysis. Along with a variety of filtering techniques for processing images, MATLAB’s color-based segmentation method has been adopted to improve precision in finding the RGB component of a good apple and a ripened apple. By converting the image to grayscale, the system generated a histogram graph to analyze the results. The data confirmed that this automatic grading system was beneficial in reducing processing time and decreasing errors in assessment. In another work, this research [13] reported an automatic adjustable algorithm for sorting and grading apples using linear SVM and Otsu’s thresholding method [17] for color image segmentation. It automatically adjusts the classification hyperplane with minimal training and time required. Additionally, it is not affected by changes in lighting or fruit color, making it an efficient and reliable option. This approach can effectively segment and sort apples in a multi-channel color space and can be adapted for other imaging-based agricultural applications. In terms of processing time efficiency, the authors in [21] introduced a split and merge approach that exhibits advantages over both Otsu’s method and graph-based segmentation. This approach utilizes both local and global characteristics of color intensities in an image to improve blemish detection. The method first subdivides the image into a set of disjoint and arbitrary regions using the k-means clustering algorithm, which groups together pixels with similar feature vectors. The regions are then merged iteratively, and a graph called Region Adjacent Graph (RAG) is built to represent neighborhood relations among the segmented regions. The merging process continues until the regions satisfy the homogeneous condition or until no further merging is possible. To achieve citrus diameter detection, the researchers of [2] employed Canny edge for edge detection and DP algorithm for contour extraction to find the two points with the largest distance in the contour to achieve citrus diameter detection, which achieves a good balance between false detection and missed detection, and has a good edge detection performance. Furthermore, the RGB color space is converted into HSV color space, and the parameters of the H component are extracted to obtain the citrus coloring rate, thus realizing the citrus appearance quality grading system. By comparing manual and systematic tests, the study’s authors achieved a measurement accuracy of 99%. This level of accuracy is practical for real-world applications. The article [7] proposes a method for estimating the size, volume, and mass of a Laba banana using just one single camera mounted on top of the fruit. This addresses the need to avoid setting up multiple 3D or camera projections to calculate the volume of the object for weight grading. The proposed method involves capturing top-view images of the banana, converting them to grayscale, and applying a traditional Otsu thresholding scheme for the GREEN channel of the images. The height and width of the banana are estimated from the resulting segmented image, which is then used to calculate the banana’s weight using the product of the estimated volume and the average density of bananas.

In addition to the aforementioned studies, a number of studies have been undertaken to investigate the grading of mangoes through the utilization of image processing or computer vision approaches. For example, in a comprehensive review [24], an overview of the computer vision-based mango grading system was presented, which has been widely adopted in research works. The study identified image acquisition, image pre-processing, segmentation, background removal, feature extraction, and classification as fundamental steps in the mango classification process. A detailed analysis of appearance-based mango grading was conducted, and a parameter-wise survey was recommended. The authors concluded that the accuracy of ripeness analysis is better when using HSV, HSI, and CIELab color models rather than RGB color models. Furthermore, geometrical features such as area, major axis, and minor axis provide better size-based classification, while thresholding techniques are successful in segmenting defects, and Fourier descriptors can be best used for shape classification. Many machine learning models were examined for classification; however, Support Vision Machine (SVM) and Fuzzy classifiers were found to perform better. By using the image-extracted parameters for grading, accurate, reliable, and consistent mango grading can be achieved. The authors in [19] defined seven Hue moments for shape analysis and improved efficiency by using Green’s formula for calculating the Hue contour. This reduces computation time and resources needed for Hue moment calculation. For this reason that applying Green’s formula to the Hue vector field of an image allowed calculation of the Hue moment using only the boundary, or contour, of the image. Binarized images were used to detect defective skin, where pure skin was black and damaged areas were white. The developed system achieved 83.33% accuracy, correctly sorting 10 out of 12 mangoes into their respective categories. Methodologies and algorithms that utilize digital fuzzy image processing, content-predicated analysis, and statistical analysis to determine the grade of local mango production have been implemented in [22] for the purpose of contributing for a design and development of an efficient algorithm for detecting and sorting the mango at more than 80% accuracy in grading compared to human expert sorting. By making use of the Fuzzy Inference Rule, which is capable of dealing with the inherent ambiguity and vagueness in images, it becomes possible to conduct more flexible and intuitive image analysis. Besides, this approach can enhance the accuracy of image segmentation and reduce noise. It has proven to be effective in several applications such as image enhancement, edge detection, and object recognition. Specifically, in this context, putting in the Fuzzy Inference Rule to compute the grade of mango based on three parameters - size, color, and skin - led to the improvement of the scheme based on digital image processing techniques by selecting the best threshold scheme that produced an accurate result of classification. The authors in [10] offered a novel evaluation of the internal quality of mango based on its external features and weight, using four machine learning models - Random Forest (RF), Linear discriminant analysis (LDA), Support vector machines (SVM), and K-nearest neighbors (k-NN). The models take inputs such as length, width, defect, and weight, and output the mango classifications into different grades. The captured images and load-cell signals are converted to structured data using data normalization methods and elimination of outliers (DNEO) and normalization and outliers are eliminated to improve the dataset. Morphological
processing and different image processing algorithms including filtered noise, edge detection, and boundary trace are used to detect objects in binary images. The results show that this method is more effective than using external features or weight alone, and does not require expensive non-destructive measurements (NDT).

A growing body of research on image processing techniques for the quality grading of fruits highlights their potential, including for mangoes, as a non-destructive and automated alternative to traditional grading methods. Such techniques have the potential to improve the efficiency and accuracy of fruit grading. However, numerous techniques for sorting or evaluating mangoes have been studied both domestically and internationally, there is no universally effective approach due to the inconsistent standardization of mango grading. Because criteria used for grading mangoes may differ not only between regions and countries but also from the seller to seller. Consequently, it is worth noting that none of the discussed research on mango grading has explicitly focused on the local mangoes of An Giang province. And this shortage underscores the need for an intuitive grading system that meets the requirements of mango grading in this region. The aim of the image processing-based system for mango grading is to professionalize the grading process by utilizing computer vision techniques to enhance accuracy and efficiency. The main contributions of this paper include:

- Build a new comprehensive dataset of high-quality images of local mangoes in An Giang Province for training and evaluation of the system’s machine-learning algorithms.
- Employ state-of-the-art image processing techniques to accurately and efficiently classify mangoes based on their size and blemishes, reducing human error and increasing the speed of the grading process.
- Create the groundwork for easy-to-use software that connects with the grading system, allowing users to upload images of mangoes and receive reliable and impartial grading results.
- Reduce the cost of manual grading by automating the grading process, thus reducing labor requirements, increasing throughput, and enhancing scalability.

III. MATERIALS AND METHODS

A. Overview of the Proposed System

The proposed mango grading methodology consists of five essential steps. These steps involve image acquisition, followed by image augmentation to improve the dataset’s diversity. Next, the state-of-the-art Otsu method [17] is utilized to isolate the mangoes and segment them from the background. Then, the contour analysis is performed to measure the mangoes’ circumference accurately. In the final step, the effectiveness of our proposed method is evaluated on our mango dataset. By following these steps, our system utilizes several image-processing methods to effectively isolate and segment the mangoes, accurately compute their size, and detect blemishes using Canny edge detection and contour detection techniques. We leverage these techniques to identify an extensive range of blemishes, such as brown or black spots and insect scars.

To evaluate the performance of our methodology, the Random Forest model is used to predict the mangoes’ grades on the test set. We then calculate the $F_1$ score, along with accuracy, precision, and recall for each class, to evaluate the model’s performance.

B. Data Collection and Preprocessing

Taiwanese mango is a popular mango variety due to its large, fleshy fruit, sweet flavor when the fruit is still green, origin in eastern India, and high-profit rates when exported to the Chinese market. Therefore, in this study, the Taiwan mango is used to acquire images and evaluate our proposed system. Our imaging system consisted of a Canon 1300D camera with a Canon 50mm f1.8 STM lens and a T660EX tripod to ensure stability. The camera was positioned 42 cm from the mango, with a TR120N1/40W.H bulb placed 63 cm above the mango to maintain consistent illumination. Multiple angles were captured for a comprehensive view of the mango. The mango is placed on a white background. Each fruit is captured at 5-6 different angles and the mango is rotated vertically along the stem. The complete experimental setup is illustrated in Fig. 1.

Post-capture, each image is uniformly resized and their pixel values are normalized to adjust brightness and color. Additionally, the images are cropped to focus on the region of interest and remove any visible noise. However, having only 110 samples may not be sufficient for machine learning methodologies, as it can lead to overfitting. In order to improve the dataset, a multitude of data augmentation techniques was employed, including horizontal flipping, and rotation by 90 degrees both clockwise and counterclockwise, thereby augmenting the original dataset from 110 to 440 images. This augmentation process is visually depicted in Fig. 2. These augmentation techniques also help improve the generalizability of the model and avoid training overfitting, as well as the system will have more diverse instances to learn from the datasets [12], [23] (see Table I).

The images were categorized into three distinct groups based on the grading standards provided by local expert
TABLE I. THE TOTAL DATA SET AFTER DATA AUGMENTATION

<table>
<thead>
<tr>
<th>Origin</th>
<th>Flipping</th>
<th>90° Rotation</th>
<th>−90° Rotation</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>110</td>
<td>110</td>
<td>110</td>
<td>110</td>
<td>440</td>
</tr>
</tbody>
</table>

graders. These groups were Grade I, II, and III, and the details of these standards are shown in Table II. The dataset was then divided into a training set that contained 90% of the images. To evaluate the performance of image processing techniques on new and unseen data, 10% of the images were reserved for future evaluation. The training set was further randomly split into training and validation sets in an 80:20 proportion. This separation is crucial for ensuring that the techniques are robust and can generalize well to new data, beyond merely performing well on the training data. Some representative samples from our mango dataset are shown in Fig. 3. The first line exhibits images of a grade I mango, which is the best quality. Images in the second row are of Grade II mango, while the images in the third row are of Grade III mango, which is the lowest quality. An overview of the dataset structure is illustrated in Fig. 4.
Fig. 3. Some representative samples from our mango dataset.

Fig. 4. Structure of mango dataset for image processing.

TABLE II. AN GIANG PROVINCE MANGO GRADING STANDARDS

<table>
<thead>
<tr>
<th>Grade</th>
<th>Weight (g)</th>
<th>Blemishes</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>&gt; 620</td>
<td>Absent</td>
<td>Grade I mango has no dark spots, smooth, beautiful skin, is older, and weighs 620g or more.</td>
</tr>
<tr>
<td>II</td>
<td>500 - 620</td>
<td>Moderate</td>
<td>Grade II mango has few dark spots, flawless skin, and weighs 500-620gr.</td>
</tr>
<tr>
<td>III</td>
<td>&lt; 500</td>
<td>Severe</td>
<td>Grade III mango is ripe, has dark spots, scars, and heavily soiled skin, and weighs 500g or less.</td>
</tr>
</tbody>
</table>

C. Image Segmentation using Otsu Method

The Otsu method is a popular technique characterized by its non-parametric and unsupervised nature of threshold selection [17]. It can determine the optimal threshold value used to segment an image into foreground and background regions. In the case of our study, this approach would be particularly useful when the background of the mango image has varying intensities and the lighting is uneven.

Given the input image be denoted as \( I \) with size \( M \times N \). The gray levels of the image range from 0 to \( L - 1 \), where \( L \) is the number of gray levels in the image. The histogram of the image is defined as (1):

\[
H(k) = \frac{n_k}{N}
\]  

(1)

Where \( n_k \) is the number of pixels with gray level \( k \) and \( N \) is the total number of pixels in the image.
Let $T$ be the threshold value, where $0 \leq T \leq L - 1$, and let and be the weights of the background and foreground classes, respectively. The background class consists of pixels with a gray level less than or equal to, while the foreground class consists of pixels with a gray level greater than.

The mean intensity of the background and foreground class is denoted as $\mu_0$ and $\mu_1$, respectively. The between-class variance $\sigma_B^2$ is calculated as:

$$\sigma_B^2 = \omega_0 \times \omega_1 \times (\mu_0 - \mu_1)^2$$  (2)

The within-class variance $\sigma_W^2$ is also calculated for each possible threshold value $T$:

$$\sigma_W^2 = \omega_0 \times \sigma_0^2 + \omega_1 \times \sigma_1^2$$  (3)

Here, $\sigma_0^2$ and $\sigma_1^2$ are the variances of the background and foreground classes, respectively. The total within-class variance is:

$$\sigma_T^2 = \sigma_W^2 + \sigma_B^2$$  (4)

The optimal threshold value $T^*$ is selected by maximizing the between-class variance $\sigma_B^2$:

$$T^* = \arg\max_{0 \leq T \leq L - 1} \sigma_B^2(T)$$  (5)

By applying the Otsu method to our mango images, we obtain binary images where the mango is represented with white pixels, and the background is represented with black pixels, as demonstrated in Fig. 5.

**D. Contour Analysis for Finding Mango Circumference**

The contour area is a critical feature for size grading agricultural produce. Its measurement allows for the identification of size distribution, sorting, and grading of fruits and vegetables for the market. In fact, contour area calculation is a powerful tool in image processing applications for accurate size grading. In light of this, this study focuses on the use of the findContours function in the OpenCV library, a cross-platform, lightweight, and open-source computer vision library, which supports various machine languages [8], to detect mango contours in images, which is a fundamental step in contour area calculation. To ensure high-accuracy results, we have skillfully employed Otsu-based techniques in image preprocessing, helping us to effectively separate the mango fruits from their backgrounds. The result obtained from contour detection is shown in Fig. 6.

However, selecting appropriate parameters using the findContours function is central to obtaining precise image segmentation, unsuitable parameter configuration could lead to potential errors, inevitably reducing the overall accuracy of the system. Thus, we conducted experiments to evaluate the effectiveness of different retrieval modes and approximation techniques. In terms of retrieval modes, four hierarchical retrieval modes were investigated, including RETR_EXTERNAL, RETR_LIST, RETR_CCOMP, and RETR_TREE. While RETR_EXTERNAL retrieves only the exterior or outermost contours of the objects in the images and ignores any nested contours inside them, RETR_LIST returns all of the contours as a flat list. RETR_CCOMP organizes all of the contours into a two-level hierarchy, where external contours come first, and boundaries of the holes reside on the second level. Finally, RETR_TREE reconstructs a complete hierarchy of nested contours. Each contour represents a node in a tree structure, and there exists a parent-child relationship between contours based on their nesting level. The RETR_EXTERIAL mode was found to be the optimal retrieval mode as it detected only the outer contours of the fruits.

In addition, our research has evaluated various approximation methods, including CHAIN_APPROX_NONE, CHAIN_APPROX_SIMPLE, and CHAIN_APPROX_TC89_L1. CHAIN_APPROX_NONE returns all the contours without removing any redundant points, making it the most precise representation of the contour. However, it is computationally expensive and less efficient due to the generation of a large number of points. CHAIN_APPROX_SIMPLE offers a balance between efficiency and accuracy; it only returns the endpoints of the contours, making it an ideal method for applications that require faster processing times. However, this method may lead to shape approximation errors and may not accurately represent curved contours. Conversely, CHAIN_APPROX_TC89_L1 provides a more precise representation of the original shape and is more accurate than CHAIN_APPROX_SIMPLE. However, it generates a large number of points and takes more time to process the contours. The outcomes of the experiments showed that CHAIN_APPROX_TC89_L1, a modified version of the Douglas-Peucker algorithm, produced the most desirable contour approximations.

In order to evaluate the efficacy of the contour detection technique, the circumferences of the fruits identified through this method were recorded and subsequently compared. The findings of this analysis have been reported in Table III.

**TABLE III. CIRCUMFERENCE OF DETECTED MANGO FRUITS USING DIFFERENT COMBINATION OF RETRIEVAL MODE AND APPROXIMATION METHOD**

<table>
<thead>
<tr>
<th>Retrieval Mode</th>
<th>Approximation Method</th>
<th>Circumference (pixels)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RETR_EXTERNAL</td>
<td>CHAIN_APPROX_NONE</td>
<td>452</td>
</tr>
<tr>
<td>RETR_EXTERNAL</td>
<td>CHAIN_APPROX_TC89_L1</td>
<td>448</td>
</tr>
<tr>
<td>RETR_LIST</td>
<td>CHAIN_APPROX_NONE</td>
<td>1247</td>
</tr>
<tr>
<td>RETR_LIST</td>
<td>CHAIN_APPROX_SIMPLE</td>
<td>1298</td>
</tr>
<tr>
<td>RETR_LIST</td>
<td>CHAIN_APPROX_TC89_L1</td>
<td>1227</td>
</tr>
<tr>
<td>RETR_CCOMP</td>
<td>CHAIN_APPROX_NONE</td>
<td>1264</td>
</tr>
<tr>
<td>RETR_CCOMP</td>
<td>CHAIN_APPROX_SIMPLE</td>
<td>1279</td>
</tr>
<tr>
<td>RETR_CCOMP</td>
<td>CHAIN_APPROX_TC89_L1</td>
<td>1270</td>
</tr>
<tr>
<td>RETR_TREE</td>
<td>CHAIN_APPROX_NONE</td>
<td>1189</td>
</tr>
<tr>
<td>RETR_TREE</td>
<td>CHAIN_APPROX_SIMPLE</td>
<td>1227</td>
</tr>
<tr>
<td>RETR_TREE</td>
<td>CHAIN_APPROX_TC89_L1</td>
<td>1219</td>
</tr>
</tbody>
</table>

The results indicate that using the RETR_EXTERNAL retrieval mode combined with the CHAIN_APPROX_TC89_L1 approximation method resulted in the most accurate detection of mango fruits, with a circumference of 448 pixels. Although the CHAIN_APPROX_NONE method produced the most precise representation of the contour, it required considerable computational resources and generated a high number of points, which could eventually affect the overall processing and detection speed.

Upon completion of the contour-detection step, the results
were used for calculating the surface area by the `contourArea` function. The effectiveness of the contour area feature in mango size grading is evaluated by conducting several experiments. The results reveal that contour area is a highly effective feature in the mango size grading process, outperforming other commonly used features.

These exceptional results can be correlated with the capability of the contour area feature to capture the size and shape of the mango fruit accurately. Therefore, the implementation of contour area as a size grading feature is a robust and reliable approach that could be adopted in the industry to significantly enhance the grading process’s accuracy and efficiency.

**E. Blemish Detection**

Blemish detection [9] is a crucial area of study in the context of mango grading, as it directly affects the overall quality and commercial value of the fruit. In recent years, there has been a considerable shift towards the use of image processing techniques for non-destructive and efficient evaluation of fruit quality [11]. One such technique that has shown promising results in blemish detection is the use of edge detection algorithms coupled with contour detection.

Canny edge detection [4] is a popular edge detection algorithm known for its noise immunity and high accuracy. Specifically, it detects the intensity changes that occur at the edges of the object and produces a thin line that outlines the object boundary. Canny edge detection is particularly useful in highlighting blemishes present on the mango’s surface. Contour detection, on the other hand, identifies smooth curves that outline objects, making it ideal for identifying fruit blemishes.

By leveraging advanced techniques such as Canny edge detection and contour detection, we are able to achieve a multitude of advantages when evaluating fruit quality. These methods exhibit a remarkable level of accuracy, which means that even minor flaws and imperfections can be accurately identified. Furthermore, they are efficient and non-destructive, allowing for quick and smooth evaluations. Through their use, we can eliminate subjective judgments and human errors that are common with conventional inspection methods. That ultimately leads to more objective results, making the assessments of the fruit quality more dependable and reliable. Fig. 7 displays the outcome of utilizing the Canny edge detection technique.

Once the edge detection process is completed, the resulting output is used as input for the contour detection algorithm to accurately identify and extract the contours of the mango blemishes. The contour detection algorithm traces the edges detected by the Canny algorithm and links them to form closed contours, thus enabling the identification of the blemish areas.

Analyzing these contours, the algorithm is able to output the boundary coordinates of the blemish contours on the surface of the mango. In terms of visualization, the contour of the mango’s blemishes is displayed in Fig. 8.

Additionally, Table IV illustrates the efficacy of the blemish detection algorithm through a set of representative samples. In order to accurately represent the entire dataset, the table includes various examples with both large and small blemishes, different values for each column, and a few instances of
duplicate values. The selection of rows has been made with utmost care to ensure that the table is an accurate reflection of the data in its entirety.

TABLE IV. BLEMISH DETECTION ALGORITHM RESULTS

<table>
<thead>
<tr>
<th>Area</th>
<th>Perimeter</th>
<th>X</th>
<th>Y</th>
<th>Width</th>
<th>Height</th>
</tr>
</thead>
<tbody>
<tr>
<td>16.5</td>
<td>17.071067690849304</td>
<td>1323</td>
<td>1686</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>12.5</td>
<td>21.899494767189026</td>
<td>1042</td>
<td>1689</td>
<td>4</td>
<td>9</td>
</tr>
<tr>
<td>19.0</td>
<td>24.14213538169861</td>
<td>1431</td>
<td>1666</td>
<td>9</td>
<td>7</td>
</tr>
<tr>
<td>27.0</td>
<td>38.14213538169861</td>
<td>1230</td>
<td>1677</td>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td>13.0</td>
<td>14.828427076339722</td>
<td>1261</td>
<td>1659</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>16.0</td>
<td>18.485281229019165</td>
<td>1080</td>
<td>1685</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>22.0</td>
<td>25.313708305358877</td>
<td>2376</td>
<td>2631</td>
<td>8</td>
<td>7</td>
</tr>
<tr>
<td>21.5</td>
<td>25.729218435928748</td>
<td>2796</td>
<td>2204</td>
<td>11</td>
<td>7</td>
</tr>
<tr>
<td>21.0</td>
<td>24.485281229019165</td>
<td>2268</td>
<td>2585</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>13.0</td>
<td>23.313708305358877</td>
<td>2598</td>
<td>1984</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>39.0</td>
<td>32.14213538169861</td>
<td>3262</td>
<td>2991</td>
<td>8</td>
<td>12</td>
</tr>
<tr>
<td>99.5</td>
<td>84.18376553058624</td>
<td>3234</td>
<td>1634</td>
<td>21</td>
<td>19</td>
</tr>
<tr>
<td>21.5</td>
<td>28.729218435928748</td>
<td>1278</td>
<td>1665</td>
<td>11</td>
<td>6</td>
</tr>
<tr>
<td>15.0</td>
<td>20.485281229019165</td>
<td>1241</td>
<td>2789</td>
<td>5</td>
<td>9</td>
</tr>
<tr>
<td>12.0</td>
<td>23.313708305358877</td>
<td>1233</td>
<td>1665</td>
<td>10</td>
<td>6</td>
</tr>
</tbody>
</table>

To summarize, the use of Canny edge detection and contour detection for identifying mango blemishes proves to be a promising non-destructive technique that enhances grading accuracy through reliable and effective edge detection. This approach also reduces inspection time and human errors, ultimately increasing grading efficiency.

F. Data Training with Random Forest Algorithm

The selection of an appropriate machine learning algorithm is critical for successful image processing. Decision Tree (DT) and Random Forest (RF) are commonly used due to their effectiveness in handling complex datasets and feature engineering. However, DT tends to overfit and require a large number of decision nodes, leading to slow and inaccurate predictions, while RF overcomes these limitations by using an ensemble of decision trees that randomly select feature and data subsets for training, resulting in higher accuracy [25].

The RF algorithm constructs a forest of decision trees by randomly selecting subsets of features and data samples from the training set [6]. The algorithm builds a decision tree on each selected subset, reduces variance, and improves accuracy by aggregating predictions of all decision trees. The RF comprises the following steps:

- Randomly select a subset of features and data samples from the training set.
- Build a decision tree on the selected subset.
- Repeat the above two steps multiple times to build a forest of decision trees.
- Predict the output by aggregating the predictions of all decision trees.

The RF algorithm uses a training dataset with \( N \) observations and \( M \) features to build \( T \) decision trees. For each tree \( t \), a random subset of \( m \) features is selected, and a bootstrap sample of \( n \) observations is drawn. The algorithm builds a decision tree on this subset, and to obtain the final prediction for the \( i \)-th observation, the algorithm considers \( y_i \) as the true label of the \( i \)-th observation and \( \hat{y}_{i,t} \) as the predicted label by the \( t \)-th decision tree. The final prediction is obtained by aggregating the predictions of all \( T \) decision trees in the forest using the formula:

\[
\hat{y}_i = \text{aggregate}(\hat{y}_{i,1}, \hat{y}_{i,2}, ..., \hat{y}_{i,T})
\]

To optimize the performance of the RF algorithm for a specific task, fine-tuning its parameters is necessary. The following RF parameters were fine-tuned:

- \( n_{\text{estimators}} \): the number of decision trees in the forest. Increasing the number of trees can improve accuracy but also increases computation time. A value of 100 was chosen as it provided good results without significantly increasing computation time.
- \( \text{max}_\text{depth} \): the maximum depth of each decision tree. A higher depth can increase model complexity and lead to overfitting, where the model memorizes the training data instead of learning general patterns. To prevent overfitting while still providing good results, a \( \text{max}_\text{depth} \) of 10 was chosen.
- \( \text{min}_\text{samples}_\text{split} \): the minimum number of samples required to split a node. This parameter helps to
balance bias and variance in the model, and a value of 5 was selected.

- **min_samples_leaf**: the minimum number of samples required to be at a leaf node. This parameter reduces the complexity of decision trees and prevents overfitting. A value of 2 was chosen.

- **max_features**: the maximum number of features considered when splitting a node. This parameter can help prevent overfitting by reducing the number of irrelevant features used in the model. The value of sqrt was chosen, meaning that the maximum number of features considered at each split is the square root of the total number of features.

By fine-tuning these parameters and validating the results on a separate validation subset, the model’s complexity and accuracy were balanced, and overfitting was prevented, ensuring that the model would generalize well to new data.

IV. RESULTS AND DISCUSSION

A. Experimental Setup

The experiment utilized Google Colab and the Python programming language to perform image processing techniques, while OpenCV was used to execute a variety of image processing operations such as Otsu thresholding, `findContour`, Canny edge detection, and contour detection for blemishes. The image dataset utilized in this study consisted of mango images with a uniform size of 640 pixels.

To assess the performance of the machine learning models, Scikit-learn (Sklearn) [20] was used to calculate various evaluation metrics such as accuracy, precision, recall, and $F_1$ score. These metrics were computed for each grade of mangoes, including Grade I, Grade II, and Grade III, as well as for the overall performance of the models.

The experimental setup employed in the study ensured that the models were trained and evaluated using a standardized approach, thereby guaranteeing the validity and reliability of the results obtained.

B. Evaluation Metrics

Evaluation metrics play a crucial role in assessing the efficacy of image processing-based fruit grading methods. The selection of appropriate evaluation metrics is vital in determining the accuracy and reliability of the grading techniques employed. The $F_1$ score is widely recognized as a key evaluation metric, as it offers a balanced measure of precision and recall, which are critical factors in fruit grading. The $F_1$ score is a type of $F$ score, commonly used in binary classification problems, which is calculated as the harmonic mean of Precision and Recall [26]. The $F_1$ score is particularly useful when the dataset is imbalanced, a common scenario in fruit grading. The general formula (6) for the $F$ score is:

$$F_{score} = \frac{(1 + \beta^2) \cdot (Precision \cdot Recall)}{(\beta^2 \cdot Precision) + Recall}$$  \hspace{1cm} (7)

Where $\beta$ is a parameter that controls the relative weight of precision and recall. When $\beta$ is set to 1, the formula reduces to the $F_1$ score, which is often used as a default value.

In this study, the $F_1$ score was selected as the primary metric and was calculated for each grade of mangoes by comparing the results of image processing techniques with the ground truth labels. Additionally, accuracy, precision, and recall were also computed to provide further insights into the performance of the image processing techniques. Accuracy measures the overall correctness of the predictions, while precision measures the proportion of true positives among all positive predictions, and recall measures the proportion of true positives that were correctly identified. To calculate accuracy, precision, and recall from the $F_1$ score, the following formulas (8), (9), (10) were used:

$$\text{Precision} = \frac{TP}{TP + FP}$$  \hspace{1cm} (8)

$$\text{Recall} = \frac{TP}{TP + FN}$$  \hspace{1cm} (9)

$$\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}$$  \hspace{1cm} (10)

Where $TP$ is true positive, $FP$ is false positive, $TN$ is true negative, and $FN$ is false negative. These formulas can be used to provide additional insights into the performance of image processing techniques for fruit grading, along with the $F_1$ score.

The $F_1$ score, along with other evaluation metrics, provides a quantitative measure of the effectiveness of image processing techniques for grading mangoes. The use of appropriate evaluation metrics ensures that the grading techniques employed are accurate and reliable, providing insights into the potential of these techniques for streamlining the grading process and improving the accuracy and consistency of grading mangoes.

C. Numerical Results and Discussion

To evaluate the effectiveness of our mango grading methodology, we chose the Random Forest model, which is ideal for handling small datasets and making predictions on a test set for evaluation purposes. By utilizing this model, we obtained comprehensive evaluation results for our image processing techniques based on parameters such as Accuracy, Precision, Recall, and $F_1$ score. The clear and compelling evidence of our methodology’s ability to accurately grade mangoes is reflected in the numerical presentation of our findings in Table V, as well as their virtual representation in Fig. 9. The combination of these two forms of data visualization serves to underscore the robustness and reliability of our approach.

As shown in Table V and Fig. 9, the image processing techniques used in the study achieved a high level of accuracy, with an overall accuracy of 88%. Table V shown that the highest accuracy was achieved for Grade I, with an accuracy of 91.32%, indicating that the technique performed well in identifying the highest-quality mangoes. Grade II had a slightly
lower accuracy of 85.35%, indicating that the technique was less successful in identifying the middle-quality mangoes. However, this accuracy score is still considered high and indicates that the technique is relatively robust. Grade III had an accuracy score of 88.76%, indicating that the technique performed well in identifying the lowest-quality mangoes.

The precision scores for the three mango grades were considerably elevated, with values between 84% and 92%. This signifies that the image processing technique accurately detected true positives, or the number of mangoes that were correctly identified for each grade while limiting the number of false positives, or the number of mangoes that were inaccurately identified. The highest precision score was observed for Grade I, indicating that the method was exceptionally precise in identifying the finest quality mangoes. Conversely, the lowest precision score was noted for Grade III, suggesting that the technique faced more difficulties in detecting the poorest quality mangoes.

Similarly, the recall scores for the three grades were also high, with values ranging from 83% to 93%. This implies that the technique was proficient in identifying all relevant occurrences, or the number of mangoes that were correctly identified for each grade while minimizing the number of false negatives, or the number of non-mangoes that were wrongly identified as mangoes. The highest recall score was obtained for Grade I, indicating that the technique accurately identified the highest-quality mangoes. On the other hand, the lowest recall score was obtained for Grade II, suggesting that the technique faced more challenges in identifying middle-quality mangoes.

Moreover, the $F_1$ score for the three grades were also high, ranging from 85% to 92%. The $F_1$ score is a measure of the harmonic mean of precision and recall, providing a balance between the two metrics. The highest $F_1$ score was achieved for Grade I, indicating that the technique was highly successful in identifying the highest quality mangoes with a balance between precision and recall. Conversely, the lowest $F_1$ score was observed for Grade II, implying that the technique experienced more difficulties in identifying middle-quality mangoes.

This study demonstrates the potential of image processing techniques to improve the precision and consistency of mango grading while streamlining the process. The implications of this study are noteworthy, as they imply that image processing techniques could be a reliable and effective means of grading mangoes. Furthermore, this study is in line with other research in the field, which also highlights the effectiveness of image-processing techniques for fruit grading. However, this study underscores the potential of utilizing a combination of techniques, such as Otsu thresholding, findContour of OpenCV, Canny edge detection, and contour detection for blemishes, to attain high levels of precision and consistency in grading mangoes. Therefore, this study provided valuable insights into the potential of image processing techniques for improving fruit grading’s precision and consistency, and its implications could be instrumental in the fruit industry. The screenshot of the mango grading system is shown in Fig. 10.

**TABLE V. NUMERICAL EVALUATION RESULTS OF MANGO GRADING MODEL USING IMAGE PROCESSING**

<table>
<thead>
<tr>
<th>Grade</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grade I</td>
<td>91.32%</td>
<td>92.06%</td>
<td>92.12%</td>
<td></td>
</tr>
<tr>
<td>Grade II</td>
<td>85.35%</td>
<td>87.66%</td>
<td>85.03%</td>
<td></td>
</tr>
<tr>
<td>Grade III</td>
<td>88.76%</td>
<td>84.89%</td>
<td>87.66%</td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>88.25%</td>
<td>88.31%</td>
<td>88.05%</td>
<td>88.73%</td>
</tr>
</tbody>
</table>

**Fig. 9. Virtual evaluation results of mango grading model using image processing.**
V. CONCLUSIONS, LIMITATIONS, AND FUTURE RESEARCH

The proposed image processing system successfully has achieved the goal of automating the grading and sorting process of mangoes. By using the Otsu method for image segmentation and contour analysis for finding mango circumference, the system was able to accurately detect and classify mangoes based on their external quality features such as size, shape, and the presence of blemishes. The classification accuracy results showed that the proposed system is effective and efficient for grading mangoes, with an overall accuracy of 88%.

Despite the success of the proposed system, there are still some limitations and challenges that need to be addressed in future work. One of the limitations of the system is that it requires a controlled environment for image capturing, which can be challenging to achieve in real-world scenarios. Moreover, the system heavily relies on the quality of the input images, which can be affected by various factors such as lighting conditions and camera settings. Another challenge is the need for continuous updates and improvements to ensure the system’s reliability and adaptability to new varieties of mangoes.

In future research, we aim to overcome the limitations and challenges outlined above and further enhance the accuracy and efficiency of the proposed system. To this end, research efforts should prioritize the development of more robust and precise image processing and analysis algorithms that can effectively handle variations in image quality, lighting, and camera calibration. Furthermore, we plan to explore various image segmentation and feature extraction techniques to augment the system’s capacity to classify mangoes based on their quality features with greater accuracy. The use of advanced machine learning approaches, such as deep Convolutional neural networks, could also be explored to improve the grading and sorting process’s accuracy and efficiency. Additionally, we intend to investigate the feasibility of integrating the proposed system with other mango supply chain components, such as harvesting and packaging, to create a fully automated system. Lastly, it is crucial to consider the proposed system’s potential impact on the livelihoods of small-scale mango farmers and ensure that the technology remains accessible and affordable for them. Therefore, future research should strive to develop solutions that can benefit all stakeholders in the mango supply chain, from farmers to processors and consumers.
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Abstract—Due to the immobility of devices in conventional intelligent spaces, the quality and quantity of their applications (i.e., services) are thus restricted. To provide better and more applications, the devices in the spaces must be able to move autonomously to ideal positions. To solve this issue, the concepts of reconfigurable intelligent space (R+iSpace) and mobile modules (MoMos) have been introduced. Each device in the R+iSpace is carried by one or more MoMos that can freely move on the ceiling and walls. Consequently, the R+iSpace has evolved into a user-centered intelligent space, where devices can move to the user to provide services instead of the user having to move to where the devices are. In this work, several promising applications are introduced as open research challenges for the R+iSpace and the MoMo. In fact, various wall-climbing robots have been developed, however, their speed and carrying capacity are insufficient for adoption for the MoMo and the R+iSpace. Therefore, the development of MoMo requires the creation of entirely new designs and mechanisms. In addition to introducing promising applications, this work provides an overview of all versions of the MoMo that have been developed to gradually make it deployable in a realistic R+iSpace.
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I. Introduction

Recently, terms such as smart homes, ubiquitous environment, and intelligent space (iSpace) have become popular [1]–[3]. This type of space is no longer merely an abstract concept realized in sophisticated research centers; it is being widely implemented even in ordinary homes. The fundamental premise of these spaces is to increase the intelligence of the devices contained within, allowing them to provide users with more valuable information and services. However, the methods by which devices interact with the users vary according to the space. For example, in an iSpace [1], each device is treated as a distributed intelligent network device (DIND) and is connected to the same local network. Here, a DIND can be either an input device (e.g., a camera or microphone) or an output device (e.g., a projector, light, television, or speaker). An input DIND is used to capture the demands of the user or the current state of the space. Then, the captured data are transmitted to a server computer. After processing the data and determining an appropriate service, the server distributes this result to all DINDs. Finally, a single or multiple output DINDs, as specified by the server, provide service to the users.

However, these spaces are either static or semi-dynamic and are not entirely oriented toward the users. In a static space, the poses (i.e., their positions and orientations) of all devices (e.g., DINDs in an iSpace) are fixed and do not automatically change. In contrast, in semi-dynamic space, the positions of devices are fixed but their orientations are variable. The simplest approach to transform a static device into a semi-dynamic state is attaching it to an actuator. Typically, the users must arrange devices in such spaces into optimal positions manually. Each time requesting a service, the user must consider the location of the device to obtain the most effective service. For instance, to watch television, the user must walk in front of a television. Furthermore, multiple devices are required to provide greater services to the users. For example, a home with multiple rooms needs multiple televisions, and detecting the users in any situation requires multiple cameras.

Due to the reasons stated above, fully dynamic spaces are required to provide higher quality and quantity of services. A fully dynamic space is known as a reconfigurable iSpace (R+iSpace). For an R+iSpace to be completely user-oriented, its devices must be able to move and rotate autonomously. This can be accomplished by mounting the devices using an on-ground robot or a wall-climbing robot. This eliminates the need for the user to move in order to watch television; rather, the television will move closer to the user. Moreover, by transforming a space into one that is fully dynamic, the number of devices required to provide valuable services is minimized.
Fig. 1. Illustration of a representative R+iSpace.

(a) Adaptive layout service. (b) Indoor delivery service. (c) Indoor walking assistance service. (d) Indoor transportation service. (e) Workflow monitoring service in the operating room.

Fig. 2. Several promising applications of MoMo in the future.

[4], [5]. In an iSpace, for instance, only one television is required because it can be moved between rooms.

As previously mentioned, there are two methods to convert a space to an R+iSpace. The first is mounting the devices on on-ground robots. In this method, the devices move on the floor alongside the robots. On the ground, however, there are numerous obstacles, including humans. These obstacles are challenging for the robots to avoid, as they may be dynamic or frequently change. Consequently, the algorithm for robot movement becomes extremely complex. In addition, the robots may negatively impact the users by obstructing their movement. Remarkably, due to the limited height of a standard on-ground robot, devices such as cameras and lights cannot cover a large area when mounted on the robots. For these reasons, this approach was not adopted for the development of R+iSpace.

On the other hand, the second method is employing wall-climbing robots that are capable of carrying devices and moving along the ceiling and wall (hereafter referred to as the field). The greatest advantages of this method are that the robots and mounted devices do not occupy any floor space, do not need to avoid numerous obstacles, and do not impede the users. Thus, the movement algorithm for robots becomes simpler. Furthermore, the devices, such as cameras and lights, can be positioned anywhere, allowing them to monitor a larger area. In light of this, the second method was adopted for building the R+iSpace.

Numerous climbing robots have been developed previously [6]–[28]. These robots can be categorized based on their adhesion or movement techniques. According to the adhesion techniques, they can be classified into four types: magnetic force [6]–[11], suction force [12]–[18], use of adhesive material [19]–[24], and mechanical adhesion [25]–[28]. In contrast, they can be categorized based on three movement techniques: walking by raising each leg individually [6]–[8], [12]–[15], [19]–[21], [25], driving using wheels [9], [16]–[18], [22], [23], [28], and moving with crawlers [10], [11], [24], [26], [27]. These robots were experimentally demonstrated to be capable of moving across a field without falling. However, these robots have numerous limitations, including slow movement, energy expenditure during idle state, insufficient loading capacity, and difficulty in self-localization.

In order to establish the R+iSpace, a novel climbing robot must be developed. The new robot is called mobile module (MoMo), which can move on the field and to which a device can be mounted (Fig. 1). Nevertheless, developing such a robot is extremely challenging. The MoMo must move efficiently on the field, not fall off the field, have a sufficient moving speed, not consume electricity when in the idle mode, have a large loading capacity, and precisely and simply self-localize. In addition to introducing several promising applications of the R+iSpace, this work provides an overview of all developed MoMoes.
II. Promising Applications of Mobile Modules (MoMos)

As mentioned in Section I, the MoMo is significantly important for creating a fully user-oriented R+iSpace. By proposing such an R+iSpace utilizing MoMos, numerous user-oriented applications can be provided in the future. Fig. 2 illustrates several of these anticipated applications.

A. Adaptive Layout Service

The first promising application of the MoMo is adaptively customizing the layout of the R+iSpace and the properties (e.g., location) of available devices within this space. For instance, by attaching partitions to multiple MoMos, users can change the design of a room at any time (Fig. 2a). Moreover, when a user enters the space, devices connected to the MoMos, such as cameras, projectors, lights, televisions, and wall clocks, can be repositioned optimally. Typically, cameras can be moved to situations where users and their requests can be easily detected and recognized. Similarly, the position, display size, and display resolution of a projector can be adjusted in response to the status of the user. During a conversation between two or more users, using the cameras to detect eye movements, the lights can be moved to appropriate positions that better emphasize the object on which the users are focusing.

B. Indoor Delivery Service

Currently, conveyor belts and delivery robots are used in restaurants to deliver food and drinks directly from the kitchen to tables of customers. However, conveyor belts require space on the floor for installation. Moreover, delivery robots are predominantly ground-based. Such a robot must be capable of detecting humans, tables, and other obstacles placed on the ground to prevent collisions. Moreover, the appearance of such robots may annoy customers. Therefore, a robot that can move across the ceiling and walls without encountering obstacles to deliver food exhibits advantages such as ease of movement, conservation of floor space, and unobstructive operation. This robot can be developed using a single MoMo and an extendable robotic arm to pick up and drop off food (Fig. 2b).

C. Indoor Walking Assistance Service

The population in developed countries such as Japan is aging and declining. Consequently, many elderly people have problems with their spine, waist, or legs. These people have difficulty walking in everyday life and require devices to assist them in safely moving around. As a promising solution, a MoMo can be combined with an assistant module to aid elderly people in indoor environments (Fig. 2c). When compared to canes, crutches, walkers, and other walking mobility aids for older adults, a support device powered by MoMo will not require users to use their hands to control it. Sensors on the device can detect the direction of the user and transmit the acquired information to the MoMo. The MoMo then proceeds in this direction.

D. Indoor Transportation Service

Elevators and escalators are commonly used in commercial establishments, such as hotels, shopping centers, and high-rise structures. They are also used in private settings, such as private homes, particularly in homes with disabled residents. Given the size of a typical commercial space, the area required for an elevator or escalator is negligible. By contrast, individual locations are significantly smaller than commercial locations. Consequently, a relatively significant area is required to install a static elevator or escalator. Moreover, the installed devices are not as frequently used as they are in commercial spaces. Therefore, it is preferable to adopt a dynamic elevator in a private space rather than a fixed one. A dynamic elevator can be defined as a device that operates whenever users require it and frees the area in which it is located when not in use. As shown in Fig. 2d, two or more MoMos are utilized to construct such a flexible elevator. These MoMos carry a base plate on which the user can stand safely. With the ability of the MoMo to move on the field, the system can transport users in a manner similar to an elevator when in the active mode and move to the ceiling to free occupied space when in the inactive mode.

E. Workflow Monitoring Service in the Operating Room

For surveillance purposes, a minimal number of cameras can be attached to MoMos to allow them to move freely on the field (Fig. 2e). In this way, the camera system can monitor an R+iSpace, such as a private home, without encountering
### TABLE I. PREVIOUS MOBILE MODULE (MoMo) SPECIFICATIONS

<table>
<thead>
<tr>
<th></th>
<th>MoMo 1</th>
<th>MoMo 2</th>
<th>MoMo 3</th>
<th>MoMo 4.1</th>
<th>MoMo 4.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weight (kg)</td>
<td>1.45</td>
<td>2.55</td>
<td>1.60</td>
<td>1.70</td>
<td>1.90</td>
</tr>
<tr>
<td>Size (mm)</td>
<td>190x255x110</td>
<td>210x318x129</td>
<td>200x280x129</td>
<td>200x300x125</td>
<td>200x420x120</td>
</tr>
<tr>
<td>Actuators</td>
<td>8</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Moving Speed (cm/s)</td>
<td>0.33</td>
<td>2.05</td>
<td>2.8</td>
<td>6.82</td>
<td>7.3</td>
</tr>
</tbody>
</table>

![Fig. 4. Gait steps of MoMo 1.](image1)

![Fig. 5. Screw–nut mechanism in MoMos 1 and 2.](image2)

dead angles. Notably, such a system is more critical when monitoring the workflow in an operating room. For instance, the workflow monitoring systems in [4], [5], [29], [30] employed multiple cameras to capture every movement in the operating room. Then, the systems used these data to estimate the current workflow phase and detect unusual events that occurred during this phase. However, a surgical workflow is generally performed by a group of surgeons, with support staff gathered around a patient. Consequently, many dead angles may exist, and the critical motions that the cameras are unable to capture may be overlooked. By adopting MoMos in these situations, the attached cameras can be relocated to locations that provide a clearer view of both human and equipment movement.

### III. PREVIOUS MoMo VERSIONS AND THEIR LIMITATIONS

Since 2012, the R+iSpace, specifically the MoMo, has been the subject of extensive research [31]–[35]. Consequently, four prototypes of the MoMo were developed, excluding the version introduced in this study (refer to Fig. 3 and Table 1). These MoMos were proposed according to the following six design requirements: they must be able to move on both the ceiling and wall, their fall must be prevented by using a fastening mechanism, they must move sufficiently quickly, they must consume no energy when fastened and idle, they must have a high loading capacity, and they must be accurate and straightforward in their self-localization, as discussed in Section I. Before delving into the details of the latest MoMo version, this section provides a brief overview of previous versions and their limitations.

#### A. Screw–nut Mechanism–based Four-legged MoMo 1

The first MoMo was a four-legged walking robot capable of moving across the field (Fig. 3a) [31]. Each leg was composed of two actuators. One, referred to as a pinning actuator, was used to fasten and unfasten a leg to and from the field. The other, known as a panning actuator, was used to rotate the leg (gait steps 1, 2, 3, and 4) or the body (gait step 5) around the hip joint (refer to Fig. 4). This MoMo fastened and unfastened a leg to and from the field via a screw–nut mechanism controlled by the pinning actuator (Fig. 5). Each robot leg was equipped with a screw, and numerous nuts were evenly spaced across the vertical and horizontal axes of the field. The MoMo walked on the field by sequentially moving the four legs. Consequently, five gait steps were required to move from one position to the next, as illustrated in Fig. 4.

By adopting the screw–nut mechanism to fasten at least three of the four legs while in motion, the first MoMo was able to move on the field and effectively avoid falling. Additionally, once the robot tightened its screws into the nuts, it required no energy to maintain that position. This implies that the MoMo had zero energy consumption during any period of inactivity. Moreover, as each nut on the field had a fixed distance from the surrounding ones and the movement of each robot was restricted to this distance, the current location of the robot was measured quickly and accurately.

However, the first MoMo has several problems. The first and major limitation was the moving speed. In an experiment, it took 46 s for the robot to move 15 cm (approximately 0.33 cm/s) to the next position. This speed was insufficient for use in the R+iSpace. There are two possible explanations for this slow speed. The first and foremost reason was that the robot spent an inordinate amount of time fastening and unfastening the leg as a result of the screw–nut mechanism. The second reason was the length of time required to move the legs sequentially. The second limitation of the first MoMo was that the friction between a screw and a nut during fastening was experimentally shown to occasionally result in movement failure. The third was the high cost associated with the use of eight actuators.
B. Screw–nut Mechanism–based Two-legged MoMo 2

A second version was introduced to address the moving speed issue of the initial version (Fig. 3-b) [32]. Specifically, the number of legs was reduced to two. Each leg, similar to the legs in the first version, was equipped with two actuators called pinning and panning actuators. The screw–nut mechanism was also used in this version. Because of the limited number of legs in this robot, three screws in a triangular shape were attached to each leg to ensure that the robot had sufficient hinge force to free one leg and rotate its body around the other leg (gait step 2 in Fig. 6). The pinning actuator on each leg fastened or unfastened the screws simultaneously. The arrangement of the nuts on the field was thus altered to accommodate the screw structure. This MoMo added an additional component for mounting the device. A built-in actuator moved the component and device near one leg (gait step 1) before unfastening the other leg and rotating the body (gait step 2). Thus, the moment of inertia decreased dramatically with the rotation of the body. Consequently, MoMo 2 required only two gait steps to complete a movement (Fig. 6).

This version of the MoMo inherited all the advantages of MoMo 1, i.e., mobility without falling from the field, energy-free operation in the idle state, and efficient and precise localization. Moreover, by reducing the number of legs from four to two, the number of gait steps was reduced from five to two. Thus, the movement speed of the robot increased more than sixfold, from 0.33 cm/s to 2.05 cm/s. Additionally, this version utilized only five actuators, when compared to the eight required in MoMo 1, resulting in a decrease in the cost of the robot.

Although the movement speed of MoMo 2 was improved, it was extremely slow when deployed in practical applications. Apart from the reduction in speed caused by the screw–nut mechanism, the movement of the extra component between the two legs during gait step 1 also reduced the speed. Moreover, this version of MoMo lacked a device (e.g., a sensor) for tracking the location of screws on the legs in relation to nuts in the field. Experimentally, it was observed that a marginal error in positioning gradually resulted in screw abrasion. Consequently, incomplete leg fastening due to screw abrasion occurred occasionally. The incomplete fastening yielded a gap between the robot and the field. This gap led to an inability to fasten the other leg in the next gait step.

C. Pin–lock Mechanism–based Two-legged MoMo 3

The third version of the MoMo was developed to overcome the issues raised in the second version (Fig. 3c) [33]. Two significant changes from the second MoMo were observed in this version. First, the screw–nut mechanism was replaced with a new one called pin–lock, as shown in Fig. 7. Specifically, the three screws were replaced with three pins on each robot leg. Each pin had a larger end and a smaller body. Moreover, the nut on the field was replaced with a hole formed by two circles of varying sizes. The fundamental concept of the pin–lock mechanism was to use the pinning actuator on a leg to simultaneously push three pins into the larger circles of the holes and then use the panning actuator to rotate them into the smaller circles to lock (i.e., fasten) the leg. The unlocking (i.e., unfastening) procedure was performed in the reverse order. Thus, the panning actuator served two roles in MoMo 3: rotating the body around one leg (similar to MoMo 2) and rotating the pins from the larger circle into the smaller one. Owing to the larger diameter of the end of the pin in comparison with the smaller diameter of the hole, the MoMo could avoid falling out of the field when locked. Second, the extra movable component where the device was attached was eliminated. Instead, the device was positioned at the center of the MoMo. Thus, the number of gait steps was reduced from two to one (Fig. 8). However, the removal of the extra component increased the moment of inertia of the robot during body rotation. To adapt to this, MoMo 3 replaced the panning actuator with one that had a higher torque than that used in MoMo 2.

By substituting the screw–nut mechanism with the new pin–lock mechanism and omitting the extra movable component to reduce one gait step, the moving speed of this MoMo was increased significantly from 2.05 to 2.8 cm/s. Moreover, the extra component necessitated the use of an actuator to
translate between the two legs. Consequently, by eliminating this component, the required number of actuators was reduced from five to four, resulting in a reduction in the cost of the robot. Moreover, by ensuring that the larger circle of the hole has a diameter greater than the end of the pin, the MoMo could handle misalignment between the pin and hole caused by marginal positioning errors during the movement of the robot without the use of additional sensors. Thus, movement failure that occasionally occurred in the first and second MoMos was thoroughly overcome experimentally.

Nevertheless, several issues from the previous MoMos persisted. For example, although MoMo 3 could move faster than the previous two, its speed remained insufficient for adoption in the R+ISpace. Intuitively, the robot required approximately 3 min to move to a position 5 m away from the current one. Moreover, as previously stated, the panning actuator was replaced with a higher torque to accommodate the expansion in the moment of inertia. However, this replacement was insufficient to cope with the considerable torque generated by a heavy device (e.g., a television) attached to the robot.

**D. Barb–spring Mechanism–based Two-legged MoMo 4**

The fourth version of the MoMo was developed to further improve the speed of movement [34]. This version of the MoMo has two subversions (Fig. 3-d and 3-e). The first subversion (MoMo 4.1) was nearly identical to MoMo 3, except for the addition of a new barb–spring mechanism in place of the pin–lock mechanism (Fig. 9). The panning actuator was retained to enable rotation of the body of the MoMo around one leg. Conversely, the second subversion (MoMo 4.2) retained the barb–spring mechanism used in MoMo 4.1 but omitted the panning actuators of the two legs. Instead, it employed a wheel mechanism comprising an omni wheel that was controlled by an actuator. The wheel mechanism was attached between the two legs to allow the body of the robot to rotate around one leg. This reduced the number of required actuators. However, the gravity force acting on the robot caused a small gap between the robot and the field during its body rotation. Hence, a compressed spring was incorporated into the wheel mechanism to ensure that the wheel was always in contact with the field. Both subversions were equipped with the newly developed barb–spring mechanism, which accelerated the fastening and unfastening processes.

As mentioned previously, MoMo 3 rotated the pinning and panning actuators sequentially to push the pins on the leg into the larger circles and then rotated the pins into the smaller circles. These sequential actions, combined with the slow rotation of the actuator, resulted in low-speed fastening and unfastening processes. To address this, the barb–spring mechanism in MoMo 4 utilized compressed springs inside the pins to immediately push (by bigger springs) and lock (by smaller springs) the pins into the holes without the need for the effort of an actuator. However, the pinning actuator was required to unlock the pins and their barbs from the holes and compress the springs inside the pins. During the rotation of the body of the robot, the compressive state of the springs was naturally maintained by the resistive force from the field.

Once the pins reached the holes, the resistive force was lost, and the pins were pushed into the holes automatically. Both robot subversions moved on the field by repeating a single gait step, similar to the third robot (Fig. 10). However, the gait step required fewer actions, and each action was significantly faster than that of MoMo 3.

As mentioned earlier, although MoMo 4 required only one gait step, the speed of the gait step was significantly faster than in the previous version. Consequently, there was a nearly threefold increase in the moving speed of the MoMo. Experimentally, MoMo 4.1 that used the omni wheel to rotate the body and MoMo 4.2 that used the panning actuator achieved speeds of 7.91 and 6.82 cm/s, respectively. In comparison, MoMo 3 had a speed of only 2.8 cm/s. It was observed that substituting the panning actuator with the omni wheel resulted in a faster speed. Additionally, by adopting the barb-spring mechanism rather than the pin–lock mechanism, the legs could be automatically fastened without the assistance of an actuator. Therefore, the roles of each actuator were reduced, resulting in energy savings.

However, several issues remain unresolved or resurfaced in this version. First, the loadable weight of the MoMo remained small and constrained owing to the elimination of the extra movable component. Second, because the pin used two barbs to lock it to the field, the body of the pin was required to have a diameter that corresponded to the diameter of the hole in the field (Fig. 9). Consequently, any misalignment between the pin and the hole could result in a fastening failure. This implies that the movement failure issue that was resolved in MoMo 3 reappeared in MoMo 4. Third, the primary reason for replacing two panning actuators with an omni wheel controlled by an actuator in MoMo 4.2 was to reduce the number of actuators required. However, the aforementioned movement failure occurred more frequently in MoMo 4.2 than in MoMo 4.1. This can be explained as follows. The compressed spring within the wheel mechanism generates a pushing force that acts on the field. By contrast, a reaction force of equal magnitude acted on the robot. Moreover, one leg was fastened, and the other was left free during body rotation. As a result of the reaction force, the gap between the robot and the field became
more significant, and misalignment between the pins and holes occurred more frequently.

IV. CONCLUSION

Several future applications of R+iSpace and MoMo are presented in this paper to demonstrate that R+iSpace and MoMo research is extremely promising. Moreover, an overview of all developed MoMo versions was included. The developed MoMos satisfied four of the six design requirements. The robots were able to move on the field without collapsing. In addition, they required no electrical power to remain stationary in the field. Furthermore, they were able to precisely pinpoint their locations. However, the remaining two requirements (i.e., sufficient movement speed and large carrying capacity) were not met. Although the upgrade from the third to the fourth version of the MoMo significantly increased its speed, a faster MoMo was required for practical applications in the R+iSpace. Moreover, all versions of the MoMo were developed with the primary objective of increasing the speed of movement. The loading capacity was not taken into account during design or testing. None of the MoMos investigated the capacity of carrying weight. Additionally, movement failure due to pin-hole misalignment was a significant issue in these MoMos. These problems are open research questions for the future.
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Abstract—Fetal fat, also known as brown adipose tissue, is an important type of fat tissue that develops in a developing fetus during pregnancy. It serves as a critical source of energy and heat for the growing fetus, helping to regulate body temperature and promote healthy growth. Fetal fat provides insulation for the fetus, protecting it from the external environment. Fetal fat accumulation usually begins in the third trimester of pregnancy and continues until birth. Low levels of fetal fat can lead to complications such as hypothermia, respiratory distress, and low blood sugar levels. Moreover, research has shown that fetal fat may also have long-term implications for the child’s health and may increase the risk of obesity and metabolic disorders later in life. In the present day, it is observed that children are seen with high and low fat levels, causing devastating health problems. In this paper, A hybrid deep learning technique is used to segment the fat content in the fetal Magnetic Resonance Imaging (MRI) scans. Using this, pregnant women can take the necessary medications to maintain the required fat levels. There are very few studies proposed to segment the fat content of the fetus. The proposed model achieves higher accuracy and precision in this under-explored task. The proposed model can act as a fully automated tool to detect the fetal fat when the image is clear without the presence of water, and when there is high noise in the scan, the proposed model is a semi-automatic tool. This work can also be considered the standard measure to compare with the other network architectures in this area. In the future, this work can be made fully autonomous and robust, and it can take other imaging scans too.

Keywords—Fetal adipose tissue; fetal MRI; automatic segmentation; radiologist

I. INTRODUCTION

Children who are born with irregular fat levels may be at risk for various health disorders, including metabolic disorders, cardiovascular diseases, and obesity. These irregularities could occur due to genetic predisposition, environmental factors, or a combination of both. One of the most common metabolic disorders that affect children with irregular fat levels is diabetes. Children with obesity have a higher risk of developing type 2 diabetes, which can have severe long-term effects on their health, including heart disease, blindness, kidney failure, and amputations [1]. Another disorder that may occur in children with irregular fat levels is cardiovascular disease. Excess fat in the body increases the risk of high blood pressure, high cholesterol, and atherosclerosis, which are all risk factors for heart disease. Furthermore, children with irregular fat levels may also experience psychological and emotional issues, such as low self-esteem, depression, and anxiety. They may also face social stigmatisation and discrimination due to their weight, which can further exacerbate their mental health problems.

Adipose tissue (AT) is crucial for embryonic development and serves as the central balance of the fetal body by maintaining bodily movements with good energy balance [2], [3]. From 28 weeks of pregnancy, healthy fetuses often exhibit rapid AT growth. Prior research showed that fetal body fat may exhibit a strong association and be a better predictor of neonatal outcomes than birth weight. Hence, fetal body fat estimate is frequently employed as a proxy for fetal nutrition and as a predictor of unfavourable perinatal outcomes [4]–[6].

Previous investigations utilizing ultrasound (US) demonstrated changes in fetal AT associated with fetal growth restriction and excess fetal AT in situations where maternal diabetes was present. Additionally, these alterations are related to neonatal outcomes, highlighting the clinical utility of AT measurement [7], [8]. Although the US scan is the preferred approach for assessing fetal development, it is constrained by the absence of accurate 3D data. Due to the lack of complete body AT fat bulk density volume assessment and analysis, fat estimates now rely on square and surface measurements of a few selected fetal body sections, such as the belly and limbs, as well as on approximated fractional limb volumes [9], [10].

The microstructural characteristics of tissue are inferred from 3D multi-contrast information provided by magnetic resonance imaging (MRI) [11], [12]. The two-point Dixon method, a proton nonlinear absorption shift of MRI that separates images of fat and water from a dual-echo collection, is used to measure fat [13], [14]. This method is used to quantify the lipid content of various organs, most extensively for hepatosteatosis assessment. A small number of studies assessed the AT of fetuses with healthy development and gestational diabetes [15], [16]. These investigations, however, are constrained because they concentrate on linear measures like local assessments, or time-consuming physical segmentation [17]–[19].

Deep learning (DL)-based approaches have recently been employed more and more for supervised segmentation of diagnostic imaging features, including fetal structures. Whereas the majority of techniques focus on fetal brain segmentation, a handful have also been created for other fetal organs and anatomical structures [20]–[22]. As far as the author’s knowledge goes, no automatic or semi-automatic techniques have been proposed for measuring fetal fat using US scan or MRI scan images. Hence, in the proposed a fast and accurate deep learning based approach is proposed to measure the fetal fat from the MRI images.

In this study, authors outline a process for developing an automated DL-based approach for segmenting fetal fat on Dixon images. The three novel contributions of the study are: (1) a semi-automatic fetal fat segmentation algorithm that dramatically reduces cross-functional and cross-variability and manual classification time; (2) the training and evalua-
The segmentation of fat in medical images has been a topic of significant research interest in recent years. Accurate segmentation of fat is essential in various medical imaging applications, such as tissue characterization, quantitative analysis, and disease diagnosis. In this paper, the recent advances in fat segmentation techniques are discussed, including their strengths and limitations. One of the most widely used fat segmentation techniques is thresholding. This technique involves setting a threshold value and classifying all pixels with intensities below this value as fat. This method is simple and computationally efficient, making it a popular choice for fat segmentation in medical images. However, thresholding may be affected by noise and variations in image intensity, leading to inaccurate segmentation results. In a study by Sun et al. (2021), the authors proposed a thresholding-based technique for fat segmentation in magnetic resonance (MR) images of the breast. The proposed method used an adaptive thresholding approach that considered local image intensity statistics to segment fat regions accurately. The results showed that the proposed method outperformed conventional thresholding techniques in terms of segmentation accuracy.

Another popular fat segmentation technique is region growing, which involves iteratively expanding seed regions until they reach the desired boundaries. This method is useful in segmenting fat regions with non-uniform intensity distributions and can handle noise and intensity variations to some extent. However, region growing may be sensitive to the selection of seed points and may require manual intervention, making it less suitable for large-scale applications. In a study by Ma et al. (2020), the authors proposed a region-growing-based technique for fat segmentation in computed tomography (CT) images of the abdomen. The proposed method used an automatic seed point detection algorithm that detected potential seed points based on a set of predefined features. They reported that the proposed method achieved high segmentation accuracy and was computationally efficient.

Active contour models, also known as snakes, are another widely used technique for fat segmentation. This method involves deforming a closed contour to fit the boundaries of the fat region. Active contour models are useful in segmenting fat regions with irregular shapes and intensity distributions. However, they may be sensitive to the initial contour position and require manual intervention, making them less suitable for fully automated segmentation applications. In a study by Rasti et al. (2020), they proposed an active contour model-based technique for fat segmentation in MR images of the thigh. The proposed method used a hybrid active contour model that combined a level-set method with a distance-based energy function [23]. The results showed that the proposed method outperformed other active contour-based techniques in terms of segmentation accuracy and computational efficiency.

Machine learning-based techniques, such as convolutional neural networks (CNNs), have shown promising results in fat segmentation. These methods use large amounts of annotated data to learn the optimal segmentation parameters and can handle variations in image intensity and noise. However, machine learning-based techniques may require extensive training data and may be sensitive to variations in image acquisition protocols, making them less suitable for cross-site and cross-scanner applications. In a study by Zhang et al. (2020), they proposed a CNN-based technique for fat segmentation in MR images of the thigh. The proposed method used a U-Net architecture and was trained on a large dataset of annotated images [24]. They reported that the proposed method achieved high segmentation accuracy and was robust to variations in image acquisition protocols. In summary, fat segmentation in medical images is an essential task that has significant clinical applications. Thresholding, region growth, active contour models, and machine learning-based techniques are the most commonly used techniques for fat segmentation. Each technique has its strengths and limitations and can be used depending on the specific imaging application requirements.

Recent advances in fat segmentation techniques, particularly machine learning-based methods, have shown promising results and may have significant implications for future clinical applications. The segmentation of medical images is an essential task that plays a crucial role in clinical diagnosis and treatment planning. In recent years, deep learning-based approaches have shown promising results in medical image segmentation. Two popular deep learning models for medical image segmentation are 3D-UNet and SWIN-UNetR. In this literature survey, the recent advances in these models and their applications in medical image segmentation are discussed. 3D-UNet is a variant of the popular U-Net architecture that is designed for volumetric image segmentation. The model consists of an encoder-decoder network with skip connections that allow for multi-resolution feature extraction. The 3D-UNet architecture has been applied to various medical imaging tasks, including brain tumour segmentation, cardiac segmentation, and lung segmentation. In a study by Bakas et al. (2018), the authors proposed a 3D-UNet-based method for brain tumour segmentation in magnetic resonance imaging (MRI) scans. The proposed method achieved state-of-the-art results in the BraTS 2017 challenge, demonstrating the effectiveness of 3D-UNet in medical image segmentation [25]. However, 3D-UNet suffers from high computational costs and memory requirements, which can limit its scalability in large-scale medical image segmentation applications.

To address these limitations, a recent study proposed a novel architecture called SWIN-UNetR. SWIN-UNetR is a variant of the Swin Transformer architecture that integrates the U-Net architecture for image segmentation. The model consists of a series of hierarchical Swin blocks that allow for efficient feature extraction and aggregation. SWIN-UNetR has been shown to be more efficient than 3D-UNet while achieving
comparable segmentation results. In a study by Xiao et al. (2021), they proposed a SWIN-UNetR-based method for liver and tumour segmentation in MRI scans [26]. The proposed method achieved state-of-the-art results on the LiTS dataset, demonstrating the effectiveness of SWIN-UNetR in medical image segmentation. In another study, Jiang et al. (2022) proposed a SWIN-UNetR-based method for lung segmentation in CT scans. The proposed method achieved state-of-the-art results on the COVID-19 CT segmentation challenge dataset, demonstrating the robustness of SWIN-UNetR in different medical imaging applications [27].

In summary, 3D-UNet and SWIN-UNetR are two popular deep learning models for medical image segmentation. While 3D-UNet is effective, it suffers from high computational costs and memory requirements, limiting its scalability in large-scale medical image segmentation applications. In contrast, SWIN-UNetR offers more efficient feature extraction and aggregation while achieving comparable segmentation results, making it a promising model for future medical image segmentation applications.

III. PROPOSED METHODOLOGY

In order to reduce the time needed for manual fetal fat delineation to produce annotated training data, the fetal fat segmentation methodology consists of two steps: 1) semi-automatic fetal fat model-based segmentation; and 2) automatic fetal fat segmentation using DL networks built on the subsequent annotated dataset.

A. Semi-Automatic AT Fetal Fat Segmentation Model

Fetal body TRUFI and fat-only Dixon MRI scan images are the inputs for the semi-automatic fetal fat segmentation technique. Using the Dixon scan, the result is a preliminary subcutaneous fetal fat segmentation, as illustrated in Fig. 1. The Dixon scan helps in defining the Volume of Interest (VOI), on which the fetal fat segmentation is performed, and then the fetal body segmentation output is obtained using the True FISP (TRUFI) sequencing. Despite being taken at various time periods, the TRUFI and Dixon scans may not be synchronized because of fetal and maternal mobility because they have different fields of view. First, using the DL model presented in [28]–[30], the fetal body is autonomously segmented with the TRUFI scan. Then, the fetal fat within the VOI is thresholded using an experimentally determined, pre-defined value. To eliminate abnormalities with a comparable fat intensity, connected components with fewer than 50 voxels are removed. An experienced radiologist reviews and makes corrections to the output in order to create regression coefficients and segmentation masks of the highest quality.

B. Automated Fetal Fat Segmentation Model

A cutting-edge DL model is used to automatically separate fetal fat using high-quality annotations of the tissues made in the previous stage as training data. Dixon volumes with only fat and only water as inputs are simultaneously obtained and, as a result, aligned. The segmentation of fetal fat is the result that was illustrated in Fig. 2. Researchers assess the Residual 3D U-Net, nn-UNet, and SWIN-UNetR models. Both the 3D U-Net and the nn-UNet are fully convolutional (FCN) encoder-decoder networks, with skip connections between the encoder and decoder network systems. A coupled transformer-FCN infrastructure is SWIN-UNetR. The encoder and decoder connective model where the blocks are residual units of a 3D-UNet is called a residual 3D U-Net. A FCN with a constriction and an extension channel is the 3D U-Net. The extension path is a decoding network that performs up-sampling to reconstruct the size of the segmentation map, whereas the constriction path is an encoding system that preserves the context. Path skip connections are used to link the encoder and decoder paths so they can communicate localization data. A biomedical image segmentation framework called nn-UNet automatically adjusts to the properties of a dataset. From a variety of alternatives, including 2D and 3D-U-Net, it chooses a segmentation network and sets its hyperparameters, such as patch size, batch size, and learning rate. It produces cutting-edge outcomes in a variety of biomedical image segmentation scenarios. The new transformer architecture known as the SWIN-UNetR is an innovative deep learning framework that has produced state-of-the-art (SOTA) results in a variety of machine learning tasks, including medical imaging. A hierarchical visualisation transformer called Shifted Windows (SWIN) Transformers enables local computation of self-attention with non-overlapping windows. Due to its hierarchical structure, SWIN is more effective than typical vision transformers and is a good choice for projects requiring multi-scale modelling, for the study of biomedical images, is a vision transformer. It comprises a CNN-based decoder and a SWIN transformer acting as the encoder. Self-attention is computed using the effective shifting window partitioning method SWIN-UNetR. For a wide range of biomedical picture segmentation tasks, it is currently the model that performs the best.

IV. IMPLEMENTATION AND EXPERIMENTAL RESULTS

A. Implementation

The nn-UNet model was implemented in Pytorch, whereas the 3D-UNet and SWIN-UNetR models were implemented in MONAI. On a single NVIDIA V100 GPU, all networks were trained using 128x128x128 patches over a period of 300 iterations. The 3D-UNet was trained using an ADAM optimizer with a batch size of 10 and an initial learning rate of 1.102. SWIN-UNetR was trained using an AdamW optimizer with a batch size of 1 patch and a warm-up cosine scheduler of 50 iterations. Both 3D-UNet and SWIN-UNetR are trained using dice loss, random patch cropping, and augmentations of Gaussian noise. Since the UNet framework is automatic, no training hyper-parameters were chosen. They employ a sliding window for inference with a 0.7 voxel-to-voxel overlap.

B. Experimental Setup

Three studies were carried out to evaluate and analyse the proposed model. The operator heterogeneity of conventional and semi-automatic fat demarcation is measured in Study 1. The semi-automatic demarcation observer variability measures the anticipated increase in observer agreement, whereas the physical delineation observer variability serves as a benchmark for the anticipated target accuracy. The study accounts for the amount of time that each method takes the radiologist. The results of the three automatic DL fetal fat segmentation algorithms are quantified in Study 2. Using the top-performing
Fig. 1. Fetal fat segmentation technique. Dixon scans and TRUFI scans of the fetal body (light blue) (a) automatic segmentation of the fetal body in TRUFI scans; (b) modeling of the resultant segmentation as a VOI on the fat-only Dixon volume; (c) Fetal fat segmentation on the Dixon scan using background subtraction and morphology operations; and (d) Manual correction of fetal fat segmentation, Segmentation output (green).

Fig. 2. The Fetal fat segmentation using DL method on dixon scans.
automatic DL network, Study 3 quantifies and analyses the segmentation accuracy and the rectification time.

C. Population Study

At the Tel Aviv Sourasky Medical Center in Israel, retrospective fetal MRI scans were gathered between 2019 and 2022. Informed consent was not required for the study because it was authorized by the institutional review board. The sample included 57 singleton fetuses with gestational weeks ranging from 31 to 39+1 (mean = 33.9, standard deviation = 1.8). For a variety of clinical reasons, participants were referred to a prenatal MRI. Congenital or chromosomal abnormalities were disregarded in these cases.

D. Data Collection and Ground Truth Modeling

Three 3T MRI scanners were used to scan patients (Skyra, Prisma and Vida, Siemens Healthineers). A complimentary T2-weighted TRUSI sequence with voxel granularity of 0.78 x 0.78 x 2 mm³ and an acquisition time of 60 seconds, as well as a two-point Dixon sequence with voxel resolution of 1.25 -1.4 x 1.25 -1.4 x 1.5 -2 mm³, were employed for this study. A single breath-hold was used to acquire the Dixon sequence, which took 18 to 20 seconds. Manual delineation and segmentation correction were performed using ITK-SNAP (v. 3.8.0).

E. Evaluation Criteria

Dice similarity coefficient, Hausdorff distance, average symmetric surface distance (ASSD), volume difference (VD), and relative volume difference were the five measures used to assess observer concurrence and segmentation techniques (RVD). RVD is calculated by dividing the VD by the fetal body volume. To determine statistical significance, they utilised a two-sided t-test; p < 0.05 was regarded as significant.

F. Study 1: Manual and Semi-automatic Observer Variability

The inter-observer variability in fetal fat segmentation has not been examined in any prior research. Two radiologists who were unaware of the research indication and gestational age evaluated the manual and semi-automatic segmentations. An earlier investigation found that hand segmentation times were quite long. As a result, four consecutive slices from each of the 10 images were chosen at random for manual fetal volume segmentation. The first observer (R1) segmented the entire cohort for the semi-automatic segmentation. To create a baseline for the automatic technique and evaluate the effectiveness of the segmentation, ten examples were sent to a second observer (R2). Times for manual delineation and correction were noted (Table I).

G. Study 2: Automatic Fetal AT Segmentation

They test three networks—3D Residual U-Net, nn-UNet, and SWIN-UNetR—for the automatic fetal AT segmentation challenge. They employed a set of 51 semi-automatically segmented volumes of fetal fat that were manually adjusted. Six volumes were used for validation and selecting the hyperparameters after the networks had been trained on 21 volumes. 24 separate volumes were used to test the networks. The outcomes are shown in Table II. Overall, the 3D Residual U-Net produced the best results with a mean Dice score of 0.862, which is higher than the observer variability for manual demarcation. Three fetuses’ indicative fetal fat segmentation data are shown in Fig. 3.

H. Study 3: Analysis of Manual Corrections after Automatic Segmentation

The 3D Residual UNet, that was the highest performing system, was used to separate six different test cases in order to determine the efficacy of the automatic technique. A radiologist individually repaired the segmentation results that originated from this process (R1). The times for individual corrections were noted.networks (rows). Blue voxels represent the segmentation agreement between the manual and machine methods. Green under-segmentation is displayed. In red, oversegmentation is displayed. Large out-of-fetus components are among the over-segmented components that the nn-UNet frequently produces (Fetus 3).

The outcomes are shown in Table III. Overall, only modest adjustments were needed (Dice of 0.954), and the average time for corrections was cut in half to 14:40 minutes. The Hausdorff distance, however, was greater than the inter-observer one, at 47.12mm (12.08mm). Fig. 4 displays illustrations of corrections. The finding may be explained by the fact that small, outside-the-fetus voxels underwent minimal adjustments (yellow arrow in Fig. 4). Additional measurements were made on non-subcutaneous fat depots, intensity artefacts, and lipid-poor regions including the scalp (e.g. perirenal fat). With just modest voxel differences, all of the body components of the fetus were segmented automatically, yielding an RVD of only 5.98%.

I. Discussion

In this article, they discuss automatic and semi-automatic techniques for fetal subcutaneous fat segmentation. To distinguish the fetal subcutaneous fat, they suggest a semi-automatic segmentation technique. They demonstrate that this technique greatly reduces segmentation times and observer variability when compared to manual segmentation. Then trained an autonomous deep-learning network using the segmentation masks that were produced, which produces results that are more accurate than the inter-observer variability of manual segmentation and reduces the amount of time needed for correction. It is well recognised that automatically segmenting fat, and in particular fetal fat, is an extremely difficult process. According to earlier research, segmentation observer variability can be employed as a stand-in for calculating the predicted accuracy of automatic segmentation [31]. Here, they demonstrate the substantial inter-observer variability of fetal subcutaneous fat delineation, which may be connected to the difficulty of automatic segmentation, with a Dice of 0.738 vs. 0.85-0.95 generally reported for other fetal features. For adult subcutaneous and visceral fat, Shen et al. [report an inter-observer variability of 0.982 and 0.788 Dice scores, respectively. They employed a semi-automatic technique to resolve these problems, which decreased observer variability and sped up segmentation. These findings point to the benefit of semi-automated segmentation in producing more accurate grounded-truth annotations for automatic DL technique training. This
Fig. 3. Performance evaluation of automatic delineation networks. Ground-truth (last row) and three automatic delineation networks (rows). Blue voxels represent the delineation agreement between the manual and machine methods. Green under-delineation is displayed. In red, over delineation is displayed.

### TABLE I. Fetal Fat Delineation Using Conventional and Semi-Automatic Procedures

<table>
<thead>
<tr>
<th></th>
<th>Conventional</th>
<th></th>
<th>Semi-automatic</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean</td>
<td>std</td>
<td>min</td>
<td>max</td>
</tr>
<tr>
<td>Dice</td>
<td>0.738</td>
<td>0.092</td>
<td>0.567</td>
<td>0.865</td>
</tr>
<tr>
<td>Hdf [mm]</td>
<td>21.09</td>
<td>24.66</td>
<td>2.24</td>
<td>86.82</td>
</tr>
<tr>
<td>ASD [mm]</td>
<td>1.90</td>
<td>4.11</td>
<td>0.23</td>
<td>13.57</td>
</tr>
<tr>
<td>VD [mL]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>RVD [%]</td>
<td>29.91</td>
<td>12.54</td>
<td>6.26</td>
<td>46.34</td>
</tr>
</tbody>
</table>

### TABLE II. Comparison of Different Architecture for Fetal AT Delineation. Results from Study 2 On the Test Set (n=24)

<table>
<thead>
<tr>
<th></th>
<th>3D Residual UNet</th>
<th>mm-U Net</th>
<th>SWIN-U NetR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>avg</td>
<td>std.dev</td>
<td>min</td>
</tr>
<tr>
<td>Dice</td>
<td>0.762</td>
<td>0.761</td>
<td>0.612</td>
</tr>
<tr>
<td>Hdf</td>
<td>17.98</td>
<td>4.57</td>
<td>10.1</td>
</tr>
<tr>
<td>ASD</td>
<td>0.45</td>
<td>0.28</td>
<td>0.28</td>
</tr>
<tr>
<td>VD</td>
<td>15.82</td>
<td>26.95</td>
<td>0.691</td>
</tr>
<tr>
<td>RVD</td>
<td>6.99</td>
<td>8.45</td>
<td>0.345</td>
</tr>
</tbody>
</table>
Fig. 4. Samples of manually corrected three different fetuses (columns) from two segments of 3D Residual UNet (rows). The little, segmented, out-of-fetus division that ought to be deleted is shown by the yellow arrow.

TABLE III. RESULTS OF STUDY 3 USING 3D RESIDUALUNET ARCHITECTURE

<table>
<thead>
<tr>
<th>Metric</th>
<th>mean</th>
<th>std</th>
<th>min</th>
<th>max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dice</td>
<td>0.954</td>
<td>0.031</td>
<td>0.912</td>
<td>0.972</td>
</tr>
<tr>
<td>Hdf [mm]</td>
<td>47.12</td>
<td>26.89</td>
<td>13.98</td>
<td>83.72</td>
</tr>
<tr>
<td>ASD [mm]</td>
<td>0.62</td>
<td>1.00</td>
<td>0.09</td>
<td>2.92</td>
</tr>
<tr>
<td>VD [mL]</td>
<td>7.98</td>
<td>11.23</td>
<td>1.78</td>
<td>28.98</td>
</tr>
<tr>
<td>RVD [%]</td>
<td>4.86</td>
<td>5.50</td>
<td>1.24</td>
<td>14.67</td>
</tr>
</tbody>
</table>

The plan is comparable to the juvenile subcutaneous and visceral fat segmentation scheme published in Komatsu et al. In this study, they investigated the application of three neural networks for the segmentation of fetal fat. They compare the cutting-edge models Residual 3D UNet, nn-UNet [32], and SWIN-UNetR [33] in particular. Earlier works [34] automated fat segmentation using 3D-UNet versions. However, nn-UNet and SWIN-UNetR, which produce cutting-edge outcomes in a number of biomedical image segmentation scenarios, weren’t tested on tasks involving fat segmentation. SWIN-UNetR and 3D-UNet performed similarly in the proposed investigation; however, nn-UNet fared poorly. The distinct characteristics of fat segmentation, which are different from what nn-UNet was intended for, could be one cause [35]. Related fat segmentation techniques yielded Dice values for children and adults of 0.850 and 0.872, respectively [36]. In comparison to those results, the proposed method result of 0.862 is better than the observer heterogeneity of manual demarcation. Additionally, the automatic approach produced an RVD of 8.24%, which is smaller than the conventional method’s RVD of 28.15% and the instantaneous method’s RVD of 9.26% (semi-automatic).

Our study has some drawbacks. First, because this cohort comes from a single center, it may be difficult to generalise. Second, they include fetuses with a gestational age of at least 31 weeks, which might prevent younger fetuses from being automatically segmented. However, prior research indicated that rapid third trimester lipid accumulation makes fetal fat visible in MRI only from the 28th week [37]. As a result, the proposed study’s key age for fat quantification is comparable. Third, with only 59 fetuses the experiment is conducted, it is not very large. Future research should develop and evaluate the applicability of automatic approaches for fetal fat quantification using a larger, wider gestational age range. Finally, they investigated the naive application of cutting-edge DL techniques. Future research may develop a more focused application of the DL approach to enhance automated fetal fat segmentation and lessen the requirement for manual correction.

V. CONCLUSION

Here, they suggest the first technique for automating fetal subcutaneous fat segmentation. They demonstrate that the
subcutaneous lipid content of the entire fetal body can be measured using cutting-edge segmentation techniques and MRI sequences with quick acquisition times. The typical variations in fetal fat with gestational age and their relationship to various pathological disorders, such as gestational diabetes and fetal growth limitation, are things they hope to examine using proposed technique. In the future, this work can be further extended as a robust model using various imaging techniques.
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Abstract—Health center data implicates a large scale of individual health records and is immensely concealment sensory. In the virtual era of large-size data, the increasingly different health informatization causes it important that health data needs to be stored precisely and securely. However, daily health data transactions carry the risk of privacy leaks that make sharing difficult. Moreover, the recently permitted blockchain applications suffer from deficient performance and lack of privacy. This study presents a privacy-preserving and secure sharing and storage system for public health centers based on the blockchain method to dispose of these issues. This system utilizes a hash-256-based access controller and transaction signature with the consensus policy and provides security to store and share health data in the blockchain. In this approach, blockchain guarantees scalability, privacy, integrity, and availability for data retention. Also, this paper measures the performance of transactions with supporting confidentiality-preserving and shows the average transaction time and acceptable latency when accessing health data.
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I. INTRODUCTION

Blockchain is currently inclining extensive importance and remarkable investment policy of shareholders across an exhaustive range of different initiatives [1]: sharing economy, digital currency, energy trades, financial security, copyright defense, and e-government. Blockchain, as a security defense technology, is evolving into a critical enabling approach for various organizations to create and deploy different decentralized applications and perform many digital sharing [2]. In order to make high-grade services to users, transactions in such applications must be high-speed, less latency, safe, and robust. In this regard, the integration of several emerging technologies in the health industry makes the processing of health information growingly knowledge [3], which defines the health record as the most creative and shareable resource. Nowadays, the medical records generated in the global health sector are growing explosively.

As the level of health information in health centers is increasing day by day, information systems are becoming increasingly complex, and the importance of information security and privacy [4] is increasing incredibly. Nowadays, the traditional paper-based health records of health sectors and their data management systems face serious risks to the privacy and integrity of storing patients’ health information. Furthermore, as most health centers are sequestered from each other, long-term storage, sharing, and maintenance of health information are not facilitative to better treatment and counseling. As a result, there is potential for wastage of medical equipment and key data in the healthcare sector. Furthermore, there has been some work on the security of data transactions in the health industry. This sector has some common work and authentication process issues that ignore health resource-controlled transactions and performance. Due to some conceptual issues, such as a lack of trusted transactions, data security, integrity, scalability, etc. The application development based on many technologies in the health sector for digital transactions is fairly slow. For these reasons, it is challenging to find a standard approach to preserve and manage humane and rational services on a large scale.

Fortunately, the recent rise of blockchain technology could open up new horizons for the secure data repository in the healthcare sector [5]. The blockchain approach can provide a trustworthy solution to health management as a rich database with features of decentralization, integrity, security, privacy, and transparency. The emergence of blockchain-based data management in the health sector has motivated the advancement of a rich data platform instead of traditional health record systems that revolutionizes the processing of health information privacy and integrity in health centers. The foremost intent of this paper is to design a secrecy-conserving and secure data storage system for health centers using blockchain [6]. Blockchain-based healthcare platform adds a timestamp to guarantee data immutability during data transactions, and user nodes access data through approved blockchains. Specifically, PoW consensus can accomplish entire decentralization in this design. All transaction records are imitated to all nodes over the blockchain [7] network.

In Fig. 1, an operative scenario of the public health center exhibits how to conduct secure data transactions in the blockchain-enabled health center system. Authorized health practitioners and consultants can access public health centers and provide necessary health advice using health data. This system will ensure security, scalability, privacy, and integrity while storing and making health records accessible through blockchain technology [8]. Blockchain executes computational tasks and data mining through smart contracts on the chain.

*Corresponding Authors.
using the consensus algorithm. All instructions, block size, and block confirmation precisely restrains the space resources available and time for the smart contract. Each node collects public health records and performs data transactions sequentially. The verifiable data is stored in the chain of systems that support privacy-preserving, including high performance. In this way, health records can be stored on the blockchain by a medical practitioner or user, improving the interoperability issues of current health record systems. With this blockchain-based framework, health records can be protected from malicious misuse and tampering. Hence, the applicability of health data and various use cases, blockchain can produce tamper-proof records while maintaining data privacy.

The key contributions of this study can be synthesized as follows:

- This paper provides a health center data repository and sharing system based on blockchain technology.
- This paper equips a system workflow to develop the proposed system and provides sequence diagram.
- This paper designs an evaluation measurement setting and demonstrates the performance of the proposed system.

The leftover of this study is as follows. In Section II, this study introduces the related work. Section III discusses the entire proposed model with design. In Section IV, this paper confers the results and discussion of the experimental appraisal of the proposed model. Lastly, Section V concludes the presented work with the conclusion of this paper.

II. EXISTING RELATED WORK

This segment briefly discusses the current studies related to the present work. This paper here surveys existing blockchain-based safe data storage and secure record-sharing issues. Typically, in healthcare resources, traditional systems suffer from some complications when storing and exchanging data to securely integrate interconnected networks. A lot of scholars have suggested various approaches to health record information sharing where in some cases, access control, secure storage, confidentiality, scalability, and integrity of information have not been considered or are deficient.

Through its decentralized standards in the healthcare sector, blockchain can accurately formulate medical functionality to monitor primary clinical data of human life, share secure patient data, and protect data storage [9]. Yang and Li [10] suggested a blockchain-based EHR construction. This construction controls the misusage and tampering of Electronic Health Records by pursuing entire circumstances in the blockchain network. Bowman et al. [11] demonstrated an approach called Private Data Object (PDO) that facilitates reciprocally unreliable groups to conduct intelligent contracts on personal information employing Intel SGX. PDO uses the interpreter enclave, and it executes an intelligent agreement composed in the structure. Cheng et al. [12] presented a system named Ekiden that incorporates secrecy-preserving contracts into a blockchain-enabled Trusted Execution Environment (TEE) as a common framework. By exploiting a Proof-of-Publication protocol, Ekiden can sustain blockchain designs, including indecisive consensus that depends on authorized timers. In this case, such a system may add certain runtime overhead, induce security concerns and indicate an outsized attack surface.

Kushch et al. [13] introduced a particular data structure as a blockchain tree for reserving health records in the blockchain. The blockchain tree is designed by one or additional patient identity records and a sub-chain. As the primary blocks of the sub-chain, this sub-chain holds more critical facts and blocks. Tanzila Saba et al. [14] proposed a protected and energy-efficient Internet of Medical Things (IoMT) framework for e-healthcare over a wireless body area network in clinics. Through this, necessary actions can be taken by tracing the health of remote patients and required monitoring of the data. Moreover, sensitive health records are likely to be disclosed due to biased energy-efficient data transfer and limited sensor capabilities. Ashutosh Sharma et al. [15] described a blockchain-based IoMT scheme with smart contracts for e-healthcare management, which is based on the preset code short script that will enrich agreement execution and eliminate intermediaries for delivering trust, security, and certification among its stakeholders.

D’Arienzo et al. [16] and Yu et al. [17] discussed the benchmarking scheme named BLOCKBENCH for assessing the execution of private blockchain on behalf of required information processing workloads. This technique works on energy-efficient persistent data security and fault-tolerant storage systems. Zhang et al. [18] introduced a scheme named OpTrak that concentrated extensively on employing blockchain to deal with the U.S. opioid concern. The intent of this system was to permit direct control of records in an access control method for the prescription database to prevent overprescription. Fan et al. [19] offered a secure radio frequency identification (RFID) system based on a lightweight cloud authentication framework for IoT-based ecosystems. The system is constructed to perform at less computational power. Liu et al. [20] introduced a cloud-based scheme called CloudDTH constructed on digital twin medical care prescriptions. The scheme is developed to encourage the convergence and interaction of the digital twin in the medical sector based on various clinical procedures.

According to the aforementioned context, research in this sector has some general and authentication process problems which ignore resource-controlled transactions and the performance of health tasks. This paper offers possible solutions to maintain secure transactions and healthy data integrity. The proposed architecture can deliver optimal transaction times and low latency for different user nodes.

III. MATERIALS AND METHODS

This section presents a proposed determination based on blockchain technology to overcome the current complexity of storing sensitive records of public health centers, especially guaranteeing a safe healthcare process. It illustrates the coordination process of healthcare activities, sequence diagrams, and block-generated flow results.

A. Public Health Center Modeling using Blockchain

In this portion, this paper mainly presents a framework to enhance system performance for health centers to support the privacy, integrity, verifiability, and security of authorized health records, and it also introduces the workflow of the scheme.
Fig. 2 depicts a secure storage architecture for the health center using blockchain. The functions and methods used in a health center data security storage scheme based on blockchain and access control are expressed here. Constructing such a new blockchain-based secure data cloud architecture for any health center can meet the goals of executing high-performance, privacy, and integrity authorization frameworks. The security and scalability of health information in this model can produce satisfaction and rightfulful of data services among any clinic’s stakeholders. This system will build stakeholders’ confidence in the need to use blockchain-based secure and professional services in this sector. The key design concept and functions of this platform are based on the health data user or consultant, health center controller, and secure data repository.

The functionality of the data user or consultant of the blockchain-based health center model is operated by the health center controller. The respective users or consultants perform the health care functions existing on this platform as data privacy-keepers. In this scheme, only relevant users or consultants can individually access health data and create or update health data smart contracts on the blockchain. Health data users or consultants collect all health information from patients or individuals under treatment and record it in the blockchain by generating public keys. Consultants can generate a set of private keys for each patient or individual’s unique health record.

In this scheme, the health center controller initially allows respective health data users or consultants to generate their own unique identity to register. Then for registration at a health center, the controller issues a unique digital ID with a password individually to users or consultants through this framework. In this case, the Bcrypt algorithm is used to create the digital identity of users or consultants. All this information is stored in data storage. Then, registered authorized health information users or consultants can access the blockchain network using their unique digital keys. In this case, verification and authentication processes must be followed to access the blockchain network. This framework can create a unique data identity for each patient or individual’s unique health record.

The blockchain network ensures the preservation, accuracy, and security of health records in the storage system through trusted and authorized user or consultant nodes. In this platform, health data is uploaded to the blockchain for immutable storage based on transaction signatures. Entire data is cross-referenced by generating the SHA-256 hash to securely store health data under integrity and confidentiality. PoW consensus policy is executed to conduct the full decentralization of health data in this blockchain network. Sequencing of each SHA256 hash inspects and verifies any tampering of transaction data by hash, nonce, timestamp, and encoding value. Transaction block history is effectively verified by miners. Otherwise, the data chain will logically be declared invalid if any kind of interruption is encountered.

The process of transmitting and receiving records is mentioned in public health center model. Users or consultants need to provide valid Identity (ID) and Password (PW) to access
the scheme of the health center. Through authentication, they can request the controller of the health center to access the blockchain storage. In this case, they can send encrypted health data to storage for accumulating purposes. If necessary, they can receive data from blockchain storage. When encrypted health data is stored in the block, a unique data identity (DID) will be generated for each patient or person under treatment. The controller supports storing or retrieving patient data in the database through DID. The workflow of the proposed system based on the blockchain technique is presented in Fig. 3. Each process and operation of building the approved blockchain-based health center model is manipulated. Based on this workflow, various functional interactions and functions of the user or consultant are programmed with the blockchain.

B. Coordination Process

As indicated by the proposed model, the distributed controller of the public health centers allows medical practitioners or consultants to access health data on the blockchain. It comprises practitioners or consultants as the user, distributed controller as the registration process and access task, and a blockchain ledger. Here the blockchain governs the highly distributed ledger to store various information about the health of the public or patients and to conduct timely transactions, to which only authorized participants to have access or permission. Participating network nodes are engaged in inputting, storing, viewing, and verifying different health data. The sequence diagram of the proposed model for user activities is illustrated in Fig. 4. This sequence diagram is designed to show the sequence of activities of the proposed model. The performing operations of this framework are briefly introduced as follows.

**Step1:** In this case, each medical practitioner or consultant sends a request for registration to the public health center controller with all their information. The health center controller receives all the information and verifies whether the doctors or consultants have already registered in the system. After verification, it takes the registration decision and invokes storing all user information in the blockchain. After storing the information of the doctors or consultants, the blockchain user login credentials and issues them a unique identity with a password through the distributed controller for login. Consultants can successfully login into the system at any time through verification and get data access.

**Step2:** After login, each medical practitioner or consultant collects information from the public or patients and submits the prescribed and clinical data to the health center controller. The health center controller calls for creating unique identities of individual health information in the context of public or patient health information received from consultants. Blockchain produces and accumulates unique identities with hash-based values of individual health records. Only those consultants or doctors who have been permitted access rights to this blockchain platform can add or transact patient medical records. After publishing the health record in the blockchain, participants receive the confirmation notification of the data transaction.

**Step3:** Each medical doctor or consultant can interact with the blockchain through the health center controller to at look public health records. If each medical doctor or consultant wishes to view and read the prior health data from the blockchain, first, they need to login into the system using their unique identity with a password through the distributed controller. In this case, they must have unique identities of individual health information of their prescribed people or patient. Then, they use the unique identities of patients to request access to the public health center’s controller to view prior prescribing and clinical data. The health center controller receives their requests and verifies whether the unique identities of patients are already generated in the system. After verification, it allows to visit and read the pre-prescribed health information of the unique identity of those people from the blockchain. Finally, medical doctors or consultants get the opportunity and authorization to view and read the prior prescribed health information. The medical doctor can monitor the current health data along with the previous health information of the prescribed patient to make new prescriptions and add them to the data block of the system. But in this case, the blockchain system will reject the transaction to view the health data if it is found to be incorrect/false while verifying the unique identity of the patients collected by the doctors or consultants.

The various activities that take place between different actors for health data processing within the proposed platform, authorize combining blockchain technology with public health data. The sequence diagram norms of blockchain transaction process are depicted in Fig. 5. The sequence diagram of blockchain transaction process consists of medical practitioners or consultants, security enforcement and blockchain process. Medical doctors or consultants collect public or patient health records and interact with the blockchain to complete the transaction. Separate public key and private key pairs are generated by employing key generation algorithms to able health data processing within the proposed platform. This system randomly generates these keys.

The blockchain process includes hashing and signing algorithms to enforce robust security on health data. When a medical practitioner or consultant shares a patient’s health records with another, no assets are actually being sent to anyone. In this case, instead of sending data, the customer has to announce new data allocation by reallocating an amount of data to the blockchain. To reallocate data, each data transaction

![Fig. 4. Sequence diagram of user activities for blockchain-based public health center.](image-url)
must be signed by the sender’s private key and verifiable using the sender’s public key. Hash-256 function is used for data processing operations in this network. It retrieves health data by making a unique hash value while accessing health records through URLs in the web system.

In the proposed model, it shows the process of generating the cryptographic hash SHA-256 associated with the data structure of the blockchain, which is an explicit means of enforcing data integrity. Blockchain’s data structure forms a hierarchical set of blocks for secure access where the current block accumulates values such as hash, block transaction, timestamp, nonce, blockchain address, and so on. The blockchain’s header holds the block number, and then the previous block’s hash value provides the reliability of the transaction data chain. In this case, the block body can incorporate one or more transactions of health data.

Algorithm 1 Generate transaction key-pair

```
1: if health data user start transaction then
2:   procedure set(transactionKeyGenerate)
3:     RNG ← generate random(cryptographic value)
4:     K_pr ← generate(RSA(1024, RNG))
5:     K_pb ← K_pr · K_pb(i)
6:     decode in PEM, ascii (K_pr, K_pb)
7: else
8:     do nothing
9: end if
10: end procedure
```

The asymmetric cryptographic algorithm RSA PKCS is operated for digital signatures and transactional matters from a provable security perspective with the aim of establishing trust between users and cloud servers. Also, digital signature verifiability is checked using the Elliptic Curve Digital Signature Algorithm (ECDSA) from both the user side and server side for data security. Failing this verification on tampering and altered data values will automatically discard the adversary message. Due to two-party verifiability, the selected transaction is unable to forge signatures on the data and will not be authenticated as a legitimate user. The process facts of the generated transaction signatures relative to the user nodes are shown in the sequence diagram of the blockchain transaction process mentioned.

Algorithm 2 Digital signature generation for health data transaction

```
1: procedure signature(transaction)
2:   if health data user U_h requests transaction T over BC then
3:     T ← makes T exclude sender’s K_pr
4:     K_pr ← create RSA.key(sender’s K_pr)
5:     T signer ← create crypto.sign.new(K_pr)
6:     H ← compute hash.encode(standard value)
7:     return T signer.sign(H).decode(ascii)
8: else
9:     not creating signature for T
10: end if
11: end procedure
```

When health practitioners and consultants desire to initiate public health data transactions in this platform, a key pair as a public key (K_pb) and a private key (K_pr) is generated, which is illustrated in Algorithm 1. Accordingly, the RSA technique is
utilized for public health data encryption or data decryption, and the PEM method is mapped with ASCII to decode the transactions. The process of digital signature generation during health data transactions is shown in Algorithm 2, which will ensure confidentiality while accessing data on the network.

Algorithm 3 Creating and Adding a new block for hash-based health data transactions

1: procedure createNewBlock(health data)
2: Initialize health transaction (empty set)
3: set in block ← (block_n, healthTransaction, nonce, timestamp, prehash);
4: if block_n ← len(chain) + 1 then
5: append the block for a new health transaction in chain;
6: re-set regarding the running transaction;
7: add health blocks to chain;
8: end if
9: if block_s ← json.block.encode(standard value) as a file
then
10: hash256 ← hash.new(SHA256)
11: update hash256.block_s
12: return encoded hash256 in hexadecimal
13: else
14: do nothing;
15: end if
16: end procedure

Algorithm 4 Append node to health blockchain network

1: procedure registration request(node)
2: if health data user request for a node then
3: create a registration node
4: end if
5: Initialize parameters: (healthTransaction, chain, nodes, genesisBlock)
6: urlNodeparse ← parse.urlNode
7: if sets urlNodeparse.Netloc and urlNodeparse.path. then
8: add urlNodeparse.Netloc and urlNodeparse.path to nodes;
9: append a new node to nodes;
10: else
11: not make to append;
12: end if
13: end procedure

The process of creating and adding a new block for hash-based health data transactions is exhibited in Algorithm 3. In this segment, this paper evaluates the performance of the presented secure storage management system with respect to user nodes for health centers using blockchain. The performance evaluation of this framework supports achieving the safety goals of the scheme. Experimental arrangement and qualitative analysis of this framework have been carried out to achieve data privacy and security objectives. It has been set a procedure evaluation environment to assemble the system demonstration and investigation using an Intel(R) Pentium(R) N5000 laptop (CPU -1.10GHz), x64-based processor, Windows 10, 4 GB RAM, 64-bit operating system. In the evaluation method, data access user or consultant node and blockchain node are embedded to investigate the underlying operations of the health scheme. To design the proposed model, it has been employed Python 3.9.0 (64-bit), Flask 1.1.1, and DevTools, including the web server gateway interface.

In order to evaluate and exhibit the health center’s performance, multiple user or consultant nodes communicate with the blockchain server in this architecture. In this case, the average transaction time in milliseconds (ms) and latency in ms are evaluated for several data transactions on the blockchain by user nodes. In this case, the performance of each node is recorded by performing different data transmissions of this proposed system. In this scheme, it has been set nodes 1 to 5 to execute transactions. User nodes mine all transmitted blocks containing 1, 5, 10, and 15 transactions (T1, T5, T10, and T15) and propagate them to the blockchain-based public health center system. The specific results of the average transaction
time for different average transaction time for different user nodes are shown in Fig. 7. As this test demonstration, by user or consultant node 1, the health center scheme reaches 36.31 ms for T1 and 82.7 ms for T15. Again accordingly, by user node 5, the health center scheme reaches 81.11 ms for T1 and gradually reaches a maximum of 275.76 ms for T15. The corresponding average transaction time across network nodes is expected in this system for different block transactions.

Fig. 7. Average transaction time for different user nodes.

Next, it has been measured various transaction-based latencies across the setup nodes in this scheme. For this scheme, the precise consequences of latency for the different numbers of user nodes are shown in Fig. 8. As the work demonstration, it measures the latency of 16.42 ms through the user or consultant node 1 for T1 to transmit and receive data block to the blockchain server. It also measures a latency of 26.21 ms for T15 using node 1. Moreover, for a capacity of user node 5, the system observes a latency of 25.18 ms for T1 and a maximum latency of 43.35 ms for T15.

Finally, the overall performance induced by this scheme is analyzed by comparing the latency of several nodes. In this case, it sends and receives a data block for 10 transactions to each node in the blockchain server. It measures system latency under different nodes as a benchmark performance. The observation analysis of Latency per client node for publishing transactions between the native blockchain [21] and the proposed work is shown in Fig. 9. According to the exposition of this analysis, the latency of the proposed system compared to the native blockchain is 23.7 ms for node 1. Accordingly, the latency of the proposed system is found to be 48.7 ms compared to the native blockchain for node 8. It can be observed that the proposed system exhibits the most promising consequences in terms of latency than the native blockchain. Therefore, it exposes relatively good scalability in health center data transactions.

Fig. 8. Latency for different number of user nodes.

This paper exhibits the functionalities comparison of the presented scheme with some other existing works on blockchain-based data storage in Table 1. For this comparison, by using available (√) and not available (×), This paper includes some different technical functionalities such as availability (A), Confidentiality (C), Integrity (I), server-side verifiability (SSV), and user-side verifiability (USV). However, most relevant schemes lack many other significant technical features that are not committed to securely storing health data. The comparison consequences exhibit that the mentioned structure accomplishes better than the recent systems and hence can afford an optimistic determination for enhancing existing health data storage applications.

<table>
<thead>
<tr>
<th>Ref.</th>
<th>A</th>
<th>C</th>
<th>I</th>
<th>SSV</th>
<th>USV</th>
</tr>
</thead>
<tbody>
<tr>
<td>[22]</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>[23]</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>[24]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>[25]</td>
<td>×</td>
<td>×</td>
<td>✓</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>[26]</td>
<td>×</td>
<td>×</td>
<td>✓</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>[27]</td>
<td>×</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Our work</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

V. CONCLUSION

Encouraged by the demand for health center digitalization, this paper designed a secure storage system for data management by deploying a privacy-preserving and performance-enhanced blockchain. In this study, a trusted access control strategy based on blockchain is designed to control user access to confirm secure and efficient health record sharing. The proposed system specifies functional units and follows a systematic process for blockchain-enabled decentralized data
repository and record sharing. This scheme may allow consultants or users to store data more securely than conventional schemes, particularly by ensuring confidentiality, availability, scalability, and integrity. Then, this work has exhibited the performance evaluation of the system by measuring the publishing transaction time cost and its latency on the blockchain employing different user nodes. Compared to traditional schemes, the presented framework can be a reliable and promising determinant in the health center industry towards efficient and secure management of health records. It may consume a significant amount of energy during data transactions and storage in the system, which is enough to raise environmental concerns and can be considered a system limitation. In future work, this work will extend and study this scheme toward auditing the metadata of the cloud storage.
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Abstract—Monitoring a driver’s heart rate is an important determinant to his health condition. The monitoring system must be accurate and non restrictive to the user’s actions. Estimating the driver’s change in his usual heart beat pattern can prevent undesirable outcomes. Several methods exist to estimate heart rate without any contact. In this paper, we are focusing on a method that uses remote photoplethysmography (rPPG). rPPG is a technique where heart rate is extracted from a PPG signal. The signal is extracted from the changes in blood flow that corresponds to the color variations recorded through an RGB camera. In this work, a different study that was based on an existing algorithm is presented to determine its processing time. The algorithm we proposed was divided into different global blocks and each block into different functional blocks (FBs). Though evaluating all the blocks’ processing time, it was possible to determine the most time consuming functional blocks.

The results are implemented on different architectures: Desktop, Odroid XU4 and Jetson Nano to provide a higher performance.

Keywords—Heart rate; driver; photoplethysmography; non-contact; embedded architectures

I. INTRODUCTION

Monitoring Vital signs can be life saving. When it comes to driving, it could save the driver’s life as well as anyone who could be affected by a potential accident. People suffering from cardiovascular diseases (CVD), like cardiomyopathy or coronary heart disease (CHD), can become a danger to themselves and any passerby. A rapid heart rate and palpitations can also be caused by a low blood sugar. It can indicate a hypoglycemia for example. Therefore, heart rate is an indicator of several health conditions as it is the first response of the body to a threat. According to the world health organization, an estimated of 17.9 million people died from CVDs in 2019, representing 32% of all global deaths. Heart attacks and strokes were responsible for 85% of these deaths [1]. The death of a driver due to a disease attack is a reasonably common cause of death on the road [2]. As reported by the Center for Disease Control and Prevention (CDC), 1,35 million people are killed every year on the road around the world. Injuries on the road is the eight leading cause of death globally [3]. Therefore, a continuous heart rate monitoring in this context is of great importance as it can save lives.

Measuring heart rate usually requires an ECG that records the electrical heart activity caused by the repolarization and depolarization of the muscle [4], [5]. Different methods exists to estimate heart rate in vehicles. They can be divided into five types depending on what kind of system is used. There is the heart rate monitor integrated into the steering wheel, the seat, the rear-view mirror or the seat-belt or a heart rate monitor using a camera. As an example, J. Priya et al. 2020 used a pulse sensor, GPS and GSM modules are combined to the steering wheel to assess the driver’s pulse rate in real time [6]. Using also a steering wheel, Arakawa et al. 2018 developed a system that measures heart rate through a transmitter and a red LED as a receiver [7]. S. Mitani 2018 developed an in-vehicle pulse sensor using the microwave sensor where the sensor is in the driver’s seat [8]. Texas instruments developed in 2019 the AWR1642 sensor placed on the rear-view mirror that estimates the heart rate of all the passengers [9]. There are also devices situated in the seat-belt as in the HARKEN concept [10]. Another method is to extract heart rate from the changes of hemoglobin concentration on the surface of the face captured by an RGB camera [11]. Y. lee et al. 2018 used Impulse-Radio Ultra-Wideband (IR-UWB) Radar Technology to monitor vital signs [12]. W. Lv et al. 2021 also used radar technology. They used a frequency-modulated continuous-wave (FMCW) Millimeter Wave Radar in the 120 GHz band [13].

In our work, we propose an algorithm that estimates heart rate through an RGB camera. It is divided into four parts. The first part focuses on the face detection and the forehead extraction. We used the box blurring filter, the edge sobel edge detection technique and morphological operations for face detection and the extraction of the region of interest. The second part extracts the raw signal by calculating the average of each of the channels (red, green and blue). The third part uses only the green channel of the image to estimate the final signal. The result is obtained by normalizing and denoising the signal and also using a detrending filter and a moving average filter. Finally, the fourth part calculates the heart rate based on a frequency analysis. The three latter parts were based on the work of P. rouast et al. 2016 [14]. The summary of our contribution is as follows:

- The proposition of a new algorithm for face detection and forehead extraction.
- The examination of the temporal constraints based on a Hardware/Software Co-Design approach.
- The evaluation of the algorithm on different embedded architectures.

The algorithm based on C/C++ was validated then was accelerated using OpenMP, MPI and CUDA. We chose a hybrid implementation of OpenMP or MPI and CUDA due to the requirements of the algorithm. CUDA uses NVIDIA’s Graphics Processing Unit (GPU) to achieve a higher performance time-wise. Using parallel programming gives better results than the naive implementation. We first tested the algorithm on a desktop, but the desktop is not adequate to monitor heart
rate when driving because of its size and power consumption. Therefore, we tried implementing the algorithm on embedded architectures such as Odroid XU4 and Jetson Nano.

This paper is structured as follows: Section I describes the recent works on contactless heart rate monitoring. Section II describes our methodology. Then, Section III highlights the results obtained by implementing the algorithm on different architectures. Finally, a conclusion summarizes this work and gives some future perspectives.

II. RELATED WORK

Various studies were made to estimate heart rate from an RGB camera. It was possible to monitor heart rate by monitoring the variation of the RGB colors of an image induced by the changes of blood flow in the capillaries. The signal extracted from those variations is known as a photoplethysmography (PPG) signal. The human skin is illuminated with a light source and a camera captures the variations of color [15]. The skin’s RGB values change with time and are estimated through the reflection of the light [16]. There are two types of reflection: specular and diffuse as shown in Fig. 1. The reflection of a skin pixel is defined in Eq. 1 [16].

\[ C_k(t) = I(t) . (v_s(t) + v_d(t) + v_n(t)) \]  

Where \( k \) is the kth pixel, \( I(t) \) is the luminance intensity, \( v_s(t) \) is the specular reflection that occurs on the surface, \( v_d(t) \) is the diffuse reflection on the blood vessels and \( v_n(t) \) is the noise.

The specular reflection is a mirror-like reflection and does not contain information of the pulse. It can be expressed in Eq. 2 [16].

\[ v_s(t) = u_s . (s_0 + s(t)) \]  

Where \( u_s \) is the unit color vector of the light spectrum and \( s_0 \) and \( s(t) \) are the stationary and changing parts of the specular reflection.

The diffuse reflection is related to the absorption of the light. It is defined in Eq. 3 [16].

\[ v_d(t) = u_d . d_0 + u_p . p(t) \]  

Where \( u_d \) is the unit color vector of the skin, \( d_0 \) is the stationary reflection, \( u_p \) is the relative strength of the pulse in the channels and \( p(t) \) is the signal.

![Fig. 1. Reflection of the light on the skin [16].](image)

Different methods were proposed to extract the PPG signal like the green spectrum method where the signal is extracted from the G channel only [17], the Blind source Separation-based (BSS) methods that uses all three channels [18], the CHROM technique that is chrominance-based [19], the Plane-Orthogonal-To-Skin (POS) that defines an orthogonal plane to a normalized skin [16] and the Spatial Subspace Rotation (2SR or SSR) that measures the rotation of the spatial subspace of the pixels [20].

H. Rahman et al. 2016 used an RGB camera to monitor heart rate [21]. They used an Independent Component Analysis (ICA) to extract the PPG signal and the Fast Fourier Transform to convert the signal to the frequency domain. M. A. Hassan et al. 2016 also used an RGB camera using only the green spectrum [22]. V. Jeanne et al. 2013 used an infrared camera instead of a regular RGB camera that requires certain light conditions [23]. Other methods for non-contact heart rate monitoring include radar systems. K. J. Lee et al. 2016 used continuous-wave Doppler Radar to estimation a driver’s heart rate. The radar is installed in the seat. The emitted signal gets reflected and contains information about the heart activity. The spectral peak of the reflected signal represents the value of the heart rate. Instead of using a Fast Fourier Transform (FFT), they proposed a method using multiple signal classification (MUSIC) because the contamination of the signal caused by movement of the driver and the vehicle [24]. H. Xu et al. 2021 also used radar technology to estimate heart rate. They used an ultra-wideband (UWB) radar with a mean absolute error (MAE) of 1.32 [25].

This work focuses on the algorithm proposed by P. Rouast et al. 2016 [14]. They used the green spectrum method. The face is detected using the Viola-Jones algorithm as the first method and a deep neural network (dnn) as the second method. Then, it is captured by a camera in order to determine facial landmarks. After that, the forehead, where most of the blood vessels are concentrated, is selected as the region of interest. The average of each pixel color (Red, Green, Blue) of the region is measured over time to extract the PPG signal. Afterwards, the signal is filtered and its peaks are detected to estimate the heart rate. However, the processing time of their work is significant and needs improving. Furthermore, the face detection part is the most time consuming.

III. METHODOLOGY

Estimating heart rate is defined in this paper as a four steps methodology: face detection, raw signal extraction, signal filtering and heart rate estimation. Each step represents a block and every block is going to be divided into different functional blocks (FBs).

A. Face Detection

In this work, heart rate is being extracted from the face. The face is the most visible part on the body when a person is captured by a camera. And since the forehead is a surface that has a visible subcutaneous vascular structure, the forehead is the region of interest. Therefore, face detection is an important phase of the algorithm. Different methods exists to detect and track the face. The most used in contactless monitoring are machine learning based methods. They are capable of recognizing facial features through comparing them with an existing database. The main issue with these kind of methods
is that they are time-consuming. Consequently, we propose a different approach for face detection.

1) Original approach: The original algorithm on which this work was based used the Viola-Jones algorithm to detect the face. It’s a haar classifier that is trained to detect faces. The OpenCV cascade classifier was used. Once the face is detected, the region of interest (ROI), known as the forehead, is selected. The algorithm can track faces and that means that it works when there is movement but it takes an important amount of time to be executed, approximately 1s. The Haar cascade uses Haar-like features represented by rectangles. Each rectangle is used to detect a region of the face [26]. These features help identifying where pixel intensity suddenly changes. The darker areas have a pixel value of 1 and the lighter areas have a pixel value of 0. When the difference of the sum of the first area’s pixels and the sum of the second area’s pixels is close to 1, then an edge was detected.

2) First method: The problem encountered in the beginning of this work is that a trained haar classifier cannot be accelerated using parallel computing to reduce its processing time as it is an OpenCV function. The first approach to this problem was to use a sequence of images instead of a video. The processing time decreased but was still significant. The second approach was to use a sequence of images, but instead of detecting the face for each images the region of interest is defined manually. The face is static and so is the ROI. If the ROI’s emplacement in the image is known, it can be extracted without going through a trained classifier. The processing time of the ROI extraction using this method was 0.02 ms instead of 1s with a haar classifier.

3) Second method: The second method was proposed because of how limited is the previous one is. Even if the processing time is significantly low, it is not practical to manually set the ROI each time. This method works through three steps: image preprocessing, face identification and forehead extraction.

Fig. 2 represents the ROI extraction algorithm. The algorithm that represents the first block is divided into different functional blocks. In the first functional block, the RGB image is converted to grayscale and a box blurring filter is applied in order to apply to sobel filter. In the second functional block, the resulting image is converted to a binary image to be able to detect the contours. Once the contours are detected, in the third functional block, inside the contours is filled in white and morphological operations are applied. After that, in the last functional block the new contours are found to determine the top extreme point that represents the top of the head.

a) Preprocessing: In this step, the colored image is turned into a gray scale image because the edge detection technique works with gray scale images only. Then, the image is blurred. Fig. 3 represents the original image and Fig. 4 represents the grayscale image.

Box blurring is a low-pass filter where an image’s pixel has a value close to the average value of the pixels surrounding it. It allows the suppression of as much noise as possible. A 3x3 matrix 4 is applied on the image to blur it. The convolution technique is shown in Eq. 5. The center of matrix K corresponds in the image to the pixel’s value that’s going to change. The value is calculated by adding the product of each
neighboring value with the corresponding kernel’s value.

\[ K = \begin{bmatrix} 1 & 1 & 1 \\ 1 & 1 & 1 \\ 1 & 1 & 1 \end{bmatrix} \]  \hspace{2cm} (4)

\[ B = A \oplus K \]  \hspace{2cm} (5)

Where A is the input image and B is the blurred image. The blurred image is obtained using Eq. 6 [27].

\[ B(i, j) = A(i, j) \oplus K(i, j) = \sum_{m=0}^{2} \sum_{n=0}^{2} A(2, 2)F(i-m, j-n) \]  \hspace{2cm} (6)

Where 0 \leq i,m \leq 2 and 0 \leq j,n \leq 2

b) Face identification: In order to detect the face, the sobel filter is used to detect the edges of the face by calculating the gradient of the image. According to Himani et al. 2020, the sobel filter is more precise and time-efficient than the canny filter [28]. The filter highlights the edges. It uses two 3x3 matrix Sx and Sy also known as convolution kernels or masks.

\[ Sx = \begin{bmatrix} -1 & 0 & +1 \\ -2 & 0 & +2 \\ -1 & 0 & +1 \end{bmatrix} \]  \hspace{2cm} (7)

\[ Sy = \begin{bmatrix} +1 & +2 & +1 \\ 0 & 0 & 0 \\ -1 & -2 & -1 \end{bmatrix} \]  \hspace{2cm} (8)

Sx is the horizontal mask used for the changes in the horizontal direction and Sy is the vertical mask used for the changes in the vertical direction. Sy is a rotation of the second kernel Sx by 90°. The kernels are applied separately on the image to produce separate calculations of the gradient component in each orientation [29].

\[ Gx = Sx \oplus A \]  \hspace{2cm} (9)

\[ Gy = Sy \oplus A \]  \hspace{2cm} (10)

Where A is the input image.

The separate gradients are combined to produce one image using Eq. 11.

\[ G = \sqrt{Gx^2 + Gy^2} \]  \hspace{2cm} (11)

An approximation of the combined gradients is given by Eq. 12.

\[ G = Gx + Gy \]  \hspace{2cm} (12)

The edges obtained are shown in Fig. 5.

After using the sobel edge filter, a thresholding is applied on the filtered image. It converts the image from a gray scale one to a binary image. It’s an OpenCV technique where a pixel’s value becomes 0 if the initial value is smaller than the threshold, otherwise it becomes 255 which is the maximum value a pixel can have. It turns the edges completely white while the rest is black. This technique thickens the edges and make them more visible. Fig. 6 represents the image after using the thresholding technique.

![Image after using the thresholding technique.](Image)

Algorithm 1 describes how the sobel edge filter is performed.

**Algorithm 1** Box blurring and sobel edge filter (FB1)

**Input:** Image

**Output:** Image after using the sobel filter

**Function cvtcolor:**

- GrayImage ← 0.299.R + 0.587.G + 0.114.B

**Function blur:**

- Create a 3x3 kernel
- Apply the kernel to the image
- Create the horizontal mask Sx

**Function filter2D:**

- Compute correlation between Sx and the GrayImage
- Get Gx
- Create the vertical mask Sy

**Function filter2D:**

- Compute correlation between Sy and the GrayImage
- Get Gy
- G ← Gx + Gy

**c) Forehead extraction:** The first step to detect the forehead is to find the coordinates of the contours. They are found using the OpenCV function: findcontours. The function detects the sudden changes in the image’s color. Once the change is detected, the coordinate are retrieved. The function implements an algorithm introduced in 1985 by S. Suzuki et al. [30].

When the contours are retrieved, it becomes possible to color the face in white with the OpenCV function fillpoly. Now, we want to delete the forms left on the background but also leave only the upper part of the face. For this purpose, a mathematical operation, known as an opening, is applied on the filled image to make the image more clear. The image contains small white filled forms that need to be removed, hence darkened. An opening is the process of applying erosion followed by dilatation on an image [31]. These two operations are achieved by using a 5x5 structuring element x on an image A as shown in the following formula.

\[ B = (A \ominus x) \oplus x \]  \hspace{2cm} (13)
Where the first operation represents the erosion and the second represents the dilatation. The dilatation and erosion give a new binary image. In the dilatation, the pixel’s value of image A is set to 1 when any of the neighboring pixels is equal to 1. Whereas in the erosion, the pixel’s value of A is set to 0 when any of the neighboring pixels is equal to 0.

Now that only some parts of the image are left and the forehead is very visible, it is possible to detect the forehead by finding the top extreme point on the image which is the top of the head.

In order to find the coordinates of the top extreme point, we apply the OpenCV function findcontours. The use of this function for a second time gives us the new contour’s values because the image have been modified. Then, a loop is used to compare between all the new coordinates of the contours to find the top point. Algorithm 2 describes these steps.

### Algorithm 2 Finding the top extreme point (FB4).

**Input:** Image after using the opening operation  
**Output:** The Top extreme point

**Function findcontours:**
- Retrieve the contours from the image
- Create a point Top

for $i = 0$ to Contours.size() do
  Create a point $P$
  Create a vector NewContours
  NewContours ← Contours[i]
  for $j = 0$ to NewContours.size() do
    Create a point CurrentP
    CurrentP ← NewContours[j]
    if y coordinate of CurrentP < y coordinate of $P$ then
      $P ←$ CurrentP
    end
  end
  Top ← $P$
end

The top extreme point is represented in red in Fig. 7. The last step is to subtract a value $x_1$ to the x coordinate of the top point and add a value $y_1$ to the y coordinate. It allows us to get an ROI that starts from these new coordinates a little below the top of the head where the forehead is situated. Fig. 8 represents this step.

### B. Raw Signal Extraction

The raw signal is extracted from the image by using a function that calculates the average of each channel’s pixels. An image contains 3 channels: red, green and blue. The average of each channel is added to the signal. And, for every frame, new values are added to it. At this stage, the signal represents the changes of the pixel’s values from one frame to another. Fig. 9 represents the raw signal extraction algorithm.

![Fig. 9. Raw signal extraction (Block 2).](image)

### C. Signal Filtering

Different methods exist to obtain the final signal. After extracting the average of each channel, only the green channel is left. W. Verkruysse et al. 2008 explained that the green channel contains the most information about a PPG signal. The main reason for that is the better absorption of green light than red and blue by hemoglobin [32]. Fig. 10 represents the signal filtering algorithm which represents the second block of the algorithm.

![Fig. 10. Signal filtering (Block 3).](image)
This block is executed only if the signal is large enough. There is enough data after exactly 35 frames. The block, represented in Fig. 11, contains four steps. First, a filter is used to remove unwanted spikes from the signal. Then, normalize the signal and apply a high pass and a low pass filter to cut off low and high frequencies corresponding to 0.7 and 3 Hz [33]. These frequencies are generally caused by noise and sudden light change. P. rouast et al. 2016 used detrending filter as an equivalent to the high pass filter and a moving average filter as an equivalent to the low pass filter.

D. Heart Rate Estimation

The HR is measured using a frequency analysis. This block remained the same as the original algorithm and is executed only if the signal is large enough. In this case, the discreet Fourier transform (DFT) is used. The heart rate is calculated with Eq. 14.

\[
BPM = \frac{MaxFr \times fps \times 60}{Size}
\]  

Where:

- MaxFr is the maximum frequency
- fps is the number of frames per second
- Size is the size of the signal

Fig. 11. Heart rate estimation (Block 4).

IV. HARDWARE AND SOFTWARE RESULTS

The algorithm was first validated using the C/C++ language. Then, in order to achieve better results in term of time consumption, we separated the algorithm into four blocks, each with a specific function. This step was essential to estimate the processing time of the blocks and to determine the blocks that consume the most. The first block is for face detection and forehead extraction, the second is for the raw signal extraction, the third is for signal filtering and finally the fourth block calculates the heart rate. In our case, the first block was the most consuming, hence its separation into four functional blocks. The second temporal evaluation on the algorithm revealed that the first functional block (FB1) takes most of the block’s processing time.

A. System Specification

This work was implemented on an Intel i7-1165G7 desktop that has a NVIDIA GeForce MX330 GPU based on a Pascal architecture and that supports CUDA. It was also implemented on two different embedded architectures: Odroid XU4 and NVIDIA Jetson Nano. The Odroid XU4 has an exynos 5422 processor, an ARM A15 CPU with 2 Ghz and an ARM A7 with 1.4 Ghz. Finally, the NVIDIA Jetson Nano has an ARM A57 CPU with 1.43 Ghz and a Maxwell based GPU. Table I represents the systems’ specifications.

TABLE I. SPECIFICATION OF THE SYSTEMS USED

<table>
<thead>
<tr>
<th>Type</th>
<th>Desktop</th>
<th>Odroid XU4</th>
<th>Jetson Nano</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processor</td>
<td>11th Gen Intel Core™</td>
<td>Exynos 5422</td>
<td>Tegra SoC</td>
</tr>
<tr>
<td>CPU</td>
<td>Intel i7</td>
<td>ARM Cortex A15/A7</td>
<td>ARM A57</td>
</tr>
<tr>
<td>GPU</td>
<td>NVIDIA GeForce MX330</td>
<td>Advanced Mali</td>
<td>Nvidia Maxwell</td>
</tr>
<tr>
<td>Supported language</td>
<td>C/MPI/OpenMP/OpenCL</td>
<td>C/MPI/OpenMP/OpenCL</td>
<td>C/MPI/OpenMP/Cuda</td>
</tr>
<tr>
<td>Frequency</td>
<td>2.8GHz</td>
<td>2GHz/1.4GHz</td>
<td>1.43GHz</td>
</tr>
<tr>
<td>Weight</td>
<td>1.78kg</td>
<td>60g</td>
<td>136G</td>
</tr>
<tr>
<td>Energy</td>
<td>90W</td>
<td>5W</td>
<td>10W</td>
</tr>
</tbody>
</table>

B. Sequential Implementation of the Algorithm

The algorithm was implemented on each of the different architectures based on the C/C++ language. It contains four blocks and the processing time of each block was calculated. Table II summarizes the time evaluation.

TABLE II. PROCESSING TIME OF EACH BLOCK

<table>
<thead>
<tr>
<th>Blocks</th>
<th>Desktop</th>
<th>Odroid XU4</th>
<th>Jetson Nano</th>
</tr>
</thead>
<tbody>
<tr>
<td>B1</td>
<td>50.41 ms</td>
<td>503.21 ms</td>
<td>16.56 ms</td>
</tr>
<tr>
<td>B2</td>
<td>0.51 ms</td>
<td>0.52 ms</td>
<td>0.033 ms</td>
</tr>
<tr>
<td>B3</td>
<td>0.86 ms</td>
<td>2.22 ms</td>
<td>0.1 ms</td>
</tr>
<tr>
<td>B4</td>
<td>0.52 ms</td>
<td>0.5 ms</td>
<td>0.07 ms</td>
</tr>
<tr>
<td>Total</td>
<td>52.3 ms</td>
<td>506.45 ms</td>
<td>17.39 ms</td>
</tr>
</tbody>
</table>

The time evaluation in Table II shows that the Jetson Nano consumes the less when compared to the other architectures with a global processing time of 16.76 ms. The desktop consumes 52.3 ms and the Odroid XU4 consumes 506.45 ms. Fig. 12 to 15 represent the processing time of block 1 to block 4 respectively on three different architectures. The Jetson Nano has a lower processing time for all blocks. Block 1 consumes the most for all architectures. For that reason, the functional blocks of Block 1 are going to be evaluated. Block 1 is about 50.41 ms for the desktop, 503.21 ms for the Odroid XU4 and 16.56 ms for the Jetson Nano. The next step is to evaluate
the processing time of the functional blocks of B1 and use OpenMP, MPI and CUDA in order to accelerate the global processing time of the algorithm.

C. OpenMP and MPI based Implementation

In this, we are going to use both OpenMP and MPI to accelerate the algorithm and determine which one gives better results. However, the main issue we encountered is the difficulty of accelerating the first block using directives. The reason for that is the fact that Block 1 contains mainly OpenCV functions, we couldn’t reduce its processing time using OpenMP and MPI. OpenMP and MPI directives wouldn’t be effective. On the contrary the processing time increased. Therefore, the implementation of the algorithm using OpenMP and MPI was done only on Blocks 2, 3 and 4. Table III represents the processing time of blocks 2, 3 and 4 with OpenMP and MPI.

<table>
<thead>
<tr>
<th>Blocks</th>
<th>Desktop</th>
<th>Odroid XU4</th>
<th>Jetson Nano</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OpenMP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B2</td>
<td>0.42 ms</td>
<td>0.52 ms</td>
<td>0.03 ms</td>
</tr>
<tr>
<td>B3</td>
<td>0.28 ms</td>
<td>1.55 ms</td>
<td>0.092 ms</td>
</tr>
<tr>
<td>B4</td>
<td>0.27 ms</td>
<td>0.31 ms</td>
<td>0.067 ms</td>
</tr>
<tr>
<td>Total</td>
<td>1.24 ms</td>
<td>2.38 ms</td>
<td>0.19 ms</td>
</tr>
<tr>
<td></td>
<td>MPI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B2</td>
<td>0.069 ms</td>
<td>0.59 ms</td>
<td>0.03 ms</td>
</tr>
<tr>
<td>B3</td>
<td>0.12 ms</td>
<td>2.037 ms</td>
<td>0.093 ms</td>
</tr>
<tr>
<td>B4</td>
<td>0.12 ms</td>
<td>0.34 ms</td>
<td>0.067 ms</td>
</tr>
<tr>
<td>Total</td>
<td>0.31 ms</td>
<td>2.97 ms</td>
<td>0.19 ms</td>
</tr>
</tbody>
</table>

For the Odroid XU4, the results show a nearly same processing time for Block 2. OpenMP was found to be 1.4 times faster for Block 3 and 1.6 times faster for Block 4. MPI was found to be 1.1 times faster for Block 3 and 1.4 times faster for Block 4. This concludes that OpenMP shows a better result than MPI on XU4 with an improvement in global processing time of all the blocks of x1.4 for OpenMP and x1.1 for MPI. In regards to the Jeston Nano, the results show the same results for OpenMP and MPI. However, MPI shows a better result on the desktop with an improvement in global processing time of x6 when OpenMP shows an improvement of x2.
D. Cuda based Implementation

In this part, we focused only on the first block. Block 1 was divided into five functional blocks (FBs) as previously shown in Fig. 2. Since we couldn’t improve its processing time using OpenMP or MPI, we opted for CUDA to exploit the advantages of a GPU. Table IV represents the processing time of the four different functional blocks of Block 1 on the desktop and the Jetson Nano.

<table>
<thead>
<tr>
<th>Blocks</th>
<th>Desktop</th>
<th>Jetson Nano</th>
</tr>
</thead>
<tbody>
<tr>
<td>FB1</td>
<td>23.21 ms</td>
<td>7.56 ms</td>
</tr>
<tr>
<td>FB2</td>
<td>9.8 ms</td>
<td>2.47 ms</td>
</tr>
<tr>
<td>FB3</td>
<td>7.41 ms</td>
<td>5.23 ms</td>
</tr>
<tr>
<td>FB4</td>
<td>3.07 ms</td>
<td>1.18 ms</td>
</tr>
</tbody>
</table>

For both the desktop and the Jetson Nano, the first functional block is the most consuming. FB1 consumes a time of 23.21 ms for the desktop and 7.56 ms for the Jetson Nano. Consequently, FB1 will be accelerated using CUDA. Fig. 19 summarizes the processing times of the different functional blocks.

![Fig. 18. Improved processing time on Jetson Nano.](image)

FB1 contains three sub-blocks (SBs). The first one converts an image from RGB to grayscale, it takes an average of 5.12 ms for the desktop and 1.25 ms for the Jetson Nano. The second applies a blurring filter with an average of 3.6 ms for the desktop and 1 ms for the Jetson Nano. The last sub-block filters the image using a sobel filter and takes 14.49 ms for the desktop and 5.3 ms for the Jetson Nano. We then opted to accelerate the first and the last sub-blocks as shown in Fig. 20 for both architectures.

![Fig. 20. CPU-GPU implementation based on CUDA.](image)

Fig. 20 shows the improved global processing of the algorithm on the desktop and Fig. 22 shows the improved global processing on the Jetson Nano. We obtained an average improved time 35.54 ms for the desktop, hence an overall improvement of x 1.5. For the Jetson Nano, we achieved an improved time of 12.7 ms which is 1.32 times faster. We
used a hybrid implementation of CUDA for the first block and OpenMP/MPI for the other three blocks.

Fig. 22. Improved global processing time on Jetson Nano.

V. CONCLUSION

In this paper, a non contact heart rate monitoring algorithm is proposed to measure the driver’s heart rate. The algorithm was studied to be implemented on different architectures such as Odroid XU4 and Jetson Nano. The time evaluation of the C/C++ implementation showed better results on the Jetson Nano than the other architectures. We were able to exploit the advantages that presents a Nvidia GPU in CPU-GPU architectures by using CUDA. A hardware/software co-design approach was implemented and showed that the Jetson Nano remains the best choice. The sequential implementation consumes a lot of time. Hence, it is not real-time. For this reason, an acceleration of the algorithm was proposed. The acceleration is based on OpenMP, MPI and CUDA on the different architectures used. Future works consist of improving the face detection algorithm when there is movement and further accelerating the algorithm based on CUDA.
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Abstract—Effective public health responses to unexpected epidemiological hazards or disasters need rapid and reliable monitoring. But, monitoring fast-changing situations and acquiring timely, accurate, and cross-national statistics to address short-term mortality fluctuations due to these hazards is very challenging. Estimating weekly excess deaths is the most solid and accurate way to measure the mortality burden caused by short-term risk factors. The Short-term Mortality Fluctuations (STMF) data series is one of the significant collections of the Human Mortality Database (HMD) that provides the weekly death counts and rates by age and sex of a country. Sometimes, the data collected from the sources are not always represented in specific age groups rather represented by the the total number of individual death records per week. However, the researchers reclassified their dataset based on the ranges of age and sex distributions of every country so that one can easily find out how many people died in per week of each country based on an equation and earlier distribution data. The paper focuses on the implementation of multi-output regression models such as logistic regression, decision tree, random forest, k nearest neighbors, lasso, support vector regressor, artificial neural network, and recurrent neural network to correctly predict death counts for specific age groups. According to the results, random forest delivered the highest performance with an R squared coefficient value of 0.9975, root mean square error of 43.2263, and mean absolute error of 16.4069.

Keywords—Multi-output regression model; short-term mortality fluctuations; machine learning; deep learning

I. INTRODUCTION

In the past few years, there have been many outbreaks of natural or man-made hazards which eventually turned into a pandemic situation. For instance, influenza outbreaks in 2014–15, 2016–17, and 2017–18, as well as the recent COVID-19 pandemic. These hazards induced significant increases in short-term mortality in several countries [1]. Accurate and statistical data is important to analyze the mortality rates and to provide an immediate response to short-term health concerns for reducing life loss. However, the recent COVID-19 pandemic pointed out the scarcity of reliable, accurate, and comparable international data required to track the spread of epidemics [2]. In May 2020, the Human Mortality Database (HMD, [3]) team released the Short-term Mortality Fluctuations (STMF) data series to meet the increasing need for such data. The information on how many people died in a calendar year has been kept in this dataset on a weekly basis. However, the researchers built their dataset on age-specific deaths in each country so that one can find out how many children, youth, or adults die in each country per week. In many cases, researchers have already stated that they cannot get accurate data into different ranges of ages but they can get the total death number of a city, a country, or a state. To mitigate these problems, researchers normally use the below Eq. 1 for distributing the total number of deaths to age-specific numbers. They use the equation 1 and use the earlier distribution that they already deposited into the database. However, the observed or forecasted death counts from annual age-specific groups are then converted to standard age groups using the following formula:

$$M_b^s(x, x + m) = M_b^s(x, x + n) * \frac{M_b(x, x + m)}{M_b(x, x + n)} \quad (1)$$

In the above equation, $M_b^s(x, x + n)$ indicates the number of death according to the original data in the interval of age $[x, x + n]$ in $s$ week of year $b$ and $n$ is the age interval length of original data. On the other hand, $M_b^s(x, x + m)$ indicates the predicted number of death in the interval of age $[x, x + m]$ in $s$ week of $b$ year and $m$ is the age interval length of estimated data. $M_b(x, x + m)$ and $M_b(x, x + n)$ represents the number of death in the whole year $b$.

Similar to the age specific distributions, they have calculated the specific groups based on sex by using the annual data stated in the following Eq. 2 when the age-specific sex group data is unavailable.

$$M_b^{s, males}(x, x + m) = M_b^{s, total}(x, x + m) * \frac{M_b^{males}(x, x + m)}{M_b^{total}(x, x + m)} \quad (2)$$

The death rate according to the age groups has been estimated using total number of death in $s$ week of $b$ year and total population $P_b(x, x + m)$ of specific age groups using the following Eq. 3:
\[ R_b(x, x + m) = \frac{M_b(x, x + m)}{P_b(x, x + m)/52} \] (3)

However, the accuracy of the prediction of weekly age or sex group specific data from the combined data using the above distribution equation is not calculated or proved. As an efficient and easy alternative to the equation to solve the problem, we have proposed a system that uses several multi-output regression models. Compared to developing separate five single-output models for predicting five output features, multi-output regression has multiple advantages. Multi-output regression provides reduced training time, a unified prediction rule, and improved predictive generalization. As a result, much more complicated decision-making problems can be solved easily [4]. In this work, the prime objective of this research is to propose a model using multi-output regression to correctly perform the prediction of mortality data based on combined weekly mortality data. After collecting the dataset, we applied six ML models as well as two DL models named Linear Regression (LR), Decision Tree (DT), Random Forest (RF), K-nearest Neighbour (KNN), Least Absolute Shrinkage and Selection Operator (LASSO), Support Vector Regressor (SVR), Artificial Neural Network (ANN) and Recurrent Neural Network (RNN). After then, we have compared the output of each model. Finally, we have explored the best-performing model for the problem.

The remainder part of the paper is organized as follows: the recent relevant works is shown on Section II, the materials and methods is described on Section III, the result of the experiment is shown on Section IV, discussion is demonstrated on Section V and finally the conclusion and future works on Section VI.

II. RELATED WORKS

Some researchers already exploited the benefit of multi-output regression in their work. For example, in [5], Cui et al. jointly predicted two healthcare resource utilization measures such as length of stay and cost using multi-output regression models. They used four regression models such as NN, DT, RF, and multi-task Lasso for the prediction. They have achieved best performance with RF model when features generated through skip-gram feature vectors according to the \( R^2 \) coefficient, RMSE, Mean-Absolute error (MAE), Median Absolute Error (Median-AE) among the uninterpretable methods. Boumezoued et al. [6] utilized linear regression and neural network model to the correction of the mortality data while birth by month data is not available. They worked on the database of human mortality. In [7], Shahid et al. used seven regression models including decision tree, random forest, linear regression, support vector regression, ridge regression, gradient boosting, and multi-layer perceptron to efficiently forecast road traffic flow. Before implementing the models, they have utilized five dimensionality reduction methods. Han et al. [8] applied multi-output least square support vector regressor (MSVR) model to estimate biophysical parameters such as fractional vegetation cover, chlorophyll content, and leaf area index from remote sensing images in a simultaneous manner. The study demonstrated that M-SVR is a viable substitute for nonparametric estimation of biophysical parameters and model inversion, compared to the single-output regression method. Li et al. [10] developed a system that utilizes multi-target regression models to predict the time series value of blood-drug efficacy in traditional chinese medicine datasets. The proposed system utilized the correlation between targets to enhance the performance of four learning techniques such as LR, Partial Least Squares, SVR, and ANN. SVR exhibits the best performance among the applied models. Meyer et al. [11] investigated the use of multi-target machine learning models for wind turbine normal behavior monitoring. The authors assessed 6 multi-target models such as DT, RF, KNN, MLP, CNN, and LSTM in a wind turbine case study and found that these models offer benefits over single-target modeling. Specifically, multi-target models can significantly decrease the effort required for the lifecycle management of normal behavior models while maintaining model accuracy. Kueck et al. [12] predicted soil moisture through applying nine multi-output regression models such as LR, ridge regression, Lasso, RF, adaptive boosting, extreme gradient boosting, gradient boosting, histogram-based gradient boosting and extra tree regressor (ETR). They have shown that ETR delivers best performance with 0.81 \( r^2 \) squared coefficient value.

III. METHODOLOGY

The whole procedure has been subdivided into several parts such as dataset description, data preprocessing, implementation of multi-output regression models and finally the comparison of the performance of the algorithms. The conceptual flow of the procedure has been demonstrated on Fig. 1. At first, we have gathered the dataset in csv format. The data values has been scrubbed with the necessary features, and the final dataset has the features named Country Code, Year, Week, Sex, D_Total, D_0_14, D_15_64, D_65_74, D_75_84, and D_85p. To handle multiple target features, we have utilized several regression models that perform better in multi-output regression problems such as LR, DT, RF, KNN, Lasso, SVR, ANN, and RNN. All the implementation were performed on python. Finally, the the performance of the model has been evaluated based on performance metrics.

A. Dataset Description

The STMF data series, a part of HMD, contains the records of human mortality rate according to every week of a year. The data has been stored both in the csv and excel file formats. There are total 19 features in the dataset such as CountryCode, Year, Week, Sex, next five features (5-9) includes death counts by age group (0-14, 15-64, 65-74, 75-84, 85+), total death counts among all age groups, next five features (11-15) such as death rates by age group (0-14, 15-64, 65-74, 75-84, 85+), total death rates among all sex groups, finally 17-19 attributes are explanatory indicators such as split, splitsex and forecast (see Table I). The four columns of the dataset are country in ISO-3 code format, year, week, sex of the the people who has died. It maintains the guidelines of ISO 8601-2004 to arrange the week. Generally, a year is
divided to 52 weeks except for some years of 53 weeks like 1992, 1998, 2004, 2009, 2015, and 2020. However, this paper focuses on the dataset with ten features where the five features such as country code, year, week, sex, D_Total were used as independent features and the five features such as D0_14, D15_64, D65_74, D75_84, and D85p were used as dependent features. On the other hand, there are 107211 records in the table.

B. Data Preprocessing

Data preprocessing is performed to remove any abnormalities in the dataset, identifying milling values as well as to prepare the data for further analysis. In this work, the dataset was checked whether it has any null values or not and it was replaced with zero using the fillna() option of python. After that, the character values changed using the encoder of python as the character or word data cannot be used for the application.

C. Multi-output Regression Models

Multi-output regression involves concurrently predicting multivariate output feature space from a given multivariate input feature space [13], [14]. Suppose $a \in R^u$ is a $u$-dimensional input feature space and $b \in R^v$ is a $v$-dimensional output feature space. So, multi-output regression can be stated as mapping from $R^u$ to $R^v$ [15]. In this work, we simultaneously predicted five output features using multi-output regression models. We have implemented eight different regression models namely ANN, RNN, LR, DT, RF, KNN, Lasso, and SVR to the data.

1) Artificial Neural Network (ANN): ANN [16] is a computational network, which is motivated by the structure and function of biological neural networks in the brain [17]. The neural networks have several’s neurons that are interconnected to each layer named as nodes similar to biological neural networks. The basic objective is to simulate the neural network that makes up the human brain so that computers can be capable of comprehending information and making decisions in the same way humans do. There are major three layers of ANN.

- Input Layer: The input layers receive input in various formats from multiple sources provided by researchers. Inputs are provided in the form of a pattern and vector from those external sources.
- Hidden Layer: The hidden layer lies in the middle of the input and output layers. This layer extracts all hidden features and patterns based on a given weight.
- Output Layer: Each input is multiplied by its associated weight. If the summed-up weighted input is zero then a bias is added to make a non-zero or different output. After that an activation function is applied to the summed-up weighted inputs to get the desired output. The Eq. 4 displays the standard format of a transfer function.

$$y = \sum_{i=1}^{n} W_i \cdot X_i + c$$

Here, the variable $y$ represents the weighted sum, where $X_i$ represents the input values, $W_i$ represents their respective...
weights, and e represents the bias term. The output is then produced by passing the weighted total through an activation function. The training of the model has been performed in 100 epochs with relu activation function as well as Adam optimizer.

2) Recurrent Neural Network (RNN): RNN is a type of artificial neural network in which the output from one phase is fed back as input for the subsequent phase. It possesses hidden layers that utilize RNN memory to preserve information from prior computations, thereby facilitating the extraction of significant information for the purpose of sequential data processing. Thus, many applications with sequential data such as speech recognition [18], language translation [19], and human activity recognition can be benefited from RNNs. RNN converts independent activations into dependent ones by giving each layer the same amount of weights and biases. This reduces the complexity of increasing parameters and helps to memorize each previous output, which will be used as input for the subsequent hidden layer. After then, each set of three memorize each previous output, which will be used as input reduces the complexity of increasing parameters and helps to memorize each previous output, which will be used as input for the subsequent hidden layer. After then, each set of three memorize each previous output, which will be used as input for the subsequent hidden layer. After then, each set of three

3) Linear Regression (LR): LR is one of the widely used machine learning methods which estimates the linear relationship between dependent and independent variables. It demonstrates how the value of the dependent variable changes based on the value of the independent variable. Basically, it is employed in predictive analysis. It forecasts factors that are real or numerical, such as birthday, sales, salary, age, and product price. The main goal of linear regression is to determine the best-fitting linear equation that reduces the disparity between the anticipated and actual values of the dependent variable. The Eq. 8 represents the formula of the model.

\[ y = b_0 + b_1 x_1 + b_2 x_2 \ldots b_n x_n \]  

Here \( y \) denotes the dependent variable, also termed as target variable, \( x_1, x_2, \ldots x_n \) denotes the independent variables, which are known as predictor variables. \( b_0, b_1, b_2, \ldots b_n \) denotes the coefficients associated with each independent variable. \( b_0 \) is the line’s intercept, and \( a_1 \) is the linear regression coefficient.

4) Decision Tree (DT): DT is a supervised learning algorithm applied to both classification and regression problems. It is a tree-like structured approach where the internal nodes indicate input features or attributes, branches indicate the decision-making process that is based on those features, and leaf nodes indicate the output or prediction of the model. The algorithm starts at the root node of the tree and at every decision node, the algorithm selects the branch to pursue by evaluating the present record’s values with associated decision node values. Based on this comparison, the algorithm follows the corresponding branch to the next node. One of the main issues in DT algorithms is to determine the best attribute for the root node and subsequent sub-nodes. An attribute selection measure (ASM) can be used to find solutions to these issues. There are two widely used ASM techniques that are described in the following sections.

- Information Gain: After dividing the data depending on an attribute, it calculates the reduction in entropy or uncertainty in the target variable. The splitting attribute is selected based on the attribute that has the highest information gain. The Eq. 9 represents the formula to calculate Information Gain (IG).

\[ IG = Entropy(s) - \sum \frac{|S_i|}{|S|} \cdot Entropy(S_i) \]  

Here, \( S_t \) denotes the present state, \( S_{t-1} \) denotes the preceding state, and \( X_t \) denotes the input state. The Eq. 6 represents the formula for using the activation function:

\[ S_t = f(W_{ss}S_{t-1} + W_{sx}X_t) \]  

Here \( f \) is the activation function, \( W_{ss} \) represents the weight assigned to the recurrent neuron, and \( W_{sx} \) represents the weight assigned to the input neuron. The Eq. 7 represents the formula to determine output:

\[ Y_t = W_{sy}S_t \]  

Here \( Y_t \) represents the output and \( W_{sy} \) represents the weight assigned to the output layer.

### Table I. Different Attributes of the Datasets

<table>
<thead>
<tr>
<th>S.N.</th>
<th>Attributes</th>
<th>Type of Attribute</th>
<th>Attribute Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>CountryCode</td>
<td>Nominal</td>
<td>Australia, Austria, Belgium, Bulgaria, Croatia, Czech Republic, Denmark, England and Wales, Estonia, Finland, France, Germany, Greece, Hungary, Iceland, Israel, Italy, Latvia, Lithuania, Luxembourg, Netherlands, Norway, Poland, Portugal, Russia, Scotland, Slovenia, Slovakia, Spain, Switzerland, Sweden, USA</td>
</tr>
<tr>
<td>2</td>
<td>Year</td>
<td>Numerical</td>
<td>1990-2022</td>
</tr>
<tr>
<td>3</td>
<td>Week</td>
<td>Numerical</td>
<td>1-53</td>
</tr>
<tr>
<td>4</td>
<td>Sex</td>
<td>Nominal</td>
<td>Male(m), Female(f), Both(b)</td>
</tr>
<tr>
<td>5</td>
<td>Death counts by age group (0-14), D0_14</td>
<td>Numerical</td>
<td>Mean: 24.48840206</td>
</tr>
<tr>
<td>6</td>
<td>Death counts by age group (15-64), D15_64</td>
<td>Numerical</td>
<td>Mean: 741.2852896</td>
</tr>
<tr>
<td>7</td>
<td>Death counts by age group (65-74), D65_74</td>
<td>Numerical</td>
<td>Mean: 574.2379793</td>
</tr>
<tr>
<td>8</td>
<td>Death counts by age group (75-84), D75_84</td>
<td>Numerical</td>
<td>Mean: 860.7234414</td>
</tr>
<tr>
<td>9</td>
<td>Death counts by age group (84+), D85p</td>
<td>Numerical</td>
<td>Mean: 874.3576164</td>
</tr>
<tr>
<td>10</td>
<td>The total death counts of all ages combined, DTotal</td>
<td>Numerical</td>
<td>Mean: 3075.110874</td>
</tr>
<tr>
<td>11</td>
<td>Death rates by age group (0-14), R0_14</td>
<td>Numerical</td>
<td>Mean: 0.000410215</td>
</tr>
<tr>
<td>12</td>
<td>Death rates by age group (15-64), R15_64</td>
<td>Numerical</td>
<td>Mean: 0.003046857</td>
</tr>
<tr>
<td>13</td>
<td>Death rates by age group (65-74), R65_74</td>
<td>Numerical</td>
<td>Mean: 0.002085024</td>
</tr>
<tr>
<td>14</td>
<td>Death rates by age group (75-84), R75_84</td>
<td>Numerical</td>
<td>Mean: 0.005437482</td>
</tr>
<tr>
<td>15</td>
<td>Death rates by age group (84+), R85p</td>
<td>Numerical</td>
<td>Mean: 0.160329407</td>
</tr>
<tr>
<td>16</td>
<td>The total death rates of all ages combined, RTotal</td>
<td>Numerical</td>
<td>Mean: 0.009862773</td>
</tr>
<tr>
<td>17</td>
<td>Split</td>
<td>Nominal</td>
<td>0,1</td>
</tr>
<tr>
<td>18</td>
<td>SplitSex</td>
<td>Nominal</td>
<td>0,1</td>
</tr>
<tr>
<td>19</td>
<td>Forecast</td>
<td>Nominal</td>
<td>0,1</td>
</tr>
</tbody>
</table>
Here, \( Entropy(s) \) represents the entropy of the original dataset \( S \). \( |S_v| \) represents the instance number in \( S \) that have the value \( v \) for attribute, \( |S| \) represents the total instance number in \( S \), and \( Entropy(S_v) \) is the entropy of the subset \( S_v \) after splitting the data based on the attribute value \( v \).

- Gini Index: Gini index quantifies the impurity or dissimilarity of a dataset’s value while creating a decision tree. The objective of the Gini index is to reduce impurities from the root nodes to the leaf nodes. The attribute with the lowest Gini index should be chosen as the splitting attribute. Gini index can be calculated using the below formula stated in Eq. 10.

\[
GI(S) = 1 - \sum p_i^2 \tag{10}
\]

Here, \( p_i \) is the proportion of instances in \( S \) that belong to class \( i \).

5) Random Forest (RF): RF is another popular supervised algorithm that integrates the power of decision trees and ensemble learning for solving classification and regression problems [20]. It functions by randomly choosing subsets of the training data and features known as bootstrap samples from the original dataset. Each decision tree is then created independently using these subsets through a recursive process. During prediction, each tree generates an independent prediction and the final prediction is then determined by taking the average prediction of all the trees. There should be a chance that certain decision trees may generate incorrect predictions, but when all the trees are combined, it provides an accurate prediction. RF also provides several other benefits, including the ability to handle nonlinear relationships, capture complex interactions among features, and improved accuracy, and robustness against outliers and noise compared to individual decision trees [21].

6) K Nearest Neighbour (KNN): KNN is one of the simplest yet versatile algorithms applied to both classification and regression tasks [22]. This algorithm is non-parametric, instance-based, and makes no assumptions on the distribution of the underlying data. KNN algorithm assigns labels to previously unlabeled data based on the features and labels of its K nearest neighbors in the training data. The process involves computing the distance between the new unseen input data and each training sample using a certain distance metric such as Euclidean distance, Minkowski distance, Manhattan distance, and Hamming distance. In the classification process, KNNs are used to assigning labels to a new data point based on the dominant class label among the neighbors. In regression, the predicted value is calculated by averaging the target values of K’s nearest neighbors. The choice of K may have impact on the algorithm’s performance. If the value of K is smaller, it may lead to a potentially more flexible and noisier prediction and if the value of K is larger, it may lead to potentially smoother but biased predictions. In order to identify the K nearest neighbors, Euclidean distance is used most of the time as a distance metric. The Eq. 11 represents the formula to determine the nearest neighbors between two data sets, \( p \) and \( q \).

\[
d(p, q) = \sqrt{\sum_{i=1}^{n} (q_i - p_i)^2} \tag{11}
\]

Here, \( p \) and \( q \) denote the coordinates of data points in each dimension, and \( n \) represents the total number of dimensions or features.

7) Least Absolute Shrinkage and Selection Operator (LASSO): LASSO is a type of linear regression model that employs shrinkage to select the variables. It is beneficial in analyzing datasets with high dimensions, specifically those with many features and fewer observations [23]. During prediction, the linear regression model provides equal importance to all features. However, when there are many features, including irrelevant or redundant ones, the model may become complicated and overfit the training data, which results in poor generalization of new data. Lasso Regression addresses this problem by adding an L1 penalty term to the cost function. The L1 penalty promotes sparsity and facilitates efficient feature selection by shrinking the coefficients of irrelevant features toward zero, thereby eliminating the corresponding features from the model. The generic form of the cost function in LASSO regression is presented on Eq. 12.

\[
J = \frac{1}{m} \sum_{i=1}^{m} \left( y^{(i)} - h \left( x^{(i)} \right) \right)^2 + \lambda \sum_{j=1}^{n} |w_j| \tag{12}
\]

Here, the variable \( m \) denotes the count of training examples. The variable \( y^{(i)} \) represents the target variable’s value for the \( i \)-th training example. The expression \( h \left( x^{(i)} \right) \) denotes the hypothesis function’s for prediction, while \( n \) denotes the total number of features. The weight assigned to the \( j \)th feature is represented by \( w_j \).

8) Support Vector Regression (SVR): SVR is a supervised learning algorithm used for classification and regression problems [24], [25], [26]. It is an expansion of the Support Vector Machine (SVM) algorithm. The aim of SVR is to select a hyperplane with a maximum margin while allowing a certain level of error (epsilon) for data points that lie within that margin. The SVR algorithm tries to identify the optimal hyperplane by solving an optimization problem that minimizes the training data error and maximizes the margin. In the prediction phase, SVR applies the learned hyperplane to predict the values for new data points. The predicted values are defined by the position of the data points with respect to the hyperplane. SVR can handle non-linear relationships and high-dimensional data effectively with the help of kernel functions. Kernel functions are applied to convert the input data into a higher-dimensional space, where it can find a linear regression function. The selection of the kernel function depends on the type of data and the problem at hand. The three kernels that SVM most frequently uses are.

- Linear kernel: It deals with large sparse data and is used in text categorization. It measures the linearity between the input data and the target variable.
- Polynomial kernel: This kernel, known as a polynomial kernel, introduces polynomial features to capture nonlinear relationships.
• Radial Basis Function (RBF): It maps the input data into an infinite-dimensional feature space applying Gaussian functions.

D. Performance Metric

The purpose of accuracy metrics is to determine the performance of any model. In this section, we used three evaluation metrics such as R Square coefficient, RMSE, and MAE to measure the prediction accuracy of the regression models.

1) R Square Coefficient: R square coefficient is an evaluation metric that measures the fitness of a regression model [7]. It can be expressed as using Eq. 13.

\[
R^2 = 1 - \frac{\sum_i (x_i - \hat{x}_i)^2}{\sum_i (x_i - \bar{x})^2}
\]  

(13)

Where, \(x_i\) and \(\hat{x}_i\) are the actual and predicted output of \(i\)-th sample respectively, \(\bar{x}\) is the average output. The highest value of \(R^2\) is 1, indicating that the closer the value to 1 the better fitted the model is.

2) Root Mean Square Error (RMSE): RMSE is a general-purpose error metric used to measure the performance of a model according to prediction accuracy [27]. The smaller the RMSE value the higher the prediction accuracy. It can be expressed as the square root of the mean squared error. The equation to calculate MSE and RMSE for multi-output regression model is provided in Eq. 14 and 15, respectively.

\[
MSE = \frac{1}{m} \sum_{i=1}^{n} (x_i - \hat{x}_i)^2
\]

(14)

\[
RMSE = \sqrt{MSE}
\]

(15)

In the above equation stated in 14, \(N\) denotes the number of samples.

3) Mean Absolute Error (MAE): MAE calculates the difference between actual output and predicted output. MAE for multi-output regression model is expressed in the Eq. 16.

\[
MAE = \frac{1}{m} \sum_{i=1}^{n} |(x_i - \hat{x}_i)|
\]

(16)

IV. EXPERIMENTAL RESULTS

The main objective of the proposed model is to predict the weekly death count based on age-specific user group. To perform the task, we have implemented several regression models. The dataset was divided into 80% to 20% where 80% data is used for training and 20% data for testing purposes. All the experiments were performed in Python. The performance of these models is evaluated based on three different metrics such as MSE, MAE and R squared coefficient. The higher value of the R squared coefficient is found with RF algorithm (0.9975), which is followed by DT (0.9958), RNN (0.9529), KNN (0.9430), ANN (0.9427), LR (0.8937), Lasso (0.8937), SVR (0.8438) which is shown on Table II. The higher value of the R squared coefficient, the lower value of RMSE and MAE indicates good fitted model for the task. It is evident that the value of MAE is lower with RF (16.4069) that is followed by DT (21.7217), KNN (106.2851), ANN (114.8771), RNN (124.3763), Lasso (211.7925), LR (212.0527) and SVR (245.8620). The lowest RMSE value is found on RF with 43.2263 which is followed by DT, RNN, KNN, ANN, LR, Lasso, and SVR. Therefore, it can be concluded that RF is the best-performing model for the task and after then DT showed almost similar types of prediction.

V. DISCUSSION

In this research, we figured out that, instead of using the distribution equation, the construction of a model with random forest and decision tree algorithms to perform the count of mortality in absence of age specific data from the total count of all ages is much easier and better solution. It is evident that the use of the multi-output regression model has proved its efficiency to perform the prediction. To the best of our knowledge, this work is the first attempt to propose a multi-output regression model as a solution to the distribution problem on the mentioned dataset. It can be summarised that ML techniques provide better output for multi-output regression than DL methods. Among the classifiers, RF showed the best performance based on RMSE, MAE, and R squared coefficient.

However, the performance of several algorithms can further be improved through tuning the hyper-parameters of the model. In addition, the utilization of these regression models can be applied to the similar domains through extending their potentiality.

VI. CONCLUSION

STMF data series is one of the most valuable data series of HMD. Various types of analysis can be performed using the weekly records according to the information of their age group and gender. However, the data that are collected from various countries sometimes lack the weekly death information. Currently, researchers used the distribution equation to calculate the age-specific weekly data. Multi output regression models are getting popularity in prediction related problems over the last few years. In this work, we have implemented such regression models because of the benefits over single output model. In this work, RF is selected as the best performing model based on R-square coefficient, RMSE and MAE.
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Abstract—Regulatory and technological changes have recently transformed the digital footprint of credit card transactions, providing at least ten times the amount of data available for fraud detection practices that were previously available for analysis. This newly enhanced dataset challenges the scalability of traditional rule-based fraud detection methods and creates an opportunity for wider adoption of artificial intelligence (AI) techniques. However, the opacity of AI models, combined with the high stakes involved in the finance industry, means practitioners have been slow to adapt. In response, this paper argues for more researchers to engage with investigations into the use of Explainable Artificial Intelligence (XAI) techniques for credit card fraud detection. Firstly, it sheds light on recent regulatory changes which are pivotal in driving the adoption of new machine learning (ML) techniques. Secondly, it examines the operating environment for credit card transactions, an understanding of which is crucial for the ability to operationalise solutions. Finally, it proposes a research agenda comprised of four key areas of investigation for XAI, arguing that further work would contribute towards a step-change in fraud detection practices.
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I. INTRODUCTION

Europol’s Serious and Organised Crime Threat Assessment identifies non-cash payment fraud as one of the most concerning criminal activities in the European Union [1]. In the UK alone, fraud losses on UK issued cards totalled £667 million in 2020 [2]. UK losses, however, are dwarfed in comparison to global losses which were estimated to be $32.39 billion in 2020, extending to over $40 billion by 2027 [3]. It is argued that as the use of non-cash payment cards increases year on year, perpetrators of these frauds are likely to see a continual increase in their illegal funding unless industry and academia can come together to create a significant step-change in the way in which fraudulent transactions are intercepted.

A. Changing Landscape

The volumes and velocity of credit card transactions means that financial institutions cannot rely on human expertise alone to identify fraudulent transactions. Fraud Management Systems (FMS) complement other internal processes to help automate fraud detection and decision-making. FMSs are traditionally rule-based, meaning every single transaction is checked against a catalogue of pre-determined rules. This is an approach favoured by industry fraud experts because of the ease with which they can understand the inputs, modify the rules and interpret the results. However, whilst the relative simplicity of rule-based systems ensures the results are easily understood, this fixed approach does not scale well and limits the ability of the FMS to recognise or adapt to evolving patterns of fraud. Moreover, recent regulatory and technological developments threaten the effectiveness of traditional rule-based fraud management systems. As a consequence the payments industry, and therefore payment card fraud detection, is facing a once-in-a-generation need for radical change.

1) Regulatory developments: As part of the Payment Services Directive 2 (PSD2) regulation, Strong Customer Authentication (SCA) has recently been enforced in Europe and the United Kingdom [4]. SCA employs new Regulatory Technical Standards (implemented through an initiative called 3-D Secure 2.0) which enhance the current practices of processing customer transaction data. One of the pre-SCA challenges for issuers in fraud detection was the limited amount of data they received from the retailer – typically less than 10 variables per transaction. In contrast, the new Regulatory Technical Standards describe “Authentication Enrichment” data that a retailer should now provide to an issuer in addition to the usual transaction data. The Authentication Enrichment data increases the original 10 variables to over 100 variables (known as “security features”) [5], [6] as shown in Fig. 1.

The ten-fold increase in the security features necessitates a step-change in traditional rule-based fraud detection methodologies. Whilst rule-based engines will continue to perform initial screening of transactions to eliminate the most common fraud approaches, machine learning (ML) will be required to perform the majority of the analysis. Synergistically, the results of those ML models must be easily translated by the fraud analysts and management teams in order to interpret and act upon any newly derived insights.

Additionally, the Regulatory Technical Standards dictate the need to perform the analysis of transactions using these data points in real-time. The adoption of Authentication Enrichment data and enforcement of real-time analysis makes improvements to the automated processing of transactions increasingly urgent: It is claimed that “Approximately 80% of issuers plan to invest in machine-learning (ML) and rule-based engines to facilitate SCA processes by the end of 2021” [7].

2) Technology developments: Technology is revolutionising the way society pays for its goods and services. Contactless technology has become mainstream [8] and digital wallets such as Apple Pay, Google Pay or Samsung Pay have significantly increased their user base, especially in the younger generations...
techniques in credit card fraud detection. However, adoption of ML techniques in financial settings have been slow to materialise [14]. The running hypothesis is that organisations perceive ML techniques as “black box” solutions which lack transparency and are therefore difficult to trust. Some domains, for example movie recommendation engines, are able to tolerate the opacity which accompanies black box solutions since the consequences of an incorrect outcome (for example a poor movie recommendation), whilst potentially irritating, present a low risk to the user.

In financial domains the consequences of an incorrect decision on a data subject are more impactful. In the case of credit card fraud detection, a consumer is likely to have the transaction rejected, and potentially the credit card subsequently withheld or cancelled. At the very least this will result in annoyance or embarrassment, but it may also impact the consumer’s ability to buy groceries or keep up with payments on more substantial items. The existence of these risks places a much stronger onus on practitioners to ensure they can trust in the outputs of these ML models. For the finance industry, the inability to understand or justify the outcomes of the black box ML models has consequently become a strong barrier to change.

To counter this challenge, scholars have begun investigating ways in which ML techniques can be leveraged whilst simultaneously providing transparency to engender trust in the models and therefore encourage more ubiquitous adoption. An emerging and increasingly popular technique to create this transparency is Explainable Artificial Intelligence (XAI).

C. Terminology

Scholarly research of nascent fields often begins with the difficulty of achieving a consensus on normative terminology. This is especially pertinent for the discourse surrounding XAI. As noted by both [15] and [16], many authors avoid committing themselves to a definition of an XAI system. This may be because, as a nascent field, the community have yet to come together to agree upon a clear definition. Yet without open discussion, how can consensus be reached? Those same authors suggest that this avoidance exposes the discipline to criticism that the field lacks rigour, noting that the community cannot justify claims of delivering XAI without agreement as to what XAI is.

To complicate matters further, there is also discord between authors regarding use of the terms “explainable” (usually followed by “artificial intelligence” and denoted XAI) and “interpretable” (usually followed by “machine learning” and denoted IML) with some authors considering the two terms analogous [17], [18] and other authors seeing a clear distinction between them.

One suggestion [19] is that the term “explainable” should be considered an umbrella term which has the goal to “... summarise the reasons for neural network behaviour, gain the trust of users, or produce insights about the causes of their decisions”. The authors then perceive interpretability as a sub-goal to shed light on “what a model did or might have done” – answering the question of “how” the system came to its conclusion, yet stopping short of providing the complete response which a system audit may require. An explainable model is therefore, by definition, inherently interpretable yet

[9]. Using this technology, payments can now be made through physical cards, mobile phones and even jewellery such as rings or watches which use Near Field Communication (NFC) technology. In addition, Open Banking has facilitated the entrance of a myriad of new payments service providers and the introduction of account-to-account payments [10].

These innovations not only transform the footprint of a traditional payment transaction but also highlight the flexibility needed to address the future transaction landscape. Traditional rule-based fraud detection methodologies which rely on a user’s consistent and repetitive behaviours are less effective when payments can be made through any device, piece of clothing or jewellery in any location and at any time. Similarly, changes to the way payments are conducted means a re-evaluation of a retailer’s payment infrastructure [11] which, in turn, will also affect their traditional fraud detection methodologies.

Finally, recent advances in technology enable fraudsters to work en masse, causing disruption at an ever faster pace. In [12], Dvorsky reported on the already-present ability of criminals to launch AI-based attacks, enabling much faster and more widespread disruption than previous human manual led strikes. Fraudsters are agile. They do not have the restraints of customer privacy, regulation and legacy applications to accommodate. In a recent industry report [13], Mike Haley, CIFAS CEO said “fraud is ever evolving, and criminals continue to collaborate. As a community, we must do the same”.

Hence the need for the FMS to be able to adapt at pace becomes even more critical. Rule-based systems may have been sufficiently refined over the past 30 years to effectively seek out known fraud patterns or traits, yet it is suggested that they are no match for the dynamics of this modern fraud landscape. As a consequence, the accuracy of the traditional FMS over the medium-to-long term will decline.

B. Current Status

To address the challenges of escalating transaction volumes, changes in regulation, technological advancements and a more sophisticated and technology-savvy criminal fraternity, researchers are exploring the opportunities of employing ML techniques in credit card fraud detection. However, adoption

Fig. 1. Additional security features to be provided from the merchant (retailer) to the issuer as a result of new SCA regulatory technical standards (implemented through an initiative called 3-D Secure 2.0) [6].
the reverse is not true – an interpretable model does not necessarily satisfy all the requirements of being explainable.

Similarly, [20] provide an holistic definition of XAI as “AI systems that can explain their rationale to a human user, characterize their strengths and weaknesses, and convey an understanding of how they will behave in the future.” Their concept of interpretability, analogous with the perspective of [19], is also subservient to the concept of being explainable. However the authors are more precise in their description, suggesting that “Interpretable models are machine learning techniques that learn more structured, interpretable, or causal models.”

This concept of interpretability representing models that can be decomposed by an appropriately skilled audience is becoming more widely recognised amongst contemporary authors. Specifically, authors identify linear models, decision trees, rule-based models and constrained variants of black-box models as interpretable models [21]–[25]. Such models are often referred to as “inherently” interpretable [22], [23], [26], [27] or “intrinsic” [28], with the advantage that they are able to provide accurate and undistorted [26] explanations for the model output.

In contrast, black box models are often defined as models which are not interpretable, that is their complexity is so acute that the intended audience are unable to unravel their inner workings. When presented with such a model, it is increasingly commonplace for those seeking an explanation of the output to implement a subsequent interpretable model in a post-hoc fashion, the purpose of which is to find an approximate and human-understandable explanation to the original model’s output. Obsfucating the holistic definitions of both [19] and [20], authors frequently refer to these post-hoc models as explainable models [15], [22], [29] or explainable AI [23], [27], although others employ the term post-hoc interpretability [21], [30].

In an effort to reconcile the discourse, this paper leverages the holistic perspectives of both [19] and [20] to suggest XAI should be considered as an umbrella term. Specifically, it adopts the definition put forward by [20] (see above) which emphasises the importance of producing an explanation that is human-understandable, including transparency of the working parameters of the system. Where necessary, it differentiates XAI models through use of the terms “intrinsic” and “post-hoc”. The former term describes models that are inherently interpretable. Decision trees and linear regressions are well studied examples of intrinsic models. Section III-B discusses intrinsic models in more detail and highlights some of their perceived challenges. Other models are built to prioritise alternative desiderata such as precision, accuracy or speed. In that circumstance, explanations are obtained “post-hoc”, i.e. derived as part of an additional process after the model has delivered the outcome.

D. Scholarly Focus

Despite the ongoing debate as to the exact terminology and definitions pertaining to XAI, many scholars are undeterred in their investigations. XAI models are an increasingly popular research topic within the ML community (see Fig. 2a), and the techniques to develop, present and categorise the explanations are many and varied. Likewise, investigations into credit card fraud detection are enjoying renewed attention (Fig. 2b). However, analysis of this joint population reveals just one paper published over the past 21 years which specifically investigates the application of XAI within a credit card fraud context [31].

Within that paper the authors initially propose a black box solution to distinguish between fraudulent and legitimate transactions. They subsequently acknowledge the difficulty that a human being would have in understanding the resulting output and propose an overlay to translate the results into human-understandable format. The explanation is therefore positioned as an afterthought, rather than central to the paper.

One additional paper of note explores the ability to extract generalised rules from a neural network within the domain of credit card fraud [32]. Despite no specific reference to XAI, it makes an early contribution to the field by introducing SOAR (Sparse Oracle-based Adaptive Rule extraction) which makes complex rule-sets more comprehensible by exploiting key decision boundaries.

Hence fraud – XAI cross-disciplinary research has so far lacked focus. This paper seeks to address the gap by arguing that techniques attributed to the field of XAI have the ability to accelerate a step-change in the detection of fraud in the credit card industry. This research agenda suggests ways in which XAI can improve the adoption of complex models, such as neural networks, in credit card fraud detection. Section II begins with a discussion of the credit card fraud operating landscape and key challenges which must be overcome for
successful model adoption. Section III then lists four significant focus areas which would benefit from increased scholarly attention. Finally, Section IV provides concluding remarks.

II. FUNDAMENTAL CONCEPTS AND BACKGROUND

A. Credit Card Operating Environment

Credit card transactions are bifurcated into Cardholder Present (CP) and Cardholder Not Present (CNP) transactions. For CP transactions the customer is physically present at the purchase point and offers a physical card to the retailer for payment. For CNP transactions the purchase is carried out remotely, for example over an e-commerce website. It is this latter scenario which will be the focus of this paper.

The speed and simplicity with which an individual can execute a credit card transaction disguises the complexity of its operating environment. There are multiple key organisations which have to interact seamlessly to deliver a smooth consumer experience. Fig. 3 shows the five key parties involved and the general timings used to execute and settle a credit card transaction.

The customer initiates the process by providing credit card payment details to the retailer in exchange for a product or service (step (1)). In real-time, the retailer requests permission from the issuer through both the acquirer and the payment card association [steps (2) to (4)] and receives an authorisation code back [steps (5) to (7)], at which point the transaction is either authorised or declined. Readers will be familiar with this entire request and response process being completed in a matter of seconds.

Following the transaction approval, the retailer receives funds from the issuer up to three days later [steps (8) to (13)]. The issuer then places the transaction on the credit card statement and issues the statement up to thirty days post transaction [step (14)]. The cardholder then has up to another thirty days to settle the bill either in full or through the use of a credit facility [step (15)].

Real-time fraud analysis focuses on confirming the authenticity of a single credit card transaction before the transaction is completed (see step (1) to step (7) in Fig. 3). The retailer, acquirer, card association and issuer all have roles to play. They perform similar types of analyses in order to ensure they are comfortable with the validity of the transaction, yet their fraud detection datasets are substantially different (Table I), enabling a multi-dimensional view of both the transaction and the context within which the transaction is being executed [33].

<table>
<thead>
<tr>
<th>Organisation</th>
<th>Fraud Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>Retailer</td>
<td>Previous customers and purchases</td>
</tr>
<tr>
<td>Acquirer</td>
<td>Transactions from all retailers who bank with them</td>
</tr>
<tr>
<td>Card Association</td>
<td>Transactions using the card association brand</td>
</tr>
<tr>
<td>Issuer</td>
<td>Transactions from all customers using issuer cards</td>
</tr>
</tbody>
</table>

To minimise repetition, this paper will assume the perspective of the retailer / e-commerce gateway in its discussions of fraud identification strategies and where XAI can improve the status quo. However, the strategies discussed are equally as relevant to acquirers, card associations and issuers in the real-time environment.

B. Key Challenges

FMS which enable the retailer’s detection of illegitimate credit card transactions are hindered by four key challenges which will be described below. These challenges complicate the fraud identification process yet must be catered for in order to provide an operationally effective solution. Since intrinsic XAI models need to incorporate both the underlying ML algorithm and the explanation, any intrinsic XAI model will have to accommodate for all of these challenges in order to deliver an effective fraud detection explanation. In contrast, the first challenge is the only challenge relevant for a post-hoc XAI model, since its underlying AI model should operationally satisfy all key challenges.

1) Real-time analysis: Modern technology allows for the accumulation of hundreds of security features to provide information about the legitimacy of a transaction, as illustrated in Fig. 1. However, to ensure adherence to new regulations, deliver a smooth checkout experience for the customer and to minimise losses at the e-Commerce gateway those security features also need to be processed in real time. The real-time credit card transaction process illustrated by points (1) to (7) in Fig. 3 typically takes less than two seconds [34].

The foremost concern for the retailer is the provision of a seamless checkout experience for all legitimate transactions. A recent survey indicated that almost 20% of online shopping cart abandonment experiences were as a result of a “sticky” checkout experience [35]. The negative experience also reduces the likelihood of individuals visiting the store in the future thereby also impacting future sales revenue. Retailers’ determination to protect their seamless checkout process is one of the key drivers behind the slow adoption of 3D Secure1 checkouts [36].

2) Concept drift: A further advantage of real-time fraud analysis and explanation is the ability to detect emerging fraud trends and enable timely decision-making. Historically, the behaviour of fraudsters has been moderately consistent, enabling the cataloguing of fraud vectors which allows for rule-based analysis [37]. However, recent technological advances have enabled a more sophisticated and agile offender. Concept drift is the term used to describe this changing circumstance. Unforeseen, changing patterns in the fraud vectors results in the rules catalogue becoming either outdated or unmanageably large as more rules are added to try to keep pace with the new patterns of fraud. As a consequence, the fraud identification becomes less effective.

Examples of XAI models addressing concept drift in the domain of financial fraud are scant. However, the field could benefit from advances made in other fields. In particular, recent years have cemented the importance of addressing concept drift in the medical field of pandemic / epidemic response. In this field, authors have proposed various explainable models to support a real-time decision support model. Notably, [38] analyse Covid-19 symptomatic data using their DeepCOVID post-hoc XAI model. The result is a real-time graphical representation

---

1 3D Secure (3DS) requires customers to complete an additional verification step with the card issuer when paying, for example being directed to an authentication page on their bank’s website, where they enter a password associated with the card or a code sent to their phone.
of the variables providing the most significant contributions to the prediction of Covid-19 diagnosis.

3) Minimising false positives: A model will sometimes incorrectly indicate a positive (e.g. fraudulent) result. This is known as a false positive result. Maximising the opportunities for a seamless checkout experience requires fraud investigators to minimise the occurrence of false positives when identifying fraudulent transactions.

False positives create friction in the process by either slowing down the real-time approval whilst manual assessment is required or cancelling the valid transaction altogether. In the latter case, the retailer loses both the goodwill of the customer and the value of the sale [39]. In addition to the negative experience of the customer, the occurrence of false positives creates further expense for the retailer as manual intervention is required to investigate the queried transactions. In an empirical survey of contemporaneous neural networks applied in credit card fraud detection, [14] suggested all but eight of the fifty-one (51%) ML methods in their literature population would be operationally ineffective. This is due to the high numbers of false positives in the results, requiring costly and inefficient manual oversight.

Whilst obtaining the proportion of false positive results on a test dataset helps to understand the efficacy of an AI model, it does little to provide transparency as to why incorrect predictions are being made. In contrast, XAI solutions have the advantage of being able to provide transparency to explain the reasoning for a false positive result. Saliency plots, for example, have been used by researchers to understand why an image-processing model was mistaking the picture of a husky for a wolf on a test dataset despite working with good accuracy on the training dataset [21].

4) Dealing with class imbalance: Fraudulent transactions are anomalous data points which exist within a large population of genuine transactions. Mark Nelson, Visa’s Senior Vice President of Risk Products and Business Intelligence, reports that Visa operates at a fraud rate of 0.1% of transactions [40]. Having an unbalanced dataset such as this creates difficulties for training ML models with the data since many algorithms assume an equal distribution of each class. When the minority class is the most important class, as it is in fraud detection, it typically results in a poor predictive performance.

A variety of approaches are available to scholars working with class imbalance. One option is to employ a weighted loss function which penalises the misclassification of the minority class thereby boosting its performance. Other popular approaches involve either undersampling the majority class or oversampling the minority class. Undersampling involves removing a proportion of the majority class in order to create a more balanced population. This is either done through random sampling or in a more structured way, often using nearest neighbour techniques. In contrast, oversampling the minority class increases the occurrence of the minority class in the dataset. This can either be done through making copies of existing minority transactions or creating additional synthetic transactions. SMOTE (Synthetic Minority Oversampling Technique) [41] remains a popular oversampling approach which has spawned an array of derivative oversampling techniques.

C. Fraud Risk Scoring

Fig. 1 illustrates the many data points which are available to the retailer for the purposes of performing a transaction fraud assessment. These data points are employed in a number of AI profiling algorithms to be used as inputs to generate an aggregated risk score. Fig. 4 represents a drill-down into the fraud detection process for a retailer / ecommerce gateway and highlights some of the most common inputs to the risk score such as product profiling, customer profiling, geo-location profiling, and analysis of spending patterns [42].
fraud risk score is then compared to a fraud risk threshold determined by the retailer. Scores over the threshold identify transactions which the retailer considers worthy of challenge.

1) Product profiling: When retailers list a product for sale, they make an assessment of how appealing the product is likely to be to a fraudster. Typically, fraudsters steal products which are high value and high demand and can easily be resold on a secondary market. Retailers would identify these products in their portfolio as “High-Risk” and therefore apply a high-risk score to any sale of this product. The risk score is magnified when the number of high-risk products in a single transaction increase. In a recent survey of over 1,000 retail fraud professionals, the product profile (also referred to as the “Order Content”) was the key fraud indicator for 34% of survey respondents [42].

Shopping trends are in constant flux, depending upon the availability of new technology releases, changes due to seasonal trends, product availability and even media or social media influences. Consequently, it is difficult to implement an effective rule-based solution for determining high-risk products. However, ML provides retailers with an ability to adapt to new trends in a timely manner. Analogous with the discussion on concept drift in the paragraphs above, XAI solutions will provide real-time transparency of emerging trends enabling a retailer to understand why specific products are designated as high-risk. Graph Convolutional Networks are a popular tool in the detection of emerging trends due to their interpretability, enhanced performance and flexibility [43].

2) Customer profiling: It is important that retailers know their customer. This is not only relevant from a loyalty perspective, building a strong customer-retailer relationship, but it also provides useful knowledge in the fight against fraud. The above mentioned survey [42] identified the customer profile as the second most important fraud indicator for the survey respondents.

In respect of CNP transactions, the retailer needs to have confidence that the customer is genuine, and that they are dispatching the product to the right person at the correct address. This is much easier if they already have a prior transaction history with the customer, and far more difficult if the customer is new onto their platform. In order to establish a customer profile, they reference a number of key pieces of information which includes, but is not restricted to:

- Name and delivery address
- Usual mode of ordering (e.g. mobile or desktop)
- Frequently used IP Addresses
- Frequently used payment details
- History of returns or disputes
- Email address
- Email account history

Changes to any of the above profile factors can increase the customer’s risk score.

The lowest risk for the retailer is a customer with whom they have a regular transaction history, no reported disputes, consistent behavioural patterns (e.g. mode of ordering and use of IP Address) and delivery to the same dispatch address. Any transactions with a customer in this category would be given a low-risk score for their customer profiling.

The highest risk for the retailer is a new customer. In this case they have no prior relationship data to build a customer profile. Instead, they leverage existing banking protocols alongside using other available data. At a minimum they ensure the shipping address reconciles with the billing address provided at checkout. Any deviations further increase the risk score of the customer profile. Other tactics involve ensuring the email address is not duplicated across their systems and looking at the account history of the email address.

The author in [44] explored user profiling to detect fraudulent cellular usage. Their work used an intrinsic XAI rule-learning technique to determine whether or not a customer was making a phone call from a cloned or genuine account. However, the flexibility and adaptability of clustering and classification ML algorithms have become increasingly popular in recent profiling studies. In particular, [45] demonstrated the effectiveness of the WIBL (Weighted Instance Based Learning) algorithm compared to more traditional clustering methods. WIBL improves explainability over existing clustering methods by using weighted features to indicate feature importance.

3) Geo-location profiling: The IP address also enables the retailer to access location details from where the order originates. This information is useful to the retailer in a number of ways. First, there may be certain locations which the retailer knows from prior experience have high risk of fraudulent activity. Retailers are able to use rule-based filters to exclude sales to those areas if they wish. Second, the location given by the IP address can be reconciled against the shipping and billing addresses. Although not a conclusive assessment, incongruence may indicate a higher risk of fraudulent activity.

4) Spending patterns: Finally, the retailer can also look for unusual or tell-tale spending patterns. They do this both at an individual customer level, and also holistically across their customer base. As above, this is much easier at an individual level if they have an established relationship with the customer. In that case they may be concerned with behaviours such as cancellations of orders followed by purchases of high-risk items, large volumes of high-risk products in a single transaction or unusual purchases for the customer profile, for example, an 80-year-old suddenly purchasing five flat-screen televisions. Looking across their customer base, they may see an unusual volume of high-risk products being purchased by different people but delivered to the same address, a common tactic when using “mules” to disguise fraudulent purchases.

III. RESEARCH AGENDA

The sections above articulate the motivation for change and describe the challenges encountered so far in the improvement of credit card fraud detection. In particular, Section II provides details regarding the context within which an effective fraud detection solution must operate. In this section we introduce a number of key concepts and developments within XAI that the authors argue would contribute towards a step-change in its adoption for credit card fraud investigations.
To ascertain current trends in this domain, the Scopus database was employed as a primary source for gathering literature. A query identified computer science articles which were written in English and used the phrase “credit card fraud” in their key words. The resulting population of 181 articles were then filtered using reviews of the (1) title (2) abstract and (3) textual detail to focus on papers that are specifically concerned with the implementation of models in the domain of credit card fraud detection. In particular, papers which primarily focused on the generic development of models, only using a credit card fraud dataset as illustration of their techniques, were excluded from the survey. This filtering process resulted in a population of fifty-three papers, which subsequently grew to fifty-six following the addition of three papers identified by means of a snowballing technique.

Table II provides a selection of papers extracted from the full dataset. These papers consider at least two of the aforementioned operational challenges in their work. For completeness, the full table can be made available by contacting the authors of this paper. The table is complemented by Fig. 5a and 5b which summarise the full dataset.

A. Explanations within a Specific Context

Section II-B introduces the practical constraints of real-time analysis, managing unbalanced data and concept drift and minimising false positives which need to be considered in order for a model to be operationalisable. These contextual requirements of credit card fraud detection are perhaps more complex and multi-faceted than many fields. Additionally, Section II-C highlights a variety of fraud investigation approaches which provide transparency on the root causes of the fraud detection. Unfortunately, it is rare for scholars to acknowledge or clarify the timing and perspective within which their model is intended to operate, and the field of credit card fraud detection is no exception.

Fig. 5a and 5b show the resulting analysis of the literature population, with a view to understanding the extent of its coverage of the real world challenges discussed in Section II-B. Scholars demonstrate a strong awareness for incorporating the challenges of false positives and imbalanced data in their papers (Fig. 5a) yet the majority fail to account for the difficulties brought about by the need to consider concept drift and real time analysis.

Fig. 5b particularly draws attention to the fact that the literature has so far failed to address any of these challenges, or even combinations of these challenges, in a consistent manner. In fact, five papers within the literature corpus failed to recog-
(a) Summary analysis of literature coverage of real world credit card fraud challenges.

This definition brings together four key elements of context frequently discussed in the literature. First it leverages the centrality of the audience [25], [87]–[90] since it is the audience who determines whether the explanation is a good one or not [16]. Second it captures the importance of understanding the goals of the audience, [85], [91] since it is the goals that drive the ML model design [85], [91], [92]. Third it recognises the value of ensuring trust in the explanation [17], [21], [93] since trust enables the audience to decide whether or not to have confidence in the results [21], [22]. Finally, by acknowledging the importance of usability [15], [82], [94], [95] the definition ensures that the system is more likely to be successful in an operational context [16], [94], [96].

Hence, the first recommendation for contributing towards a step-change in credit card fraud is to ensure that XAI models are designed with the context in mind. Demonstrating adherence to usability constraints such as real-time delivery, minimising false positives and supporting concept drift will encourage practitioners to see the potential rewards that XAI can bring over extant rule-based methods. An understanding of the audience goals will help scholars to develop XAI models that target practitioner desiderata and reflect the needs of real problems.

B. Increase Focus on Intrinsic Models

Section I-C introduces the concepts of intrinsic and post-hoc XAI models. For credit card fraud, the determination of fraudulent transactions can have a significant impact on a person’s life and well-being. A false positive result could cause emotional distress such as shame or embarrassment as well as practical difficulties such as being unable to purchase goods. On the other hand, a false negative result fails to identify a transaction as fraudulent and results in financial consequences for the credit card holder, retailer or issuer. The serious consequences that could arise as a result of the fraud detection model forces the need for absolute trust that the explanation correctly interprets the decision-making within the model. Some authors suggest that models used for high stakes circumstances such as these should employ an intrinsic rather than post-hoc design [23].

Context in XAI is any information needed by the explanation system to satisfy the explanation goals, trust and usability expectations of the audience.
Arguments supporting the use of intrinsic models leverage their ability to overcome the difficulties associated with black box models and their post-hoc explanations. The overriding challenge of black box models is their inherent opacity which undermines the ability of an individual to decide whether or not they can trust the model’s output. Moreover, the layering of a post-hoc explanation over the black box model introduces additional trust challenges. Since the post-hoc model, by definition, cannot provide a true 100% explanation of its underlying black box model, then there must be an element of uncertainty as to whether or not the explanation is correct. An individual faced with a black box model and post-hoc explanation therefore has two trust challenges to overcome:

1) Can the model be trusted to produce an accurate output?
2) Can the explanation be trusted to be faithful to the model?

In contrast, intrinsic models are sufficiently transparent that an individual can understand not only the most influential variables in the dataset, but also how those variables interact with other variables. Furthermore, the explanation, by design, directly reflects the model machinations, thereby enabling an easier decision as to whether or not to trust the output.

Unfortunately, there is a strong bias in the extant literature against the development of intrinsic models, meaning that focus is not forthcoming. Analysis of Guidotti’s [97] comprehensive survey of explainability methods identifies a slim population of 10 papers devoted to this approach, compared to 130 using post-hoc methods. Those findings are consistent with the analysis of literature conducted in this survey. Only seven of the fifty-six papers focus on the development of models which are inherently interpretable. The remaining forty-nine either propose black box models, or complex ensemble models without any attempt to explain the resulting outcomes.

There may be many reasons for this. Some authors suggest intrinsic models sacrifice accuracy for interpretability, [20], although other authors vehemently contest the notion [23]. Perhaps some scholars take pride in the complexity of black-box models ignoring the practical advantages that a transparent model would bring. Alternatively, authors designing models without a specific use-case in mind may prefer the advantages of flexibility that accompany a post-hoc, model-agnostic design.

Despite the cloak of simplicity that accompanies intrinsic models, they have many operational challenges that would benefit from scholarly focus [23]. It is not the intention of this discourse to argue a preference for intrinsic models over post-hoc techniques but to highlight that the field would benefit from increased focus and visibility. More work needs to be done to investigate the opportunities of intrinsic models in the fields of high-stakes decision-making where faithfulness to the underlying model has both an academic and moral imperative.

1) Interpretable scoring systems: A noteworthy subgroup of intrinsic models are interpretable scoring systems, used in decision-making and risk evaluation. Decision-making typically involves the careful evaluation of a number of diverse facts in order to arrive at a balanced decision. For example, medical professionals often weigh-up a number of discrete facts about a patient before suggesting or even investigating a potential medical diagnosis, or finance professionals might weigh-up a number of different factors about a client before deciding on whether or not to offer them a loan. The accumulation and evaluation of these discrete facts are synonymous with domains requiring expert judgment. Heuristics are established through experience and expertise with simple techniques such as linear regression often being used to establish relationships between these pre-defined features and their classifier.

These aforementioned heuristics are known as "scoring systems". Their popularity stems from the fact that decision-makers find them easy to understand and interpret [98]. Moreover, the input variables can easily be flexed to reveal the consequential impact on the predictor variable, and the model presents a common language for standardisation of reporting and comparison of results. Fig. 6 shows the scoring system mandated by NHS England for the assessment of patients presenting to, or being monitored in hospital. The lower table indicates the response that a patient should receive depending upon the medical staff’s assessment of the eight key variables in the upper table.

The transparency and uniformity of this approach has the added incentive of enabling the model to be transferable to other similar circumstances, as shown by [99] who demonstrated its effectiveness at also predicting short-term mortality as a result of Covid-19. However, the challenge of employing expert-led heuristic risk scores lies in the lack of a formal guarantee [101] that the heuristics are the right ones.

Recent experiences in AI demonstrate that oftentimes it is beneficial to ignore human experiences and instincts, and to instead be open to new discoveries and findings. One such example is the application of reinforcement learning to playing strategy games such as chess and Go. The initial approach was to use supervised learning techniques to “teach” the AI the strategies which had been learned by generations.
of experts, but this only resulted in minimal improvements upon human levels of expertise. The step-change occurred when reinforcement learning techniques allowed the AI to learn for itself without human interference [102], resulting in significantly improved performance and the discovery of some novel game-winning strategies.

With this in mind, [103] introduce RiskSLIM (Risk-calibrated Supersparse Linear Integer Model) which learns from data, rather than experience and heuristics, to deliver a risk scoring system. The model not only works efficiently but is also able to be sensitive to organisational constraints such as minimising false positive results. Meanwhile it retains interpretability and enables expert decision-makers to flex the model prior to concluding on the overall risk assessment.

There are clear parallels to be drawn between the domains of medical risk assessment and credit card fraud detection. Both domains suffer from issues with unbalanced data, need to prioritise model efficiency and minimise false positives. Moreover, they require experts to have a full understanding of the drivers influencing the risk assessment.

Section II-C describes the four key dimensions which contribute to the holistic picture of a credit card transaction. Each dimension would be expected to have a risk score of its own and then be accumulated to produce an overall transaction risk score, in a similar manner to that presented in Fig. 6 [55], [57]. From the surveyed articles, six papers proposed a risk score as a decision-making tool as opposed to a binary classification approach. These papers were also more likely to have collaborated with industrial partners in their research, demonstrating the validity of risk scores being more aligned to a real-world perspective.

The survey also shows evidence that authors are increasingly looking beyond the single dimension of transaction spending patterns. Of the fifty-six surveyed papers, twenty-two of them incorporated customer profiling within their work. However, the inclusion of product profiles and geo-location profiles remains elusive.

Unfortunately, research into risk scoring systems which learn for themselves is scant. There are very few competitors to RiskSLIM to enable a sufficiently rigorous discourse. This is despite the successful practical applications which have been achieved by contemporary authors in the medical domain. For example, [104] collaborated with the World Health Organisation (WHO) to demonstrate its effectiveness in screening for adult attention-deficit/hyperactivity disorder and more recently [105] showed its effectiveness in screening for seizures in hospitalised patients. Given the ubiquity of scoring systems in use across multiple industries, and specifically their aforementioned relevance in fraud detection, the domain would benefit from more attention from scholars. In particular, it would be beneficial to explore applications for RiskSLIM outside of the medical domain, in addition to the development of alternative models to challenge the hegemony of RiskSLIM as a self-learning risk scoring system.

C. Measure the Faithfulness of Explanations

Assuming a researcher chooses to engage in the development of a post-hoc explanation technique, then common sense dictates that the explanation must accurately represent the reasoning process behind the model’s prediction. This close relationship between the explanation and the underlying reasoning process is often referred to as faithfulness [19], [21], [106] or fidelity [97].

It has been shown that without some measure of faithfulness of an explanation, an audience may be prone to over-trust and misuse explanation tools. This circumstance was exemplified by [107] who performed a contextual inquiry and survey of data scientists using the InterpretML implementation of Generalised Additive Models (GAMs) and the SHAP Python software package. Their investigation found that some users were using the tool to rationalise suspicious observations instead of just understanding the underlying model. Others were taking the visualisations at face value instead of using them to identify issues with the dataset. Moreover, the open-source nature of both tools led individuals to trust the explanations without fully understanding them.

Efforts to measure faithfulness are nascent, with few works in publication more than five years ago. In [108] the authors used a Natural Language Processing (NLP) model called NIL (Natural language Inference over Label-specific Explanations) to demonstrate that model faithfulness and model accuracy can co-exist. Their paper used a sensitivity analysis to evidence the faithfulness of their model. Building on that concept, [109] suggest that sensitivity should be accompanied by stability to determine whether or not an explanation is faithful.

In an effort to extract consistency from the diverse literature, [106] perform a review of faithfulness works. They identify (but do not necessarily endorse) three assumptions that they say researchers are making in order to determine faithfulness:

1) The model assumption Two models will make the same prediction if and only if they use the same reasoning process.

2) The prediction assumption On similar inputs, the model makes similar decisions if and only if it provides different interpretations for similar inputs and outputs.

3) The linearity assumption Certain parts of the input are more important to the model reasoning than others. Moreover, the contributions of different parts of the input are independent from each other.

In their discourse, [106] argue that the binary approach to determining faithfulness is fraught with difficulty since counter-examples will likely always exist. Instead, they suggest that authors should consider degrees of faithfulness to give an indication of how close an explanation is to the reasoning process of the underlying model.

Section III-B suggests there are two trust challenges that need to be overcome in order to be comfortable with the output of a black box model and its explanation. The issue of faithfulness is central to the second trust challenge. Nowhere is that trust more necessary than in high-stakes industries where the consequences of an incorrect or mis-interpreted explanation can be highly damaging. Whilst explanations may only be required under certain circumstances (for example in the event of an unexpected model outcome), there exists a moral
obligation to associate an explainable model in high stakes decision-making with some measure regarding the expected accuracy of the explanation to the ground truth.

D. Human Interaction with Explanations

In a recent call for closer integration between the Human-Computer Interaction (HCI) and ML communities, [90] cites the advantages to intelligible machine learning of leveraging the well-established human-centered research community. The cornerstone of HCI philosophy begins with understanding the needs of the audience, recognising that different audiences may have different requirements of the same system.

In the context of fraudulent transactions this paper adapts the work of [86] to suggest there are three key audiences for the explanation system:

1) The operator / executor i.e., the fraud analysts, whose role it is to determine the validity of the positive “red flag” transactions identified as potentially fraudulent.
2) The creator i.e., the technical support responsible for the internal operation of the system.
3) The examiners i.e., the senior management teams, who are focused on both the changing trends of fraud patterns and the integrity of the fraud identification process.

Critically, in the event of a transaction being deemed to be likely fraud, the cardholder should not be informed of the entire explanation without operator oversight, hence the omission of decision-subjects and data-subjects. This is because organisations within this process must take care not to advise fraudsters of the parameters in place to detect fraudulent transactions. It would therefore be incorrect to consider the cardholder as one of the parties requiring the direct explanation.

For the fraud analyst, the explanation is in place to ensure they fully understand, and agree with, the reasoning for the FMS to identify the transaction as fraudulent. They are detecting and looking for causal reasoning of an event which has already occurred. Hence their dialogue centres around local, causal explanations and the fitness of the attributes contributing towards each individual “red flag”.

Technical specialists meanwhile are interested in “how”, rather than “why” [110]. Their role is to ensure the system is operating effectively, for which they need transparency of the process rather than justification of an outcome. These teams will therefore look towards a causal attribution explanation in order to understand the internal workings of the explanation agent.

On the other hand, senior management teams are interested in fraud preventative measures [111]; explanations which shed light on predictive patterns. They may be searching for insight on emerging trends of fraud, in order to support future decision-making. Alternatively, they may be interested in validation that the models treat all data subjects equitably. Hence they need both local and global explanations; local to explain specific predictions and global to understand the model as a whole.

Identifying such diverse audiences and their corresponding perspectives provides a wealth of opportunities for researchers to explore a variety of targeted explanations in fraud detection. Yet the HCI community, and increasingly the ML community too, suggest that scholars should go a step further in their quest to satisfy audience desiderata. In particular, the explanation should also reflect contemporary understandings of how an audience engages with an explanation [87].

Miller’s [87] seminal paper makes the case for ensuring researchers design explanations with an appreciation of human cognition in mind. It builds upon an earlier paper [82] which articulates the importance of comprehension in order to ensure the explanation is useful to the intended user in a practical setting. This view is widely held [16], [17], [93], [112].

Cognitive scientists claim that prior knowledge is widely recognised to have a profound influence on understanding new concepts [113]. Hence for an effective explanation, the explainer must first understand the audience’s initial level of existing knowledge. Any subsequent new information then builds upon that baseline [114], [115], incrementally constructing a bridge to a new knowledge state. This individualised layering of new knowledge on old becomes synonymous with explanation as a dialogue, wherein the audience repeatedly questions the explanation agent until a point of understanding is reached.

However, building knowledge in this way only allows for the audience to learn from the explanation agent. In fields such as fraud detection, there are also likely to be instances where experts have more knowledge than the explainer, resulting in them outperforming the system-generated explanation [116]. In this circumstance, explanations should therefore be a two-way concept. Whilst we look to XAI to communicate unknown patterns and influences extracted from the prescribed data, the expert audience adds breadth, supplementing the explanation with their own peripheral knowledge and undocumented experiences. Hence in expert systems, designing explanation with an interactive dialogue in mind allows for the development of a “learning loop”, which ultimately enhances the performance of both the XAI agent and the audience [116].

IV. Conclusion

Credit card fraud is widely acknowledged as a key contributor to the persistence of organised crime in the European Union. Moreover, the recent Covid-19 pandemic has accelerated the switch to digital payments and revealed the potential of a future cashless global society. As the use of payment cards continues to overtake the use of cash in our economy, the ability of payments providers to reduce the value and volume of fraudulent transactions becomes ever more crucial.

Regulators acknowledge this danger and are working to introduce increasingly stringent legislation to counteract the trend. In particular, they are leveraging the vast quantities of data available in our modern society to encourage more effective financial defences. As part of the PSD2 regulation, SCA has recently been enforced in Europe and the United Kingdom. SCA mandates real-time data analysis and the introduction of authentication enrichment data, both of which combine with recent developments in open banking and payment technologies to create an urgent need for change in the detection of fraudulent credit card transactions.
The overarching consensus is that established rule-based fraud detection methodologies are no longer scalable to the extent that modern society needs them to be. Moreover, they struggle to provide the flexibility or agility to adapt to either the rapidly changing operating environment or dynamic modus operandi of modern fraudsters. ML models have the ability to provide a solution to these challenges, yet their opacity has impeded their adoption in this domain.

In response, this paper argues for more researchers to engage with investigations into the use of XAI techniques for credit card fraud detection. It contributes to the discourse in three key ways:

1) It sheds light on recent regulatory changes which are pivotal in driving the adoption of new ML techniques.
2) It examines the operating environment pertaining to CNP credit card transactions, an understanding of which is crucial for the ability to operationalise ML solutions.
3) Using a survey of contemporary literature, it sets out a research agenda, arguing that further work would contribute towards a step-change in the adoption of ML into this industry.

The research agenda first suggests that the current literature fails to consistently accommodate the key contextual challenges of real-time analysis, concept drift, minimising false positives and dealing with class imbalance. These omissions lead to solutions which are not operationalisable, thereby undermining the relevancy of the work. Incorporating context fully into an XAI solution would support more wider adoption, yet recent papers in XAI have struggled to articulate the full meaning of context in this field. The first agenda point therefore provides a novel definition of the term "context" in relation to XAI and goes on to suggest that researchers should always design XAI models with context in mind.

Second, it recommends that more work should be done to examine the utility of intrinsic models and in particular focus on the under-researched area of self-learning risk scoring systems. Contemporary literature generally demonstrates a bias towards the development of post-hoc rather than intrinsic models. A popular argument suggests this is because black box models are more accurate than their interpretable counterparts. Yet this statement remains controversial for some authors, especially in light of the need for trust and transparency in high-stakes decision-making. Increased attention from scholars will help to progress this debate and may help to challenge the hegemony of incumbent risk scoring systems.

Third, it recognises that authors should consider implementing measures of faithfulness to give an indication of how close an explanation is to the reasoning process of the underlying model, and thereby help to establish trust in the explanation. Previous authors have demonstrated the tendency for an audience to over-trust and mis-use explanation tools without some measure of faithfulness. Its inclusion as an evaluation tool is particularly pertinent in the field of high-stakes decision-making such as fraud detection, where the consequences of an incorrect decision can be damaging to multiple parties.

Finally, it suggests recognising the value of human expert knowledge in this domain and incorporating an ability to provide a "learning loop" which ultimately enhances the performance of both the XAI agent and the audience. The current corpus of literature recommends that explanations should not only be designed with the audience in mind, but also recognise the nuances of human cognition in order to deliver an explanation that is useful to the intended user in a practical setting. The explanation should subsequently evolve into a dialogue, wherein the audience can repeatedly question the explanation agent until a point of understanding is reached, and likewise contribute expert knowledge into the model to enhance mutual understanding.
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Abstract—This research paper presents an investigation into the detection of pneumonia using deep learning models and data augmentation techniques. The study compares and evaluates the performance of different models based on experimental results. The proposed model consists of multiple convolutional layers and maxpooling layers. Extensive experiments were conducted on a dataset, and the results demonstrate the efficiency and accuracy of our approach. The findings highlight the potential of deep learning in pneumonia detection and contribute to the existing body of knowledge in this field. The implications of this research can have a significant impact on improving diagnostic accuracy and patient outcomes. Future research directions could explore further enhancements in the model architecture, investigate additional data augmentation techniques, and consider larger datasets for more comprehensive evaluations.
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I. INTRODUCTION

The capabilities of e-health tools have been recently boosted and improved by advances in artificial intelligence (AI) that allows the detection and diagnosis of diseases. Artificial intelligence is not a newly-invented technique. In fact, it was prefigured in a chess computer program that was generated by Alan Turing in 1950 [1]. The health sector has not been deprived of these technological advances. Indeed, there has been considerable and growing interest in this health sector and especially in the automatic detection of diseases from medical images. As a subdomain of AI, machine learning makes use of algorithms so as to parse date, gain an understanding from images. As a subdomain of AI, machine learning makes use of algorithms so as to parse date, gain an understanding from images.

Deep learning reveals a complex structure in high-dimensional data such as images and videos by using the back-propagation algorithm. The goal is to help a machine regulate its internal parameters to enable it to generate a configuration in each layer from the previous one. Being the most representative model of deep learning, CNN has been broadly put in application in many research areas, such as image classification, face recognition and object detection. It’s composed of the input layer, hidden layers (at least one), and an output layer. Constructing a typical CNN takes some steps. The starting phase involves two types of layers: convolutional layers and pooling layers. In the proposed approach, a convolutional layer contains filters characterized with parameters that should be learned. Thus, the filters’ height and weight tend to be inferior to those of the input volume. Then an activation map based on neurons is computed by convolving each filter with the input volume. The concluding phase consists in obtaining the convolutional layer’s output volume. This is achieved by stacking all filters’ activation maps along the depth dimension [3].

The proposed CNN architecture, along with the well-known pre-trained models DenseNet and MobileNet, is evaluated and compared in terms of their matching performance and computational cost. Furthermore, the incorporation of random data augmentation techniques enhances the model’s ability to generalize to new and unseen images, improving its robustness and reducing the risk of overfitting. The experimental results demonstrate that the proposed CNN model outperforms the existing models in terms of accuracy and provides a promising solution for accurate and efficient pneumonia detection. By highlighting the value of this paper, we contribute to the advancement of AI-based systems in medical diagnosis, specifically in the detection and diagnosis of pneumonia, which can lead to improved healthcare outcomes, more timely treatments, and ultimately, saving lives.

The main objective of the proposed approach is to detect pneumonia from chest X-ray datasets. Convolutional neural networks (CNNs) are effective tools for image understanding and are widely used in medical image analysis. For these reasons, we have used two very well known and very successful CNNs which are: DenseNet and MobileNet in order to test them to detect pneumonia disease. The results obtained were compared to our CNN model. For this, we used four different datasets to validate the results. Note that we have used different data augmentation techniques to overcome the problem of limited datasets [4]. In many computer vision tasks,
the original dataset may be limited in size and may not reflect the variability of the real-world scenarios. For example, in an image classification task, the model may only see pictures of dogs taken from one angle and with a specific resolution. This lack of diversity in the training data can lead to poor performance when the model encounters new, unseen data. The main contribution and results are:

- The proposed CNN model, DenseNet and MobileNet showed performance improvements on augmented datasets.
- Our CNN model performed better than the other models.
- The results were validated on four different datasets. A comparative table has been drawn up for this purpose.
- We used random data augmentation techniques such as randomly flipping, zooming, shifting, and rotating images which can be highly beneficial for training image processing and computer vision models. These techniques can help to artificially increase the size of the training dataset and expose the model to a wider variety of image variations. It improves the model’s ability to generalize to new images, making it more robust and less prone to overfitting.

In fact, using the classic techniques of data augmentation can be less beneficial as the model will be exposed only to the flipped version and it may not generalize well to the original version of the image in the case of the flipping technique. However, randomly flipping images can be more beneficial. It is important to expose the model to a diverse set of training data. Randomly flipping images horizontally or vertically can be a way to artificially increase the diversity of the training dataset by creating new images from existing ones. By randomly flipping images, the model is exposed to both the original image and its flipped version, which can help it learn to recognize objects regardless of their orientation.

Previous research in pneumonia detection has primarily focused on traditional machine learning algorithms and a limited set of image features. These approaches often struggle to capture the complex patterns and variations present in chest X-ray images, resulting in suboptimal performance and limited generalization capabilities. Furthermore, the use of pre-trained convolutional neural networks (CNNs) in this domain has been limited, and their potential for pneumonia detection remains underexplored. In this paper, we aim to address the gap between the existing approaches and the potential for leveraging deep learning techniques, specifically CNNs, for improved pneumonia detection. Our proposed work presents a detailed review of various CNN architectures, including well-known models such as DenseNet and MobileNet, and their characteristics. We then introduce an efficient CNN architecture for pneumonia detection using X-ray images, incorporating random data augmentation techniques. By leveraging the power of deep learning and exploring the potential of CNN models, we aim to overcome the limitations of existing approaches and achieve enhanced performance in pneumonia detection.

This paper is organized as follows: Section II explores the related research done in the same field. In Section III, there is a brief description of the two deep convolutional neural networks: DenseNet and MobileNet. In Section IV, the description of the applied methodology and the proposed CNN architecture. Section V presents the experimental result and performance analysis. Finally, Section VI shows the results and discussion and Section VII concludes this paper.

II. RELATED WORKS

In recent years, deep learning has opened up horizons for researchers in the field of medical sciences. Published research is promising. These studies were done to test the detection, prediction and diagnosis of disease. Today, the enormous progress and advances of CNNs have attracted the attention of researchers to apply them in many fields. Medical research is one of the most sought-after fields. All the details and features in a medical image are of high importance in the machine learning pipeline. The problem is that most known ML algorithms used classical features to develop detection and recognition systems [5]–[7]. In contrast, the use of deep learning (DL) models, in particular convolutional neural networks (CNN), has demonstrated a strong ability to extract relevant features in the image classification framework [8], [9]. Image classification can be significantly improved if we have a very rich set of extracted features. Indeed, the availability of pre-trained CNN models like MobileNet [10], AlexNet [11], ResNet [12] and DenseNet [13] speeds up and improves the relevant feature extraction procedure. Several interesting research papers on the disease of pneumonia have been published with the aim of classifying chest X-ray images [14]–[19]. In [20], authors implemented a deep convolution neural network on more than 100 thousand x-ray images of approximately 32,000 in order to analyze and recognize pulmonary infection and its subtypes. In [21], Amit Kumar et al. implemented a Mask-RCNN which performed a combination of pulmonary image segmentation and an image augmentation. They started by testing known detection techniques such as YOLO 3 and U-Net but the results were not motivating. They then proposed their own model based on Mask-RCNN and showed in the experimental results that the proposed identification model achieves better performance.

In order to take advantage of the characteristics of the Inception V3 model, authors, in [22], have implemented a CNN model based on Inception V3. The authors were able to successfully classify various types of pneumonia infections on pediatric patients. They developed a new CNN model not only to classify images into class of sick people and non-sick people but also to classify images showing pneumonia disease into two categories: pneumonia caused by bacteria and pneumonia caused by a virus.

A novel approach for automatic detection of pneumonia was proposed by Anuja Kumar et al. in [23]. In fact, they proposed a deep Siamese neural network by analyzing the amount of white substance presence on both the right and the left chest of X-ray image. In their approach, Paras et al. [24] were inspired by pre-trained AlexNet and GoogleNet data models as well as data augmentation. The authors in [25], developed numerous models in order to validate an accurate result in detecting pneumonia. They trained AlexNet, LeNet, GoogleNet, ResNet, and VGGNet on a dataset of over 26 thousand images of a resolution of 1024x1024. Vikash et
al. proposed a novel approach for detection of pneumonia based on transfer learning and ImageNet model [26]. In [27], pneumonia was one of 14 different diseases that were detected using a 121-layer CNN on chest x-rays. In [28], authors developed an automated diagnosis of pneumonia by classifying X-ray images using deep CNN. They showed that the proposed model reached 91% of accuracy. In [29], authors proposed a novel deep convolutional neural network architecture to extract relevant features from chest X-ray images and classify them into two classes. They also studied in their paper, the influence of the size of the dataset on the performance of the model. They used the original dataset as well as its augmented version.

III. Deep Convolutional Neural Networks

A Convolutional Neural Network (CNN) is composed of neurons with varying weights and biases. These neurons receive inputs from preceding layers, producing a fast and precise algorithm [30], [31]. CNNs have proven to outperform traditional neural networks in detection and classification tasks, as seen in their successful classification of well-known image databases such as MNIST [32], [33] and CIFAR 10 [34], [35].

A. Convolution Layer

A convolution layer in deep learning is a layer in a neural network that performs a mathematical operation called convolution on the input data. The convolution operation involves sliding a small matrix (the "filter" or "kernel") over the input data and computing a dot product at each position, producing a feature map that represents important information from the input. This operation is repeated with multiple filters, effectively learning different features at different scales, and allowing the network to learn complex representations of the data. Convolution layers are commonly used in computer vision tasks, such as image classification and object detection. The formula for computing a single output element in a convolution operation is given as follows.

\[ O_{i,j} = \sum_{m=0}^{k-1} \sum_{n=0}^{k-1} I_{i+m,j+n} \cdot F_{m,n} \]  

where \( O_{i,j} \) is the \( (i,j) \)th element of the output feature map, \( I_{i,j} \) is the \( (i,j) \)th element of the input feature map, \( F_{m,n} \) is the \( (m,n) \)th element of the filter (also called kernel) matrix and \( k \) is the size of the filter. This formula is applied element-wise for each position of the filter over the input feature map, with the result being a new output feature map that represents the filtered version of the input.

B. Activation Function

An activation function in deep learning is a non-linear function applied to the output of each neuron in a neural network. The activation function is used to introduce non-linearity into the model, allowing it to model complex relationships in the data. There are several commonly used activation functions, including (Fig. 1):

- **Sigmoid:** \( f(x) = \frac{1}{1+e^{-x}} \)
- **Tanh:** \( f(x) = \tanh(x) \)
- **ReLU (Rectified Linear Unit):** \( f(x) = \max(0,x) \)
- **Leaky ReLU:** \( f(x) = \max(0.01x, x) \)
- **Softmax:** used for multiclass classification, maps inputs to a probability distribution over the classes.

C. DenseNet

DenseNet is a network architecture characterized by the fact that each layer is directly connected to all the others. Feature maps from all layers that precede another are treated as separate inputs. On the other hand, the layers following any layer, are fed by its own feature maps. This connectivity model gives state-of-the-art accuracies on CIFAR10/100 (with or without data augmentation) [13], [36]. Its architecture is detailed in Table I.

<table>
<thead>
<tr>
<th>TABLE I. DENSENET ARCHITECTURE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Layers</td>
</tr>
<tr>
<td>-----------------------------</td>
</tr>
<tr>
<td>Convolution</td>
</tr>
<tr>
<td>Pooling</td>
</tr>
<tr>
<td>Dense Block (1)</td>
</tr>
<tr>
<td>Transition Layer (1)</td>
</tr>
<tr>
<td>Dense Block (2)</td>
</tr>
<tr>
<td>Transition Layer (2)</td>
</tr>
<tr>
<td>Dense Block (3)</td>
</tr>
<tr>
<td>Transition Layer (3)</td>
</tr>
<tr>
<td>Dense Block (4)</td>
</tr>
<tr>
<td>Classification Layer</td>
</tr>
</tbody>
</table>

D. MobileNet

MobileNet is a CNN architecture that is among the first CNN models that aims to be deployed on mobile applications. The main innovation is that the convolutions are separable according to the depth. A separable convolution transforms a classical convolution kernel into two separate kernels. For example, a 4x4 kernel turns into a 4x1 kernel and a 1x4 kernel. The objective behind this separation is to minimize the number of operations needed to perform the convolution. Therefore, the model becomes more efficient. This model is, today, a reference for object detection, face detection, and for object classification. MobileNet model has 27 Convolution layers which includes 13 depthwise Convolution, 1 Average Pool layer, 1 Fully Connected layer and 1 Softmax Layer. This model was developed by Andrew G. Howard and other researchers from Google [10]. Its architecture is detailed in Fig. 2.

IV. The Proposed CNN Architecture

A. Layers Description

A new approach of drawing a CNN model has been proposed in order to classify chest X-ray images. The goal is to classify images into two classes: Normal X-ray image and X-ray image with pneumonia. The CNN architecture is based on:

- **Convolutional layers**
- **Maxpooling layers**

The resulting image after the last convolution/maxpooling layer is first flattened and then inserted into a dense layer.
The sigmoid function is used to activate the layer where the output was introduced. Note also that the sigmoid function was used in the last layer since the classification is binary. Fig. 3 illustrates the architecture of the proposed CNN. The architecture of the proposed CNN is carefully designed to learn and classify pneumonia patterns in chest X-ray images effectively. It utilizes the hierarchical structure of convolutional and pooling layers to capture both local and global features, enabling accurate and robust predictions. The combination of convolutional and dense layers allows the network to learn complex relationships and make informed decisions based on the extracted features. Overall, the proposed CNN architecture offers a powerful tool for pneumonia detection and showcases promising potential in medical image analysis.

Initially, the image is resized to the size of (150x150). It is then integrated into a first layer (3x3x16) of sixteen filters and dimensions (3x3). The convolutional layer is then used to decompose the image to have new dimensions of (75x75x32). The latter is integrated into the Maxpooling layer having a window size of (2x2). We finally have an image with a new size. Different layers are listed below.

- The image crosses the second dimension convolutional layer (3x3x32). We will have as output of this layer an image (38x38x64). Shape Maxpooling layer (2x2) is introduced and gives as output an image with a new shape.
- The resulting image is passed through another convolutional layer of the same dimension and which has the same shape as the previous one. In order to detect more relevant details of the image, the latter is again processed by the convolutional layer. Thus, the image reaches a new shape of (19x19x128) and it is introduced through a Maxpooling layer of dimension (2x2).
- 64 filters make up the final layer which is of the shape of (3x3x64). The resulting image has the shape (5x5x256) and will once again be introduced into the maxpooling layer. The end result is a set of finer instances of the image which will help in better classification.

In the following, we move on to the description of the second phase: the deep neural network. After passing through the last layer, the output is flattened and inserted into the Deep Neural Network (DNN). Then, it is introduced into a 128 neurons layer in order to detect the key data of the image and its relevant characteristics. The ReLU function is used as an activation function. The last dense layer of the DNN is a single output neuron. The aim is to classify the chest X-ray images into two classes: images with pneumonia and images without pneumonia.

B. Summary of the CNN Model

The proposed CNN model is summarized as follows:

- Four convolutional layers.
TABLE II. DESCRIPTION OF THE CNN MODEL.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Filter</th>
<th>Kernel Size</th>
<th>Stride</th>
<th>Size of Feature Maps</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td>-</td>
<td>3 x 3</td>
<td>-</td>
<td>150 x 150 x 3</td>
</tr>
<tr>
<td>Conv(1)</td>
<td>64</td>
<td>3 x 3</td>
<td>1 x 1</td>
<td>150 x 150 x 3</td>
</tr>
<tr>
<td>Conv(2)</td>
<td>64</td>
<td>3 x 3</td>
<td>3 x 3</td>
<td>150 x 150 x 3</td>
</tr>
<tr>
<td>Batch norm</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>150 x 150 x 3</td>
</tr>
<tr>
<td>Pooling</td>
<td>2 x 2</td>
<td>2 x 2</td>
<td>-</td>
<td>75 x 75 x 3</td>
</tr>
<tr>
<td>Conv(3)</td>
<td>64</td>
<td>3 x 3</td>
<td>1</td>
<td>75 x 75 x 3</td>
</tr>
<tr>
<td>Dropout</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>75 x 75 x 3</td>
</tr>
<tr>
<td>Batch norm</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>75 x 75 x 3</td>
</tr>
<tr>
<td>Pooling</td>
<td>2 x 2</td>
<td>2 x 2</td>
<td>-</td>
<td>38 x 38 x 3</td>
</tr>
<tr>
<td>Conv(4)</td>
<td>128</td>
<td>3 x 3</td>
<td>1 x 1</td>
<td>38 x 38 x 3</td>
</tr>
<tr>
<td>Batch norm</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>38 x 38 x 3</td>
</tr>
<tr>
<td>Pooling</td>
<td>2 x 2</td>
<td>2 x 2</td>
<td>-</td>
<td>19 x 19 x 3</td>
</tr>
<tr>
<td>Conv(5)</td>
<td>128</td>
<td>3 x 3</td>
<td>3 x 3</td>
<td>19 x 19 x 3</td>
</tr>
<tr>
<td>Dropout</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>19 x 19 x 3</td>
</tr>
<tr>
<td>Batch norm</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>19 x 19 x 3</td>
</tr>
<tr>
<td>Pooling</td>
<td>2 x 2</td>
<td>2 x 2</td>
<td>-</td>
<td>10 x 10 x 3</td>
</tr>
<tr>
<td>Conv(6)</td>
<td>256</td>
<td>3 x 3</td>
<td>3 x 3</td>
<td>10 x 10 x 3</td>
</tr>
<tr>
<td>Dropout</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>10 x 10 x 3</td>
</tr>
<tr>
<td>Batch norm</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>10 x 10 x 3</td>
</tr>
<tr>
<td>Pooling</td>
<td>2 x 2</td>
<td>2 x 2</td>
<td>-</td>
<td>5 x 5 x 3</td>
</tr>
</tbody>
</table>

- Four Maxpooling layers.
- Flattened layer of zero parameters.
- Dense layers of about 819328 parameters.
- The total number of parameters that can be trained in the network is 1,246,401 parameters.

Our model is based on the CNN model described in Table II and its architecture is detailed in Fig. 3.

C. Random Data Augmentation

In order to properly implement a CNN, a large dataset is required. In case we have a limited amount of data, we can use random data augmentation techniques which are a solution to artificially increase the amount of existing data. In the case of medical image datasets, the data is not available in large quantities. Random data augmentation is often considered to be better than classic data augmentation because it can increase the diversity of the training data in a more controlled manner. In classic data augmentation, the same transformation is applied to all instances of the data, which can lead to overfitting to the augmented data and decreased performance on the original data. On the other hand, in random data augmentation, different transformations are randomly applied to each instance of the data. This increases the diversity of the training data in a more controlled manner and can help prevent overfitting to the augmented data. By applying different transformations to different instances of the data, random data augmentation can help the model learn to recognize objects regardless of their orientation, scale, and deformation. This can improve the model's generalization ability and increase its robustness to changes in the input data. This is why we applied the data augmentation technique on our training data set. An example of random data augmentation is shown in Fig. 4, 5, 6 and 7. In fact, we added changes to our images by making minor changes, such as:

- Random rotating data: it consists of applying random rotations to images in a dataset in order to increase the diversity of the training data and reduce overfitting. This can be done by specifying a range of rotation
angles, and then applying a random rotation within that range to each image in the dataset before it is used for training. This technique can be useful for image classification tasks, as it allows the model to learn to recognize objects in different orientations.

- **Random Zoom**: it involves randomly zooming in or out of an image by a certain percentage, while maintaining the aspect ratio of the original image. This technique can help increase the diversity of the training data and improve the robustness of the model by exposing it to different scales and perspectives of the same object. It can also help to prevent overfitting by making the model more generalizable to new images.

- **Random shifting images horizontally or vertically**: it consists of randomly shifting the position of an image by a certain number of pixels horizontally or vertically. This technique is used to simulate the effect of objects being slightly misaligned or translated in real-world scenarios. In such scenarios, a model trained on perfectly aligned images may not perform well when presented with images that are not perfectly aligned. However, by training the model on images that have been randomly shifted, the model can learn to be more robust to small changes in position and handle misalignment better.

- **Random flipping images horizontally**: the left and right sides of the image are switched. This can be done by reflecting the image across a vertical axis. The idea behind this technique is to artificially increase the diversity of the training data by exposing the model to both the original image and its flipped version. Flipping images horizontally can also be useful when the model needs to recognize objects that are symmetric across a vertical axis. For example, in object detection tasks, flipping the image horizontally and training the model on both the original and the flipped images can make the model more robust to detect the object in the image regardless of its orientation.

- **Random cropping**: the basic idea is to randomly select a rectangular region of an image, and then crop the image to that region. The cropped region is then resized to the original size of the image. We randomly select the starting and ending coordinates of the cropped region within the original image’s dimensions. The cropped region is then resized to the original size of the image using interpolation to avoid distorting the image. The cropping parameters such as the size of the cropped region and the aspect ratio can be adjusted. For example, if the model is trained for object detection, the cropping area should be adjusted to keep the object of interest within the crop area. Also, when using random cropping, it is important to make sure that the entire image is covered by the crop area, otherwise important information may be lost.

We note that some data augmentation techniques are domain-specific, for example, in medical images rotating images can be harmful. In general, using a combination of different data augmentation techniques can be more effective than using a single technique, as it can provide the model with a more diverse set of training data. This will increase the size of our training data and our model will consider each of these small changes as a separate picture. In our work we applied the data augmentation Algorithm 1.

```
Algorithm 1: Random Data Augmentation

Input: Training dataset
Output: Augmented dataset
Procedure
    DataAugmentation
end
for each image x in the training dataset do
    r ← Random(0, 1);
    if r < pr_rotate then
        x ← Rotate(x, angle);
    end
    if r < pzoom then
        x ← Zoom(x, zoom);
    end
    if r < psh Renders then
        x ← Shift(x, h_shift × width);
    end
    if r < psh V renders then
        x ← Shift(x, v_shift × height);
    end
    if r < pflip then
        x ← Flip(x);
    end
end
Model.fit(Dataset);
```

In this work, we selected four different datasets where in each one we find a train folder, test folder and validation folder. Table III lists the number of images in each dataset. The datasets were selected from Guangzhou Women and Children’s Medical Center [37] and they are images from pediatrics patients of one to five years old.

V. EXPERIMENTAL RESULTS AND PERFORMANCE OF THE CNN MODEL

A. Hyperparameter Optimization (HPO)

To search for optimal hyperparameters of the model, random search was performed [38]. It is a method for searching for optimal hyperparameters of a training model that involves randomly sampling hyperparameter combinations from a predefined search space. The search space is defined by specifying a range or distribution for each hyperparameter. The outline of the algorithm for random search is as follows.

- Define the hyperparameter search space: it consists of specifying the range or distribution of possible values

<table>
<thead>
<tr>
<th>Data</th>
<th>Number of images</th>
<th>Training</th>
<th>Testing</th>
<th>Validation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dataset 1</td>
<td>5872</td>
<td>4770</td>
<td>551</td>
<td>551</td>
</tr>
<tr>
<td>Dataset 2</td>
<td>5856</td>
<td>4762</td>
<td>612</td>
<td>482</td>
</tr>
<tr>
<td>Dataset 3</td>
<td>6896</td>
<td>5532</td>
<td>720</td>
<td>644</td>
</tr>
<tr>
<td>Dataset 4</td>
<td>4665</td>
<td>5672</td>
<td>474</td>
<td>519</td>
</tr>
</tbody>
</table>
for each hyperparameter.

- Initialize the random search object by creating an instance of the random search function, such as RandomizedSearchCV in scikit-learn, and specifying the model, the hyperparameter search space, the number of iterations, and other parameters such as the number of cross-validation folds.

- Generate random samples of hyperparameters by randomly sampling hyperparameter combinations from the defined search space. The number of samples is controlled by the number of iterations specified in step 2.

- Train the model with each sample of hyperparameters: For each generated sample of hyperparameters, train the model using the corresponding sample of hyperparameters and evaluate its performance using a performance metric such as accuracy or F1-score on the validation set.

- Select the best set of hyperparameters by selecting the set of hyperparameters that results in the best performance on the validation set as the best set of hyperparameters.

- Validate the model on unseen data by using the best set of hyperparameters to train a final model and evaluate its performance on unseen data.

Hyperparameters obtained by the random search of the model were as follows. The model was trained using a batch size of 32, where 32 data samples are used to update the model’s parameters in each iteration. The training process continued for 12 iterations. The early stopping technique was used to avoid overfitting, where the training process is stopped if the validation loss does not decrease for 7 consecutive iterations. This is done to ensure that the model generalizes well on unseen data.
B. Evaluation and Results

The training accuracy of a model is a measure of how well the model is able to predict the correct labels for the training data. The validation accuracy is a measure of how well the model is able to predict the correct labels for the validation data, which is a subset of the data that is held out from the training process and used to evaluate the model’s performance. In general, the training accuracy of a model will be higher than the validation accuracy, because the model has seen the training data during the training process and has learned to predict the labels for those data points accurately. The validation accuracy is a more realistic measure of the model’s performance, because it reflects the model’s ability to generalize to unseen data. In order to determine the performance of the proposed method, we examined the accuracy, precision, recall, and F1 score. Accuracy is the proportion of correctly classified instances (True Positives and True Negatives) out of all instances. It is computed as follows:

\[
\text{Accuracy} = \frac{(TP + TN)}{(TP + TN + FP + FN)} \quad (2)
\]

Where True Positives (TP) are the number of instances where the model correctly predicted the positive class, True Negatives (TN) are the number of instances where the model correctly predicted the negative class, False Positives (FP) are the number of instances where the model incorrectly predicted the positive class and False Negatives (FN) are the number of instances where the model incorrectly predicted the negative class. Precision is the proportion of correctly classified positive instances out of all positive instances predicted by the model. It is calculated as:

\[
\text{Precision} = \frac{TP}{(TP + FP)} \quad (3)
\]

Recall is the proportion of correctly classified positive instances out of all actual positive instances. It is calculated as follows:

\[
\text{Recall} = \frac{TP}{(TP + FN)} \quad (4)
\]

F1 Score is the harmonic mean of precision and recall. It is calculated as follows:

\[
F1\text{-score} = \frac{2 \cdot TP}{2 \cdot TP + (FP + FN)} \quad (5)
\]

All values of accuracy, precision, recall, an F1 score are listed in Table IV.

In order to assess the influence of the size of the dataset on the performance of the CNN model, we plotted the curves of Training accuracy/Validation accuracy and Training loss/Validation loss. The tests were carried out, first, on four original datasets. Fig. 8 show that the training and validation accuracy varies with the epoch count. In fact, the model is learning efficiently, the training and validation accuracy reach a plateau after the end of the 20th epoch indicating that the model has reached its maximum performance. The Training accuracy curve demonstrates the progression of the model’s accuracy on the training set over successive epochs. As the training progresses, the accuracy steadily increases, indicating that the model is effectively learning the patterns and features of the pneumonia dataset. The upward trend in the curve signifies the successful optimization of the model’s parameters, leading to improved classification accuracy. Similarly, the Training loss curve illustrates the decline in the loss function during the training phase. The loss function measures the discrepancy between the predicted and actual values, and the decreasing trend of the curve indicates that the model is converging towards a better approximation of the ground truth labels. A lower loss value indicates that the model is becoming more proficient at minimizing errors and making more precise predictions. The Validation accuracy and loss curves provide insights into the model’s generalization performance on unseen data. The Validation accuracy curve tracks the accuracy of the model on a separate validation dataset that was not used for training. A rising validation accuracy curve indicates that the model is not overfitting and can generalize well to new data.

VI. RESULTS AND DISCUSSION

Note that the proposed model comprises four convolutional layers accompanied by four additional Maxpooling layers. The flattened layer of zero parameters and dense layers of about 819328 parameters come next. We thus have a total number of parameters which amounts to 1,246,401 parameters. We used two well-known and very powerful models to test the effectiveness of the proposed model. The CNN model was able to accomplish good values of Accuracy. After the augmentation of data, there was a clear improvement in the performance of all models and especially our CNN model (Table VI).

Four Chest X-ray images datasets served as the basis for our experiment. The datasets is publicly available on Kaggle, a shared data platform, and consists of 23289 real images.
The effectiveness and accuracy of our proposed model. It augmented data and increasing the generalization ability of the model. The experimental results validate models for the detection of Pneumonia, incorporating data augmentation techniques. The results indicated that random data augmentation can be considered better than classic data augmentation because it increases the diversity of the training data. This increased diversity in the training data can lead to improved performance of the model on the test set, as it has seen similar variations during training. Additionally, data augmentation can also act as a regularization technique, preventing the model from overfitting to the training data. However, it’s important to note that too much data augmentation can lead to overfitting to the augmented data and decreased performance on the original data. It’s also important to find the right balance between the degree of augmentation and the quality of the augmented data to prevent information loss or degradation. In general, it’s a good practice to experiment with different augmentation techniques and evaluate their effect on the model’s performance. The results indicated that random data augmentation can be considered better than classic data augmentation because it increases the diversity of the training data in a more controlled manner, preventing overfitting to the augmented data and increasing the generalization ability of the model.

VII. CONCLUSIONS

This paper presents a comparative study of Deep Learning Models for the detection of Pneumonia, incorporating data augmentation techniques. The experimental results validate the effectiveness and accuracy of our proposed model. It showed good results compared to MobileNet and DenseNet. A remarkable improvement was noticed after applying the data augmentation techniques on the different datasets. Data augmentation can be a powerful technique for improving the performance of deep learning models. By artificially increasing the size and diversity of the training data, data augmentation can prevent overfitting and increase the generalization ability of the model. This can lead to enhanced results on the test set, and improved performance in real-world scenarios.

While our research has presented valuable insights into the detection of pneumonia using deep learning models and data augmentation techniques, there are a few aspects that merit further consideration. Firstly, it is important to acknowledge the limitations of our study, such as the reliance on a specific dataset and the need for further validation on larger and more diverse datasets. Additionally, exploring the impact of different data augmentation strategies and their effects on model performance could be an interesting avenue for future investigation. Moreover, investigating the generalizability of our proposed model to other medical imaging tasks and assessing its performance in real-world clinical settings could provide valuable insights. Lastly, incorporating interpretability techniques to understand the model’s decision-making process and exploring ways to address any potential biases are important directions for future research. By addressing these questions and focusing on these areas, we believe that further advancements can be made in the field of pneumonia detection using deep learning techniques.
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Abstract—In this study, a multi-feature fusion and decoupling solution based on the RNN is proposed from a discriminative perspective. This method can address the identity and age information extraction losses in cross-age face recognition. This method not only constrains the correlation between identity and age using correlation loss but also optimizes identity feature restoration using feature decoupling. The model was trained and simulated in CACD and CACD-VS datasets. The single-task learning model stabilized after 125 iterations of training, while the multi-task learning model reached a stable and convergent state after 75 iterations. In terms of performance analysis, the DE-RNN model had the highest recognition accuracy with a mAP of 92.4%. The Human Voting model had a value of 90.2%. The mAP of the Human Average model was 81.8%, whereas the mAP of the DAL model was the lowest at 78.1%. Experiments proved that the model constructed in this study has effective recognition and application value in the cross-age face recognition scenario.
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I. INTRODUCTION

Nowadays, the universal facial recognition technology, which refers to facial recognition performed at small age intervals, has reached or even surpassed human performance. However, in specific scenarios such as cross age facial recognition across larger age intervals, the performance of universal facial recognition technology is limited because as individuals age, the facial features, including textures, bones, etc., gradually change. The facial feature changes with age seriously affect the performance of face recognition, resulting in unrecognizability or recognition errors. How to suppress age factors and extract age invariant facial features are the keys to cross age face recognition. The studies of cross age facial recognition algorithms not only compensate for the performance shortcomings of general facial recognition algorithms in large age interval facial recognition, but also has practical significance in criminal investigation, document and other scenarios. Scholar Ali et al. [1] emphasized the main applications, challenges, and trends of facial recognition systems in social and scientific fields in their research. At the same time, this article summarizes recent facial recognition technologies and introduces the future aspects of facial recognition technology and its potential significance in the upcoming digital society. Jin et al. [2] conducted facial image recognition analysis from RGB-D technology, proposing a pseudo RGB-D facial recognition framework and providing a data-driven method for generating depth maps from 2D facial images. The research results indicate that with image fusion technology cooperating, the accuracy of facial recognition is significantly improved. Andrejevic and Selwyn [3] considered applying facial recognition technology to campus safety and emotion detection. And they analyzed the positive and negative impacts of this technology in campus applications. To provide a new approach for current cross age facial recognition and help face recognition overcome the information loss during feature fusion and decoupling, a feature fusion and feature decoupling model based on RNN is proposed.

This study proposes the application of RNN based feature fusion and feature decoupling models in cross age facial recognition. To further separate the age and identity features obtained from the decoupling process, this article also utilizes correlation loss to constrain the correlation between the two. And to ensure the effective identity features restoration during the feature decoupling, this article further designs feature restoration losses, so that the restored features can effectively represent the identity information of the face.

II. RELATED WORK

Chen and Lau [4] proposed an identity-level angle triplet loss and used Euclidean distance to calculate similarity for cross-age FR. They also adopted a moderately positive mining strategy. The results on FR datasets showed the effectiveness of this method. Bahmani and Schuckers [5] studied the impact of short-term changes in children facial features on recognition. They used a quality-aware face matcher (MagFace) to analyze the decay relationship between age gaps and matching performance. This study demonstrated that the accuracy of children’s FR was 98% within 6 months. And the accuracy only dropped to 94% within 36 months, indicating that this method had high accuracy in children's FR within three years. Sajid et al. [6] evaluated different backbone structures of deep convolutional neural networks in FR at different age stages. This method used fine-tuning models for face image feature extraction and transfer learning for matching. Experiments showed that this method had application value. Rizwan et al. [7] combined facial expression and age recognition to develop a recognition system. This system not only considered indoor and outdoor applications but also used landmark positioning to avoid the obstruction of FR by masks. The experiment showed that the system had superior performance in recognition accuracy and computation time. Riaz et al. [8] proposed a 3D aging FR model for facial age-related factors such as line and wrinkle changes. This model also paid attention to gender differentiation, and dataset verification showed that this model had high recognition performance with an accuracy of 83.89% in simulation experiments. Kavita and Chhillar [9] analyzed the application of various technologies in face detection, FR, facial
expression, and age estimation. And they investigated the application background of FR technology in recent years. Based on the survey results, they summarized the research directions and future trends of FR technology.

Apart from the RNN used in this study, Long Short-Term Memory (LSTM) is also capable of memorizing sequential information. Therefore, Sepas-Moghaddam et al. [10] applied it in the context of FR, and also conducted multi-task learning using different frameworks. The application scenario was multi-view light field image FR. The experiment showed that the LSTM cell structure had higher accuracy in FR than the existing light field recognition methods. Dubey and Jain [11] used an improved VGG16 model for facial expression recognition and matched facial features by using transfer learning. In the simulation experiment, the recognition rate of this method on the validation dataset reached 93.7%, and the facial expression recognition accuracy was higher. Liu et al. [12] used Markov decision and attention control methods to model unordered images and process FR. Meanwhile, pose-guided methods were used for image recognition optimization. In simulation experiments, the model was proven to be effective. Zhang et al. [13] found that regional differences in facial features and environmental differences had an impact on feature extraction in FR. Therefore, they proposed a model that combined deep CNN network and reinforced attention mechanism for FR. After training the model, this method showed high recognition accuracy in mainstream FR scenarios.

In summary, as more and more researchers have focused on cross-age FR and proposed many solutions, cross-age FR has achieved certain results. However, there are still some issues. How to propose an effective solution that preserves not only facial identity information but also has relatively little correlation with age factors is still a challenging problem. Therefore, this study uses feature fusion and feature decoupling to constrain the correlation between facial identity and age feature information. It is hoped to compensate for the cross-age FR technology shortcomings in specific application scenarios.

III. MULTI-FEATURE FUSION AND DECOUPLING METHOD FOR CROSS AGE FR

A. Cross Age Facial Feature Fusion based on RNN

Cross-age FR is one of the important research branches of general FR. Similar to general FR tasks, it can also be divided into two sub-tasks: cross-age face identification and cross-age face verification. The cross-age face identification task involves inputting a given face query image, and then comparing each image in the database with the input query image, one by one, to determine whether they are the same person. It is worth noting that some images in the database may have a large age gap with the query image, which poses a challenge to the general FR algorithm. In the cross-age face identification task, cross-age face verification involves comparing each image with the query image and then determining whether they are the same person. The cross-age face detection and recognition is shown in Fig. 1.

As shown in Fig. 1, cross-age face detection and recognition usually includes the following steps: face detection, face alignment, face feature extraction, and face matching. Face detection and face alignment are preprocessing steps in FR, which are similar in both general FR algorithms and discriminative-based cross-age FR algorithms. However, the differences are as follows. Firstly, the cross-age FR model uses a cross-age face dataset for training. Secondly, the face features extracted by the discriminative-based cross-age FR algorithm need to have strong anti-interference ability to age factors, that is, only the face features related to the identity need to be extracted. Based on the above steps, each face image can be represented as a feature vector. Face matching is based on the similarity measurement of the extracted face feature vectors, with 1:1 or 1:N matching. And the more similar or exceeding the set threshold, the more likely it is the same person. In face matching, cosine similarity is commonly used. And this study also uses cosine similarity to represent the face similarity. The calculation for cosine similarity is shown in Formula (1).

$$\cos(A, B) = \frac{A \cdot B}{\|A\|_2 \cdot \|B\|_2}$$

(1)

In Formula (1), A and B represent the feature vectors of two face images, while $\|A\|_2$ and $\|B\|_2$ represent the Euclidean norms of the feature vectors. Deep learning is an important branch of machine learning, which has received widespread attention from researchers in recent years and has made significant progress in applications such as speech recognition, natural language processing, and computer vision [14, 15]. In this study, recurrent neural networks (RNN) in deep learning algorithms are used for feature fusion in cross-age FR. Unlike traditional neural networks, RNN utilizes sequential information within the network. It not only considers the input from the previous moment, but also has a memory of the previous content. So the current sequence output is also related to the previous output. This feature is very important in many application scenarios, as the embedded structure in the data sequence can transmit useful knowledge information. RNN can be regarded as a short-term memory unit including input layer, hidden layer and output layer. And the nodes between hidden layers are no longer connected. The value of hidden layer depends not only on the input at the current time but also on the output value of the hidden layer at the previous time. When training the RNN network for face feature fusion, given that there can be several facial images for each individual in the sample datasets, depicting different ages yet sharing the same identity, such images are initially organized into a sequence of faces, represented by Formula (2).
\{F_1^p, F_2^p, ..., F_l^p\} \in \{F_1^p, F_2^p, ..., F_N^p\} 

In Formula (2), \(F\) denotes a face image, \(l\) denotes an identity number, \(P\) denotes the face sequence length, and \(N\) denotes all face images of this identity in a data set. Formula (2) indicates that the sampling strategy for the face sequence is continuous and uninterrupted sampling. The initial face features are extracted from the face images using the RNN backbone network, as shown in Formula (3).

\[ x_i^p = G(F_i^p), i \in \{1, 2, ..., l\} \]  

In Formula (3), \(x_i^p\) denotes the feature extracted from the face image, and \(G\) denotes the backbone network of RNN. The RNN network not only considers the input at the previous moment but also has the memory ability for input content. With this characteristic, we treat the face feature sequence of the same identity as a sequence of facial appearance changes with age. And we stack the face feature sequence length and use it as input to the RNN. In order to give different attentions, the attention mechanism of RNN is used to weight the each time step’s outcome. The process of RNN face feature fusion is shown in Fig. 2.

![RNN face feature fusion process](image_url)

As shown in Fig. 2, RNN is used to remember features from multiple time periods. \(X\) represents the fused face image feature while x1, x2, and x3 represent feature extraction of images at different age stages. This scheme fuses the facial features of the same person at different age stages, thereby achieving feature fusion and making the fused face features have strong robustness against age interference.

**B. Optimization Research on Cross Age Face Feature Fusion and Decoupling**

Due to the influence of age, a same individual’s face is very different at different ages. On occasions, the similarity gap between subjects of the same class surpasses that from different classes [16, 17]. If only the extracted face features are used for cross-age FR, a good performance is hard to obtain. It is necessary to eliminate the age factors influence on FR. Therefore, in this study, feature decoupling is used to optimize the feature fusion. The facial feature decomposition is represented by Formula (4).

\[ x^p = x^p_{age} + x^p_{id} \]  

In Formula (4), \(x^p_{age}\) represents the age feature, while \(x^p_{id}\) represents the face identity features. In facial feature decomposition, given the face feature \(x^p\), the RNN fully connected layer is first linearly transformed to obtain age-related features \(x^p_{age}\). In order to reduce the identity information loss in the feature decomposition, this study projects the age-related features in the direction of \(x^p\) to obtain the corresponding age projection features, which are used as the final age features, as shown in Formula (5).

\[ x^p_{proj} = \frac{x^p_{age} x^p_{age}^T}{\|x^p\|^2} \]  

In Formula (5), \(x^p_{proj}\) represents the age projection feature in the direction of \(x^p\), while \(x^p_{age}\) represents the age-related feature. Even after simple feature decoupling, the identity and age feature obtained may still have implicit correlations. Through the above feature decoupling, the study could acquire the features. In order to avoid the recognition degradation caused by the correlation of identity and age features, this study evaluates the correlation between identity and age features, and designs a loss function to minimize the correlation between them, achieving accurate constraint of feature decoupling, as shown in Formula (6).
In Formula (6), \( \varphi \) represents the correlation. \( \mu_{age} \) and \( \sigma_{age}^2 \) are the mean and variance of \( Y_{age}^i \). \( \mu_d \) and \( \sigma_d^2 \) are the mean and variance of \( Y_d^i \). \( \varepsilon \) represents a constant used to ensure numerical stability. \( Y_{age}^i \) and \( Y_d^i \) represent identity variables and age variables, respectively, and their definitions are given in Formula (7).

\[
\begin{align*}
\hat{Y}_{age}^i &= w_{age}^i x_{age}^i \\
\hat{Y}_d^i &= w_d^i x_d^i
\end{align*}
\]

(7)

In Formula (7), \( w \) represents trainable parameters, \( x_{age} \) and \( x_d \) represent age features and identity features, respectively. Therefore, the correlation loss function between them is represented by \( L_c = \exp(|p|) \). FR based on discriminant cross-age is actually a multitask learning method. So besides correlation loss function, this study also needs to construct identity loss function and age loss function for RNN multi-feature fusion and decoupling cross-age FR. The approach taken in this study involves utilizing CosFace Loss as the primary identity loss-related function, which guides the model in learning essential identity-related information. The calculation is shown in Formula (8).

\[
L_{id} = -\frac{1}{N} \sum_{i=1}^{n} \log \left( \frac{e^{\cos(\theta_{ji}) - c}}{\sum_{j \neq i} e^{\cos(\theta_{ji})}} \right)
\]

(8)

In Formula (8), \( N \) represents the samples number in the training set, while \( \cos(\theta_{ji}) = W_j^T x_{id,j} \) represents the classes number. \( W \) represents the weight vector corresponding classifier category \( j \). \( x_{id,j} \) represents the identity feature vector corresponding to the face identity label \( y_i \), while \( \theta_{ji} \) represents the angle between the weight vector and the identity feature vector. \( c,s \) represent the hyper parameters of the CosFace Loss function. Therefore, this identity loss function improves the model’s identity recognition ability by maximizing the inter-class difference and minimizing the intra-class difference. The age loss function is constructed by using the cross-entropy loss function and its calculation is shown in Formula (9).

\[
L_{age} = -\log\left( \frac{e^{\varepsilon_j^i}}{\sum_{j=1}^{m} e^{\varepsilon_j^i}} \right)
\]

(9)

In Formula (9), \( m \) represents the categories for age labels, and \( e^{\varepsilon_j^i} \) and \( e^{\varepsilon_j^i} \) respectively represent the i-th and j-th term values output by the classifier. Finally, combining the correlation loss function, identity loss function, and age loss function, this study constructs the overall objective function of the supervised learning. It is defined as \( L = L_c + \alpha L_{age} + \beta L_r \), where \( \alpha \) and \( \beta \) are hyper parameters that balance the three loss functions. Finally, to reduce the information loss caused by the feature decoupling process, this study adds the lost face identity information back to the decoupled identity feature. The process of feature recovery is shown in Fig. 3.

![Fig. 3. Facial image feature decoupling and feature restoration.](image)

From Fig. 3, the face features fused by RNN are first reshaped into a feature map. In order to enhance the fitting ability of feature decoupling, this study uses convolution combined with ReLU activation to optimize the decoupling. When decoupling, further recovering the identity feature from the age feature is equivalent to further decomposing the identity-related feature and identity-unrelated feature, which is the final age feature. This process is represented by Formula (10).

\[
\begin{align*}
\tilde{x}_{age}^p &= k x_{age}^p \\
\tilde{x}_{age}^p &= x_{age}^p - k x_{age}^p
\end{align*}
\]

(10)

In Formula (10), \( \tilde{x}_{age}^p \) and \( \tilde{x}_{age}^p \) are the features obtained after decoupling. \( k \) represents a learnable vector with a range of 0-1. The calculation of this vector is shown in Formula (11).

\[
k = g(\omega_{f}(\alpha_{f}GAP(x_{age}^p)))
\]

(11)
In Formula (11), \( g \) represents the sigmoid activation function, \( \alpha_2 \) and \( \alpha_1 \) represent the parameters of the fully connected layer. \( f \) represents the ReLU activation function. GAP represents global average pooling. The identity-related features extracted from the age feature to the decoupled identity feature are added, and the final recovered identity feature is available, as shown in Formula (12).

\[
\hat{x}_{id} = x_{id}^a + \hat{x}_{id}^p
\]  

(12)

The algorithm flow of the face image recognition model constructed in this study is shown in Fig. 4.

As shown in Fig. 4, the cross-age face feature fusion and decoupling optimization model constructed in this study mainly uses the RNN and loss function for optimization. The model inputs a sequence of face images obtained by sampling (i.e., face images of the same person at different ages), as well as corresponding identity labels and age labels. Then, the backbone network is used to perform initial feature extraction on the face image sequence to obtain the face feature sequence. After obtaining the face feature sequence, it is fed into the feature fusion module to ensure that the fused face features can contain the adults’ identity information to a certain extent. Although the fused features contain rich face identity information, feature decoupling is still necessary to obtain age-related and identity-related features. Finally, the identity recognition loss function is used to supervise the identity feature, the age estimation loss function is used to supervise the age feature. And the correlation loss function is used to constrain the correlation between the age feature and the identity feature.

IV. APPLICATION SIMULATION ANALYSIS OF CROSS AGE FR MODEL UNDER RNN FUSION FEATURE DECONSTRUCTION OPTIMIZATION

A. Parameter and Training Analysis of IDE-RNN Model

This study used RNN network feature fusion and feature decoupling, as well as related constraint functions optimization, to perform cross-age FR and construct the IDE-RNN model. To verify the model, the CACD (Cross Age Celebrity Dataset) and its subset, CACD-VS, were used for simulation validation in this study. The CACD data set is a large-scale face aging data set for cross-age FR tasks. The collected images vary with changes in age, lighting, makeup, and other factors, which improves the simulation. The CACD-VS subset is meticulously annotated by cross-referencing associated images and web content. As for the face verification, each fold of the data set comprises of 200 positive sample pairs and 200 negative sample pairs. In the experiment, the hybrid matrix index and mean Average Precision (mAP) index were used. First, the parameters of the model constructed in this study were set as shown in Table I, and the model was simulated trained on the PyTorch platform.

<table>
<thead>
<tr>
<th>Parameter name</th>
<th>Character</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length of face sequence</td>
<td>( l )</td>
<td>3</td>
</tr>
<tr>
<td>CosFace Loss Hyperparameter</td>
<td>( c )</td>
<td>0.35</td>
</tr>
<tr>
<td>Loss function equilibrium coefficient</td>
<td>( \alpha )</td>
<td>0.3</td>
</tr>
<tr>
<td>PyTorch Batch size</td>
<td>( \beta )</td>
<td>0.3</td>
</tr>
<tr>
<td>Maximum number of workouts</td>
<td>( \beta )</td>
<td>200</td>
</tr>
</tbody>
</table>

After obtaining the above model parameters, this study verified the effectiveness of the proposed method on both cross-age and general face datasets. When testing, Principal Component Analysis (PCA) was used in this study to obtain feature vectors with high discriminability for classification. Cosine distance was used to measure face similarity. The comprehensive loss function during the training process is shown in Fig. 5.
In this study, the RNN backbone network was a residual network structure. The simulation tests were conducted to compare the face image recognition capabilities of different residual structures. Fig. 6 shows the effect of the residual blocks on the residual units with 2 and 3 layers of residual network stacks. As shown in Fig. 6, regardless of whether the residual network stack has 2 or 3 layers, the overall performance of the residual unit motion detection accuracy exhibits an increasing trend as the number of residual blocks increases. However, the overall accuracy in the residual network stack with three layers is lower than that in the stack with two layers. The average accuracy and F1 value in the two-layer stack structure were 79.785% and 79.265%, respectively. And in the three-layer structure, they were 76.555% and 76.34%, respectively. In terms of parameter calculation, the computing time of the residual network is negatively correlated with residual blocks. The residual blocks are more, the computation parameters are less. The average parameter for the two-layer stack structure was 0.0711 m, while that for the three-layer structure was 0.109 m. Therefore, the optimal number of residual network stack layers is two. And the best detection performance of the two-layer structure is the unit structure with four residual blocks, with accuracy and F1 values of 80.9% and 80.66%, respectively, which is higher than other structures. The experiment shows that the optimal value for parameter iteration of the RNN backbone network structure is the four residual blocks in the stack with 2 layers. After obtaining the parameters of the locally error-correcting joint residual network algorithm, this study compared the recognition accuracy and training time of 5 traditional CNN network structures. The experimental test data set selected the publicly available CACD data set, and the experimental results are shown in Table II.
The table shows that LeNet5, AlexNet, Vgg16 are classic CNN network structures for image recognition, GoogleNet is the original basic network, ResNet is a single residual network, and DE-RNN is the proposed feature fusion and decoupling RNN model in this study. As shown in the table, the motion image recognition detection accuracy of individual classical CNN networks is decreasing, with accuracy below 80%. The recognition accuracies of GoogleNet and single residual network were 82.94% and 88.82%, respectively. While the proposed algorithm model had a higher accuracy of 91.93% compared to the first five CNN network structures. Moreover, its training time was the shortest, taking only 20 minutes and 34 seconds to train 500 image data.

B. Performance Analysis Parameters and Training Analysis of Cross Age FR using DE-RNN based on 1DE-RNN Model

This study analyzed the performance of the DE-RNN cross age FR model on the CACD and CACD-VS datasets. Firstly, this study will compare other face verification methods and use a ten fold cross validation method to report ACC and AUC indicators. The specific experimental results are shown in Table III.

### Table III. Training Accuracy Performance and Training Time of Different Algorithms in CACD Dataset

<table>
<thead>
<tr>
<th>Network structure</th>
<th>Accuracy (%)</th>
<th>Training time</th>
</tr>
</thead>
<tbody>
<tr>
<td>LeNet5</td>
<td>60.21</td>
<td>50 m 12 s</td>
</tr>
<tr>
<td>AlexNet</td>
<td>72.83</td>
<td>47 m 34 s</td>
</tr>
<tr>
<td>Vgg16</td>
<td>78.36</td>
<td>24 m 20 s</td>
</tr>
<tr>
<td>GoogleNet</td>
<td>82.94</td>
<td>24 m 12 s</td>
</tr>
<tr>
<td>ResNet</td>
<td>88.82</td>
<td>22 m 10 s</td>
</tr>
<tr>
<td>DE-RNN</td>
<td>91.93</td>
<td>20 m 34 s</td>
</tr>
</tbody>
</table>

From Table III, the model proposed in this chapter is still competitive compared to other methods. In ACC indicators, DE-RNN performs better, but is lower than DAL. Among the AUC indicators, the AUC value of the DE-RNN model is 99.60%, higher than other algorithm models. In this study, four models with the highest AUC value will be selected for further performance analysis. First, the mAP indicators of the model will be evaluated. The specific results are shown in Fig. 7.

In Fig. 7, a, b, c, and d represent the Human Average model, DAL, the Human Voting model, and the proposed DE-RNN model, respectively. It can be observed from Fig. 6 that the mAP of different models is positively correlated with the number of iterations. When the number of iterations for the test sample was 70, the DE-RNN model had the highest recognition accuracy, with a mAP of 92.4%. The Human Voting model had the second highest recognition accuracy, with a value of 90.2%. The mAP of the Human Average model was 81.8%, while the mAP value of the DAL model was the lowest, at 78.1%. Therefore, in the following experiments, the DAL model will not be considered due to its low mAP value below 80%.

### Table IV. Analysis of ACC and AUC Metrics for Different Cross Age FR Models in CACD-VS Dataset

<table>
<thead>
<tr>
<th>Methods</th>
<th>ACC</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>High-Dimensional LBplia</td>
<td>81.60%</td>
<td>88.80%</td>
</tr>
<tr>
<td>HFA</td>
<td>84.40%</td>
<td>91.70%</td>
</tr>
<tr>
<td>CARC</td>
<td>87.60%</td>
<td>94.20%</td>
</tr>
<tr>
<td>CAN</td>
<td>92.30%</td>
<td>N/A</td>
</tr>
<tr>
<td>Center Loss</td>
<td>97.50%</td>
<td>N/A</td>
</tr>
<tr>
<td>DAL</td>
<td>99.40%</td>
<td>99.60%</td>
</tr>
<tr>
<td>Human Average</td>
<td>85.70%</td>
<td>94.60%</td>
</tr>
<tr>
<td>Human Voting</td>
<td>94.20%</td>
<td>99.00%</td>
</tr>
<tr>
<td>DE-RNN</td>
<td>97.80%</td>
<td>99.60%</td>
</tr>
</tbody>
</table>

Fig. 7. Comparative analysis of different algorithms for map.

Fig. 8. Application of MTL-1DCNN model for damage identification of double-storey buildings.
This experiment aimed to validate the FR performance of different algorithms for different age groups in the CACD and CACD-VS datasets. The images of different age groups, 0-20, 20-30, 30-45, 45-60, and over 60 years old, in the datasets were used to verify the recognition accuracy. The specific experimental results are shown in Fig. 8, where the horizontal axis represents the age classification, numbered 1-5 from the lowest to the highest. The number of validation samples in both datasets was 200. From Fig. 8, it can be seen that in the face image recognition of the first stage, age 0-20, in the CACD-VS dataset, the DE-RNN model had an accuracy of 96%, higher than other algorithms. In the second stage, age 20-30 of FR in the CACD dataset, the accuracy of the DE-RNN model reached 98%, higher than that of the Human Voting model. Regarding the comparative methods, the Human Average model had better performance than the Human Voting model but was inferior to the DE-RNN model built in this study.

![Figure 9](image)

**Fig. 9.** Accuracy of cross age FR using different methods.

Finally, this study combined the CACD and CACD-VS datasets to compare the cross-age face image recognition performance of the two methods in the integrated data set. As shown in Fig. 9, out of the 30 training samples, the model built in this study only had four recognition errors, while the Human Average model had six misjudgments.

### V. RESULT AND DISCUSSION

The technology that brings the most convenience to people's daily lives in artificial intelligence is facial recognition technology. As one of the representative artificial intelligence technologies, facial recognition technology has naturally attracted a large number of researchers to conduct research. Since face includes a lot of useful semantic information, such as face, gender, expression, age and identity, face recognition also includes many research directions: face identity recognition, face age estimation, face expression recognition, etc.

In cross age facial recognition, feature fusion and feature decoupling can filter out age independent information in images. Yan et al. [18] proposed a new multi feature fusion and decomposition (MFD) framework for age invariant facial recognition. Based on facial time series, this method could combine feature decomposition and fusion to ensure that the final age independent features effectively represent the face identity information. And it has stronger robustness to the aging process. Huang et al. [19] first utilized attention mechanisms to divide the fused facial information into two parts: identity and age information. Then, they used methods such as multitasking learning and continuous domain adjustment to de correlate the two parts. Unlike conventional single Hot codes, the study aims to use a new identity state model to complete the identity state, and enhances the age smoothness of combined faces through a weighted allocation mechanism. The existing discrimination methods for cross age facial recognition mainly focus on decomposing facial features in images into age related and independent identity features, and then performing facial recognition. In fact, it is inevitable that facial identity information will be lost when feature decoupling. To address this issue, this article first proposes a cross age facial recognition framework based on multi feature fusion and decoupling, which fully learns facial feature representations with high discrimination ability, thereby alleviating intra class differences in cross age facial recognition [20, 21]. Therefore, this study also adopted this approach to optimize the face cross age recognition technology of RNN models. And CACD and CACD-VS datasets are used for validation analysis. In the experiment, it was found that the single task facial image recognition model reached a complete convergence state after 125 iterations. While the multi task learning training model reached a stable convergence state after 75 iterations. Therefore, the multi task optimization project proposed in this study is effective. In addition, through experiments, the research determines the RNN backbone network structure. That is, the best detection performance is the unit structure with two layers of stacked four residual blocks, whose precision and F1 value are 80.9% and 80.66% respectively, higher than other structures.

In performance analysis, the experimental results of facial image recognition between the ages of 0 and 20 in the first stage of CACD-VS data set show that the accuracy of the DE-RNN model is 96%, which is higher than other algorithms. In the second stage of facial recognition between the ages of 20 and 30 in CACD, the accuracy of the DE-RNN model is 98%, which is higher than the Human Voting model. At the same time, this study synthesized CACD and CACD-VS into a data set. And the performance of two methods in cross age facial image recognition was compared in the comprehensive data set. The results showed that out of 30 training samples, the model constructed in the study had only four recognition...
errors, while the Human Average model had six judgment errors. The experiment shows that the improved recurrent neural network facial cross age recognition model proposed in this study has excellent accuracy and recognition speed.

VI. CONCLUSION

In this study, RNN network was used to construct a face cross-age recognition model with feature fusion and decoupling. The parameters and performance of the model were analyzed on a simulation platform. The experimental results show that the single-task learning model reached convergence after 125 iterations, while the multi-task model built in this study stabilized at 75 iterations. Meanwhile, in the data set analysis, the performance and structure of the backbone networks were compared. And the DE-RNN model had the highest accuracy of 91.93% and the shortest training time, which was 20 minutes and 34 seconds to train 500 image data. Regarding performance analysis, the DE-RNN model had the highest recognition accuracy, with a mAP of 92.4%, followed by the Human Voting model, with a value of 90.2%, and the Human Average model had a mAP of 81.8%. The performance of the three algorithms was compared and analyzed. In the first face image recognition stage, age 0-20, in the CACD-VS dataset, the accuracy of the DE-RNN model was 96%, higher than other algorithms. In the second stage, age 20-30 of FR in the CACD data set, the accuracy of the DE-RNN model reached 98%, higher than that of the Human Voting model. Regarding the integrated data set comparison, out of 30 training samples, the model built in this study only had four recognition errors, while the Human Average model had six misjudgments. The experimental data shows that the model built in this study has superior recognition performance and cross-age face image classification ability. However, the limitation of this study is that the sample classification is based on age stage labels, which still have some noise. For the multi feature fusion in this article, it is necessary to first sample a facial sequence and then fuse the features of the facial sequence. Therefore, this process increases model training and inference time. Therefore, in future experiments, the feature extraction optimization of age attributes will be considered.
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